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## Foreword

The idea of mathematical induction has been with us for ages, certainly since the 16th century, but was made rigorous only in the 19th century by Augustus de Morgan who, incidentally, also introduced the term 'mathematical induction'. By now, induction is ubiquitous in mathematics and is taken for granted by cvery mathematician. Nevertheless, those who are getting into mathematics are likely to need much practice before induction is in their blood: The aim of this book is to specd up this process.

Proofs by induction vary a great deal. In fact, when it comes to finite structures or, more generally, sequences of assertions, every proof may be viewed as a proof by induction; when proving a particular proposition, we may as well assume that we have already proved every assertion which comes earlier in the sequence. For example, when proving the simple result that every graph with $n$ vertices and more than $n^{2} / 4$ edges contains a triangle, we may as well assume that this is true for graphs with fewer than $n$ vertices. Thus, when a professor asks his class for ideas as to how to try to prove a result about finite groups and gets the suggestion : By induction!', he is right to dismiss this as being unhelpful, since we are always free to use induction, and in some sense we are always using it. Nevertheless, it is true that in some cases induction plays a major role, while in others we hardly make any use of it. And the question is not whether to use induction but, when using it, how to use it.

It would be impossible for this Handbook of Mathematical Induction to cover all aspects of mathematical induction and its variants for infinite sets, but there is plenty of exciting material here, selected with much care, with emphasis on some of the most elegant results. This book contains all the standard exercises on induction and many more, ranging from the trifle and the trivial to the significant and challenging.

There are numerous examples from graph theory, point set topology, elementary number theory; linear algebra, analysis, probability theory, geometry, group theory, game theory, and the theory of inequalities, with results about continued fractions, logical formulae, Latin rectangles, Hankel matrices, Hilbert's affine cube, and the numbers of Fibonacci, Bermonlli, Euler, Catalan and Schröder, among others. Fur-
thermore, the reader is guided through appropriate proofs of the theorems of Ramsey, Schur, Kneser, Hales and Jewett, Helly, Radon, Carathcodory, and many other results.

What prompts someone to write a book on mathematical induction? To share his passion for mathematics? Gunderson's passion for all of mathematics is evident. Perhaps this remarkable passion is due to the unusual road he has taken to mathcmatics. When I first met him, at Emory University in 1993, he was a graduate student. A rather 'mature' graduate student; as I learned later, in his youth he had flown aerobatics, and then had been a laborer and truck driver for ten years or so before starting in pure mathematics for the fun of puzzle solving. Although he has been in mathematics for over two decades, his physical prowess is still amazing: he has a penchant for ripping telephone books, and has not lost an arm-wrestling match since 1982 .

This book is the first example that I know of which treats mathematical induction seriously, more than just a collection of recipes. It is sure to be an excellent student companion and instructor's guide for a host of courses.

Béla Bollobás
University of Cambridge and University of Memphis

## Preface

Mathematical induction is a powerful proof technique that is generally used to prove statements involving whole numbers. Students often first encounter this technique in first or second year university courses on number theory, graph theory, or computer science. Many students report that their first exposure to mathematical induction was both scary yet simple and intriguing. In high school, formal proof techniques are rarely covered in great detail, and just the word "proof" seems daunting to many. Mathematical induction is a tool that seems quite different from anything taught in high school.

After just a few examples of proof by mathematical induction, the average student seems to gain an appreciation for the technique because the format for such a proof is straightforward and prescribed, yet the consequences are quite grand. Some students are further fascinated by the technique because of the erroneous conclusions available when the format is not followed precisely. It seems as if many students view mathematical induction as simply a necessary evil. Few begimning students in mathematics or computer science realize that all of mathematics is based on mathematical induction, nor do they realize that the foundations for the technique are of a completely different type than "scientific induction", or the "scientific method" forms of "hypothesis, testing; and conclusion" arguments used in most sciences.

In part, because of the recent explosion of knowledge in combinatorics, computing, and discrete mathematics, mathematical induction is now, more than ever, critical in education, perhaps surpassing calculus in its relevance and utility. The theory of recursion in computing science is practically the study of mathematical induction applied to algorithms. The theory of mathematical logic and model theory rests entirely on mathematical induction, as does set theory. It may be interesting to note that even in calculus, mathematical induction plays a vital role. Continuous mathematics (like calculus or analysis) uses counting numbers, dimension of a space, iterated derivatives, exponents in polynomials, or size of a matrix, and so mathematical induction might one day be taught in all junior math courses. In fact, mathematical induction is absolutely essential in linear algebra, probability theory, modelling, and analysis, to name but a few areas. Mathematical induction is a common thread that joins all of mathematics and computing science.

This book contains hundreds of examples of mathematical induction applied in a vast array of scientific areas, as well as a study of the theory and how to find
and write mathematical induction proofs. The presentation here is quite unlike that of a discrete mathematics book, as theory and examples took precedence over nice pictures, charts, and chapters intended for one or two lectures.

## The inception of this book

As with many books in mathematics, the incipient version of this book was a collection of notes for students. Nearly a decade ago, I put together a few pages with some standard induction problems for discrete math students. To help their writing of inductive proofs, I then provided a template and a few pages of advice on writing up induction proofs, producing a small booklet for the students that I distributed in any course requiring induction.

Since there seemed to be no readily available books on induction (most were out of print), I originally had the idea to write something small that could be universally available as a supplement to courses in discrete mathematics, including linear algebra, combinatorics, or even geometry. My first goal was to have around a hundred of the standard exercises in induction, complete with solutions. I also wanted the solutions to be written in a format that students could follow easily and reproduce. When I began to collect and write up problems for this small planned booklet, I found so many examples and major theorems that engaged me, I couldn't wait to write them down and share them with anyone who would listen. I then tried to supplement this early collection to somehow give a fair treatment to all of the mathematical sciences, including computing science.

By that time, it was too late. As many collectors do, I became obsessed with finding different kinds of inductive proofs from as many areas as possible. Even after gathering many different types of questions, I continued to add to the collection, giving more examples of some types, and also including a healthy amount of set theory and foundations--in an attempt to give a "credible" or "scholarly" representation of the theory and applications surrounding induction. In a sense, I was constructing a tribute to one of the major proof techniques in mathematics.

After the book quickly burgeoned into a few hundred pages, people (including publishers) asked me, "for whom is this book?" or "can this book be used for any course?" I could only reply that this book will work well with nearly any mathernatics or computing science course. Then I just kept adding problems! Only when the collection began to point north of 500 pages, did Chapman \& Hall/CRC, suggest that I put together an encyclopedia of induction, a handbook. So, I added a few hundred more pages, sampling from as many fields I had the courage and time for. This is the product.

## Who is this book for?

This book is intended for anyone who enjoys a good proof, and for those who would like to master the technique of mathematical induction. I think that nearly every student and professor of mathematics and computer science can get a little something from this book.

Students may find inductive solutions for their practice or even their homework, they may learn how to write inductive proofs, and they may discover some interesting mathematics along the way. Most topics in this book include definitions and simple theory in order to deliver the exercises, and any student perusing these might acquire new interests in arcas previously unexplored.

The professor may find examples to give as exercises, test questions, or contest practice questions. Some professors and high school teachers might appreciate sections here on writing mathematical induction proofs, both for themselves and in passing along such skills to their students.

The professor or student might also use this text for definitions and references, as well as many famous theorems and their proofs. This book is designed to be a source book for everyone interested in mathematics. When I was an undergraduate, I spent all of my spare money (and more) on reference books, including collections of worked exercises; and had this book been available back then, I would have most certainly purchased it-not only to help me with induction homework, but also as a resource of popular results and mathematical tricks.

This book may enhance nearly every course in mathematics-from freshman to graduate courses. At the university, mathematical induction is taught in many different courses, including those in discrete mathematics, graph theory, theoretical. computer science, set theory, logic, combinatorics, linear algebra, and math education. Other areas, including courses in computing science, engincering: analysis, statistics, modelling, game theory, and economics now use induction as a standard tool. These and many other areas are treated generously.

## Structure of this book

The book is essentially divided into three parts: "theory", "applications and exerciscs", and "solutions". These titles aren't complctely accurate, as there are exercises and solutions in the theory part and there is theory in the exercises part. The theory part also contains far more than just theory, but a more appropriate title could not be found.

In the theory part, first a brief introduction is given. The introduction is not meant to be expository nor complete in a way that some discrete mathematics books might cover mathematical induction. The formal development of natural numbers from axioms is given by mathematical induction. Many readers will want to skip this section, as it can be a little dry, but this material can be understood and appreciated
by most undergraduates in their second or third year. Having basic arithmetic skills in hand, different inductive tellniques are discussed: well-ordered sets, basic mathematical induction, strong induction, double induction, infinite descent, downward induction, and variants of some of these.

Chapter 4 is about mathematical induction and infinity, including an introduction to ordinals and cardinals, transfinite induction, more on well-ordering, the axiom of choice, and Zorn's lemma. The material in Chapter 4 is intended for the senior math or computer science student: and can be omitted by the inexperienced reader. One reviewer suggested that this material be moved to much later in the book; however, I feel that it fits well from a logical perspective, perhaps just not from a pedagogical one when viewed by first-year students.

There are sections on the history of induction (Section 1.8) and the present state of literature on mathematical induction (Section 1.9). Fallacies and induction (Chapter 5) and empirical induction (Chapter 6) are also surveyed. Chapters 7 and 8 on doing and writing inductive proofs are given with the intention of helping the student and perhaps providing some guidelines that a teacher might use when teaching presentation skills. Much of these two chapters are directed at the student, and so the advanced reader can safely skip these.

Part II, "Applications and exercises", contains over 750 exercises, showcasing the different levels of difficulty of an inductive proof, the variety of inductive techniques available, and the scope of results provable by mathematical induction. Topics are grouped into areas, complete with necessary definitions, theory, and notation, so each chapter is nearly independent from all others. I tried to include some famous or fundamental theorems from most major fields. In many areas, I include some very specialized problems, if only because I enjoyed them. In general, exercises are not ranked according to difficulty, so expect surprises. Many advanced topics are covered here, so there are many examples appropriate for even graduatc-level courses.

The number of published mathematical induction proofs is finite: however, one might get the impression that this number is infinite! There can be no comprehensive coverage. The present collection identifies results spanning many fields, and there seems to be no end of topics that I could continue to add. It seemed that whenever I researched some mathematical induction proof, I found yet another nearby. People have joked that, by induction, I could then find infinitely many examples. At some, point, I had to (at least temporarily) wrap up the project, and this is the outcome.

In part, I feel like a travel guide commissioned to write a handbook about touring Europe; after staying in Budapest for a month but only driving through Paris, the "handbook" may seem like only a biased "guidebook". I have delved decply into specialist areas, and only glossed over some more usual topics.

If this book survives to a second edition, many more topics will be developed. For example, the theory of Turing machines or Markov processes might make worthy additions. Additive number theory, computational geometry, the theory of algo-
rithms and recursion might be developed. I welcome suggestions for possible future inclusion.

In Part III, solutions to most exercises are given. Solutions are most often written in a strict format, making them slightly longer than what might be ordinarily found in texts (and much longer than those found in journals). The extra structure does not seem to interfere with reading the proof and, in fact, it may sometimes help. I have also attempted to eliminate as many pronouns as possible, and have avoided the royal "we" that often occurs in mathematics.

Of the over 750 exercises, over 500 have complete solutions, and many of the rest, have either brief hints or references.

For some unusual exercises presented here without solutions, I have tried to provide references. Many induction exercises are now "folklore" with origins difficult to trace, so citations often just direct the reader to at least one instance of where a problem has occurred previously. Readers are invited to inform me if I have missed some key citations.

There are ncarly 600 bibliography references, and results are cross referenced and indexed thoroughly. I have given over 3000 index entries to assist in quick referencing. The bibliography is also back-referenced; bold face numbers following each entry indicate where in this book the entry is cited [*].
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## Part I

## Theory

## Chapter 1

## What is mathematical induction?

Induction makes you feel guilty for gctling something out of nothing, and it is artificial, but it is one of the greatest ideas of civilization.

Herbert S. Wilf,

MAA address, Baltimore, 10 Jan. 1998.

### 1.1 Introduction

In the sciences and in philosophy, essentially two types of inference are used, deductive and inductive. Deductive inference is usually based on the strict rules of logic and in most settings, deductive logic is irrefutable. Inductive reasoning is the act of guessing a pattern or rule or predicting future behavior based on past experience. For example, for the average person, the sun has risen every day of that person's life; it might seem safe to then conclude that the sun will rise again tomorrow. However, one can not prove beyond a shadow of a doubt that the sun will rise tomorrow. There may be a certain set of circumstances that prevent the sun rising tomorrow.

Guessing a larger pattern based upon smaller patterns in observations is called empirical induction. (See Chapter 6 for more on empirical induction.) Proving that. the larger pattern always holds is another matter. For example, after a number of experiments with force, one might conclude that Newton's second "law" of motion $f=m a$ holds; nobody actually proved that $f=m a$ always holds, and in fact, this "law" has recently been shown to be flawed (see nearly any modern text in physics, e.g., [56, p.76]).

Another type of induction is more reliable: Mathematical induction is a form of reasoning that proves, without a doubt, some particular rule or pattern, usually infinite. The process of mathematical induction uses two steps. The first step is the "base step": some simple cases are established. The second step is called
the "induction step", and usually involves showing that an arbitrary large example follows logically from a slightly smaller pattern. Observations or patterns proved by mathematical induction share the veracity or assurance of those statements proved by deductive logic. The validity of a proof by mathematical induction follows from basic axioms regarding positive integers (see Chapter 2 for more on the foundations of the theory).

In its most basic form, mathematical induction, abbreviated "MI", is a proof technique used to prove the truth of statements regarding the positive integers. (The statements themselves are rarely discovered using mathematical induction.) In this chapter, mathematical induction is only briefly introduced, with later chapters spelling out a more formal presentation.

It is easy to get excited about introducing the proof technique called "mathematical induction", especially since no mathematical aptitude or training is necessary to understand the underlying concept. With only very little high school algebra (and sometimes none at all!), mathematical induction enables a student to quickly prove hundreds of fascinating results. What more can a teacher ask for-an easy to understand technique complete with an amazing array of consequences!

### 1.2 An informal introduction to mathematical induction

To demonstrate the claim that no mathematical sophistication is necessary to comprehend the idea of mathematical induction, let me share an ancedote. When my daughter Christine decided to keep a stray cat as a pet, the two of them soon became inseparable-until it was time to go to bed. Christine slept in the top of a set of large bunk beds, but the cat was not so cager about climbing this strange contraption we humans know as a ladder. The cat, named Jupiter, sat on the floor meowing until I lifted him to Christine's warm bed each night. (He could jump down without fear, however, via the dresser.)

So I tried to teach Jupiter how to climb the ladder. (The cat probably could climb a ladder without my help, however it seemed as if he was waiting for permission-so for the sake of this story, assume that he did not know how.) There seemed to be two separate skills that Jupiter needed to acquire. First, he was apprehensive about just getting on the ladder, so with a little guidance and much encouragement, he discovered that he could indeed get on and balance on the first rung. Second, he had to learn how to climb from one rung to the next higher rung. I put his front paws on the next step and then tickled his back feet; to escape the tickle, he brought, up his hind legs to the next rung. I repeated this on the next rung; he quickly realized how to go up one more (or that it was okay to do so?), and almost immediately upon "learning" this second skill, he applied it a few more times, and a moment later was rewarded with a big hug from Christine at the top.

That's the basic idea behind what is called "the principle of mathematical in-
duction": in order to show that one can get to any rung on a ladder, it suffices to first show that one can get on the first rung, and then show that one can climb from any rung to the next. This heuristic applies no matter how tall the ladder, or even how far up the "first" rung is; one might even consider the 0 -th rung to be the floor.

### 1.3 Ingredients of a proof by mathematical induction

In mathematical jargon, let $S(n)$ denote a statement with one "free" variable $n$, where, say, $n=1,2,3, \ldots$. For example, $S(n)$ might be "the cat can get on the $n$-th rung of the ladder" or say, "rolling $n$ dice, there are $5 n+1$ totals possible" (see next section). To show that for every $n \geq 1$, the proposition $S(n)$ is true, the argument is often in two parts: first show that $S(1)$ is true (called the "base step"). The second part (called the "induction step") is to pick some arbitrary $k \geq 1$ and show that if $S(k)$ is true, then $S(k+1)$ follows. In this case, $S(k)$ is called the "inductive hypothesis". Once these two parts have been shown, if one were then asked to demonstrate that $S(4)$ is true, begin with $S(1)$, then by repeating the second part three times,

$$
S(1) \rightarrow S(2) ; \quad S(2) \rightarrow S(3) ; \quad S(3) \rightarrow S(4)
$$

This method succeeds in reaching the truth of $S(n)$ for any $n \geq 1$, not just $n=4$.
The base step, above need not have been $n=1$. Sometimes induction starts a little later. For example, the statement $S(n): n^{2}<2^{n}$ is not true for $n=1,2,3$, or 4, but is true for any larger $n=5,6,7, \ldots$ In this case, the base step is $S(5): 5^{2}<$ $2^{5}$, which is verified by $25<32$. The inductive step is, for $k \geq 5, S(k) \rightarrow S(k+1)$ (which is not difficult: see Exercise 159).

So the principle of mathematical induction can be restated so that the base step can be any integer (positive or negative or zero): [This is stated again formally in Chapters 2 and 3 .]

Principle of mathematical induction: For some fixed integer $b$, and for each integer $n \geq b$, let $S(n)$ be a statement involving $n$. If (i) $S(b)$ is true, and
(ii) for any integer $k \geq b, S(k) \rightarrow S(k+1)$, then for all $n \geq b$, the statement $S(n)$ is true.

The expression "principle of mathematical induction" is often abbreviated by "PMI", however in this text, simply "MI" is used. In the statement of the principle of mathematical induction above, (i) is the base step and (ii) is the induction step, in which $S(k)$ is the inductive hypothesis. A proof that uses mathematical induction is sometimes called simply "a proof by induction" when no confusion can arise.

For an assortment of reasons, mathematical induction proofs are, in general, casy. First, the general rule often does not need to be guessed, it is usually given. A great
deal of work is often required to guess the rule, but an inductive proof starts after that hard work has been done. Another aspect of proving by mathematical induction that makes it easy is that there are usually clearly defined steps to take, and when the last step is achicved, the logic of the proof makes the answer urideniable. For some, the most challenging part of an inductive step is only in applying simple arithmetic or algebra to simplify expressions.

A proof by mathematical induction has essentially four parts:

1. Carefully describe the statement to be proved and any ranges on certain variables.
2. The base step: prove one or more base cases.
3. The inductive step: show how the truth of one statement follows from the truth of some previous statement(s).
4. State the precise conclusion that follows by mathematical induction.

For more on the structure of a proof by mathematical induction, see Chapters 2, 3; for the reader just learning how to prove by mathernatical induction, see Chapter 7 for techmiques and Chapter 8 for how to write up a proof by mathematical induction.

### 1.4 Two other ways to think of mathematical induction

Many authors compare mathematical induction to dominoes toppling in succession. If the $b$-th domino is tipped, (see Figure 1.1) then all successive dominoes also fall.


Figure 1.1: Dominoes fall successively
This comparison allows one to view mathematical induction in a slightly more general form, since all dominoes need not be in a single row for the phemomenon
to work; as long as each "non-starting" domino has one "before it" which is close enough to topple it. So, in a sense, mathematical induction is not just done from any one integer to the next; induction can operate for many sequences of statements as long as for each non-initial case, there is a previous case by which one can use a. rule to jump up from.

Another analogy for mathematical induction is given by Hugo Steinhaus n Mathematical Snapshots [508] [in the 1983 edition see page 299]: Consider a pile of envelopes, as high as one likes. Suppose that each envelope except the bottom one contains the same message "open the next envelope on the pile and follow the instructions contained thercin". If someone opens the first (top) envelope, reads the message, and follows its instructions, then that person is compelled to open envelope number two of the pilc. If the person decides to follow each instruction, that person then opens all the envelopes in the pile. The last envelope might contain a message "Done". This is the principle of mathematical induction applied to a finite set, perhaps called "finite induction". Of course, if the pile is infinite and each envelope is numbered with consecutive positive integers, anyone following the instructions would (if there were enough time) open all of them; such a situation is analogous to mathematical induction as it is most often used.

### 1.5 A simple example: Dice

Here is an example of a problem, a conjecture, and a proof of this conjecture by mathematical induction.

When rolling a single die, there are six possible outcomes: $1,2,3,4,5,6$. When rolling two dice, there are 11 possible totals among two dice: $2,3, \ldots, 12$, and for three dice, the 16 possible totals are $3,4, \ldots, 18$. After a moment of reflection, one might guess that for $n \geq 1$ dice, the number of possible totals is $5 n+1$.

Proposition 1.5.1. The number of possible totals formed by rolling $n \geq \mathbf{1}$ dice is $5 n+1$.

Proof: (By mathematical induction on $n$ ) For each positive integer $n$, denote the statement
$S(n)$ : When rolling $n$ dice, there are $5 n+1$ possible totals.
So $S(1), S(2), S(3), \ldots$ form an infinite family of statements. (Using mathematical induction, all such statenients are proved.)

Base step: The statement $S(1)$ is already verified as there are $6=5(1)+1$ outcomes.

Inductive step: Fix $k \geq 1$ and suppose that $S(k)$ is true (the inductive hypoth(esis), that is, among $k$ dice, there are $5 k+1$ possible outcomes. To complete the
inductive step, one needs only to show that the subsequent, statement

$$
S(k+1): \quad \text { When rolling } k+1 \text { dice, there are } 5(k+1)+1 \text { possible totals }
$$

is also true.
Consider $k+1$ dice, say $D_{1}, D_{2}, \ldots, D_{k}, D_{k+1}$. Among the first $k$ dice there are (by the inductive assumption $S(k)$ ) $5 k+1$ possible totals. Among these totals, the smallest possible is $k$ (where each dice shows 1 ), and so the lowest total possible using all $k+1$ dice is $k+1$ (when $D_{k+1}$ also shows 1 ). The highest possible total for all the first $k$ dice is $6 k$ (when each of $D_{1}, \ldots, D_{k}$ show a 6). Then using $D_{k+1}$, each of $6 k+1,6 k+2, \ldots, 6 k+6$ is a new possible total. Hence, there are six new possible totals, and one old possible total $(k)$ which no longer occurs among $k+1$ dice. Hence, there are 5 more totals possible with $k+1$ dice than with $k$ dice, giving $5 k+1+5=5(k+1)+1$ outcomes as desired. This completes the inductive step.

Hence, one concludes by mathematical induction that for any $n \geq 1$, the statement $S(n)$ is true. This concludes the proof of Proposition 1.5.1.
[The " $\square$ " indicates the end of a proof.]

### 1.6 Gauss and sums

It seems to be tradition in teaching induction that the first example demonstrating how well MI can work is in proving a formula for summing the first $n$ positive integers.

There is a story about a young Carl Friedrich Gauss (1777-1855) that is often told. I first give the apocryphal version, which is an over-simplification of the supposed facts, because it so aptly creates a segue to the inductive proof. [The more historical version $\cdots$ which is even more unbelievable--is given after the proof of Theorem 1.6.1.)

Gauss was extremely quick as a child, and his teachers had a tough time keeping ahead of him. To keep Gauss busy, his teacher once asked him to sum the numbers from 1 to 100 - to which Gauss almost immediately replied " 5050 ". Perhaps he had discovered the following fact.

Theorem 1.6.1. For each positive integer $n$,

$$
1+2+3+\cdots+n=\frac{n(n+1)}{2}
$$

Proof of Theorem 1.6.1 by MI: Let $S(n)$ be the statement

$$
S(n): \quad 1+2+3+\cdots+n=\frac{n(n+1)}{2}
$$

BaSE STEP $(n=1)$ : The statement $S(1)$ says that $1=\frac{1(2)}{2}$, which is clearly true, so $S(1)$ holds.
Inductive $\operatorname{step}(S(k) \rightarrow S(k+1))$ : Fix some $k \geq 1$, and suppose that

$$
S(k): 1+2+3+\cdots+k=\frac{k(k+1)}{2}
$$

holds. (This statement is called the inductive hypothesis.) To complete the inductive step, it suffices to verify that the statement

$$
S(k+1): 1+2+3+\cdots+k+(k+1)=\frac{(\dot{k}+1)(k+2)}{2}
$$

also holds. Beginning with the left-hand side of $S(k+1)$,

$$
\begin{aligned}
1+2+3+\cdots+k+(k+1) & =(1+2+3+\cdots+k)+(k+1) \\
& =\frac{k(k+1)}{2}+(k+1) \\
& =(k+1)\left(\frac{k}{2}+1\right) \\
& =(k+1)\left(\frac{k+2}{2}\right)
\end{aligned}
$$

which is equal to the right-hand side of $S(k+1)$. Hence $S(k) \rightarrow S(k+1)$ is proved. completing the inductive step.

Conclusion: By the principle of mathematical induction, for each $n \geq 1$, the statement $S(n)$ is true.

Many statements provable by mathematical induction are also provable in a direct manncr. For example, here is one of many other proofs of the expression in Theorem 1.6.1:

Direct proof of Theorem 1.6.1: (without explicit use of MI) Write the sum $s(n)=1+2+\cdots+n$ twice, the second time with the summands in reverse order, and add:

$$
\begin{array}{ccccccccc}
s(n) & = & 1+ & 2 & + & 3 & +\cdots+ & (n-1) & +n \\
s(n) & = & n+ & (n-1) & +(n-2) & +\cdots+ & 2 & +1 \\
\hline 2 s(n) & = & (n+1)+(n+1) & +(n+1) & +\cdots+ & (n+1) & +(n+1)
\end{array}
$$

The summand $(n+1)$ occurs $n$ times, and so $2 s(n)=n(n+1)$; division by 2 completes the proof.

The numbers $T_{n}=1+2+3+\cdots+n$ are called the triangular numbers. One reason that they are called triangular might be because if one makes a diagram with $n$ rows of dots, starting with one dot in the first row, and in subsequent rows putting one more dot, then the dots form a triangle, and $T_{n}$ is the total number of dots.

Here is an example for $n=6$ :


To compute ' $T_{n}$ of Theorem 1.6.1, put an $n$ by $n+1$ box around such a triangle, and notice that $T_{n}$ accounts for half of the box. Sec also Nelsen's wonderful little book Proof without words [403, p. 69], where the caption is "一"The ancient Greeks" (as cited by Martin Gardner)". Another similar "Proof without words" of the formula for $T_{n}$ is given by Ian Richards [453] (also reprinted in [403, p. 70]). See also [404, p. 83]. One can also think of the triangle above as being equilateral. For other polygons, there are other "figurate numbers", for example, $n(3 n-1) / 2$ is a pentagonal number (the square numbers you already know). Sce the wonderfully illustrated [116; pp. 38ff] for more on polygonal (and polyhedral) numbers. [Polygonal numbers are also a rich source for induction problems as most are defined recursively, though few appear in this volume.]

For a moment, return to Gauss in the classroom. Expanding on the account given above, here is an excerpt from E. T'. Bell's Gauss, Prince of Mathematicians [44] (also found in Newman's 1956 anthology [45]):

Shortly after his seventh birthday Gauss entered his first school, a squalid relic of the Middle Ages run by a virile brute, one Büttner, .

Then, in his tenth year, Gauss was admitted to the class in arithmetic. As it was the beginning class none of the boys have heard of an arithmetical progression. It was easy then for the heroic Büttner to give out a long problem in addition whose answer he could find by a formula in a few seconds. The problem was of the following sort, $81297+81495+81693+\cdots+100899$, where the step from one number to the next is the same all along (here 198), and a given number of terms (here 100) are to be added.

It was the custom, of the school for the boy who first got the answer to lay his slate on the table; the next laid his slate on top of the first, and so on. Büttner had barely finished stating the problem when Gauss
flung his slate on the table: "There it lies," he said-"Liggit se" in his pleasant dialect. Then, for the ensuing hour, while the other boys toiled, he sat with his hands folded, favored now and then by a sarcastic glance from Büttner, who imagined the youngest pupil in the class was just another blockhead. At the end of the period Büttner looked over the slates. On Gauss' slate there appeared but a single number. 'Io the end of his days Gauss loved to tell how the one number he had written was the correct answer and how all the others were wrong.

### 1.7 A variety of applications

One aspect of mathematical induction is that it can be found in the proofs of a broad spectrum of results. In this section a sample is given of areas that mathematical induction is found.

Hundreds of equalities and inequalities have proofs by induction. For example, Exercise 54 asks to show the well-known formula

$$
1^{2}+2^{2}+3^{2}+\cdots+n^{2}=\frac{n(n+1)(2 n+1)}{6}
$$

Trigonometric identities also can be proved by induction, as in Exercise 124 where for any real number $x$ and $n \geq 1$,

$$
\cos ^{2 n}(x)+\sin ^{2 n}(x) \geq \frac{1}{2^{n-1}}
$$

Many such identities (or inequalities) are proved in a manner very similar to that in Theorem 1.6.1. Some inequalities have mathematical induction proofs that are not so evident. For example, in Exercise 204, induction is applied to show that any positive integer $n$,

$$
\sqrt{2 \sqrt{3 \sqrt{4 \cdots \sqrt{n}}}}<3
$$

Suppose that a sequence of numbers is defined recursively, that is, a few initial values are given, and then a formula or rule shows how to get the $n$th number from earlier numbers. For example, define a sequence $a_{0} ; a_{1}, a_{2}, a_{2}, \ldots$ by first setting $a_{0}=3$ and let $a_{1}=3$. Then for each $n \geq 2$, define $a_{n}=2 a_{n-2}+a_{n-1}$, each a combination of the two previous values. Working out the first few values are $3,3,9,15,33$. There is a method by which to come up with a formula for the general term $a_{n}$; however, one might also guess that for each $n \geq 0$,

$$
a_{n}=2^{n+1}+(-1)^{n}
$$

Mathematical induction can be used to prove that this guess is correct. In the theory of recursion, mathematical induction is indispensable in proving correctness
of formulas or algorithms. See Chapter 16 for mathematical induction in the theory of recursion. Many popular algorithms are analyzed here by mathematical induction.

Induction can also solve problems that have no apparent equation associated with it. For example, on a circular track, put $n$ cars (with engines off), and among all cars, distribute just enough gas for one car to go around a track. In Exercise 590 , induction is used to prove that there is a car that can make its way around a lap by collecting gas from the other cars on its way.

In an election, $a$ votes are cast for candidate $A$ and $b<a$ votes cast for candidate $B$. In Exercise 764, one counts the number of ways $a+b$ votes can be ordered so that after each vote, candidate $A$ is wimning. Similar results have an impact in game theory, probability theory, and economics.

Various forms of mathematical induction can be used to prove very general and powerful results about infinite structures. For example, a special form of mathematical induction, called Zorn's lemma, is applied in Exercise 692, to show that every vector space has a basis.

An abundance of results in discrete math and graph theory are proved by induction. For example, if a graph on $n$ vertices has more than $n^{2} / 4$ edges, Exercise 509 shows that the graph always contains a triangle. Problems in geometry (see Chapter 20) have surprising solutions using induction, as well.

Many basic counting principles have proofs by mathematical induction; for example, both the pigeonhole principle and the inclusion-exclusion principle have proofs by induction (see Exercises 743 and 427, respectively).

Model theory, foundations of mathematics, and computing theory are highly reliant on inductive proof techniques. Most elementary properties of arithmetic are derived using induction.

Mathematical induction is often associated with discrete counting; however, it can be used to prove many results in calculus and analysis. For example, starting with the simple product rule $(f g)^{\prime}=f^{\prime} g+f g^{\prime}$, by induction one can prove (see Exercise 611) an extended version:

$$
\left(f_{1} f_{2} \cdots f_{n}\right)^{\prime}=f_{1}^{\prime} f_{2} f_{3} \cdots f_{n}+f_{1} f_{2}^{\prime} f_{3} \cdots f_{n}+\cdots+f_{1} f_{2} \cdots f_{n-1} f_{n}^{\prime} .
$$

This example hints at a theme.
Very loosely speaking, there are countless examples in mathematics where a concept is generalized or extended from one dimension to two; then from two to three; if a pattern becomes obvious in these first jumps, the pattern often describes a recursion, one that can serve as a model for an induction step taking the concept to any finite dimension required. The same is true for linear algebra and matrix theory; in fact, it might appear that most concepts in linear algebra "grow by induction" from smaller ones. See Exercises 637-668 for what might seem to be most of the major results in matrix theory: including a few applications, all proved by mathematical induction.

After only a brief perusal of the exercises in this book, one might conclude that most of mathematics is tied to induction. To many, this comes as no surprise,
because counting numbers and basic rules of arithmetic and algebra are either developed or proved true using induction. Hence nearly all of discrete mathematics is based on induction, in a sense.

The first part of Chapter 2 establishes some useful notation and terminology, and the latter parts of that chapter are for those interested in the theory behind induction. To continuc the introduction to mathematical induction, Chapter 3 gives examples of the many different inductive techniques and examples of each. If the reader is just beginning to learn induction and how to write proofs, I recommend also reading Chapters 7 and 8 .

### 1.8 History of mathematical induction

I have read somewhere or other, in Dionysius of Halicarnassus, I think, that History is Philosophy teaching by examples.
---IIenry St. John (Viscount Bolingbroke) (1678-1751),

## On the study and use of history.

A usual (modern) development of the principle of mathematical induction begins with Pcano's axioms. In this book, too, this approach is adopted. This perspective is admittedly a bit naive, since there were many other key players in establishing the present confidence held in the concept.

It is not clear who first used mathematical induction, but in Bussey's 1917 article [91], he reported that Blaise Pascal ( $1623-1662$ ) recognized that an Italian named D. Franciscus Maurolycus (1494-1575) (also spelled Francesco or Francesko Maurolico or Maurolyci) used induction in his book [376] published in 1575. In that book, (actually, in Book I) he proved by induction that the odd numbers arc formed by successively adding 2 to the first odd number, 1. Maurolycus used what is now called "induction" to prove that the sum of the first $n$ odd numbers is $n^{2}$. These and many other ideas were learned by Blaise Pascal, in the mid 1600s, with Pascal perhaps being the first to apply induction for a formula for the sum of the first $n$ natural numbers. In Struik's [515, p. 106] A Concise History of Mathematics, two works ([201] and [448]) are cited as evidence that "He [Pascal] was the first to cstablish a satisfying formulation of the principle of complete induction."

Maurolycus' proof of the formula for the sum of the first $n$ numbers was noninductive, although Georg Cantor (1845-1918) claimed that Pascal got his inductive proof from Maurolycus; Bussey refutes this claim. Cantor (Georg Ferdinand Ludwig Philip Cantor) once claimed that Pascal was the originator of mathematical induction, but later withdrew his claim after he was informed by someone named G. Vacca about Maurolycus (see [544]). So it seems, Pascal learned induction from Maurolycus.

It might be interesting to note that Bussey's article was published while Cantor was still alive. Cantor quit teaching at the University of Halle in 1905, was very ill late in life, and died in a mental hospital in Halle in 1918, so perhaps he never saw the article. Cantor is now credited with being the founder of set theory, particularly, the theory of infinite sets.

In George Pólya's (1887-1985) 1962 book Mathematical Discovery [435], mathematical induction is credited to Pascal as well, but in Bourbaki's The Set Theory [69] (1965), "Maurolico F." receives credit. [Bourbaki was not a person, but a group of sometimes 20 persons, at various times including C. Chevally, J. Delsarete, J. Dieudonne, and A. Weil---they had to retire from the group at age 50.]

It seems odd that such a simple technique was only learned in the 16 th century. In fact, it would not be a surprise if Euclid (ca. 330-275 BC) used mathematical induction, though there does not seem to be any explicit instance of it. It might be worth noting that Euclid's result that states that there are infinitely many primes can be easily proved by induction; see Exercise 207. This has led some authors to the opinion that Euclid used, if even tacitly, induction. The debate as to whether or not Fuclid knew of mathematical induction has gone as far as to interpret induction less formally. For more on Euclid and induction, see [175], [197], [541], [542], and [557]. It has been suggested [523] that Pappus (ca. 300AD) also knew of induction, though I have not yet seen the evidence. Even Plato might have known of the principle (see [3]).

The method of mathematical induction has been compared to the "method of exhaustion", due to Eudoxus ( $408-355$ B.C.) [about a century before Euclid] and used by Archimedes ( 287212 B.C.) in his derivation of many formulas (for areas and volumes), and his "method of equilibrium"---which often uses the method of slicing called the method of indivisibles by Cavalieri (1598-1647), a technique still used in modern integral calculus. The method of exhaustion begins with an assumption that magnitudes can be divided an infinite number of times. For example, the method can be used to prove that the formula $A=\pi r^{2}$ for the area of a circle is correct by finding larger and larger polygons that fit inside a circle. (See [180, 11-3] for a details.) What this method has in common with mathematical induction is that a formula must first be guessed, and the proof is an iteration of (perhaps) infinitely many steps, often based on some kind of recursion depending on earlier steps. Some proofs by the method of exhaustion can be translated into proofs by induction, however the method of induction does not seem to be used explicitly by any of these masters from (nearly) ancient times.

Internet sources suggest that Ralbag (Rabbi Levi Ben Gershon) gave proofs that used induction in the 13th century. One such correspondence was from Boaz Tzaban, Bar Ilan University, Isracl; another was from Ed Sandifer at Western Connecticut State University, Danbury, CT. They reported on a talk given by Shai Simonson of Stonehill College in Massachusetts, a scholar of Ben Gershon's work. It is not clear that Gershon formalized the concept, but there seems to be some agreement that
he used mathematical induction. For more support on these ideas, see [444]. Many other authors report on the use of induction or inductive techniques by al-Karaji (sum of cubes formula, around 1000 A.D.), al-Haytham (sum of fourth powers), and al-Samawal (binomial theorem). [1 have not yet directly seen these references, however, more information is available in [307].]

According to Quine [443, p. 243], "Mathematical induction was used and explicitly recognized by Pascal in 1654 ... and Fermat in 1659 ... But the principle of mathematical induction retained the status of an ultimate arithmetic axiom until 1879 when Frege defined the ancestral and by its means the class of natural numbers." Quine also says that "...Such inference, called mathematical induction, is afforded by the following metatheorem" and then uses very careful (and barely readable) logical notation to give the metatheorem.

Grimaldi reports in his textbook on discrete mathematics [238], that it was Augustus DeMorgan ( $1806-1871$ ) who, in 1838, carefully described the principle and gave it its present name "mathematical induction". The reference Grimaldi gave for this fact was Bussey's paper [91], however, a quick look at Bussey's paper does not seem to confirm this. In fact, on the website Earliest Known Uses of Some of the Words of Mathematics [384], it is reported ${ }^{1}$ :

The term INDUCTION was first used in the phrase per modum inductionis by John Wallis in 1656 in Arithmetica Infinitorum. Wallis was the first person to designate a name for this process; Maurolico and Pascal used no term for it (Burton, page 440).
and
The term MATHEMATICAL INDUCTION was introduced by Augustus de Morgan (1806-1871) in 1838 in the article Induction (Mathematics) that he wrote for the Penny Cyclopedia. De Morgan had suggested the name successive induction in the same article and only used the term mathematical induction incidentally. The expression complete induction attained popularity in Germany after Dedekind used it in a paper of 1887 (Burton, page 440; Boyer, page 404).

The references for the above citations are Boyer [70] and Burton [89]. See also [92] for more on the history of the name "mathematical induction". One inight note that the method of mathematical induction still is occasionally referred to as "complete induction" (e.g., in [556]) or "full induction."

Near the end of the 19th century, David Hilbert (1862 1943) was writing a book [269], attempting to establish geometry based not on "truths", but on axioms. Gottlob Frege (1848-1925) had been studying mathematical logic and communicated regularly with Hilbert. Much debate arose about what axioms were, what they "should" be, and what "truth" in mathematics is. (See [451] for an account of

[^0]the discussions between Frege and Hilbert regarding axioms.) Frege was essentially trying to reduce mathematical reasoning to purely logical reasoning. For some kinds of reasoning, a "second-order" kind of logic was necessary, but Frege wanted (perhaps) to rephrase mathematical induction that did not rely on second-order logic. To this end, he used terms like "ancestors" (well, in German, he must have used "Vorfahren" or something similar) and "ancestor induction". The basic idea was to extend reasoning of the form: "Ole is an ancestor of John, and John is an ancestor of David, so Ole is an ancestor of David." [These, inasmuch as my parents tell me, are accurate statements.]

In [128] [thanks to Dr. Peter Morton for supplying this reference] Demopoulos mentions that Crispin Wright presented an argument that Hume's principle [the number of elements in a set $S$ is equal to the number of elements $T$ if and only if there is a one-to-one correspondence between elements of $S$ and $T$ ] implies one of Peano's axioms: "...in the context of the system of second-order logic of Frege's Bereffsschrift, Peano's second postulate [every natural number has a successor] is derivable from Hume's principle." Demopoulos continues to mention "...that Frege discovered that, in the context of second-order logic, Hume's principle implies the infinity of the natural numbers, Frege's theorem." (If the reader wants another perspective, readable but confusing, on these matters, see [556].)

Erust Zermelo (1871-1953), Richard Dedekind (1831-1916), Bourbaki, Bertrand Russell (1872-1970), and many others continued the debate regarding assumptions about the natural numbers. Concepts like "well-ordering" and "Axiom of Choice" were also introduced in an attempt to logically legitimize what students of mathematics all "know" to be "true" about natural numbers. For present purposes, assume that all the necessary groundwork has been done to establish that present assumptions (or Peano's assumptions) are reasonable. For more facts and debates regarding the history of induction, see [175]: [197], [300], [523], [541], [542], and [581].

The interested reader may pursue those discussions from a model theoretic perspective as well; the mathematical logician Leon Henkin [265] examines Peano models in contrast to induction models (those with only the induction axiom). Classifying algebraic systems according to the set of axioms that generate the system, and examining which functions arise from "primitive recursion", is too deep a subject to entertain here. The reader is recommended to see some of the popular literature that is referred to in Section 2.2. The theory can get quite complex; it is hard to say what the best approach is.

Instead of being drawn into further discussions regarding epistemology and philosophy, this discussion is concluded with a quotation from Ernst Mach, as found in [433], regarding Jacques Bernoulli (1667-1748):

Jacques Bernoulli's method is important to the naturalist. We find what seems to be a property $A$ of the concept $B$ by observing cases $C_{1}, C_{2}, C_{3}, \ldots$, . We learn from Bernoulli's method that we should not
attribute such a property $A$, found by incomplete, non-mathematical induction, to the concept $B$, unless we perceive that $A$ is linked to the characteristics of $B$ and is independent of the variation of the cases. As in many other points, mathematics offers here a model to natural science.

### 1.9 Mathematical induction in modern literature

One of the chiefcst triumphs of modern mathematics consists in having discovered what mathematics really is.
-Bertrand Russell ${ }^{\circ}$
International Monthly, 1901.

In any mathematics textbook that contains a section on induction, there is usually a collection of problems, a handful of which are now used repcatedly in nearly every such text. There are perhaps about a hundred problems in toto that might, due to their frequency, be called "standard"; virtually all problems appearing in modern texts are adaptations of these. A few books have been devoted exclusively to induction. This chapter contains a brief overview of books specifically on induction, articles about induction, and typical books containing chapters or sections on induction, primarily from the last century; for articles concerning mathematical induction bcfore that, see Section 1.8 on the history of mathematical induction. This overview hopefully contains most major works and a few less well-known. Aside from references given here, there are likely thousands more articles concerning induction, so parts of this review can never hope to be comprehensive. On 11 February 2009, MathSciNet showed 395 matches to "mathematical induction", 74 of which were in the title. There were 1436 titles containing simply the word "induction", most in well respected refereed journals. The number of books or articles that use induction in them is probably in the hundreds of thousands.

My own introduction to induction in high school was from Mathematical Induction and Conic Sections [550], a booklet excerpt from a textbook. That booklet has only a few pages on induction, but it lists 39 exercises. There have been a few other books specifically on induction, most of which I only recently became aware of, and none of which seem to be in print any more.

In 1958, a 63-pagc book [388] by Mitrinović on mathematical induction appeared in Serbo-Croatian, the last chapter of which contains a short history of induction. The translated title was The Method of Mathematical Induction. A dozen years later, the same author came out with another book [389], about half of which is reportedly devoted to problems solvable by mathematical induction, (also in Serbo-Croatian), however I have not secn either.

In 1956, I. S. Sominskii's Russian text [498] on induction was already enjoying its fourth edition. In 1959, he published Metod Matematicheskoii Induktsii; this
was translated into English and published in 1961 as The Method of Malhematical Induction [499]. a 57 -page collection of theorems and 52 problems; most appear with helpful, complete solutions. A reviewer named N. D. Kazarinoff reviewed that book for Math Reviews [27 5669] and wrote "In addition to a high school training in these subjects, the reader must have good eyesight: symbols in formulas are often about the size of periods." This book has enjoyed dozens of editions in various languages, including Russian (e.g., [498], 4th ed., 48 pages), German (e.g., [501], 13th ed., 55 pp., [287], 120 examples, 183 pp., with two other authors), Spanish ([502], 2nd ed., 62 pp. ), and Turkish (e.g.: [500], viii +72 pp .).

In 1964, a 55 page booklet, Mathematical Induction [582], by Bevan K Youse [note: there is no period after the " K " in his name] appeared, repeating many of the problems in Sominskii's book, but with a few interesting additions. Youse's book has 72 problems, most of which now commonly appear in today's texts without reference. There are only 29 complete solutions.

In 1979, the 133-page book Induction in Geometry [220], published in Moscow, contains inductive proofs of many difficult theorems in geometry (only a few of which are covered in this volume). This book is no longer in print and is hard to find [thanks to R. Padmanabhan for giving me his copy]: but, in my opinion, well worth an effort to locate.

Another, more recent book is Manucl d'Induction Mathématique (Handbook of mathematical induction) by Luis Lopes [350]; this book has 100 problems complete with solutions (in Erench), many of which are also standard and easy; however, the author does not shy away from some really challenging solutions. The exercises occupy just over a dozen pages, with the bulk of the 127 pages being solutions.

The principles behind mathematical induction are studied in almost every logic text or set theory text (for example, in [95], [289]). There are numerous articles on mathematical induction from different points of view in logic, language, model theory, universal algebra, or philosophy (e.g., [200] on predicate synthesis, [265] on model theory, [383] on formal theory of finite sets, [145] on variable free algebra and Galois connections, [111] on material implication, [139] on predicates on any wellfounded set, [471] on ramified type theory as an adequate formalization of predictive methods).

More general works, like [181], [274], [400], and [556] give broad historical perspective in the modern foundations of mathematics and induction. History of mathematics texts almost always describe how induction arrived on the mathematical scene (e.g., $[180]$ ) and how it relates to other areas of mathematics.

Hundreds of references have been used in assembling the collection of exercises herc. Many problems using mathematical induction are now part of the folklore, but unusual problens aro referenced. Here are a few kinds of books that deal explicitly with mathematical induction.

Many texts in discrete mathematies have sections on induction (e.g., see [10], [8], [33], [38], [52], [55], [83], [147], [195], [222], [238], [292], [299], [355], [363], [373],
[375], [431], [462], [464], and [535]). Of these volumes, [238], [292], and [462] are very popular in North America, probably because of the colossal amount of mathematics (including induction, of course) contained in cach.

Closely related are books on combinatorics, many with a prodigious array of applications of induction (for example, see [6], [77, 78], [94], [255], [266], [455], or [506]). Lovász's now classic compilation, Combinatorial Problems and Exercises [354] is also an abundant source of wonderful inductive proofs, many highly nontrivial. Also, for induction in advanced combinatorics, see [58].

One might be delighted to know that even some calculus books (for example, the classic book by Apostol [20], and the more modern text by Trim [534]) devote a section to induction. Books on programming cover induction, as well (see, e.g., [483]). Texts that concentrate on mathematical problem solving often contain sections on induction and are a rich source of problems. In particular, Engel's book Problem-solving Strategies [161] contains a chapter on induction in which 39 exercises and solutions are discussed; hundreds of solutions using induction also occur throughout the book. [Some solutions are little on the brief side, but considering the plethora of problems that are actually solved, Engel's work might be considered as one of the richest sources for problem solving available today.] Three more references of this type that come to mind are [47], [124] and [461]. Such texts are an invaluable resource for mathlete training. Other works concentrate on aspects of teaching induction (e.g., [194], [382], [490], and [516] to name but a few).

For anyone wanting a gencral insight into how to conjecture and prove mathematical statements, particularly by induction, one might be pleasantly rewarded with a look at Pólya's books [433], [434], [435]. A fairly recent collection of non-trivial problems over a broad range of fields, many of which employ induction, quickly became one of my favorites: The Art of Mathematics: Coffee Time in Memphis [61], by Béla Bollobás.

Leo Zippin's classic monograph Uses of Infinity [589] shows off induction in various settings, most notably in proving limits. In What is Mathematics? [120, $\S \S 1.2 .1-$ 1.2.7, pp. 9-20] by Richard Courant and Herbert Robbins one finds a particularly easy-to-read discussion of mathematical induction. (Zippin, [589, p. 106] also refers the reader to the Courant and Robbins book.) Another, more recent delightful problem book (which has a scction on induction, and various induction problems throughout) is Winning Solutions, by Edward Lozansky and Cecil Rousseau [357], a collection of contest problems and their solutions that might complement any library.

Some books on recreational mathernatics and popular science include discussion of mathematical induction. One of the most noteworthy of these is Martin Gardner's Penrose Tiles to Trapdoor Ciphers, [214, Ch. 10, pp. 137-149], a chapter called "Mathematical induction and colored hats". Another, [560], discusses Penrose's non-computability of thought, consciousness, self-referencing, and discusses mathematical thinking viz-a-viz Gödel's theorem, Poincaré, and Galois, and some-
how manages to tie in mathematical induction.
There has been some work on computer programs designed to produce inductive proofs (also called "automated induction"). See, for example, [28], [68] (using SPIKE), \{87], [187], [303], [398], [543], [557] (using LISP), and [588]. There is a great deal more literature on this subject, as proofs by mathematical induction are central in many computer science and AI applications. An older article [139] highlights the importance of mathematical induction in termination of programs and properties of programming languages.

A special kind of mathematical induction, called "transfinite induction" (see Section 4.2) is closely related to complexity theory in [489]. The invariance theorem [whatever that is] and induction are studied in [278]. Induction and program verification and modelling are also closely related and many books and articles discuss this relation (see, e.g., [302], [361], [452]).

Many texts with "finite mathematics" in the title contain sections on mathematical induction, as induction is often taught in high school and beginning university math courses. Various other subject areas (for example, number theory, algebra, and graph theory) use induction quite heavily, and some related texts contain sections on induction (e.g., [150], [566]).

One can find numerous articles on induction in various popular journals, too; for example, see [82] or [265]. The article by Dragos Hrimiuc [280] is short. (3 pages!) and easy to read, yet is a substantial introduction to the subject. Some are from a historical perspective (e.g., [91], [175], [197], [300], [523], [541], [542], [581]). There are a variety of journal articles on induction in general (e.g., [138], [175], [237] (in Spanish), [262] (in Japanese), [290] (in Chinese), and [504]).

Induction is not only applied in discrete situations. Analysis and induction are more closely related than one might think (see [155] for some classical connections). In fact, there is a kind of continuous, or non-discrete induction at play. Some of the first (and most referred to) articles in this area seem to be by Pták [441, 442] (with the Banach fixed point theorem, Banach algebra, closed graph theorem, Newton's process, and more); see also [26], [25], [27], [578], [579]. For those who can read Russian and are interested in differential equations, see [318].

Induction is ubiquitous. In fact, in any volume of a mathematics journal (popular or specialized) it, seems rare not to find at least one proof by induction!

Incidentally, it might come as a bit of a surprise that the word "induction" does not seem to be mentioned in Gcorge Gamow's classic book One Two Three ... Infinity one can be comforted, though, by the knowledge that Gamow [205, pp. 19-23] explains well two problems that are solved inductively.

Finally, there is the internet. In September 2005, a Google search for "mathematical induction" produced "about $2,610,000$ " hits! For some reason, this number dropped to 436,000 as of January 2009. Any ranking of these sites is hopeless, however, many scem to be rather well done. The sites seem to range from the very elementary to some collections of somewhat challenging problems.

## Chapter 2

## Foundations

The reasoning of mathematicians is founded on certain and infallible principles. Every word they use conveys a determinate idea, and by accurate definitions they excite the same ideas in the mind of the reader that were in the mind of the writer. When they have defined the terms they intend to make use of, they premise a few axioms, or self-evidcnt principles, that every one must assent to as soon as proposed. They then take for granted certain postulates, ..., and from these plain, simple principles they have raised most astonishing speculations, and proved the extent of the human mind to be more spacious and capacious than any science.
-John Adams,
Diary.

This chapter attempts to put mathematical induction (MI) on a sound logical ground, and the principle of mathematical induction is described more formally. The usual starting point is a set of axioms called "Peano's axioms", the last of which is, essentially, the principle of mathematical induction. Using these axioms one can prove many of the basic properties of natural numbers, perhaps a reasonable place to start in mathematics.

### 2.1 Notation

The notation used in this text is fairly standard. If $S$ is a set, " $x \in S$ " denotes that $x$ is an element of $S$. The notation " $x, y \in S$ " is a common shorthand for " $x \in S$ and $y \in S$ ". Use " $T \subset S$ " or " $T \subseteq S$ " to denote that $T$ is a subset of $S$, that is, every element of $T$ is an clement of $S$; in either notation, $T$ can be equal to $S$. If $T \neq S$, yet $T \subseteq S$, then $T$ is a proper subset of $S$ (denoted by $T \subseteq S$, if necessary).

Though they have yet to rigorously defined, let $\mathbb{N}=\{1,2,3, \ldots\}$ denote the set of natural numbers. The empty set is denoted by $\emptyset$ (this is not a computer 0 ).

Note: Many authors, especially combinatorists, set theorists, and those trained in the British system, include the number 0 in the natural numbers; here 0 is not included, and so where ever confusion can arise, different notation is used. In some schools, the set $\mathbb{W}=\{0,1,2,3, \ldots\}$ is called the set of whole numbers, though the expression "non-negative integers" is used here. [I was taught to remember the difference by observing that the whole numbers had an extra "hole".] To avoid confusion, one might also say "positive integers" rather than "natural numbers".

There is, however, good reason to include 0 in the natural numbers (as one might witness with ordirial numbers and the Zermelo hierarchy-set theoretic interpretations of counting numbers). The tradition of natural numbers without 0 is a tradition followed in many North American schools. [I dcliberated for some time on this choice of notation, and I am still not sure that I have made the correct choice; from a mathematical perspective, it seems to make more sense to include 0.]

The symbols $\mathbb{Z}, \mathbb{Q}, \mathbb{R}$, and $\mathbb{C}$ denote the sets of integers, rationals, reals, and complex numbers, respectively. The notation $\mathbb{Z}^{+}=\{1,2,3, \ldots\}$ is often used to indicate the set of the positive integers; this notation is somewhat universal, and hence is occasionally used instead of $\mathbb{N}$ to avoid confusion (regarding the inclusion of 0 ). Throughout, unless otherwise noted, all variables in this text are non-negative integers. For statements $p$ and $q$, use the shorthand $p \rightarrow q$ to abbreviate "if $p$ then $q$ ". or " $p$ implies $q$ ", and $p \Rightarrow q$ for " $p$ logically implies $q$ ". In mathematics, one often confuses their meanings; the $" \rightarrow "$ is implication in the object language, and " $\Rightarrow$ " is in the metalanguage. Many mathematicians use the double arrow to mean simply "implies", perhaps to differentiate from the single arrow used for functions.

The symbol $\forall$ means "for all" and the symbol $\exists$ means "there exists"; as handy as these quantifiers are, their use is limited in this text since they tend to make simple statements unreadable to some non-mathematics students. The symbols " $\wedge$ " and " $V$ " are occasionally used to represent "and" and "or" respectively. If a paragraph is followed by " $\square$ ", then this indicates the end of a proof. The expression "iff" is an abbreviation for "if and only if".

### 2.2 Axioms

There are many statements in mathematics that are not proven, but are simply assumed to be true. For example, in Euclidean geometry, it is assumed that for any pair of distinct points in the plane, there is a unique line that contains them. Some people find this to be a reasonable assumption, however, might have difficulty proving such an assumption (whatever that might mean).

A statement that, is assumed to be true (but not necessarily provable) is called an axiom or postulate. To state an axiom, one often requires that certain terms are
accepted without meaning. For example, undefined terms might include "element"; "set", "point", "line", "plane", "is incident with", and "is in between". Having established the terms, onc might agree on rules of logic (where the default is usually to simply accept standard Boolean logic, with or without quantifiers, for example, and the standard connectives). With these in place, one can state an axiom, cither a property of a term, (e.g., "there exists something called a poim") or a relation between terms (e.g., "there exists a set which does not contain any clements").

A theorem is a statement that then follows deductively from the axioms, either directly or indirectly using other theorems. A lemma is a "lesser" theorem, often used to help prove a more significant theorem. (The plural for "lemma" is "lemmata" or more simply, "lemmas".) A corollary is a statement that is a consequence of a theorem; usually a corollary follows from a theorem in a fairly obvious way.

When speaking of the validity of a particular result, one actually only refers to whether or not the result follows from axioms. In Edmund Landau's book Grundlagen der Analysis [339], he begins with axioms and derives most of the foundations of arithmetic. The approach here is similar, beginning with the same set of axioms.

Any discussion in set theory, logic, geometry, number theory, or even mechanics, usually presumes that a set of axioms has been agreed upon. How would a scientist decide on a list of absolute truths (axioms) from which to develop a particular system? Of any collection of axioms a scientist might assemble, there are two properties of the collection that may be desirable:

First, insist that the list is as short, as possible. Perhaps most importantly, it would not be desirable to want so many axioms that from any (or all) of the axioms, one could derive a contradiction (that is, both a statement and its negation). If one can not deductively derive any contradictions from a particular collection of axioms, the collection is called consistent, and the system that rests upon these axioms is also called consistent or sound.

If a particular system is sound, it might be very difficult to prove such a fact. Even proving the inconsistency of a system by exhibiting a contradiction might be an impossible task.

Onc reassurance of soundness is to find a model or interpretation that realizes all of the axioms. In fact, depending on your assumptions about the world, finding a model is sometimes proof that a set of axioms is consistent-as it is in many mathematical situations. For example, the naive image of standard Euclidean geometry seems to be a model that satisfies the postulates in Euclid's Elements of Geornetry (written around 300 B.C.). If a collection of axioms is consistent, any subcollection is also consistent. Different models for geometries have been found that realize all but the fifth of Euclid's postulates, (e.g, elliptic or hyperbolic geometries). See [274, pp. 88-93] for a lively, easy to read discussion of the discoveries that led to various "nou-Euclidean" geonetries.

Any attempt to construct a set of consistent axioms might start by selecting a very large set of axioms, deriving some contradiction, then throwing out one possibly
offending axiom, and trying again, continuing until no contradictions are derivable. It is yet another problem, however, to show that contradictions can not arise at any one stage. To support a claim that one particular axiom is consistent with a given set of axioms, one might assume its negation and try to prove a contradiction. Enough about consistency for the moment.

The second desirable property for a collection of axioms to satisfy is that the collection of axioms is large enough so as to be able to derive all truths in the system from the axioms. Such an axiomatic system is called complete. In Euclid's thirteen books of Elements of Geometry is a set of five postulates, however it seems that Euclid's postulates are not complete (see [264, p. 1636]) for what is now called "Euclidean geometry". Hilbert's set of axioms for geometry [269] arose out, of efforts to find "completeness", efforts which were destined for failure as well.

There has been much discussion about what sort of minimal collection of axioms "should be" agreed upon so that one can do, say, set theory, geometry, or arithmetic. In this text, ta witue the natural numbers, a set of axioms (now commonly thought to be not too problematic), Peano's axioms, is the starting point. The standard axioms of ZFC are implicitly assumed here. (See appendix IV for a list of ZFC axioms and further discussion about consistency and completeness.)

### 2.3 Peano's axioms

In the 19 th century, Giuseppe Peano (1858-1932), a professor from the University of Turin (Italy), published (in Formulario Matematico, 1889), a collection of axioms for the natural numbers $\mathbb{N}$, defined here to be $\mathbb{Z}^{t}$.

Peano received the axioms from Dedekind in a letter, and he even recognized this in his publication, however, the term "Peano's axioms" has survived to refer to Dedekind's axiorns (e.g., see Pollock's book [432], though Pollock does not give references). This fact doesn't seem to be widely cited in other text.books. Peano's axioms are generally now accepted by the mathematical community as a starting point for arithmetic.

To describe these axioms, common function notation is used: The cartesian product of sets $S$ and $T$ is $S \times T=\{(s, t): s \in S, t \in T\}$. A function $f$ from a domain $S$ to $T$ (written $f: S \longrightarrow T$ ) is a subset $f \subset S \times T$ so that for every $s \in S$, there is exactly one $t \in T$ so that $(s, t) \in f$. In this case, write $f(s)=t$. (Sce Section 18.2 for more details on functions.)

Peano's axioms are usually given as a list of five, yet one more appears in his writings, one roughly equivalent to "N is a class of things called numbers." (Sce [340, p. 1872] for a translation; many other wonderful articles regarding axions are also found in the same collection.) His fifth axiom is really the principle that is now known as "mathematical induction".

## Peano's axioms:

P1 $1 \in \mathbb{N}$.
P2 There is a function $\delta: \mathbb{N} \rightarrow \mathbb{N}$ where for each $x \in \mathbb{N}, \delta(x)=x^{\prime} \in$ $\mathbb{N}$ is called the successor of $x$.

P3 For every $x \in \mathbb{N}, x^{\prime} \neq 1$.
P4 If $x^{\prime}=y^{\prime}$, then $x=y$.
P5 If $S \subset \mathbb{N}$ is such that
(i) $1 \in S$, and
(ii) for every $x \in \mathbb{N}, x \in S \rightarrow x^{\prime} \in S$,
then $S=\mathbb{N}$.

A proof employing P5 is said to be "inductive" or "is by induction". The step $\mathrm{P} 5(\mathrm{i})$ is called the base step and $\mathrm{P} 5(\mathrm{ii})$ is called the inductive stcp. Some philosophers call these two parts the basic clause and the inductive clause (for example, see [29, p. 468]). The antecedent " $x \in S$ " in P5(ii) is called the inductive hypothesis (or sometimes induction bypothesis.)

### 2.4 Principle of mathematical induction

This section contains a very brief formulation of what is called the "principle of mathematical induction" as it is applicd to various statements, irstead of just for sets. Applications and various forms of this principle are discussed again in Chapter 3.

There are many forms of mathematical induction-weak, strong, and backward, to name a few. In what follows, $n$ is a variable denoting an integer (usually nonnegative) and $S(n)$ denotes a mathematical statement with one or more occurrences of the variable $n$. The following is the standard presentation of mathematical induction, also called "weak mathenatical induction". Observe that $\delta(x)=x^{\prime}=x+1$ is a successor function satisfying $\mathrm{P} 2, \mathrm{P} 3$, and P 4 (it is shown in Theorem 2.5.4 that this is the only successor function on natural numbers).

Theorem 2.4.1 (Principle of Mathematical Induction (MI)). If $S(n)$ is a statement involving $n$ and if
(i) $S$ (1) holds, and
(ii) for every $k \geq 1, S(k)$ implies $S(k+1)$,
then for every $n \geq 1$, the statement $S(n)$ holds.

The two stages (i) and (ii) in a proof by MI are still called the base step (in which the base case is proved), and the inductive step, respectively. In (ii), $S(k)$ is called the inductive hypothesis (also called the induction hypothesis). Depending on the definition of the natural numbers used by different authors, the base step might. also be $S(0)$.

Proof of MI from Peano's axioms: Define $A=\{n \in \mathbb{N}: S(n)$ is true $\}$. Then by (i), $1 \in A$. By (ii), if $k \in A$, then $k+1 \in A$. So by $\mathfrak{l}^{\prime} 5, A=\mathbb{N}$, proving MI.

### 2.5 Properties of natural numbers

The next few results (proved from Peano's axioms) will enable one to talk about $\mathbb{N}$ in more familiar terms.

First observe that for any successor function $\delta(x)=x^{\prime}$, to each $x$ there is a unique $x^{\prime}$, and hence $[x=y] \rightarrow\left[x^{\prime}=y^{\prime}\right]$.

Lemma 2.5.1. For any $x, y \in \mathbb{N},[x \neq y] \rightarrow\left[x^{\prime} \neq y^{\prime}\right]$.
Proof: This is just the contrapositive of P4. [If a statement is of the form "if $P$, then $Q$, the contrapositive of the statement is "if not $Q$, then not $P$ ". The two statements are logically equivalent.]

Theorem 2.5.2. If $x \in \mathbb{N}$ then $x^{\prime} \neq x$.
Proof: (By induction) Let $A=\left\{x \in \mathbb{N}: x^{\prime} \neq x\right\}$.
Base step: By P3, $1 \in A$.
Inducilive step: Assume that $y \in A$, that is, $y^{\prime} \neq y$. Lemma 2.5. 1 then implies $\left(y^{\prime}\right)^{\prime} \neq y^{\prime}$, and so $y^{\prime} \in A$.

Hence, by P5. $A=\mathbb{N}$.
The next result shows that predecessors are unique.
Theorem 2.5.3. If $x \in \mathbb{N}$ and $x \neq 1$, then there is a unique $y$ so that $x=y^{\prime}$.
Proof: (By induction) Let

$$
A=\left\{x \in \mathbb{N}: x=1 \text { or there exists } y \in \mathbb{N} \text { so that } x=y^{\prime}\right\}
$$

Base step: $1 \in A$ by definition.
Inducilive step: Suppose that, $x \in A$. 'Then either $x=1$ or $x=y^{\prime}$ for some $y \in \mathbb{N}$. To be shown is that $x^{\prime} \in A$. If $x=1$, then $x^{\prime} \in \mathbb{N}$; if $x=y^{\prime}$; then $x \in \mathbb{N}$ by $\operatorname{P} 2$. Hence, in any case, $x \in \mathbb{N}$, and by the definition of $A, x^{\prime} \in A$.

Therefore, by $\mathrm{P} 5, A=\mathbb{N}$. Thus, for any $x \neq 1$, there is some $y \in \mathbb{N}$ so that $x-y^{\prime}$. The uniqueness of $y$ follows from P4.

The next theorem shows that the successor function is what one might expect it to be, namely $x^{\prime}=x+1$. In this theorem, a function is defined from $\mathbb{N} \times \mathbb{N}$ to $\mathbb{N}$, that is, it takes ordered pairs and returns natural numbers. For such a function $f$, it is standard to write $f(x, y)$ instead of the more proper $f((x, y))$.

Theorem 2.5.4. There exists a unique function $f: \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N}$ so that for all $x, y \in \mathbb{N}$,
(a) $f(x, 1)=x^{\prime}$;
(b) $f\left(x, y^{\prime}\right)=(f(x, y))^{\prime}$.

Proof: There are two things to show, existence and uniqueness.
(Existence) A function from $\mathbb{N} \times \mathbb{N}$ to $\mathbb{N}$ can be described by an infinite matrix:

$$
\left[\begin{array}{ccccc}
f(1,1) & f(1,2) & f(1,3) & f(1,4) & \cdots \\
f(2,1) & f(2,2) & f(2,3) & f(2,4) & \cdots \\
f(3,1) & f(3,2) & f(3,3) & f(3,4) & \cdots \\
f(4,1) & f(4,2) & f(4,3) & f(4,4) & \cdots \\
\vdots & \vdots & \vdots & \vdots &
\end{array}\right]
$$

The idea in this existence part of the proof is to create this matrix row by row. It will suffice to show that the first row can be constructed so that (a) and (b) hold, and then to show that an arbitrary row can be constructed from a previous one.

Define $B$ to be the set of all $x \in \mathbb{N}$ so that one can find a set of function values $\{f(x, i): i \in \mathbb{N}\}$ so that for all $y$, both (a) and (b) hold (for the fixed $x$ ). To be shown is that $B=\mathbb{N}$.

Base ster $(x=1)$ : For every $y \in \mathbb{N}$, define $f(1, y)=y^{\prime}$. By definition, $f(1,1)=I^{\prime}$, and so (a) holds with $x=1$. Also, by definition, $f\left(1, y^{\prime}\right)=\left(y^{\prime}\right)^{\prime}=(f(1, y))^{\prime}$, and so (b) holds with $x=1$.

Inductive step: Suppose that $x \in B$. Then $f(x, y)$ is defined for all $y \in \mathbb{N}$ so that (a) and (b) hold. Define $f\left(x^{\prime}, y\right)=(f(x, y))^{\prime}$. Then, by definition, $f\left(x^{\prime}, 1\right)=$ $(f(x, 1))^{\prime}=\left(x^{\prime}\right)^{\prime}$ and so (a) holds with $x^{\prime}$ in place of $x$. Also

$$
\begin{aligned}
f\left(x^{\prime}, y^{\prime}\right) & =\left(f\left(x, y^{\prime}\right)\right)^{\prime} & & \text { (by definition) } \\
& =\left((f(x, y))^{\prime}\right)^{\prime} & & \text { (by (b) since } x \in B) \\
& =\left(f\left(x^{\prime}, y\right)\right)^{\prime} & & \text { (by definition), }
\end{aligned}
$$

and so (b) holds for $x^{\prime}$. Thus, $x^{\prime} \in B$, completing the inductive step.
By induction, $B=\mathbb{N}$, finishing the existence part of the proof.
(Uniqueness) Suppose that $f$ is defined so that for all $x, y \in \mathbb{N}$ both (a) and (b) hold and also suppose that $g$ is a function satisfying the corresponding equalities:

$$
\text { (a) } g(x, 1)=x^{\prime} \text {, and }
$$

(b') $g\left(x, y^{\prime}\right)=(g(x, y))^{\prime}$
Let $x \in \mathbb{N}$ be fixed and define the set $A_{x}=\{y \in \mathbb{N}: f(x, y)=g(x, y)\}$. Induction is used to first to show that $A_{x}=\mathbb{N}$.
Base step: $1 \in A_{x}$ since $f(x, 1)=x^{\prime}=g(x, 1)$.
Inductive step: Suppose that $y \in A_{x}$. that is, $f(x, y)=g(x, y)$. Then by (b) and (b'), $f\left(x, y^{\prime}\right)=(f(x, y))^{\prime}$ and $g\left(x, y^{\prime}\right)=(g(x, y))^{\prime}$. Hence, by P4, $f\left(x, y^{\prime}\right)=g\left(x, y^{\prime}\right)$. So $y^{\prime} \in A_{x}$.

Hence by P5, $A_{x}=\mathbb{N}$. Since $x$ was arbitrary, this completes the uniqueness part of the proof, and hence the entire proof.

The function $f$ above is better known by its common notation, $f(x, y)=x+y$, and hence the successor function is $x^{\prime}=x+1$ (as one might expect). One can now freely use the result of the previous theorem, namely, the existence of the unique function $f$ defined so that
(a) $f(x, 1)=x^{\prime}$;
(b) $f\left(x, y^{\prime}\right)=(f(x, y))^{\prime}$;
(c) $f(1, y)=y^{\prime}$;
(d) $f\left(x^{\prime}, y\right)=(f(x, y))^{\prime}$,
where (c) and (d) are from the way $f$ was defined in the existence part of the proof; translating (a) (d) into common notation using the " + " sign,
(a') $x+1=x^{\prime}$;
(b) $x+y^{\prime}=(x+y)^{\prime}$;
(c') $1+y=y^{\prime}$;
(d') $x^{\prime}+y=(x+y)^{\prime}$.
The expression " $x+y$ " is called the sum of $x$ and $y$, and the process of computing $x+y$ is called addition.

Theorem 2.5.5. Addition of natural numbers is associative, that is, for every $x, y, z \in \mathbb{N}$,

$$
(x+y)+z=x+(y+z) .
$$

Proof: Let $x$ and $y$ be fixed natural numbers and put

$$
A=\{z \in \mathbb{N}:(x+y)+z=x+(y+z)\} .
$$

Base step: $1 \in A$ because

$$
\begin{align*}
(x+y)+1 & =(x+y)^{\prime} \\
& =x+y^{\prime}  \tag{b’}\\
& =x+(y+1)
\end{align*}
$$

Inductive step: Suppose that $z \in A$. Then

$$
\begin{equation*}
(x+y)+z^{\prime}=((x+y)+z)^{\prime} \tag{b’}
\end{equation*}
$$

$$
\begin{array}{ll}
=(x+(y+z))^{\prime} & \\
=x+(y+z)^{\prime} & \\
=x+\left(y+z^{\prime}\right) & \\
\left.=\text { (by }\left(\mathrm{b}^{\prime}\right)\right) \\
\left.=\text { (by }\left(\mathrm{b}^{\prime}\right)\right),
\end{array}
$$

and so $z^{\prime} \in A$, completing the inductive step. Hence, by $\mathrm{P} 5, A=\mathbb{N}$.
Since addition is associative, it matters not which adjacent terms are added first, and hence parentheses are not needed.

For natural numbers $x_{1}, x_{2}, x_{3}, \ldots$, define inductively

$$
x_{1}+x_{2}+\ldots+x_{n}=\left(x_{1}+x_{2}+\ldots+x_{n-1}\right)+x_{n} .
$$

To abbreviate the left side, one uses so-called sigma notation:

$$
x_{1}+x_{2}+\cdots+x_{n}=\sum_{i=1}^{n} x_{i} .
$$

Such notation extends in the obvious way, for example,

$$
\sum_{j=3}^{7} y_{j}=y_{3}+y_{4}+y_{5}+y_{6}+y_{7}
$$

For later reference, a formal definition of the sigma notation is given:
Definition 2.5.6. Let $x_{1}, x_{2}, x_{3}, x_{4}, \ldots$ be a sequence of natural numbers. Define $\sum_{i=1}^{\mathrm{l}} x_{i}=x_{1}$ and recursively define for each $n>1$,

$$
\sum_{i=1}^{n} x_{i}=\left(\sum_{i=1}^{n-1} x_{i}\right)+x_{n} .
$$

Generalizing this slightly, for any $j \in \mathbb{N}$, define $\sum_{i=j}^{j} x_{i}=x_{j}$ and recarsively define for each $n>j$,

$$
\sum_{i=j}^{n} x_{i}=\left(\sum_{i=j}^{n-1} x_{i}\right)+x_{n} .
$$

Finally, define the sum over an empty set of indices to be zero.
According to [556], the next theorem is due to H. Grassman, from Lehrbuch der Arithmetik, 1861 (though I have not seen the original proof).

Theorem 2.5.7. Addition in natural numbers is commutative, that is, for every $x, y \in \mathbb{N}$,

$$
x+y=y+x
$$

Proof: Let $x \in \mathbb{N}$ be fixed, and put $A=\{y \in \mathbb{N}: x+y=y+x\}$.
Base ster: $1 \in A$ because by (a') and ( $c^{\prime}$ ) respectively,

$$
x+1=x^{\prime}=1+x .
$$

Inductive step: Suppose that $y \in A$. Then

$$
\begin{aligned}
x+y^{\prime} & =(x+y)^{\prime} & & \left(\text { by }\left(\mathrm{b}^{\prime}\right)\right) \\
& =(y+x)^{\prime} & & (\text { because } y \in A) \\
& =y^{\prime}+x & & \left(\text { by }\left(\mathrm{d}^{\prime}\right)\right),
\end{aligned}
$$

and so $y^{\prime} \in A$, completing the inductive step.
Hence, by $\mathrm{P} 5, A=\mathbb{N}$, finishing the proof of the theorem.

Theorem 2.5.8. For every $x, y \in \mathbb{N}, x+y \neq x$.
Proof: Let $A$ be the set of all those $x \in \mathbb{N}$ such that for every $y \in \mathbb{N}, x+y \neq x$.
BASE STEP: By P3 and property (c'), for every $y \in \mathbb{N}, 1+y \neq 1$, and so $1 \in A$.
Indcctive step: Assume that $x \in A$, that is, $x$ is such that for any $y \in \mathbb{N}$, $x+y \neq x$. If for sonie $y, x^{\prime}+y=x^{\prime}$ holds, then by property ( $\mathrm{b}^{\prime}$ ), it follows that $(x+y)^{\prime}=x^{\prime}$, and so by $\mathrm{P} 4, x+y=x$, contradicting that $x \in A$; hence conclude that $x^{\prime}+y \neq x^{\prime}$, and thus $x^{\prime} \in A$.

By P5, $A=\mathbb{N}$.
The next sequence of exercises establishes the properties for the operation known as "multiplication" of natural numbers; they are proved in a very similar manner to those above. The content of the exercises in this chapter are really theorems whose proofs are perhaps boring or repetitive and are not intended as the first exercises regarding induction that a student might see.

Exercise 1. Prove that there exists a unique function $g: \mathbb{N} \times \mathbb{N} \cdots \mathbb{N}$ so that for all $x, y \in \mathbb{N}$

$$
\begin{aligned}
& \text { (c) } g(x, 1)=x \\
& \text { (f) } g\left(x, y^{\prime}\right)=(x+g(x, y))
\end{aligned}
$$

Replace the notation $g(x, y)$ by $x \cdot y$, the multiplication of $x$ and $y$, and then abbreviate $x \cdot y$ by $x y$.

Oddly enough, it helps to first prove distributivity before associativity of multiplication.

Exercise 2. Prove that the distributive laws hold, that is, prove that for any $x, y, z \in$ $\mathbb{N}$,

$$
x(y+z)=x y+x z
$$

and

$$
(x+y) z=x z+y z
$$

Exercise 3. Prove that the general distributive laws hold for natural numbers, that is, for $x_{1}, x_{2}, \ldots, x_{n}, c \in \mathbb{N}$,

$$
c\left(\sum_{i=1}^{n} x_{i}\right)=\sum_{i=1}^{n} c x_{i}
$$

Using one of the basic distributive laws, associativity comes fairly easily.
Exercise 4. Prove that multiplication of natural numbers is associative, that is, prove that for any $x, y, z \in \mathbb{N}$,

$$
(x y) z=x(y z)
$$

Definition 2.5.9. The notation $\prod_{i=1}^{n} x_{i}$ is defined recursively by $\prod_{i=1}^{1} x_{i}=x_{1}$, and for $n \geq 1$,

$$
\prod_{i=1}^{n+1} x_{i}=\left(\prod_{i=1}^{n} x_{i}\right) x_{n+1}
$$

Since multiplication of natural numbers is associative, if the $x_{2}$ 's are natural numbers, the meaning of

$$
\prod_{i=1}^{n} x_{i}=x_{1} x_{2} \cdots x_{n}
$$

is unambiguous. Finally, define the product over an empty set of vertices to be equal to one, that is,

$$
\prod_{i \in \emptyset} x_{i}=1
$$

Note that when all $x_{i}$ 's are equal, the first simple definition of exponentiation is given (for positive integers): define $x_{1}=x$, and for $n>1$, having defined $x^{n-1}$, define $x^{n}=x^{n-1} \cdot x$.

The discussions above are just a beginning to thoroughly define the real numbers, or to check all of the properties of or operations on the natural numbers. A few of these are given as exercises.

### 2.6 Well-ordered sets

Given a set $S$, a binary relation on $S$ is a subset of the cartesian product $S \times S=$ $\{(a, b): a \in S, b \in S\}$.

A binary relation $R$ on $S$ is

- reflexive iff for every $x \in S,(x, x) \in R$.
- symmetric iff for every $x, y \in S,[(x, y) \in R] \rightarrow[(y, x) \in R]$.
- antisymmetric iff for every $x, y \in S,[((x, y) \in R) \wedge(x \neq y)] \rightarrow[(y, x) \notin R]$.
- transitive iff for every $x, y, z \in S,[((x, y) \in R) \wedge((y, z) \in R)] \rightarrow[(x, z) \in R]$.

A binary relation $R$ on $S$ is a partial order if and only if $R$ is reflexive, antisymmetric, and transitive. If $R$ is a partial order on $S$, the set $(S, R)$ is called a partially ordered sct, abbreviated, poset.

One can write $x \leq_{R} y$ if $(x, y) \in R$, and if also $x \neq y$, write $x<_{R} y$ and say that $x$ is less than $y$. The notation $x R y$ is also quite common. If the relation $R$ is implicitly understood, simply write $x \leq y$ or $x<y$, rather than $x \leq_{R} y$ or $a:<_{R} y$ (or $x R y$ ). (Some texts define a partial order without reflexivity, and so a total order is then always written with " $<$ " rather than " $\leq$ "; such notation is often practiced regardless of whether or not reflexivity is insisted on in the definitions, since a relation without reflexive property determines precisely one with reflexivity.)

A least element in a partially ordered set $(P, \leq)$ is an element $x \in P$ so that for every $y \in P, x \leq y$. For example, the poset $\{(a, c),(b, c)\}$ has no least element (instead it has two minimal elements: $a$ and $b$ ) but the poset $\{(x, y),(x, z)\}$ has a least clement $x$. If a least element exists, then it is uniquc. For a subset $Q \subseteq P$, a lower bound for $Q$ is an element $u \in P$ so that for every $q \in Q, u \leq q$; if $u$ is a lower bound for $Q$, write $u \leq Q$. Similarly define greatest element and upper bound. A least upper bound for $Q \subset P$ is a least element in the set of all upper bounds; note that if a least upper bound for $Q$ exists, it is unique. Similarly define greatest lower bound. Sometimes the notation $x<Q$ denotes that for every $q \in Q, x<Q$.

A partial order $R$ on a set $S$ is called a total order (or linear order) if for every $x, y \in S$, either $(x, y) \in R$ or $(y, x) \in R$ holds; in this case, the ordered set $(S, R)$ is called a totally ordered set.

The standard order on $\mathbb{N}$ is often defined by $x<y$ if and only if there exists $n \in \mathbb{N}$ so that $y=x+n$. (Note that one can not yet really say in this definition "...if and only if there exists $n \geq 1$ so that...", since the order $\geq$ is being defined!) As one might expect, this standard order on $\mathbb{N}$ is indeed a linear order or total order. One first step in proving this is to show that any two elements in $\mathbb{N}$ are comparable, that is, for any $x, y \in \mathbb{N}$, one of $x<y, x=y$, or $y<x$ holds. The following "Law of Trichotomy" says precisely that.

Exercise 5 (Law of Trichotomy). For any $x, y \in \mathbb{N}$, exactly one of $x<y, x=y$, or $y<x$ holds. Prove this result by induction.

This law also confirms that since $\leq$ means $<$ or $=$, the relation $\leq$ as defined is antisymmetric. It also follows that < defines a total order. Again, by induction, addition preserves order:

Exercise 6. For any natural numbers $x, y, p$,

$$
x<y \quad \text { if and only if } \quad x+p<y+p .
$$

There are different kinds of total orderings. For example, $\mathbb{N}$, the integers $\mathbb{Z}$, the rationals $\mathbb{Q}$. and the reals $\mathbb{R}$ all have no largest element. Of thesc, only $\mathbb{N}$ has a smallest element. Also, both $\mathbb{Q}$ and $\mathbb{R}$ are dense (between any two there is another), yet of these two, only $\mathbb{R}$ contains all its limit points.

Definition 2.6.1. A well-ordering on a set $W$ is a total order $\leq$ (or $<$ ) on $W$ so that for any non-empty $S \subset W, S$ contains a least element. Any ordered set ( $W, \leq$ ) where $\leq$ is a well-ordering is called well-ordered.

As well [pun intended] noted in [95]: the term "well-ordering" might very well be replaced with "good-ordering", because "well" in this instance is an adjective, not an adverb, however this usage has survived to become standard these days.

Peano's axioms imply that every non-empty subset of natural numbers indeed has a least elcment:

Theorem 2.6.2. The standard order on $\mathbb{N}$ is a well-ordering.
Proof: Let $S \subset \mathbb{N}$. First observe that if any least element in $S$ exists, then it is unique, since if there were two least elements, say $m_{1}$ and $m_{2}$, then one would have both $m_{1} \leq m_{2}$ aud $m_{2} \leq m_{1}$. Consequently, by the Law of Trichotorny, $m_{1}=m_{2}$.

Assume that $S$ is without a least element; to finish the proof, it suffices to show that $S=\emptyset$. Let

$$
A=\{m \in \mathbb{N}: \text { no number less than } m \text { belongs to } S\} .
$$

By P3, $1 \in A$. Suppose that $k \in A$. If $n<k+1$, then either $n<k$ (in which case $n \notin S$ since $k \in A$ ) or $n=k$ (in which case $n \notin S$, for if $n \in S$, then $n$ would be least in $S$ ). In any case, such an $n$ is not in $S$. Hence $k+1 \in A$. Thus by Pj . $A=\mathbb{N}$, and so $S \div \emptyset$.

Exercise 7. Let $(X, \leq)$ be a well-ordered set and let $Y \subset X$. Show that if $f: X \rightarrow$ $Y$ is an isomorphism, then for all $x \in X, f(x) \geq x$.

Theorem 2.6.3. A linearly ordered set $(W,<)$ is well-ordered if and only if there is no infinite decreasing sequence in $W$.

Proof: Suppose that $W$ is well-ordered. If $w_{1}>w_{2}>\ldots$ is an infinite decreasing sequence in $W$, put $S=\left\{w_{1}, w_{2}, \ldots\right\}$. By well-ordering, let $w_{k}$ be the least clement of $S$; then $w_{k}>w_{k+1} \in S$, contradicting the minimality of $w_{k}$.

Assume that $W$ is a linearly ordered set with no infinite decreasing sequence. Fix any non-empty $S \subseteq W$, and let $t \in S$. If $t$ is not the least element of $S$, pick $w_{1} \in S$, $w_{1}<t$. If $w_{1}$ is not the least element of $S$, pick $w_{2} \in S$ with $w_{2}<w_{1}$. Continue choosing successively smaller elements. Since $W$ contains no infinite decreasing sequence, the same is true for $S$, so this process must stop after finitely many steps, and at that time, the least element of $S$ is produced.

Note: Jech [289, p. 18] states that the direction "no infinite decreasing subset implies well-ordered" in Thcorem 2.6 .3 follows from the Axiom of Choice (see Section 4.5); however, AC does not seem to be needed in the above proof.

Definition 2.6.4. For totally ordered sets $\left(W_{1}, \leq_{1}\right)$ and ( $W_{2}, \leq_{2}$ ) a function $f$ : $W_{1} \rightarrow W_{2}$ is order preserving (o.p.) iff $x \leq_{1} y$ implies $f(x) \leq_{2} f(y)$. Well-ordered sets $A$ and $B$ are similar, written $A \sim B$, iff there is an order preserving bijection between them.

An order preserving bijection is also called a similarity. [Caution: "similarity" is also a term used in geometry for functions that preserve ratios of distances.) Some authors use the term "isomorphism" to describe a similarity; "isomorphism" is often used for a bijection that preserves algebraic or relational structure; in this case the structure is only the order.

Theorem 2.6.5. 2.6.8 Let $(W,<)$ be a well-ordered set and let $Y \subseteq W$. If $f: W \rightarrow$ $Y$ is an order prescrving bijection, then for all $w \in W, f(w) \geq w$.

There are two ways to present this proof, one by induction, and the other by contradiction; the difference is subtle.
First proof of Theorem 2.6.3: Let $M=\{w \in W: f(w)<w\}$. If $M$ is nonempty, pick some $m \in M$; then $f(m)<m$ and $f$ being order preserving imply $f(f(m))<f(m)$, so $f(m) \in M$ as well. Continue applying $f$, by induction, giving an infinite decreasing sequence $m, f(m), f(f(m)), \ldots$ in $M$. But since $M$ is a subset of the well-ordered set $W, M$ has a least elenent, so the assumption that $M$ is non-empty must be abandoned. Thus conclude that $M=\emptyset$.
Second proof of Theorem 2.6.3: With the same notation as above, if $M \neq \emptyset$, since $M$ is a subset of a well-ordered set, $M$ contains a least element $y_{0}$. Then $f\left(y_{0}\right)<y_{0}$ implies that $f\left(f\left(y_{0}\right)\right)<f\left(y_{0}\right)$ and hence $f\left(y_{0}\right) \in M$, contradicting that $y_{0}$ is least in $M$. So $M=\emptyset$.

The first proof above can be thought of as a proof that uses downward induction to produce an infinite decreasing sequence, a sequence which contradicts a previously established fact. This very same technique is used in Fermat's method of infinite
descent (see Section 3.6). Thus, many proofs by contradiction might be considered as proofs by induction.

### 2.7 Well-founded sets

A partial order $(P, \leq)$ is called well-founded if for every non-empty subset $X \subseteq P$, $X$ contains a minimal (with respect to $\leq$ ). In a well-founded partial order, for every element $x \in P$, there is a well-ordered set containing both $x$ and a minimal element of $l$. Just as mathematical induction is used on well-ordered sets, so too is mathematical induction valid for well-founded sets. This kind of induction might be called generalized induction. For example, suppose that one wants to prove a sequence of statements $P(m, n)$ that depend on two variables, say, for finitely many $m$. Suppose also that one knows $P(m, n) \rightarrow P(m, n+1)$. An inductive proof could start with the base cases as $P\left(m_{i}, 0\right)$, and from each base case, ordinary induction can be applied to reach all statements of the form $P\left(m_{i}, n\right)$. Generalized induction is most often used for induction on two variables, called "double induction", discussed in the next chapter. Generalized induction also includes the notion of "alternative induction", also in the next chapter.

## Chapter 3

## Variants of finite mathematical induction

> Mathematics is cither Pure or Mixed..... And as for Mixed Mathematics, I may only make this prediction, that there cannot fail to be more kinds of them, as nature grows further disclosed.

-Francis Bacon,
Advancement of Learning.

There are many forms of mathematical induction-weak, strong, and backward. to name a few. In what follows, $n$ is a variable denoting an integer (usually nonnegative) and $S(n)$ denotes a mathematical statement with one or more occurrences of the variable $n$.

### 3.1 The first principle

For convenience, the standard presentation of mathematical induction is repeated here. Sometimes this standard version of induction is called the "first principle of mathenatical induction", and is also called "weak mathematical induction" (as opposed to "strong" induction, a modification appearing in Section 3.2). Recall that the notation $P \rightarrow Q$ is short for " $P$ implies $Q$ ".

Theorem 2.4.1 [Principle of Mathematical Induction (MI)]
Let $S(n)$ be a statement involving $n$. If
(i) $S$ (1) holds, and
(ii) for every $k \geq 1, S(k) \rightarrow S(k+1)$,
then for every $n \geq 1$, the statement $S(n)$ holds.

By Theorem 4.5.5, an inductive step can also be accomplished indirectly by showing that the set of integers for which $S(n)$ fails has no least element, contradicting the well-ordering of $\mathbb{N}$. Such an example occurs in the following Section 3.2 on strong mathematical induction. (See also one solution to Exercise 477.)

Note that the base step in an inductive proof is essential, since, for example, if one were to attempt to prove that for any positive integer $n$, the statement $S(n)$ : $\sum_{i=1}^{n}(2 i-1)=n^{2}+5$ holds, it is not hard to show that $S(n) \rightarrow S(n+1)$, however, $S(1)$ does not even hold, and so one may not conclude that $S(n)$ holds for all $n>1$. Another such statement (where $n$ is a positive integer) is " $n$ 2 $+5 n+1$ is even", for which the inductive step works, but the statement is in fact never true!

The base case for MI need not be 1 (or 0); in fact, one may start at any integer. Here is a slightly more general (but equivalent) form of the principle of induction:

Theorem 3.1.1 (1'rinciple of Mathematical Induction (MI)).
Let $S(n)$ denote a statement regarding an integer $n$, and let $k \in \mathbb{Z}$ be fixed. If
(i) $S(k)$ holds; and
(ii) for every $m \geq k, S(m) \rightarrow S(m+1)$,
then for every $n \geq k$, the statement $S(n)$ holds.
Proof: Let $T(n)$ be the statement $S(n+k-1)$, and repeat the above proof, instead with $T$ replacing every occurrence of $S$. Then the base case becomes $T(1)=$ $S(1+k-1)=S(k)$ as desired.

### 3.2 Strong mathematical induction

While attempting an inductive proof, in the inductive step one often needs only the truth of $S(n)$ to prove $S(n+1$ ); sometimes a little more "power" is needed, and often this is made possible by strengthening the inductive hypothesis. The following version of mathematical induction can be viewed as contained in the principle of transfinite induction (see Section 4.2).

Theorem 3.2.1 (Strong Mathematical Induction).
Let $S(n)$ denote a statement involving an integer $n$. If
(i) $S(k)$ is true and
(ii) for every $m \geq k,[S(k) \wedge S(k+1) \wedge \cdots \wedge S(m)] \rightarrow S(m+1)$
then for every $n \geq k$, the statement $S(n)$ is true.

The principle of strong induction is also referred to by some as course-of-values induction (e.g., see [42]). A few professionals use "full induction" or "complete induction" to denote strong induction: these terms have long been accepted as meaning simply "mathematical induction" (as opposed to empirical induction). [See Section 1.8 on history of induction.]

In Theorem 2.6.2, it was shown that Peano's axioms imply the well-ordering of $\mathbb{N}$. This well-ordering is used (below) to prove strong induction, and hence, to show that strong induction also follows from P'5. Notice that Theorem 4.5.5 also shows that both forms of induction follow from well-ordering.

Proof of strong induction principle from weak: Assume that for some $k$, the statement $S(k)$ is true and for every $m \geq k,[S(k) \wedge S(k+1) \wedge \cdots \wedge S(m)] \rightarrow S(m+1)$. Let $B$ be the set of all $n>m$ for which $S(n)$ is false. If $B \neq \emptyset, B \subset \mathbb{N}$ and so by well-ordering, $B$ has a least element, say $\ell$. By the definition of $B$, for every $k \leq t<\ell, S(t)$ is true. The premise of the inductive hypothesis is true, and so $S(\ell)$ is true, contradicting that $\ell \in B$. Hence $B=\emptyset$.

Strong induction also implies weak induction.
Proof of weak induction from strong: Assume that strong induction holds (in particular, for $k=1$ ). That is, assume that if $S(1)$ is true and for every $m \geq 1$, $[S(1) \wedge S(2) \wedge \cdots \wedge S(m)] \rightarrow S(m+1)$, then for every $n \geq 1, S(n)$ is true.

Observe (by truth tables, if you will). that for $m+1$ statements $p_{i}$,

$$
\left[p_{1} \rightarrow p_{2}\right] \wedge\left[p_{2} \rightarrow p_{3}\right] \wedge \ldots \wedge\left[p_{m} \rightarrow p_{m+1}\right] \Rightarrow\left[\left(p_{1} \wedge p_{2} \wedge \ldots \wedge p_{m}\right)-p_{m+1}\right]
$$

itself a result provable by induction (see Exercise 456).
Assume that the hypotheses of weak induction are true, that is, that $S(1)$ is true, and that for arbitrary $t, S(t) \rightarrow S(t+1)$. By repeated application of these recent assumptions, $S(1) \rightarrow S(2), S(2) \rightarrow S(3), \ldots, S(m) \rightarrow S(m+1)$ each hold. By the above observation, then

$$
[S(1) \wedge S(2) \wedge \cdots \wedge S(m)] \rightarrow S(m+1)
$$

Thus the hypotheses of strong induction are complete, and so one concludes that for every $n \geq 1$, the statement $S(n)$ is true, the consequence desired to complete the proof of weak induction.

Hence it has been demonstrated that weak and strong forms of mathematical induction are equivalent. For remarks on this rclationship, see [477].

Here is an example where strong induction is used. Recall that a prime number (or simply, a prime) is one whose only divisors are itself and 1 (and convention says that 1 is not a prime); the first fow primes are

$$
2,3,5,7,11,13,17,19,23,29,31,37,41,43,47,53, \ldots
$$

Theorem 3.2.2. Any positive integer $n \geq 2$ is a product of primes.
Proof: Let $S(n)$ be the statement " $n$ is a product of primes."
BASE STEP $(n=2)$ : Since $n=2$ is trivially a product of primes (well, actually only one prime), $S(2)$ is truc.

Inductive step: Fix some $m \geq 2$, and assume that for every $t$ satisfying $2 \leq t \leq m$, the statement $S(t)$ is true. To be shown is that

$$
S(m+1): m+1 \text { is a product of primes, }
$$

is true. If $m+1$ is prime, then $S(m+1)$ is true. If $m+1$ is not prime, then there exists $r$ and $s$ with $2 \leq r \leq m$ and $2 \leq s \leq m$ so that $m+1=r s$. Since $S(r)$ is assumed to be truc, $r$ is a product of primes; similarly, by $S(s)$, $s$ is a product of primes. Hence $m+1=r s$ is a product of primes, and so $S(m+1)$ holds. So, in either case, $S(m+1)$ holds, completing the inductive step.

Thus, by mathematical induction, for all $n \geq 2$, the statement $S(n)$ is true.
The so-called "Fundamental theorem of arithmetic" says that any integer $n \geq 2$ is a product of primes in exactly one way, that is, the prime factorization is uniqueanother result provable by induction (see Exercise 206).

### 3.3 Downward induction

Suppose that you are trying to prove a statement $S(n)$ and a forward inductive argument is difficult for every $n$. Here is another strategy: first prove the statement for infinitely many $n$ (for example, when $n$ is a power of 2 .either directly or by an inductive step of the form $S(k) \rightarrow S(2 k)$, say) and then prove $S(n)$ for the gaps between. The proof for the gaps can either be by forward induction, or backward induction. For example, in the case where one has the truth of $S(n)$ for all powers of 2 , one can then fill in the gaps with an inductive argument for each fixed $k$ of the form $S\left(2^{k}+t\right) \rightarrow S\left(2^{k}+t-1\right)$ for each $t$ satisfying $1 \leq t \leq 2^{k}$.

Downward (also called "backward") inductive arguments have been around a long time; many authors, including Cauchy (1759-1857) and Weierstrass (18151897) (see [259, p.19]) have used them. The term "backward induction" can also be used in game theory where players reason "working backward from the last possible move in a game to anticipate each other's rational choices." $[114]$. What has recently become known as "downward induction" defined below might be more appropriately called "upward-downward" induction.

Downward induction: Let $S(n)$ be a statement involving $n$. If
(i) $S(n)$ is true for infinitely many $n$, and
(ii) for each $m \geq 2, S(m) \rightarrow S(m-1)$
then for every $n \geq 1$, the statement $S(n)$ is true.

Proof of downward induction from MI: Assume the hypotheses (i) and (ii) hold and let $n_{1}, n_{2}, n_{3}, \ldots$ be an infinite sequence so that for each $i \in \mathbb{Z}^{+}, S\left(n_{i}\right)$ holds. Fix some $k \in \mathbb{Z}^{+}$, and prove $S(k)$ holds as follows: Fix $i$ so such that $n_{i-1}<k \leq n_{i}$.

For $j=0,1, \ldots, n_{i}-n_{i-1}$, define the statement $T(j)=S\left(n_{i}-j\right)$. It suffices to prove that $T\left(n_{i}-k\right)=S(k)$; this is done by induction on $j$.

Base step $(j=0): T(j)=T(0)=S\left(n_{i}-0\right)=S\left(n_{i}\right)$, which was assumed to be true by (i).
Inductive step: Suppose that for some $j \geq 0, T(j)=S\left(n_{i}-j\right)$ holds. By (ii), $T(j+1)=S\left(n_{i}-j-1\right)$ holds, completing the inductive step $T(j) \rightarrow T(j+1)$.

Therefore, by MI, $T(j)$ holds for all $j \geq 0$, in particular, $T\left(n_{i}-k\right)=S(k)$ holds, finishing the proof of downward induction.

There are different proofs of the so-called "theorem of arithmetic and geometric means"; for example, there is one downward induction proof appearing in [259] and another simpler one also suggested there. The simpler one is presented here. Another proof follows from Jensen's inequality on convex functions-see Exercise 602 or $603 \cdots$-both provable by downward induction. After giving the proof by downward induction, one more simple, but tricky proof by ordinary induction due to KongMing Chong [102] is presented. For other proofs prior to 1976 (mentioned in [102]) of the AM-GM inequality, see, e.g., [5, pp. 200-224], [43, §5 pp. 45 ; §11 pp. $0-10$ ], [104, p.46], [259], [135], and [397].

Theorem 3.3.1 (AM-GM inequality). Let $a_{1}, \ldots, a_{n}$ be non-negative real numbers. Then

$$
\left(a_{1} a_{2} \cdots a_{n}\right)^{1 / n} \leq \frac{a_{1}+a_{2}+\cdots+a_{n}}{n}
$$

with equality holding if and only if all $a_{i}$ 's are equal.
Proof: Let $S(n)$ be the statement that for any $a_{1}, \ldots, a_{n}$,

$$
\left(a_{1} a_{2} \cdots a_{n}\right)^{1 / n} \leq \frac{a_{1}+a_{2}+\cdots+a_{n}}{n}
$$

with equality holding if and only if all $a_{i}$ 's are equal. The first part of the proof is to show that $S(n)$ holds whenever $n$ is a power of 2 . This requires a form of strong induction, one with two base cases.
Base ster $n=1$ : The statement, $S(1)$ reduces to $a_{1}=a_{1}$, which is true.
BaSE Step $n=2$ : To show $S(2)$, let $a_{1}=a$ and $a_{2}=b$; then

$$
\begin{aligned}
a b & =\left(\frac{a+b}{2}\right)^{2}-\left(\frac{a \cdots b}{2}\right)^{2} \\
& \leq\left(\frac{a+b}{2}\right)^{2}
\end{aligned}
$$

with equality holding if and only if $a=b$.

Upward inductive step $(S(k) \rightarrow S(2 k))$ : For some $k \geq 2$ assume that $S(k)$ holds, that is, assume that for non-negative $c_{1}, c_{2}, \ldots, c_{k}$,

$$
c_{1} c_{2} \cdots c_{k} \leq\left(\frac{c_{1}+c_{2}+\cdots+c_{k}}{k}\right)^{k}
$$

with equality if and only if the $c_{i}$ 's are all equal. To show that $S(2 k)$ follows:

$$
\begin{aligned}
& a_{1} a_{2} \cdots a_{k} b_{1} b_{2} \cdots b_{k} \\
& \quad \leq\left(\frac{a_{1}+\cdots+a_{k}}{k}\right)^{k}\left(\frac{b_{1}+\cdots+b_{k}}{k}\right)^{k}(\text { by } S(k) \text { twice }) \\
& \\
& =\left(\frac{\left(a_{1}+\cdots+a_{k}\right)\left(b_{1}+\cdots+b_{k}\right)}{k^{2}}\right)^{k} \\
& \\
& \leq\left(\left(\frac{a_{1}+\cdots+a_{k}+b_{1}+\cdots b_{k}}{2}\right)^{2} \frac{1}{k^{2}}\right)^{k} \text { by } S(2), \\
& \\
& =\left(\frac{a_{1}+\cdots+a_{k}+b_{1}+\cdots b_{k}}{2 k}\right)^{2 k}
\end{aligned}
$$

and inequalities are strict unless all $a_{i}$ 's and $b_{j}$ 's are equal. Hence $S(k) \rightarrow S(2 k)$, completing this inductive step.

By induction, for all $n$ that are powers of 2 , the statement $S(n)$ holds.
Dow:NWARD inductive step $(S(m) \rightarrow S(m-1))$ : For some $n \geq 2$, assume that $S(m)$ holds, and let $a_{1}, a_{2}, \ldots, a_{m-1}$ be non-negative, not all equal, and put

$$
A=\frac{a_{1}+a_{2}+\ldots+a_{m-1}}{m-1} .
$$

Then

$$
\begin{aligned}
a_{1} a_{2} \cdots a_{m-1} A & \left.<\left(\frac{a_{1}+a_{2}+\cdots+a_{m-1}+A}{m}\right)^{m} \quad \text { (by } S(m)\right), \\
& =\left(\frac{(n-1) A+A}{m}\right)^{m} \\
& =A^{m}
\end{aligned}
$$

and hence $a_{1} a_{2} \cdots a_{m-1}<A^{m-1}$, thus showing $S(m-1)$. This completes the proof of the downward induction step, and hence the proof.

Note: Theorem 3.3.1 has a more direct proof, based on Exercise 199, the solution of which is a fairly easy inductive proof; see comments after the solution to Exercise 199.

As mentioned above, here is an outline of Chong's simple (but tricky) inductive proof of the AM-GM inequality. Suppose that the base case $n=2$ is done, and for
some $k \geq 3$, suppose that $S(k-1)$ is true, in particular, suppose that for any choice of $b_{1}, a_{2}, \ldots, a_{k-1}$ not all equal,

$$
\frac{b_{1}+a_{2}+a_{3}+\cdots+a_{k-1}}{k-1}>\left(b_{1} a_{2} a_{3} \cdots a_{k-1}\right)^{\frac{1}{k-1}}
$$

To be shown is that $S(k)$ holds (in the case when all numbers are not equal). Let $a_{1} \leq a_{2} \leq \cdots \leq a_{n}$ be not all equal, that is, $a_{1}<a_{n}$, and let $A=\left(a_{1}+a_{2}+\cdots+a_{n}\right) / n$ be their arithmetic mean. 'I'hen $a_{1}<A<a_{n}$, which implies that.

$$
A\left(a_{1}+a_{k}-A\right)-a_{1} a_{k}=\left(a_{1}-A\right)\left(A-a_{k}\right)>0
$$

and so

$$
\begin{equation*}
a_{1}+a_{k}-A>\frac{a_{1} a_{k}}{A} \tag{3.1}
\end{equation*}
$$

Let $b_{1}=a_{1}+a_{k}-A$; then

$$
\frac{b_{1}+a_{2}+\cdots a_{k-1}}{k \cdots 1}=\frac{\left(\sum a_{i}\right)-A}{k-1}=\frac{k A-A}{k-1}=A
$$

Thus, by induction hypothesis,

$$
\begin{align*}
A & >\left(b_{1} a_{2} a_{3} \cdots a_{k \cdot 1}\right)^{k^{1}-i} \\
& >\left(\frac{a_{1} a_{k}}{A} a_{2} \cdot a_{k}\right)^{\frac{1}{k-1}} \tag{3.1}
\end{align*}
$$

which yields

$$
\begin{aligned}
A^{k-1} & >\frac{a_{1} a_{2} \cdots a_{k}}{A} \\
A^{k} & >a_{1} a_{2} \cdots a_{k}
\end{aligned}
$$

showing that $S(k)$ is true, completing the (upward) inductive step, and hence Chong's proof.

There are other inductive proofs of the AM-GM inequality; one inductive step begins by assuming that for any $a_{i}$ 's satisfying $a_{1} a_{2} \cdots a_{n}=1$ then $a_{1}+\cdots+a_{n} \geq n$. 'Then assume that $b_{1} b_{2} \cdots b_{n} b_{n+1}=1$; without loss of generality, let $b_{n}<1$ and $b_{n+1}>1$. Then $b_{1}+\cdots+b_{n+1} \geq n+1$ by setting $a_{1}=b_{1}, a_{2}=b_{2}, \ldots, a_{n-1}=b_{n-1}$ but $a_{n}=b_{n} b_{n+1}$. Then by inductive hypothesis, $b_{1}+b_{2}+\cdots+b_{n-1}+b_{n} b_{n+1} \geq n$. To finish the inductive step, it suffices to show

$$
b_{n}+b_{n+1} \geq b_{n} b_{n+1}+1
$$

or

$$
\left(1-b_{n}\right)\left(1-b_{n+1}\right) \leq 0
$$

which is true by the initial assumption on $b_{n}$ and $b_{n+1}$, finishing the inductive step.

See [146, pp. 37-40] for yet another solution by induction based on the following lemma:

Lemma 3.3.2. For real numbers $w, x, y$, and $z$, if $w+x=y+z$, then the largest of the two products $w x$ and $y z$ is formed by the pair with the smallest difference.

Proof: Let $w+x=y+z$. Note the following two identities:

$$
\begin{gathered}
(w+x)^{2}-(w-x)^{2}=4 w x \\
(y+z)^{2}-(y-z)^{2}=4 y z
\end{gathered}
$$

Since $w+x=y+z$, also $(w+x)^{2}=(y+z)^{2}$, so the left-hand side of the two identities is made largest when the second term is smallest.

It might be interesting to note that the case $n=2$ in Theorem 3.3 .1 can be used to prove that no chord of a circle is longer than the diameter. Let three points $A, B, C$ form a straight line segment with distances $|A B|=a$ and $|B C|=b$ units (see Figure 3.1.


Figure 3.1: Chords are shorter than diameters
Using the line segment $A C$ as a diameter, form the circle whose diameter is $|A C|=a+b$ units. Form a chord of that circle perpendicular to $A C$ through $B$. Then with a simple application of Pythagoras' theorem, one finds that the length of that chord is $2 \sqrt{a b}$. By Theorem 3.3.1, $\sqrt{a b} \leq \frac{a+b}{2}$, and so the length of the chord is not. longer than the diameter of the circle.

### 3.4 Alternative forms of mathematical induction

There are many ways to apply inductive reasoning. For example, if $S(0)$ and $S(1)$ are true. and if for any $n \geq 0, S(n) \rightarrow S(n+2)$ holds, then for all $n \geq 0, S(n)$ is true, since actually, two separate inductive proofs are combined in one (one for
the even cases, and one for the odd cases). Here is an example of a situation where three inductive proofs are rolled into one. [Note: This very example is listed again as Excreise 311.] Other applications of this alternative form of mathematical induction appear throughout the exercises, e.g., in Exercises 113 and 275.)

Theorem 3.4.1. For any integer $n \geq 14, n$ is expressible as a sum of 3's and/or 8's.

Proof: Let $S(n)$ be the statement: $n$ is expressible as a sum of 3 's and/or 8's.
Base casfs $(S(14), S(15), S(16))$ : Since $14=3+3+8,15=3+3+3+3+$ 3 , and $16=8+8$, the base steps are shown.

Inductive step $(S(k) \rightarrow S(k+3))$ : Assume that for some $k \geq 14, S(k)$ holds, that this, there exist $\alpha, \beta \in \mathbb{Z}$ so that $k=\alpha \cdot 3+\beta \cdot 8$. Then $k+3=\alpha \cdot 3+\beta \cdot 8+3=$ ( $\alpha+1$ ) $\cdot 3+\beta \cdot 8$, that is, $k+3$ is expressible as a sum of 3 's and/or 8 's, showing $S(k+3)$ holds, completing the inductive step.

By MI, for all $n \geq 14$, the statement $S(n)$ is true. (Actually, there are three separate proofs by MI rolled into one, one proving the statement for the sequence $n=14,17,20, \ldots$, one for $n=15,18,21, \ldots$, and another for $n=16,19,22, \ldots$ .)

An inductive proof might be also encountered when both $S(2)$ and $S(3)$ hold and for $k>2,[S(k) \wedge S(k+1)] \rightarrow S(k+2)$, then $S(n)$ holds for all $n \geq 2$; such a proof might be classified somewhere between weak and strong induction. In Section 12.2 on Fibonacci numbers, there are many exercises where such a technique is required.

Many mathematical induction proofs use more than one base case, and such proofs can fall into the category of "generalized induction" on well-founded sets. The technique relies on the fact that in any well-founded set (a partial order with ininimal elements) and a statement $S$ about elements of that set, for each $x$ in the set, there is an inductive argument for $S(x)$ that has as its base case one of the minimal elements. For example, consider the set $X=\{2,3,4,5,6, \ldots\}$. If $X$ is ordered according to divisibility, the proof of any statement $S$ about members of $X$ might start with the base cases being a proof about each prime, the primes being the set of minimal elements in the partially ordered set $X$.

### 3.5 Double induction

A special kind of inductive argument is called "double induction"; some texts refer to double induction as an inductive step that requires, say, $S(n)$ and $S(n+1)$ to prove $S(n+2)$. Another kind of "double induction" is where two statements involving $n$ are proved simultaneously (see, for example, Exercise 320 or Exercise 122 where the inductive step consists of two proofs, one for each of two statements). In this section, however, "double induction", means an induction on two variables simultaneously.

Many mathematical statements involve two (or more) variables, each of which may vary independently over, say, $\mathbb{N}$. Some such statements can be proved by induction in different ways. Let $S(m, n)$ be a statement involving two positive integer variables $m$ and $n$. One method to prove $S(m, n)$ for all $m \geq 1$ and $n \geq 1$ is to first prove $S(1,1)$, then by induction prove $S(m, 1)$ for each $m$, and then for each fixed $m_{0}$, inductively prove $S\left(m_{0}, n\right)$ for all $n$. Here is a rather simple example of the technique.

Theorem 3.5.1. Let positive integers $m$ and $n$ be given.

$$
\sum_{i=1}^{m} \sum_{j=1}^{n}(i+j)=\frac{m n(m+n+2)}{2}
$$

Proof: Let $S(m, n)$ be the equality in the statement of the theorem.
First it is proved that for all $m \geq 1, S(m, 1)$ is true.
Base step: The statement $S(1,1)$ is true since $1+1=1 \cdot 1(1+1+2) / 2$.
Inductive step (inducting on $m$ ): For some $k \geq 1$, assume that $S(k, 1)$ is true, that is, $\sum_{i=1}^{k}(i+1)=k(k+3) / 2$. Beginning with the left-hand side of $S(k+1,1)$,

$$
\begin{aligned}
\sum_{i=1}^{k+1}(i+1) & =\left(\sum_{i=1}^{k}(i+1)\right)+(k+1)+1 \\
& =\frac{k(k+3)}{2}+k+2 \quad(\text { by } S(k, 1)) \\
& =\frac{k^{2}+5 k+4}{2} \\
& =\frac{(k+1)(k+1+1+2)}{2}
\end{aligned}
$$

the right-hand side of $S(k+1,1)$. Hence $S(k, 1) \rightarrow S(k+1,1)$, and so by mathematical induction, for all $m \geq 1, S(m, 1)$ is true.

Fix an arbitrary $m_{0}$. Then $S\left(m_{0}, 1\right)$ is true and so this is a base step for proving that for all $n, S\left(m_{0}, n\right)$ holds.

IndCCTIVE STEP (inductir:g on $n$ ): This step is of the form $S\left(m_{0}, \ell\right) \rightarrow S\left(m_{0}, \ell+1\right)$. Let $\ell \geq 1$ be fixed and assume that $S\left(m_{0}, \ell\right)$ is truc, that is,

$$
\sum_{i=1}^{m_{0}} \sum_{j=1}^{\ell}(i+j)-\frac{m_{0} \ell\left(m_{0}+\ell+2\right)}{2} .
$$

Beginning with the left side of $S\left(m_{0}, \ell \mid 1\right)$,

$$
\sum_{i=1}^{m_{0}} \sum_{j=1}^{\ell+1}(i+j)=\sum_{i=1}^{m_{0}}\left(\left(\sum_{j=1}^{\ell}(i+j)\right)+(i+\ell+1)\right)
$$

$$
\begin{align*}
& =\sum_{i=1}^{m_{0}}\left(\sum_{j=1}^{\ell}(i+j)\right)+\sum_{i=1}^{m_{0}}(i+\ell+1) \\
& =\frac{m_{0} \ell\left(m_{0}+\ell+2\right)}{2}+\sum_{i=1}^{m_{0}}(i+\ell+1)  \tag{0}\\
& =\frac{m_{0} \ell\left(m_{0}+\ell+2\right)}{2}+\frac{m_{0}\left(m_{0}+1\right)}{2}+m_{0}(\ell+1) \\
& =\frac{m_{0} \ell\left(m_{0}+\ell+2\right)}{2}+\frac{m_{0}\left(m_{0}+1+2(\ell+1)\right)}{2} \\
& =\frac{m_{0}\left(\ell m_{0}+\ell^{2}+2 \ell+m_{0}+1+2(\ell+1)\right)}{2} \\
& =\frac{m_{0}(\ell+1)\left(m_{0}+\ell+1+2\right)}{2}
\end{align*}
$$

which is the right-hand side of $S\left(m_{0}, \ell+1\right)$. Hence, by induction, for each fixed $m_{0}$ and all $n \geq 1, S\left(m_{0}, n\right)$ is true, completing this inductive step.

Since $m_{0}$ was arbitrary, by induction, for all $m \geq 1$ and $n \geq 1$ the statement $S(m, n)$ is proved.

Sometimes the inductive proofs contained in each stage of the double induction require multiple basc cases and alternative forms of induction (or strong induction). Sce Exercise 304 for such a situation, where the alternative form of induction in the second stage requires two proofs by induction in the first stage.

Another way to apply a double induction argument would be to use $S(1,1)$ as a base step, then show that both $S(m, n) \rightarrow S(m+1, n)$, and $S(m, n) \rightarrow S(m, n+1)$. This would prove $S(m, n)$ for all $m$ and $n$. One must be careful, however, for only the step $S(m, n) \rightarrow S(m+1, n+1)$ would not prove the statement for all $m$ and $n$, only the cases where $m=n$.

A slightly trickier double induction occurs in Exercise 380, where the induction step shows $S(n-2, k-1) \wedge S(n-1, k) \rightarrow S(n, k)$. In this case, one needs to prove two families of base cases, those of the forms $S(0, k), S(1, k)$ and those of the form $S(n, 0), S(n, 1)$. Then, for example, to prove $S(6,3)$, one proceeds as follows:

$$
\begin{array}{lll}
S(0,1) \wedge S(1,2) & \rightarrow & S(2,2) \\
S(1,1) \wedge S(2,2) & \rightarrow & S(3,2) \\
S(2,1) \wedge S(3,2) & \rightarrow & S(4,2) \\
S(3,1) \wedge S(4,2) & \rightarrow & S(5,2) \\
& & \\
S(0,2) \wedge S(1,3) & \rightarrow & S(2,3)
\end{array}
$$

$$
\begin{aligned}
& S(1,2) \wedge S(2,3) \rightarrow S(3,3) \\
& S(2,2) \wedge S(3,3) \rightarrow S(4,3) \\
& S(3,2) \wedge S(4,3) \rightarrow S(5,3) \\
& S(4,2) \wedge S(5,3) \rightarrow S(6,3)
\end{aligned}
$$

So in this situation, one fixes $k-1$ and $k$, inducts on $n$, then one repeats the process for $k$ and $k+1$, and so on. Given that the base cases and the inductive step are proved, the interested reader can try to write up the proof formally.

### 3.6 Fermat's method of infinite descent

One of the more famous applications of Fermat's method of infinite descent showed that any right angle triangle with sides having rational lengths could not have integral area. His technique was to first show that the truth of the theorem follows from the special case for right triangles with integer lengths, that is, for Pythagorean triangles. Then he showed that if one could find such a Pythagorean triangle with integer area, one could then (using the number-theoretic properties of the lengths of the sides from the first one) produce a smaller Pythagorean triangle with the same property. From the smaller one, applying precisely the same argument, one would find yet a smaller one. By induction, one gets an infinite sequence of consecutively smaller triangles with the desired property. Clearly there is no infinite descending sequence of Pythagorean triangles (by the well-ordering of natural numbers) -a contradiction. So one must abandon the assumption that one found a Pythagorean triangle with integer area.

The above discussion hints at the possibility that there are proofs that are inductive, but not in any straightforward way. To demonstrate the beauty of Fermat's technique, the next theorem is given with a proof by infinite descent; in many respects, it duplicates the proof alluded to above for Pythagorean triangles.

Theorem 3.6.1. The equation

$$
\begin{equation*}
x^{4}+y^{4}=z^{2} \tag{3.2}
\end{equation*}
$$

has no solution in non-zero integers $x, y$, and $z$.
Proof by infinite descent: If any triple of integers ( $x, y, z$ ) satisfy (3.2), then so do any of ( $\pm x, \pm y, \pm z$ ); thus to show the theorem, it suffices to show that are no positive integer solutions to (3.2).

The proof is accomplished by showing that if some solution $x, y, z$ to (3.2) exists, then from that solution one can create another "smaller" solution $x^{\prime}, y^{\prime}: z^{\prime}$, where "smaller" means that $z^{\prime}<z$. Since the positive integers are well-ordered, this process can not continue forever, and so one must abandon the original assumption some solution exists.

Hypothetically, suppose that $x, y, z$ is a solution to (3.2).
Considering the equation (3.2) modulo 4, one observes that $x$ and $y$ can not both be odd (any odd number squared is congruent to 1 modulo 4 , and since then $z$ has to be even, $z^{2}$ is 0 modulo 4).

Let $x$ and $y$ be even, say $x=2 k, y=2 \ell$; then 16 divides $z^{2}$, and so 4 divides $z$, say $z=4 m$. Then $(2 k)^{4}+(2 \ell)^{4}-(4 m)^{2}$, and division by 16 yields $k^{4}+\ell^{4}=m^{2}$, a smaller solution. Similarly, if any prime $p$ divides both $x$ and $y$, write $x=p k$, $y=p \ell$, and $z=p^{2} m$. Division by $p^{4}$ shows that $x^{\prime}=k, y^{\prime}=\ell$, and $z^{\prime}=m$ is another smaller solution to (3.2). Hence, it suffices to assume that $x$ and $y$ are relatively prime.

So suppose that exactly one of $x$ and $y$ is even, the other odd (and $x$ and $y$ are relatively prime). Without loss of generality, suppose that $x$ is even and $y$ is odd. Then $x^{2}$ and $y^{2}$ are relatively prime, and so the triple $x^{2}, y^{2}, z$ form a fundamental Pythagorean triple (a triple of positive integers $a, b, c$, each pair relatively prime, satisfying $a^{2}+b^{2}=c^{2}$ ). It is well known (e.g., see [150]) that a fundamental Pythagorean triple is a triple of the form $2 m n, m^{2}-n^{2}$, and $m^{2}+n^{2}$, where $m$ and $n$ are relatively prime positive integers with exactly one of $m, n$ odd.

Fix such an $m$ and $n$, and write $x^{2}=2 m n, y^{2}=m^{2}-n^{2}$, and $z=m^{2}+n^{2}$. Since $y^{2}+m^{2}=n^{2}$, the triple $y, m, n$ is a Pythagorean triple. Since $m$ and $n$ are relatively prime, so are $y$ and $m$, with $y$ odd and $n$ even, and so $y, m, n$ is a fundamental triple. Hence, there are relatively prime $p$ and $q$, so that $m=2 p q$ and $n=p^{2}+q^{2}$.

Since $x^{2}=2 m n=4 p q\left(p^{2}+q^{2}\right)$ and $p$ and $q$ are relatively prime, each of $p, q$, and $p^{2}+q^{2}$ are all relatively prime and hence each must be a perfect square, say $p=\alpha^{2}, q=\beta^{2}$. and $p^{2}+q^{2}=\gamma^{2}$. Then $\alpha^{4}+\beta^{4}=\gamma^{2}$ with $\gamma \leq m<z$, giving a smaller solution to (3.2).

Since $z^{+}$is a perfect square, Theorem 3.6.1 implies that $x^{4}+y^{4}=z^{4}$ has no nonzero integer solutions, a special case of what is now called "Fermat's last theorem": for each integer $n \geq 3$, the equation $x^{n}+y^{n}=z^{n}$ bas no non-zero solutions. (This was a conjecture until Andrew Wiles et al. finally proved it in 1995 (see [j69]). In 1753, Euler gave an incorrect proof for $n=3$, later corrected by Gauss; both ideas were using descent, however Gauss failed to notice that unique factorization did not hold in his "proof". The case $n=5$ was solved with infinite descent by Dirichlet (1805-1859) and Legendre (1752-1833) in 1825 (both proofs were based on a result by Sophie Germain ); Dirichlet also managed $n=14$ in 1832. Lamé settled the case $n=7$ in 1839. [Added note: I forget the reference, but I recall reading that it was proved that the method of descent would not work for $n>17$. Also, Kummer proved Fermat's last theorem for all "regular primes".]

Sorne authors prove that $\sqrt{2}$ is irrational by the method of infinite descent. The argument is by contradiction and begins by assuming that $\sqrt{2}$ is rational, say, $\sqrt{2}=\frac{a}{b}$ for some positive integers $a$ and $b$. Squaring each side, $2=\frac{a^{2}}{b^{2}}$ and so $2 a^{2}=b^{2}$. Then 2 divides $b^{2}$, and hence 2 divides $b$, so write $b=2 k$. Then replacing this in the previous equation gives $2 a^{2}=4 k^{2}$, yielding $a^{2}=2 k^{2}$. Again, this shows
that now 2 divides $a$, and so $a=2 \ell$, for sonse positive integer $\ell>1$. Replacing $a$ in the previous equation now gives $4 \ell^{2}=2 k^{2}$, and hence $2=\frac{k^{2}}{\ell^{2}}$. Thus two smaller integers $k$ and $\ell$ are found with $\sqrt{2}=\frac{k}{\ell}$. This process of finding smaller integers to represent $\sqrt{2}$ as a fraction can continue forever, contradicting the well-ordering of the natural numbers.

The above proof of the irrationality of $\sqrt{2}$ does not have to take the form of infinite descent if one merely assumes at the outset that $a$ and $b$ are relatively prime. The contradiction is then quickly arrived at since the above proof then delivers that 2 is a common factor to both $a$ and $b$. Sce, for example, [216] or [260] for more on proving the irrationality of $\sqrt{2}$.

Exercise 8. Using infinite descent, prove that for each positive integer $n, \sqrt{4 n--1}$ is not a rational number.

For more results provable by descent, see (among others) Exercises 214, 222, 223,224 , and 225.

### 3.7 Structural induction

Computer scientists refer to mathematical induction, when applied to a recursively defined structure, as "structural induction". Apparently, the term originally came from model theory (although I cannot find the origin) where various properties of models are proved by using chains of models, and some kind of induction on each chain. The discussion here is far less serious. In the rest of mathematics, the term "structural induction" is rarely used outside of computer science applications-as a friend once said, "it's all just induction".

Assume that $\mathcal{S}$ is a class of structures (it is not important what kind of structure) with some partial order $\leq$ relating individual structures. Suppose $\mathcal{S}$ contains minimal elements, and for every structure $S \in \mathcal{S}$ there is a well-ordered set of structures beginning with a minimal element in $\mathcal{S}$ and culminating in $S$ (in other words, $\mathcal{S}$ is well-founded). Let $P$ be some proposition about elements of $\mathcal{S}$. Then to prove the truth of $P(S)$, it suffices to prove inductively along the chain leading to $S$, where each inductive step is maintained by some property of the recursion used to gencrate. structures. Then such a proof might be called a "structural induction" proof.

The most common way in which structural induction is implemented is on recursively defined structures that have some kind of "rank"--a measure of how many recursions are necessary to construct a structure from minimal structures. The typical example to help make things clear is that of rooted trees (see Section 15.2 for terminology). The rank of a rooted tree is its height, and any finite rooted tree of height $h$ can be constructed recursively from trees of height $h-1$ by simply adding a new root. The inductive step for structural induction is usually proved by some simple property that follows from a recursive definition for the structure.

Structural induction is also used to prove properties with many base cases (as in generalized induction on well-founded sets) and can even be applied with transfinite induction (see Chapter 4).

Structural induction appears throughout this book. For examples using permutations, see the proof of (12.5). For examples regarding well-formed formulae, see Fxercises 465, 466, 467. For examples using trees, see Exercises 483, 484, or 485. Graph theory uses structural induction frequently; as just one example, sec Exercise 513 , where structures are partite graphs, and $r$-partite graphs are constructed from $(r-1)$-partite graphs recursively. Other examples in graph theory where structural induction is used include theorems for amalgamation (see e.g., Theorem 21.5.1 as a restricted form of amalgamation) because certain classes of graphs can be constructed by recursively gluing together two graphs on some common subgraph(s).

Hadamard matrices might be the structures concerned, and a simple tensor product construction ereates recursively larger and larger Hadamard matrices (see Exercise 659). A similar notion is encountered when constructing latin squares recursively from latin rectangles (see Exercise 666). Functions form a large class of structures, and one can recursively define a function by its behavior on larger and larger domains (see, e.g., Exercise 426). Colorings of objects are themselves functions, and so, for example, Exercise 731 is solved with structural induction. Certain classes of geometric objects can be considered as structures, in which case many exercises in Chapter 20 are by structural induction.

The instances of structural induction in this book are too numerous to list here. The index points to a few more examples of structural induction.

## Chapter 4

## Inductive techniques applied to the infinite

But of all other ideas, it is number, which I think furnishes us with the clearest and most distinct idea of infinity we are capable of.
-John Locke,
An essay concerning human understanding.

So far, mathematical induction has only been applied to one type of infinity, namely that of the counting numbers. In fact, mathematical induction can be performed on many other kinds of sets that have some kind of order defined on them, in particular, to sets that have a larger cardinality than that of $\mathbb{Z}^{+}$. These different forms of induction often depend on the axiom system decided upon. In the most common axiom systems, forms of induction for infinite sets are used to prove very powerful theorems. For example, the fact every vector space has a basis is easily proved by one of these forms.

### 4.1 More on well-ordered sets

Theorem 4.1.1. There is at mast one order-preserving bijection between any two well-ordered sets.

Proof: Let $(A,<)$ and ( $B, \prec)$ be well-ordered sets. Suppose that both $f$ and $g$ are order-preserving bijections from a $A$ onto $B$. Then $g^{-1} \circ f$ is an order preserving bijection from $A$ to itself. By Theorem 2.6.3, for all $a \in A, a \leq g^{-1}(f(a))$, and applying $g$ to each side, $g(a) \leq f(a)$. Similarly, applying $f^{-1} \circ g$ to $A$, for each $a \in A$, $f(a) \leq g(a)$. Combining these two facts shows that for all $a \in A, f(a)=g(a)$.

Definition 4.1.2. For a well-ordered set $\left(W_{,}<\right)$and $\ell \in W$, define the initial segment of $(W,<)$ up to $t$ by

$$
\operatorname{seg}_{(W,<)}(t)=\{w \in W: w<t\}
$$

Define a closed initial segment by

$$
\overline{\operatorname{seg}(t)}=\{w \in W: w \leq t\}=\operatorname{seg}(t) \cup\{t\}
$$

When no confusion can arise, the notations $\operatorname{seg}_{w}(t) . \operatorname{seg}_{<}(t)$, or $\operatorname{seg}(t)$ denote $\operatorname{scg}_{(W,<)}(t)$. If a subset $S$ of $W$ satisfies $a \in S, b \leq a \Rightarrow b \in S$, then cither $S$ is an initial segment of $W$ or $S=W$.

A closed initial scgment $\overline{\operatorname{seg}(t)}$ is also an initial segment, for if $\ell$ is the least element of $W \backslash \operatorname{seg}(t)$, then $\overline{\operatorname{seg}(t)}=\operatorname{seg}(\ell)$. However, an initial segment need not be closed; for example, consider the well-ordered set $X=\omega+1=\{0,1,2,3, \ldots, \omega\}$. Then $\operatorname{seg}_{X}(\omega)=\omega$, which is not a closed initial segment in $X$.

A well-ordered set is similar (or isomorphic:) to the collection of all its initial scgments:
Theorem 4.1.3. Let $(W,<)$ be a well-ordered set, and put $S=\{\operatorname{seg}(w): w \in W\}$. Then ( $W,<$ ) ~ ( $S, C$ ).
Proof outline: It is not difficult to verify that the function $f(x)=\operatorname{seg}(x)$ is the desired order preserving bijection.

Lemma 4.1.4. Let $\left(P,<_{1}\right)$ and $\left(Q,<_{2}\right)$ be we.l-ordered sets with $a, b \in P$ and $s, t \in Q$ and let $g: \operatorname{seg}_{P}(a) \rightarrow \operatorname{seg}_{Q}(s)$ and $h: \operatorname{seg}_{P}(b) \rightarrow \operatorname{seg}_{Q}(t)$ be order preserving bijections. If $a<b$, then $\left.h\right|_{\text {seg }_{p}(a)}=g$.
Proof: Let $a<b$. Suppose the conclusion fails, that is, suppose $h \operatorname{iscg}_{p}(a) \neq g$. Because the set of all those $y \in \overline{\operatorname{seg}_{P}(a)}$ with that $g(y) \neq h(y)$ is a subset of a well-ordered set, fix the least element $y_{0} \in \operatorname{seg}_{p}(a)$ such that $g\left(y_{0}\right) \neq h\left(y_{0}\right)$. There are a number of ways to derive a contradiction. If $g\left(y_{0}\right)<h\left(y_{0}\right)$, then for every $x, z \in \operatorname{seg}(a)_{p}$ with $x<y_{0}<z$, since $h$ is order-preserving, $h(x)=g(x)<g\left(y_{0}\right)<$ $h\left(y_{0}\right)<h(z)$ shows that $g\left(y_{0}\right)$ is not in the range of $h$, contradicting $h$ being onto an initial segment. Similarly, $h\left(y_{0}\right)<g\left(y_{0}\right)$ implies that $g$ is not onto an initial segment.

Theorem 4.1.5. Let $(W,<)$ be a well-ordered set. For any $w \in W$, there is no order preserving bijection from $W$ to seg $(w)$.
Proof: If $f: W \rightarrow \operatorname{seg}(w)$ is any function, then $f(w)<w$, so by Theorem 2.6.3, such a function can not be an order preserving bijection.

Exercise 9. Show that an arbitrary union of initial segments in a well-ordered set $(W,<)$ is either another initial segment of $W$ or is $W$ itsclf. Similarly, the union of closed initial segments will always be an initial segment, the closure of an initial segment, or W itself.

### 4.2 Transfinite induction

The principle of mathematical induction, as seen so far, applies to only sets that have a well-ordering identifiable with the well-ordered set $\mathbb{N}$. In short, transfinite induction works just like the principle of mathematical induction, however applies to any well-ordered set, particularly, to infinite ordinals other than $\omega$. In fact, transfinite induction is a generalization of "strong induction" (see Theorem 3.2.1).

```
Principle of transfinite induction: Let \(A\) be a subset of a well-
ordered set \(X\) with \(x_{0}\) being the least element of \(X\). If
    (i) \(x_{0} \in A\), and
    (ii) for every \(x \in X,\left[\operatorname{seg}_{X}(x) \subseteq A\right] \rightarrow[x \in A]\)
then \(A=X\).
```

In fact, in the statement of the principle of transfinite induction, one can even dispense with part (i), since $\emptyset \subset A$ and if (ii) holds, $\emptyset=\operatorname{seg}\left(x_{0}\right)$ implies that $x_{0} \in A$. Proof of the transfinite induction principle: Suppose that it fails, that is, suppose the condition (ii) holds, but $A \neq X$. Put $C=X \backslash A$. Since $X$ is wellordered and $C \subset X, C$ has a least element, say $c \notin A$. Then $\operatorname{seg}_{X}(c) \subseteq A$, and by (ii), $c \in A$, a contradiction.

Transfinite induction is suited to proving theorems about initial segments of well-ordered sets. The same principle can be adapted to other statements, however, caution is needed regarding what axioms are being used (see [160] and the comments at the end of Section 4.4). Loosely speaking, if some process or construction is based on transfinite induction over a well-ordered set, the process is called transfinite recursion. For example, if $W$ is a well-ordered set, one can define a function $f$ on $W$ to any set $X$ by defining inductively the map $f$, by defining each $f(w) \in X$ according to how $f$ is defined before $w$. By transfinite induction, the resulting map on all of $W$ is again a function.

Lemma 4.2.1. For any two well-ordered sets $P$ and $Q$, either they are similar or one is similar to an initial segment of the other.

There are many proofs of Lemma 4.2.1; the proof below can be found in, e.g., [160]. Given any function $g$ and set $A$ contained in the domain of $g$, the shorthand $g[A]:=\{g(a): a \in A\}$ is used for the image of $A$ under $g$; the function $g$ restricted to $A$ is denoted by $\left.g\right|_{A}$. If either of $P$ or $Q$ is finite, then the smaller one is similar to an initial segment of the other; hence any proof need only be applied when $P$ and $Q$ are infinite. One may interpret the idea in the proof given below as an attempt to construct (inductively) an order-preserving injection $f$ from $P$ onto an initial
 $f^{-1}$ is a bijection from $\left(Q\right.$ onto $\left.P^{\prime}\right)$.

Proof of Lemma 4.2.1: Let $P$ and $Q$ be well-ordered sets. Fix some symbol $x$ not in $Q$. By transfinite recursion, define the function $f: P \rightarrow Q \cup\{x\}$ by

$$
f(p)= \begin{cases}\text { the least clement of } Q \backslash f[\operatorname{seg}(p)], & \text { if } Q \backslash f[\operatorname{seg}(p)] \neq \emptyset \\ x, & \text { otherwise }\end{cases}
$$

Set $Q^{\prime}=Q \cap f[P]=f[P] \backslash\{x\}$ and $P^{\prime}=f^{-1}[Q]=f^{-1}\left[Q^{\prime}\right]$ and define $f^{\prime}: P^{\prime} \rightarrow$ $Q^{\prime}$ by $f^{\prime}=\left.f\right|_{P^{\prime}}$. Then $f^{\prime}$ is onto $Q^{\prime}$.

To see that $f^{\prime}$ is one-to-one, let $a, b \in P^{\prime}$ with $a<b$; since $a \in \operatorname{seg}(b)$ and $f(b) \in Q \backslash f[\operatorname{seg}(b)] \subseteq Q \backslash\{f(a)\}, f(b) \neq f(a)$.

To sec that $f^{\prime}$ is order preserving, let $a, b \in P^{\prime}$ with $a \leq b$. Then since $f[\operatorname{seg}(a)\} \subseteq$ $f[\operatorname{seg}(b)], Q \backslash f[\operatorname{seg}(a)] \supseteq Q \backslash f[\operatorname{seg}(b)]$ and so $f(a)=f^{\prime}(a) \leq f^{\prime}(b)=f(b)$.
Claim: Either $P^{\prime}=P$ or $Q^{\prime}=Q$.
Proof of claim: If $P^{\prime} \neq P$, then there is $a \in P$ so that $f(a) \notin Q$, in which case $f(a)=x$; this means that $Q \subseteq f[\operatorname{seg}(a)] \subseteq f[P]$ and hence $Q^{\prime}=Q$, proving the. claim.

Also, $P^{\prime}$ is an initial segment of $P$ or $P^{\prime}=P$ and $Q^{\prime}$ is an initial segment of $Q$ or $Q^{\prime}=Q$. If $a, b \in P$ with $a \leq b$ and $b \in P^{\prime}$, then $\emptyset \neq Q \backslash f[\operatorname{seg} b] \subseteq Q \backslash f[\operatorname{seg}(a)]$. Thus $f(a) \in Q$ and hence $a \in P^{\prime}$. Given $z, w \in Q$ with $z<w$ and $w \in Q^{\prime}$, let $p \in I^{\text {, }}$ be such that $f(p)=w$. Then $w$ is the least element of $Q \backslash f[\operatorname{seg} p]$ and since $z<w$, $z \notin Q \backslash f\left[\operatorname{seg}(p) \mid\right.$ and so $z \in f[\operatorname{seg}(p)] \subseteq f[P]$ and hence $z \in Q^{\prime}$.

Therefore, $f^{\prime}$ is an order-preserving bijection either from $P$ onto an initial segment of $Q$ or else from an initial segment of $P$ onto $Q$.

Transfinite induction can be applied with any well-founded sets (not just wellordered), including in proofs by structural induction (the term "structural induction" likely originated in model theory); see Section 3.7.

### 4.3 Cardinals

This section is a very brief introduction to cardinals to establish some terminology. If there is an injection from a set $A$ into a set $B$, write $|A| \leq|B|$. If there is a bijection from $A$ to $B$, write $|A|=|B|$, and say that $A$ and $B$ have the same cardinality, or are equinumerous. This definition is duc to Cantor.

To define a cardinal, one needs to give an interpretation for $|A|$. Given two sets $A$ and $B$, if there is a bijection from $A$ to $B$, write $A \approx B$. It is easily seen that the relation $\approx$ is an equivalence relation on the collection of all sets. (Note that one docs not say "an equivalence relation on the set of all sets", for this leads to Russell's paradox.) Although the following definition leaves open just what an element of an equivalence class is, it is convenient:
Definition 4.3.1. A cardinal number, or simply a cardinal, is an equivalence class for $\approx$.

Denote the cardinal number containing $A$ by $|A|$. Then two sets have the same cardinality iff $|A|=|B|$.

A set $A$ is called countable iff $A$ is cither finite or is equinumerous with $\mathbb{N}$, and uncountable otherwise. Standard proofs show that, $\mathbb{Z}$ and $\mathbb{Q}$ are countable, yet $\mathbb{R}$ is uncountable. Even the set of algebraic numbers in $\mathbb{R}$ is countable. It is known that a union of countably many countable sets is again countable (see Exercise 434).

Cardinal numbers are well-ordered, so induction is often carried out on cardinalities of sets.

Cardinal numbers say something about the "size" of a set. The cardinal number (or cardinality of) for a well-ordered set says something about its size; to differentiate between well-ordered sets of the same size, something called ordinals are introduced.

### 4.4 Ordinals

There are different ways to define "ordinals", all equivalent. Recall that for wellordered sets $A$ and $B$ (in fact, for any linearly ordered sets) $A$ is similar to $B$, written $A \sim B$, if and only if there exists an order preserving bijection $\int: A \rightarrow B$.

Definition 4.4.1. An ordinal is an equivalence class under ~.
Ordinals are sometimes called ordinal numbers. Different ordinals have different "shape". If $\alpha$ is an ordinal and $A \in \alpha$, then $A$ is said to be of type $\alpha$. An ordinal $\alpha$ is often identified with any set of type $\alpha$. For two ordinals $\alpha$ and $\beta$, say that $\alpha$ precedes $\beta$ if and only if there exist $A \in \alpha$ and $B \in \beta$ so that $A \subseteq B$. The order on ordinals is given by $\alpha<\beta$ iff $\alpha$ precedes $\beta$. Thus, with an abuse of notation, $\alpha<\beta$ can be written $\alpha \subseteq \beta$, or simply $\alpha \subset \beta$.

For an ordinal $\beta$. one can identify each element $\alpha \in \beta$ with its initial segment $\operatorname{seg}(\alpha)$, the set of predecessors of $\alpha$. Given this identification, some define an ordinal. to be a well-ordered set $(X:<)$ with the property that every element $\alpha \in X$ is equal to its initial segment. One can (and some do) define natural numbers (and 0) as ordinals: Put $0=\emptyset ; 1=\{\emptyset\}=\{0\} ; 2=\{\emptyset,\{\emptyset\}\}=\{0,1\} ; 3=\{\emptyset,\{\emptyset\},\{\emptyset,\{\emptyset\}\}\}=$ $\{0,1,2\}$, and in general, $n=\{0,1, \ldots, n-1\}$.

The ordinal number $\omega=\{0,1,2, \ldots\}$ (with the usual well-order) is the first infinite ordinal, which is really the set of all natural numbers together with 0 . (This is a "good" reason why some texts use 0 in the definition of natural numbers-so that they can identify $\omega$ with $\mathbb{N}$.) In ordinal arithmetic, if any one of $\alpha<\beta, \alpha \in \beta$, or $\alpha \subseteq \beta$ hold, then all hold.

Au ordinal $\beta \neq \emptyset$ is one of two types:

- $\beta$ is called a limit ordinal if $\beta=\cup_{a<3 \alpha}$, and
- $\beta$ is called a successor ordinal if $\beta-\alpha \cup\{\alpha\}$ for some ordinal $\alpha$ (in this case, 3 is the smallest ordinal larger than $\alpha$, sometimes denoted by $\beta=\alpha+1$ or $\alpha^{+}$).

Recall that two sets have the same cardinality (think "size") iff there is a bijection between them (see Exercises 430 and 431 ). A cardinal number is an ordinal $\beta$ whose every initial segment has a different cardinality than $\beta$. Every infinite cardinal number is a limit ordinal.

Here are (without proof) a sequence of lemmas that can be used to prove the subsequent theorem. Some of these facts have proofs that rely on facts already proved for well-ordered sets in general; most proofs are simple, and can be considered as exercises. (For details, see [95, pp. 42-43].) The subsequent theorem is used later to give a simple proof by transfinite induction, a proof that could otherwise be very complicated.

Lemma 4.4.2. Every initial segment of an ordinal is again an ordinal.
Lemma 4.4.3. If $\alpha$ and $\gamma$ are ordinals with $\alpha \subset \gamma$, then $\alpha$ is an initial segment of $\gamma$.

Lemma 4.4.4. For any distinct ordinals $\alpha$ and $\beta$, one is an initial segment of the other. Thus any collection of distinct ordinals is linearly ordered by inclusion. This order is indeed a well-order.

Lemma 4.4.5. The union of a set of ordinals is again an ordinal.
Theorem 4.4.6 (Burali-Forti paradox). The collections of all ordinals is not a set.
Proof outline: Let $C$ be the collection of all ordinals. Then $C$ itself is an ordinal, greater than each of its members, a contradiction.

Suppose that $P(\alpha)$ is a statement, involving an ordinal $\alpha$, perhaps infinite. If $P\left(\alpha_{0}\right)$ holds and $P(\alpha) \rightarrow P(\alpha+1)$ then by transfinite induction, one can conclude that $P(\beta)$ holds from $\alpha_{0}$ up to any ordinal below the next limit ordinal. As is, however, one can not 'jump' to the limit ordinal.

For a limit ordinal $\beta$ the statement $P(\beta)$ is proved by showing that for every $\alpha \in \beta, P(\alpha)$ holds. This allows one to prove $P$ "across limit ordinals". Ordinary induction can be thought of as 'pushing up' from $n$ to $n+1$; transfinite induction can be considered more as 'reaching down and pulling up'. Proofs by transfinite induction are often divided into three cases, one for the base case, one for successor ordinals, and one for limit ordinals. In many instances, only two steps are required, since the process for limit ordinals usually works for successor ordinals, too. In fact, by the comment above, often only one case is necessary.

There are many proofs in set theory that rely on constructing functions by transfinite induction. One might find different proofs in the literature for the same result, both using some kind of transfinite induction, some relatively short, some very long (and horrid). Thanks to an explanation by Prof. Kucera [331] the reason for difference in complexity lics in a subtloty not usually a concern for non-foundationalists (translation: mere mortals). Here is a very rough account of that subtlety: In the development of set theory, some authors prefer proofs that don't invoke a "replacement
axiom" (see Appendix IV for statement) unless necessary. Avoiding unnecessary assumptions can make a proof very difficult.

As Kucera commented, the replacement axioms are not necessary if transfinite induction is used to construct functions from ordinals to ordinals, however for functions from ordinals to the class of all sets, often the extra axioms are required. (See [160, pp. 178-9] for more intelligent discussion on this matter.) Others implicitly assume these axioms (or assume them at the onset, many pages before the proof in question). For cxample, (these abbreviations are defined below) compare proofs of AC implying WO, [160, Thm 6M] or [347, p. 182] with [289, Thm 15], or proofs of AC implying ZL, [416, p.531] with [289, p. 40].)

### 4.5 Axiom of choice and its equivalent forms

In set theory, one begins not with Peano's axioms, but with axioms that apply to sets in general, not just $\mathbb{N}$. (See Appendix IV for such a collection of axions.) The most famous of such axioms is the "Axiom of Choice" (AC). There are, in fact, many axioms that have been shown to be equivalent to the Axiom of Choice. In this section, a few of these forms are given together with a sequence of proofs showing them all to be equivalent. In any such sequence, it seems that there is always at least one step that is difficult, especially if one restricts the tools available. For more on such equivalences, the reader might look at the reference standards by Herman and Jean Rubin [472, 473]; see also a more recent book [281] by P. Howard and Jean Rubin on consequences of the Axiom of Choice.

To state the Axiom of Choice, a definition is helpful. If $\mathcal{F}$ is a family of sets, a choice function for $\mathcal{F}$ is a function

$$
\gamma: \mathcal{F} \rightarrow \cup_{F \in \mathcal{F}} F
$$

so that for every $F \in \mathcal{F}, \gamma(F) \in F$. So a choice function picks an clement from every set in the family.

> Axiom of Choice (AC): If $\mathcal{F}$ is a non-empty family of non-empty sets, then $\mathcal{F}$ has a choice function.

A standard example (some say it goes back to Bertrand Russell (1872 1970)) used to demonstrate what AC says is: among infinitely many pairs of shoes, it would be easy to pick one shoe from each pair-pick the left one of each pair. If, however, there were infinitely many pairs of socks, AC guarantees that there is still a choice function that picks one sock from each pair. This doesn't seem very surprising, and in fact, most would argue that this goes without saying. The subtlety might lie in the fact that the Axiom of Choice says that all these socks can be picked at once even though there is no way to differentiate between socks of a pair.

It might be interesting to note that the following apparently weaker "Axiom of Choicc" is indeed equivalent to the Axiom of Choice:

> Zermelo's Postulate: For every non-empty family of disjoint nonempty sets $\mathcal{S}$ there exists a choice function $f: \mathcal{S} \rightarrow \cup_{S \in \mathcal{S}} S$.

Theorem 4.5.1. The Axiom of Choice is equivalent to Zermelo's Postulate.
Proof: The Axiom of Choice clearly implics Zermelo's Postulate, so it suffices to prove only the other direction. Assume that Zermelo's Postulate is true and let $\mathcal{S}=$ $\left\{S_{i}: i \in I\right\}$ be a non-empty family of sets, not neccssarily disjoint. From $\mathcal{S}$, create a disjoint family as follows. For each $i \in I$, set $S_{i}^{*}=S_{i} \times\{i\}=\left\{(s, i): s \in S_{i}\right\}$. Then $\mathcal{S}^{*}=\left\{S_{i}^{*}: i \in I\right\}$ is a disjoint family of non-empty sets. By Zermelo's postulate, fix a choice function $f *: \mathcal{S}^{*} \rightarrow \cup_{i \in I} S_{i}^{*}$, and for each $i \in I$, set $f *\left(S_{i}^{*}\right)=\left(s_{i}, i\right)$. Then the function $f: \mathcal{S} \rightarrow \mathrm{U}_{i \in I} S_{i}$ defined by $f\left(S_{i}\right)=s_{i}$ is a choice function for $\mathcal{S}$.

Note: In the above proof, the fact was used that the family of sets was indexed. If a given family of sets is not indexed, how can one create an index set for this family? One has to look nore closely at what at an indexed set is. An indexing of a family of sets $\mathcal{F}$ by a set $I$ is a bijection

$$
\eta: I \rightarrow \mathcal{F} .
$$

In this case, write $\eta(i)=F_{i}$ and $\mathcal{F}=\left\{F_{i}\right\}_{i \in I}$. If one chooses $\eta$ to be the identity function on $\mathcal{F}$, a fanily of sets can itself act as the index set! Hence, any family of sets can be indexed.

The Axiom of Choice can be stated for indexed families of sets, but is often done using product notation. Since product notation can be a bit confusing for infinite products, the reader might be forgiven for erring on the side of being too pedantic. in the following explanation.

Recall that the cartesian product of two sets is written

$$
X_{1} \times X_{2}=\left\{(a, b): a \in X_{1}, b \in X_{2}\right\} .
$$

To generalize this to a product of infinitely many sets, reinterpret the product $X_{1} \times X_{2}$ as follows: Each $(a, b) \in X_{1} \times X_{2}$ can be considered as the image of a function, $\gamma:\left\{X_{1}: X_{2}\right\} \rightarrow X_{1} \cup X_{2}$, where $\gamma\left(X_{1}\right)=a \in X_{1}$ and $\gamma\left(X_{2}\right)=b \in X_{2}$. As a trivial example, if $X_{1}=\{5,10\}$ and $X_{2}=\{3,5\}$, since there are four ordered pairs in $X_{1} \times X_{2}$, there are four different functions, say $\gamma, \delta, \phi, \xi$, to be considered:

$$
\begin{aligned}
\gamma\left(X_{1}\right)=5, & \gamma\left(X_{2}\right)=3 ; \\
\delta\left(X_{1}\right)=5, & \delta\left(X_{2}\right)=5 ; \\
\phi\left(X_{1}\right)=10, & \phi\left(X_{2}\right)=3 ;
\end{aligned}
$$

$$
\xi\left(X_{1}\right)=10, \quad \xi\left(X_{2}\right)=5 .
$$

Notice that the meaning of the function $\gamma$ is clear without the order mattering: " $\gamma\left(X_{1}\right)=5$ and $\gamma\left(X_{2}\right)=3$ " means precisely the same thing as " $\gamma\left(X_{2}\right)=3$ and $\gamma\left(X_{1}\right)=5$ ". The meaning of the ordered pair (3,5) captures this if one remembers that the 3 came from $X_{1}$ and the 5 came from $X_{2}$. Then

$$
X_{1} \times X_{2}=\left\{f:\left\{X_{1}, X_{2}\right\} \rightarrow X_{1} \cup X_{2}: f\left(X_{1}\right) \in X_{1}, f\left(X_{2}\right) \in X_{2}\right\} .
$$

Dealing with indices only, write

$$
X_{1} \times X_{2}=\left\{f:\{1,2\} \rightarrow X_{1} \cup X_{2}: f(1) \in X_{1}, f(2) \in X_{2}\right\} .
$$

If the sets were indexed by something other than numbers, the meaning of their product would then not depend on order at all:

$$
X_{\boldsymbol{\alpha}} \times X_{\Delta}=\left\{f:\{\boldsymbol{\alpha}, \Delta\} \rightarrow X_{\boldsymbol{\alpha}} \cup X_{\Delta}: f(\boldsymbol{*}) \in X_{\boldsymbol{\alpha}}, f(\triangle) \in X_{\Delta}\right\} .
$$

Recall that $A \times B \neq B \times A$, because the first is ordered pairs of the form ( $a, b$ ) while the second consists of ordered pairs of the form ( $b, a$ ). The difference is only in the order in which one writes them down. In fact, cither would be fine, if only one had some way of knowing which of the ordered pair came from which set. Usually, the first coordinate is to mean that the clement came from the first set listed in the collection $A, B$. If there are infinitely many sets, however, and no order imposed on the list, then what does one do? The answer is simple: go back to the function interpretation of the product.

Definition 4.5.2. For a family of indexed sets $\left\{F_{i}\right\}_{i \in I}$, define the infinite product

$$
\prod_{i \in I} F_{i}=\left\{f: I \rightarrow \bigcup_{i \in I} F_{i}: \text { for each } i \in I, f(i) \in F_{i}\right\} .
$$

Any function $f: I \rightarrow \cup_{i \in I} F_{i}$ for which each $f(i) \in F_{i}$, in fact determines a choice function. Thus, the Axiom of Choice can be restated as follows:

> Axiom of Choice (indexed version): Let $\left\{A_{i}\right\}_{i \in I}$ be a family of non-empty sets. Then $\prod_{i \in I} A_{i} \neq \emptyset$.

Another axiom that is often a starting point in set theory is called the wellordering principle. By Theorem 2.6.2, the natural numbers can be (or are) wellordcred; can any set be well-ordered? No one has been able to prove otherwise, so the following might seem like a reasonable axiom:

```
Well-ordering principle (WO): Any set can be well-ordered.
```

In 1904, Zermelo wrote in a letter to Hilbert that the Axiom of Choice implied the well-ordering principle (see [586]). However, Eves [181, p. 297] says that after Zermelo proved the well-ordering principle, it was Emile Borel who was searching for a flaw in Zermelo's proof, and discovered that it relied on the Axiom of Choice, and pointed out that the Axiom of Choice (AC) is equivalent to the well-ordering principle (WO) (that is, if AC is true, then WO is true, and if WO is true, then AC is true). A modified proof of AC implying WO was then published by Zermelo [587] in 1908. Some authors call the well-ordering principle the well-ordering theorem (since it can be derived it from the Axiom of Choice). The reverse direction is easy:

## Theorem 4.5.3. The well-ordering principle implies the Axiom of Choice.

Proof: Suppose that WO holds and that $\mathcal{F}$ is a family of non-cmpty sets. Since WO holds, each $F \in \mathcal{F}$ can be well-ordered. Since every well-ordered set $F$ contains a minimal element, say, $\min F$, then the function $f: \mathcal{F} \rightarrow \cup_{F \in \mathcal{F}} F$ defined by $f(F)=\min F$ is a choice function.

The other direction (AC implying WO) is not as simple. Two proofs are given here. The first is an adaptation of that found in [347, p. 182] combined with notes on a lecture given by R. Aharoni, (at University of Calgary, 1986). This proof apparently docs not rely on replacement axioms. A second proof, occupying only one paragraph, is from Jech $\{289$, p. 39$]$ and is vastly simpler, relying on the stronger form of transfinite induction.

Theorem 4.5.4. The Axiom of Choice implies the well-ordering principle.
First proof of Theorem 4.5.4: Let $X$ be a set let $f: 2^{X} \backslash\{\theta\} \rightarrow X$ be a choice function.

Look at pairs of the form ( $W,<$ ), where $W \subseteq X$ and $<$ is a well-ordering of $W^{r}$. Define a pair $(W,<)$ to be $f$-compatible iff for every $t \in W$,

$$
f\left(X \backslash \operatorname{seg}_{(W,<)}(t)\right)=t .
$$

Such $f$-compatible sets exist by the following: let $x_{0}=f(X), x_{1}=f\left(X \backslash\left\{x_{0}\right\}\right)$, and $x_{2}=f\left(X \backslash\left\{x_{0}, x_{1}\right\}\right)$. It is not difficult to verify that $W^{\prime}=\left\{x_{0}, x_{1}, x_{2}\right\}$ with the ordering $x_{0}<x_{1}<x_{2}$ is indeed $f$-compatible.
[Comment: If $(W,<)$ is $f$-compatible, then ( $W,<$ ) was created according to the rule: choose a next element to be $f(X \backslash$ clements chosen so far $)]$.

Fact 0: For any $f$-compatible sets ( $W_{1},<_{1}$ ) and $\left(W_{2},<_{2}\right)$, either they are equal or one is an initial segment of the other.

Proof of Fact 0: Let $\left(W_{1},<_{1}\right)$ and ( $W_{2},<_{2}$ ) be $f$-compatible. Since ( $W_{1},<_{1}$ ) and ( $W_{2},<_{2}$ ) are well-ordered sets, by Lemma 4.2.1, either they are similar or one is similar to an initial segment of the other. Without loss, let $\alpha: W_{1} \rightarrow W_{2}$ be a similarity from $W_{1}$ onto either $W_{2}$ or an initial segment of $W_{2}$.

Let $W_{1}^{*}=\left\{w \in W_{1}: \alpha(w) \neq w\right\}$, everything that $\alpha$ moves. If $W_{1}^{*}=\emptyset$, then either $W_{1}=W_{2}$ or $W_{1}$ is an initial segment of $W_{2}$ (since $\alpha$ is either a similarity onto $W_{2}$ or onto an initial segment of $W_{2}$ ). Thus, Fact 0 is proven if it can be shown that $W_{1}^{*}=\emptyset$.

Suppose, in hopes of contradiction, that $W_{1}^{*} \neq \emptyset$, and let $t_{0}$ be the least element of $W_{1}^{*}$. Then

$$
\left.t_{0}=f\left(X \backslash \operatorname{seg}_{\left(W_{1},<1\right.}\right)\left(t_{0}\right)\right)=f\left(X \backslash \operatorname{seg}_{\left(W_{2},<_{2}\right)}\left(\alpha\left(t_{0}\right)\right)\right)=\alpha\left(t_{0}\right)
$$

contradicting $t_{0} \in W_{1}^{*}$. Hence $W_{1}^{*}=\emptyset$, proving Fact. 0 .
So by Fact 0 , without loss assume that $\left(W_{1},<_{1}\right)$ and $\left(W_{2},<_{2}\right)$ are such that $W_{1}$ is an initial segment of $W_{2}$ (or $W_{1}=W_{2}$ ). If $a, b \in W_{1} \subset W_{2}$ then $a<_{1} b$ iff $a<_{2} b$ (that is, the orders are "compatible" for $f$-compatible well-orderings).

Let $V=\{x \in X$ : for some $f$-compatible w.o. $(W,<), x \in W\}$. Define $(V, \prec)=$ $\cup\{(W,<):(W,<)$ is $f$-compatible, $W \subset X\}$.

By the compatibility of the $f$-compatible well-orderings, the next fact follows:
Fact 1: $(V, \prec)$ is a totally ordered set.
Fact 2: $(V, \prec)$ is a well-ordered set.
Proof of Fact 2: Let $T \subset V, T \neq \emptyset$, and let $t \in T$. Then for some well-ordered set ( $W,<$ ), $t \in W$. Since $W$ is well-ordered, $W \cap T$ has a least clement, call it $x$.
[Aside: If $x \in V$ and $W$ is a w.o. such that $x \in W$, then for any $y \in V$, if $y \prec x$, then $y \in W^{\prime}$ because for some w.o. $W^{\prime}, y \in W^{\prime}$, but one of $W^{\prime}$ or $W^{\prime}$ is an initial segment of the other, so $y \in W \cap W^{\prime}$.]

Thus for any $s \in T$, if $s \prec x$, then $s \in \mathbb{W}$. But then $s \prec x$ and $s \in W \cap T$, contradicting $x$ being the least in $W \cap T$ '. Therefore, $x$ is the least element of $T$, proving Fact 2.

Fact 3: $(V, \prec)$ is $f$-compatible.
Proof of Fact 3: Pick $v \in V$ with $\left(W_{1},<_{1}\right)$ an $f$-compatible set such that $v \in W_{1}$.

The next thing to show is that $\operatorname{seg}_{\left(W_{1},<_{1}\right)}(v)=\operatorname{seg}_{\left(V_{,-<}\right)}(v)$. Since $\left(W_{1},<_{1}\right) \subseteq$ $(V, \prec)$, it follows that $\operatorname{seg}_{\left(W_{1},<1\right)}(v) \subseteq \operatorname{seg}_{(V, \prec)}(v)$. Let $x \in \operatorname{seg}_{(V,-\alpha)}(v)$; then for any $\left(W_{2},<_{2}\right)$ with $V \in W_{2}$, (by the aside above) $x \in W_{2}$, so $x \in \operatorname{seg}_{W_{1},<1}(v)$. Therefore, $\operatorname{seg}_{\left(W_{1}^{\prime},<_{1}\right)}(v)=\operatorname{seg}_{(V,<)}(v)$.

So $f\left(X \backslash \operatorname{seg}_{(V, \swarrow)}(v)\right)=f\left(X \backslash \operatorname{seg}_{\left.W_{1},<_{1}\right)}(v)\right)=v$ since $W_{1}$ is $f$-compatible.
Fact 4: $V=X$.
Proof of Fact 4: Suppose not, that is, suppose that $X \backslash V \neq \emptyset$, and since $f$ is a choice function, put $z=f(X \backslash V)$. Put $V^{\prime}=V \cup\{z\}$ and extend the order $\prec$ to $\prec^{\prime}$ by defining for every $v \in V, v \prec^{\prime} z$. Then $\operatorname{seg}_{\left(V^{\prime}, \prec^{\prime}\right)}(z)=V$ and so $f\left(\operatorname{seg}_{\left(V^{\prime}, \alpha^{\prime}\right)}(z)\right)-f(X \backslash V)=z$. So $\left(V^{\prime}, \prec^{\prime}\right)$ is $f$-compatible, and so $z \in V^{\prime} \subset V$
(since $V$ was the union of all $f$-compatible sets). Then $z=f(X \backslash V) \notin X \backslash V$, contradicting that $f$ is a choice function. Hence no such $z$ exists, and so $V=X$, finishing the proof of Fact 4.

Therefore, $X$ is well-ordered.
Second proof of Theorem 4.5.4: (Based on [289, p. 39].) Let $A$ be a set. To well-order $A$, it suffices to construct a transfinite sequence $\left\langle a_{\alpha}: \alpha<\theta\right\rangle$ that enumerates $A$. Such a sequence can be found by induction, using a choice function $f$ for the family $S$ of all nonempty subsets of $A$. Let $a_{0}=f(A)$, and

$$
a_{n}=f\left(A \backslash\left\{a_{\xi}: \xi<\alpha\right\}\right)
$$

if $A \backslash\left\{a_{\xi}: \xi<\alpha\right\}$ is non-empty. Let $\theta$ be the least ordinal such that $A=\left\{a_{\xi}: \xi<\theta\right\}$. Then $\left\langle a_{\alpha}: \alpha<\theta\right\rangle$ enumerates $A$.

Instead of assuming Pcano's axioms for the natural numbers, one could take as an axiom that the natural numbers are well-ordered and then derive that P5 holds.

Theorem 4.5.5 (WO $\rightarrow$ P5). Assuming that the usual order on $\mathbb{N}$ is a well-ordering, then P5 holds.

Proof: Assume that $\mathbb{N}$ is well-ordered and assume the hypothesis of P5 holds, that is, that $S \neq \emptyset$ is a non-empty set of natural numbers with $1 \in S$ and satisfying $(x \in S) \rightarrow\left(x^{\prime} \in S\right)$. Let $T=\{t \in S: t \notin \mathbb{N}\}$. To show that $\mathrm{P}_{5}$ holds, one must show that $S=\mathbb{N}$, that is, that $T=\emptyset$.

In hopes of a contradiction, suppose that $T \neq \emptyset$. By well-ordering, $T$ contains a least element, say $t_{0} \in T$. Since $1 \in S, t_{0} \neq 1$. Since $t_{0}$ is the least element in $T$, $t_{0}-1 \notin T$, and so $t_{0}-1 \in \mathbb{N}$. By the hypothesis of P5, then $\left(t_{0}-1\right)^{\prime}=t_{0} \in \mathbb{N}$, contradicting that $t_{0} \in T$. So one must abandon the assumption that $T \neq \emptyset$ and conclude that $T=\emptyset$ and hence $S=\mathbb{N}$, thereby showing that: P5 holds.

For an article (in Spanish) on the equivalence between WO and P5, see [237]. It is interesting to note that there has been some controversy regarding the implication W0 to P5. In a review [Math. Reviews 2002k:03003] of an article "Is the least integer principle equivalent to the principle of mathematical induction?" [140]: the reviewer (Victor V. Pambuccian) writes: "... the purported equivalence may have been erroneously read into an article by Pieri, in which he proposes an axiom system which differs from the one proposed by Padoa (a variant of Peano's) not only in replacing PI [P5] with LEP [WO], but in the other axioms as well, such as in adding an axiom requiring that there is at most one number which is not a successor." [I have not seen the article, so I can not comment more here, but it might be interesting to investigate the matter more.]

One more axiom, also equivalent to the Axiom of Choice, is called "Zorn's Iemma" (named after Max Zorn (1906-1993)). It has many forms.

> Zorn's lemma (version 1): In a partial order $(P, \leq)$, if every totally ordered subset of $P$ has an upper bound in $P$, then $P^{\prime}$ contains at least one maximal element.

Note: Stating Zorn's lemma without the phrase "in $P$ " can allow for misinterpretation.

Some authors suggest that Zorn's lemma is more appropriately called Kuratowski's Lemma as Kuratowski published the statement in 1922 [333] whereas, Zorn published in 1935 [590, statement (42)]. Jech [289, p.40] avoids this controversy by calling it the "Kuratowski Zorn Lemma". Hausdorff and Brouwer also stated "Zorn's lemma" before Zorn did.

Another version of Zorn's lemma is often used in application. Recall that for a set $X$, a chain of subsets of $X$ is a totally ordered sequence of sets, ordered by containment. For example, $\{4\},\{4,7\},\{4,5,7\},\{4,5,6,7\}$ is a chain. If $\mathcal{C}$ is a chain, then the notation $\cup \mathcal{C}$ denotes the union of all sets in $\mathcal{C}$. If $\mathcal{F}$ is a family of sets, a maximal element of $\mathcal{F}$ is a set $S \in \mathcal{F}$ so that for every $T \in \mathcal{F}$, if $S \subset T$ then $S=T$. Note, maximal elements might not be unique (for example, the family of three sets $\{2\},\{2,4\},\{2,5\}$ has two maximal elements).

```
Zorn's lemma (version 2): Let \(\mathcal{F}\) be a family of subscts of a set \(X\) with the property that for every chain \(\mathcal{C} \subseteq \mathcal{F}, \cup \mathcal{C} \in \mathcal{F}\). Then \(\mathcal{F}\) las at least one maximal clement.
```

The first version of Zorn's lemma easily implies the second:
Exercise 10. Prove that version 2 of Zorn's lemma follows from version 1 .
On the other hand, somewhat surprisingly, the second version also implies the first!

Theorem 4.5.6. The two versions of Zorn's lemma are equivalent.
Proof: As one direction is left as an excrcise above, assume that version 2 holds, and let $(P,<)$ be a poset so that every totally ordered subset of $P$ has an upper bound in $P$. Let $X$ be the set of all chains (wtally ordered subsets) in $P$. Order $X$ by inclusion and now consider chains in $X$. If $\mathcal{C}$ is a chain in $(X, \subseteq)$, then

$$
\cup \mathcal{C}=\bigcup_{C \in \mathcal{C}} C
$$

is also an element of $X$ (another chain in $(P,<)$ ). Thus, by version $2,(X, \subset)$ contains a maximal chain $\mathcal{F}$.

Then $F=\cup \mathcal{F}$ is a maximal totally ordered subset of $(F,<)$; by assumption, $F$ has an upper bound $x$ in $P$. Then $x$ is a maximal element of $P$ (for if not, there
is another element $y \in P$ with $F^{\prime}<y$, in which case $F \cup y$ together with $\mathcal{F}$ form a larger chain, contradicting the maximality of $\mathcal{F}$ ).

The utility of Zorn's lemma is demonstrated in many well-known results, many of them occurring as exercises in this book. These results include Tychonoff's product theorem for compact spaces (see Exercise 449), the Hahn-Banach theorem (see Exercise 607), the existence and uniqueness of the algebraic closure of a ficld, the existence of maximal ideals in rings with 1 (see Exercise 682), and that cvery vector space has a basis (see Exercise 692). See also Excrcise 592.

Theorem 4.5.7. Zorn's lemma (version 1) implies the Axiom of Choice.
Proof outline: Let, $S$ be a family of non-empty sets. Let $P$ be the set of all choice functions on subsets of $\mathcal{S}$. The set $P$ is ordered by restriction (or inclusion) in the natural way: for two subsets $\mathcal{T}_{1}$ and $\mathcal{T}_{2}$ of $\mathcal{S}$, if $\mathcal{T}_{1} \subset \mathcal{T}_{\epsilon}$ and $f$ is a choice function for $\mathcal{T}_{2}$, then the restriction of $f$ to $\mathcal{T}_{1}$ is a choice function $g$ for $\mathcal{T}_{1}$. In this case, $f \subseteq g$ (as $f$ both functions are sets of ordered pairs). In this manner, $P(, \subseteq$ ) is a partially ordered set. For any chain $\mathcal{C}$ in $(P, \subseteq)$, the union

```
\bigcup \bigcup}
```

is a choice function for the union of the domains, so Zorn's lemma applies, yielding a maximal $h \in P$.

Observe that $h$ is a choice function for $\mathcal{S}$, for if it were not, there is some $S^{*} \in \mathcal{S}$ for which $h$ is not a choice function. Extending $h$ to a function $h^{*}$ defined by $h^{*}(S)=h(S)$ for any $S$ in the domain of $h$, and selecting any $x \in S^{*}$, put $h^{*}\left(S^{*}\right)=x$. Thus $h$ is a proper subset of $h^{*}$, contradicting the maximality of $h$.

Theorem 4.5.8. Zorn's lemma implies the Well-Ordering Principle.
Proof: Let $X$ be a set, and assume that Zorn's lemma is true. To show is that $X$ can be well-ordered, that is, that there exists a well-ordering of $X$. Define the set

$$
S=\{(W, \leq): W \subset X,(W, \leq) \text { is a well-ordered set }\}
$$

Since each well-ordered ( $W, \leq$ ) is a subset of $X \times X$, consider the partially ordered set $(S, \subseteq)$, where the order is containment. Note that if $\left(W_{1}, \leq 1\right) \subset\left(W_{2}, \leq 2\right)$, then $W_{1} \subseteq W_{2}$ and the orders agree on $W_{1}$.

Observe that $S$ is non-empty because the trivial ordering defined by equality, $(X,=-=\{(x, x): x \in X\}$, is indeed a well-ordered set.

Let $\mathcal{C}=\left\{\left(W_{i}, \leq_{i}\right): i \in I\right\}$ be a chain in $(S, \subseteq)$. The next claim is that $\cup_{i \in I}\left(W_{i}\right)$, the union of the chain is again a well-ordered set. The sets $W_{i}$ are nested and so any subset $Y \subset \cup_{i \in J}\left(W_{i}\right)$ is contained entirely within some $W_{i}$, and so has a least
element (each $W_{i}$ is well-ordered); this proves the claim. Hence the union of any chain in $S$ is again an element of $S$.

Since the conditions for Zorn's lemma are satisfied, $S$ has a maximal element, say ( $M, \preceq$ ) (where $\preceq$ is a well-ordering of some subset $M$ ). The next claim is that $X=M$. If otherwise, that is, if $X \neq M$, then there exists $y \in X$ that is not in $M$. Then one can create a larger well-ordered set ( $M \cup\{y\}, \preceq^{*}$ ) defined by $y \preceq^{*} x$ for all $x \in M$. But then $(M, \preceq) \subseteq\left(M \cup\{y\}, \preceq^{*}\right)$, contrary to ( $M, \underline{\text { ) }}$ ) being maximal. This finishes the claim that $X=M$. Hence $\preceq$ is a well-ordering of $X$.

Since $\mathrm{ZL} \Rightarrow \mathrm{WO} \Rightarrow \mathrm{AC}$ has been shown, to complete the demonstration that all three are equivalent, it suffices to show that $\mathrm{AC} \Rightarrow \mathrm{ZL}$. This is accomplished by giving a principle from which Zorn's lemma easily follows, and proving that principle using the Axiom of Choice.

Hausdorff's maximality principle: Every partially ordered set has
a maximal totally ordered subset (chain).
The Hausdorff maximality principle is sometimes called the "Hausclorff-Birkhoff maximality principle", a special version of which is called the "high-chain principle" (a high chain is a chain with no proper upper bound, so maximal chains are high chains), but the proofs below are attempted without this extra terminology:

Theorem 4.5.9. Hausdorff's maximality principle implies Zorn's lemma.
Proof: Let ( $P, \leq$ ) be a poset, and assume that every chain in $P$ has an upper bound in $P$. By Hausdorff's maximality principle, let $\mathcal{C}$. be a maximal chain in $P$. By assumption, $\mathcal{C}$ has an upper bound in $P$, say $u \in P$. Observe that $u$ is a maximal element in $P$, for if there were to exist an element $v$ with $u<v$, then $\mathcal{C} \cup\{v\}$ would be a larger chain containing $\mathcal{C}$, contrary to $\mathcal{C}$ being maximal.

For the reader interested in Hausdorff's maximality principle, its applications, and connection to inductive proofs, see [155], a short article in the American Mathematical Monthly. The Heine-Borel theorem and the uniform continuity of continuous functions are examples discussed.

The proof of Zorn's lemma from the Axiom of Choice is now completed by showing that the Axion of Choice implies the maximality principle.

Theorem 4.5.10. The Axiom of Choice implies the Hausdorff maximality principle.
Three proofs are given, each significantly different from the others. The first proof is reminiscent of the (difficult) proof of Theorem 4.5.4 and is adapted from [416, pp. 529-532], without invoking terms like "high chain". The correlation between " $f$-compatible" sets from the proof of Theorem 4.5.4 and " $f$-chains" below will soon be apparent. Apparently, this proof has evolved from Zermelo's first (1904)
proof of the well-ordering principle, Hellmuth Kneser's proof [319] of Zorn's lemma, and a (one page!) proof outline by Weston [567].

Proof of Theorem 4.5.10: The outline of the proof is given, with some details to be filled in by the reader. Let $M$ be a partially ordered set. For any chain (totally ordered subset) $C$ in $M$, let $\hat{C}$ denote the set of all proper upper bounds for $C$, (often called the roof of $C$ ), that is, all upper bounds for $C$ not including any upper bound contained in $C$.

Step 1: By AC, let $f$ be a choice function for the family of all non-empty $\hat{C}$ 's, that is, for any chain $C$ in $M$, if $\hat{C} \neq \emptyset$, then $f(\hat{C}) \in \hat{C}$. Call a chain $K$ in $M$ an $f$-chain iff for any subchain $C \subset K$ satisfying $\hat{C} \cap K \neq \emptyset$, then $f(\hat{C})$ is the least element of $\hat{C} \cap K$. That is, if $C$ is a chain in $K$ with proper upper bound in $K$, then $f(\hat{C})$ is the least of these proper upper bounds.

Step 2: Show that if $K$ is a chain and $C \subseteq K$, then $\hat{K}=\hat{C}$ is equivalent to $\hat{C} \cap K=\emptyset$.

Step 3: Show that if $\mathcal{K}$ is an $f$-chain with $\hat{K} \neq \emptyset$, then $K^{*}=K \cup f(\hat{K})$ is an $f$-chain.

Proof of Step 3: First observe that $K^{*}$ is indeed a chain with greatest element $f(\hat{K})$ and $K^{*} \nsubseteq K$. Assume that $C \subseteq K^{*}$ with $\hat{C} \cap K^{*} \neq \emptyset$ and let $s \in \hat{C} \cap K^{*}$. Then for every $c: \in C, c<s \leq f(\hat{K})$, and so $f(\hat{K}) \notin C$ and $C \subset K$.

If $\hat{C}=\hat{K}$, then $f(\hat{C})=f(\hat{K})$ and $\hat{C} \cap K^{*}=\hat{K} \cap K^{*}=f(\hat{K})$. If $\hat{C} \neq \hat{K}$, it follows from Step 2 that $f(\hat{C}) \in K$ and $f(\hat{C} \leq \hat{C} \cap K$.

Step 4: Show that if $K$ and $L$ are $f$-chains, then $L \subseteq K \cup \hat{K}$ and $K \subseteq L \cup \hat{L}$.
Step 5: If $K$ and $L$ are $f$-chains, then either $K \subseteq L$ or $L \subseteq K$.
Step 6: Show that the union of an arbitrary set of $f$-chains is again an $f$-chain.
Step 7: Let $V$ be the union of all $f$-chains. By Step $6, V$ is an $f$-chain, and so by $\operatorname{Step} 3, \hat{V}=\emptyset$.

Two more ways to show that AC implies Zorn's lemma are more direct.
Theorem 4.5.11. The Axiom of Choice implies Zorn's lemma.
Two outlines of proof are presented here, the first from Thomas Jech, the second from Peter Cameron. Both proofs follow the same general philosophy, however they are distinct in their approach. Both assume AC.

First proof of Theorem 4.5.11: (Paraphrased from [289, p. 40]) Let ( $P .<$ ) be a partially ordered set so that every chain has an upper bound. The idea is by using a choice function for the non-empty subsets of $P$, construct a chain in $P$ that leads to a maximal element of $P$.

Let, by transfinite induction, $a_{\alpha} \in P$ be such that for every $\xi<\alpha$ (if there are any) $a_{\xi}<a_{\alpha}$. If $\alpha>0$ is a limit ordinal, then

$$
C_{\alpha}=\left\{a_{\xi}: \xi<\alpha\right\}
$$

is a chain in $P$ and $a_{\alpha x}$ exists by assumption. "Eventually" there is a $\theta$ such that there is no $a_{\theta+1} \in P$ with $a_{\theta+1} \in P$. Thus $a_{\theta}$ is a maximal element of $\Gamma$.

Second proof of Theorem 4.5.11: (Sce [95, p. 119].) Let $\left(P_{,},<\right)$be a partially ordered set in which every chain has an upper bound. Suppose, in hopes of contradiction, that $P$ has no maximal element. Attempt to construct a function by transfinite induction from ordinals to $P$. Let $f$ be a choice function for non-empty subsets of $P$.

Set $h(0)=f(P)$. Since every chain has an upper bound, and $\emptyset$ is a chain, it has an upper bound, so $P \neq \emptyset$, and thus $h(0)$ is defined. If $h(\alpha)$ has been defined, $\{x \in P: x>h(\alpha)\}$ is non-empty, for otherwise, $h(\alpha)$ would be a maximal element of $P$. Hence, for each $\alpha$, let $\alpha^{+}$be the successor to $\alpha$, and put

$$
h\left(\left(\alpha^{+}\right)=f(\{x \in P: x>h(\alpha))\}\right) .
$$

Finally, if $\lambda$ is a limit ordinal, observe that $\lambda=\{\gamma: \gamma<\lambda\}$ and so can be considered as a chain, and since for $\alpha<\beta, h(\alpha)<h(\beta),\{h(\gamma): \gamma<\lambda\}$ is a chain $C_{\gamma}$ in $P$. Then set

$$
h(\lambda)=f\left(\text { the set of all upper bounds for } C_{\gamma}\right) .
$$

By transfinite induction, $h$ is a function from the class of all ordinals into $X$. However, $h$ is $1: 1$, and since the class of all ordinals is not a set, this is a contradiction.

See 'Theorem 13.2.2 for a countable version of Zorn's lemma for measurable sets.

## Chapter 5

## Paradoxes and sophisms from induction

As lightning clears the air of impalpable vapours, so an incisive paradox frees the human intelligence from the lethargic influence of latent and unsuspected assumptions. Paradox is the slayer of Prejudice.

> J. J. Sylvester,

On a. lady's fan, etc.

In [589] is a quotation from Rostrand's Cyrano de Bergerac, describing a "jocular version of mathematical induction":

I stand on a platform holding a strong magnet which I hurl upwards. The platform follows. I catch the magnet and hurl it up again, the platform following, and repeatirg this is in stages, I ascend to the moon.

Mathematical induction can be used to prove both simple mundane results and truly fantastic constructs. Occasionally, however, inductive reasoning leads to controversial conclusions. Sometimes this is because the inductive reasoning itself is faulty, or at times, deliberately deceitful! (See [86] for a few remarkable examples.) There might be, however, some bizarre result.s that mathematical induction "proves", yet no error in reasoning can be found. In this chapter are introduced a few standard inductive arguments that yield questionable results. Can you tell which type each is? Some of the conclusions below are due to faulty reasoning, some may lead to unsolved paradoxes.

### 5.1 Trouble with the language?

### 5.1.1 Richard's paradox

There are a couple of paradoxes arising from induction that have become quite farnous, the first of which mentioned here is called "Richard's paradox", given by the French mathematician Jules Richard in 1905.

Statement: "Every natural number is definable by an English expression of less than thirty syllables."

Proof (?) by strong induction: Let $S(n)$ be the statement " $n$ is definable by an English expression of less than thirty syllables."
BASE STEP: $n=1$ is definable as "the least natural number", an expression with less than thirty syllables, and so $S(1)$ holds.
Induction step: Let $k \geq 1$ be fixed and assume that $S(1), S(2), \ldots, S(k-1)$ hold, that is, every number less than $k$ is definable by an English expression of less than 30 syllables. If $k$ is not so definable, then $k$ is "the least natural number that is not definable by an English expression of less than thirty syllables" -an expression of 29 syllables, and so is definable after all. This contradiction proves the inductive step.

Hence by mathematical induction, $S(n)$ is true for all $n$, and so the statement of theorem is true.

Exercise 11. Decide whether or not the result in Richard's paradox is true, and if it is not, find the error (if any) in the given inductive proof.

Richard's paradox is very similar to something called "Berry's least integer paradox": given by a British Librarian, G. G. Berry in 1908. (For a more thorough discussion, see Nicholas Falletta's book The Paradoxicon [185, p. 49].) Here's the paradox: Since the set of all natural numbers is well-ordered, the set of all integers $n$ describable by the expression " $n$ is not nameable in fewer than 19 syllables" has a least element, say $n^{*}$. (According to [185], Bertrand Russell claimed this number is 111,777 .) But $n^{*}$ is then described by the expression "the least integer not nameable in fewer than nineteen syllables" has eighteen syllables, a contradiction.

### 5.1.2 Paradox of the unexpected exam

Suppose that a professor announces to a class that "there will be an exam in the next week, and that the exam will be unexpected".

The students agree that the exam can not be on the following Friday - - because if by Thursday night they still have not yet had the exam, then the exam must occur on Friday. In this case, the exam would be expected.

So, the exam could only occur on one of Monday, Tuesday, Wednesday, or Thursday. If by Wednesday night, the exam has still not yet taken place, the exam could then only occur on Thursday, and it would be expected so now they have argued that the exam could not occur on either Thursday or Friday! Continuing inductively, the exam could not take place on Wednesday, it could not take place on Tuesday, and so it must occur on Monday-again an expected scenario. So the class concludes that they will not have an exam the next week and that the professor was deceitful.

Exercise 12. The professor gives the exam on Tuesday, and the students were surprised. Where did the inductive reasoning go awry?

### 5.2 Fuzzy definitions

Another kind of paradox comes when examining certain definitions that are not really precise.

### 5.2.1 No crowds allowed

How many people does it take to form a crowd? If a certain group of people do not already form a crowd, it is unlikely that the addition of just one more person would create a crowd. Continuing one person at a time, one could prove by induction that no crowds ever assemble.

### 5.2.2 Nobody is rich

Reasoning similar to that used for no crowds could be used to show that nobody could ever be rich, since the addition of one penny to your bank account would not ever transform you from being "not rich" to "rich". Thus, by induction, one could prove that nobody is rich! This reasoning can also "show" that there are no heaps of sand.

### 5.2.3 Everyone is bald

Certainly, a person with no hair is called "bald". However, if a person has only a single hair, it is likely that most would consider that person to bald, too. Adding a single hair to someone's head would not change one from being bald to "not bald". Therefore, by induction, everyone is bald.

### 5.3 Missed a case?

Many attempts at an inductive proof fail because the base case is missing. A classic example (e.g., see [355, p. 29]) is the following "proof" that for every positive integer
$n$, the number $n(n+1)$ is an odd number: since $n(n+1)=(n-1) n+2 n$, if $(n-1) n$ is odd, then certainly so is $n(n+1)$, and so the inductive step Hies. However, when checking any value for $n$, one sees that $n(n+1)$ is always even. 'I'he error is that no base case was proved. Sometimes, however, it is not the base case that is missing, but some other case.

### 5.3.1. All is for naught

Here is a clever example that has appeared in many books (e.g., see [373]).
Statement: "Every non-negative integer is equal to 0 ."
False Proof: For each non-negative integer $n$, let $S(n)$ be the statement " $n=$ $0^{\prime \prime}$. Certainly the base case $S(0)$ is truc. So fix some $k \geq 0$ and assume that $S(0), \ldots, S(k)$ are true. To prove that $S(k+1)$ is true, notice that $S(k)$ says $k=0$ and $S(1)$ says $1=0$, hence $k+1=0+0=0$, proving $S(k+1)$. This concludes the inductive step, and hence the proof by strong induction.

Exercise 13. Why is this reasoning faulty?

### 5.3.2 All horses are the same color

Here is one that has appeared in a number of places; it is apparently due to Polya.
Statement: All horses are the same color.
False proof: The "proof" is by induction. The base case is that one horse is the same color as itself, which is clearly true. For some fixed $k \geq 1$, assume that any $k$ horses are the same color. Examine a remuda of $k+1$ horses, say $H_{1}$, $H_{2}, \ldots, H_{k}, H_{k+1}$. By induction hypothesis, $H_{1}, \ldots, H_{k}$ are the same color, say roan. Also by induction hypothesis, the horses $H_{2}, H_{3}, \ldots, I_{k}, I_{k+1}$, are of the same color, and since $H_{2}$ is roan, so are all the others. Hence, all $k+1$ horses are the same color, completing the inductive step, and hence the proof.

Exercise 14. Find the flaw in the reasoning that "proves" that all horses have the same color.

### 5.3.3 Non-parallel lines go through one point

No discussion of bizarre conclusions from inductive reasoning would be complete. without this old classic (ser, e.g. [355, 2.1.13 p.30]).
Statement $S(n)$ : For any collection of $n$ lines in the plane, if no two are parallel, then all lines intersect in one point.
Proof? For $n=1$ the statement, is plainly true, as it is for $n=2$ (since no two lines are parallel). Let $k \geq 2$ and assume $S(k)$, that is, that any collection of $k$ non-parallel lines intersect in a single point. 'To prove $S(k+1)$, it, suffices to show
that any $k+1$ non-parallel lines intersect in a point. Let $\ell_{1}, \ell_{2}, \ldots, \ell_{k+1}$ be lines, no two of which are parallel. By the induction hypothesis $S(k)$, the first $k$ lines $\ell_{1}, \ldots, \ell_{k}$ intersect in some point $X$. Again by $S(k)$, the last $k$ lines $\ell_{2}, \ldots, \ell_{k+1}$ intersect in some point $Y$. The point $X$ is on lines $\ell_{2}$ and $\ell_{3}$, and so is $Y$. Since two lines intersect in a unique point, $X=Y$, which is the intersection of all lines, concluding the proof of $S(k+1)$.

By mathematical induction, for all $n$, the statement $S(n)$ is true.
Exercise 15. Find the flaw in the reasoning above.

### 5.4 More deceit?

### 5.4.1 A now formula for triangular numbers

Recall that in Section 1.6, the sum of the first $n$ positive integers was called the triangular number $T_{n}$, and by Theorem 1.6.1. $T_{n}=n(n-1) / 2$.

Problem: prove for that for all positive integers $n$, the assertion

$$
A(n): \sum_{i .1}^{n} i=\left(n+\frac{1}{2}\right)^{2} / 2 .
$$

Bogus solution: $A(1)$ is true, so assume that for some $k \geq 1, A(k)$ is true. Then

$$
\begin{aligned}
\sum_{i=1}^{k+1} i & =\left(\sum_{i=1}^{k} i\right)+(k+1) & & \\
& =\frac{\left(k+\frac{1}{2}\right)^{2}}{2}+k+1 & & \text { (by } A(k)) \\
& =\frac{\left(n+1+\frac{1}{2}\right)^{2}}{2} & & \text { (by algebra) }
\end{aligned}
$$

proves $A(k+1)$ and hence the inductive step. Hence, for all $n \geq 1, A(n)$ gives a new formula for the sum of the first $n$ positive integers.

Exercise 16. Find the error in the above bogus solution.
The nexi two examples are quoted from [36], where it is cited that they appeared a few years earlier in Mathematical Gazette 72. The first one is rather standard (e.g., see ( 180 , pp. 450-451]), however the second one might raise an cyebrow! Can you find the flaw in each?

### 5.4.2 All positive integers are equal

Here is a "proof" by induction that all positive integers are equal. The first step is to prove by induction that for each $n \geq 1$ the statenient $S(n)$ : if $n$ is the maximum of two positive integers $a$ and $b,\left(a, b \in \mathbb{Z}^{+}\right)$then $a=b$.
Base step: When $n=1, \max \{a, b\}=1$, and $a, b \in \mathbb{Z}^{+}$, then $a=b=1$, so $S(1)$ holds.

Inductive step: Let $k \in \mathbb{Z}^{+}$, and suppose that $S(k)$ holds. Suppose that two positive integers $c, d$ satisfy $\max \{c, d\}=k+1$. Then $\max \{c-1, d-1\}=k$, and so by $S(k), c-1=d-1$, and so $c=d$. This completes the inductive step $S(k) \rightarrow S(k+1)$.

By MI, one concludes that for all $n \geq 1, S(n)$ is true.
Once this is achieved, then, for any two positive integers $x$ and $y$, taking $n$ to be their maximum, one concludes that $x=y$.

Exercise 17. Find the fiaw in the above reasoning that all positive integers are equal.

### 5.4.3 Four weighings suffice

An old popular puzzle concerns 12 coins, one of which is counterfeit and has a different weight from the others; using a balance scale (and no extra weights), the counterfeit coin can be identified with three weighings. In general, if $m$ coins are given, one of which is counterfeit, what is the minimum number of weighings required to identify the fake? This question is answered in Exercise 586.

This puzzle has a variant that is much easier to solve (see Exercise 585); if the counterfeit coin is known to be lighter than the rest, three weighings can locate the counterfeit coin from among 27 coins. It seems reasonable that as the number of coins goes up, so does the number of weighings required to spot the bogus coin, so one might be suspicious of the following claim:
Statement: lor any $m \geq 2$. if exactly one of $m$ coins is counterfeit and weighs less than the rest, then the light coin can be identified with at most four weighings on a balance scale.

Proof (?): Base step: If there are only two coins, only one weighing is required. Induction step: Suppose that the result is true for $m \geq 2$ coins, and consider $m+1$ coins, only one of which is lighter. Lay any one coin aside and apply the induction hypothesis to the remaining $m$ coins. If the light coin is not determined from among these $m$ coins in four weighings, then the coin set aside is the counterfeit, so the result is true for $m+1$ coins, completing the inductive step. By MI, the statement above is true for any number $m \geq 2$ of coins.

Exercise 18. What as wrong with the "proof" for the above coin weighing statement"?

In Martin Gardner's article "Mathematical induction and colored hats" [214] more paradoxes concerning induction are entertained. Two articles Gardner references are the first chapter of [348] and [378], an article on paradoxes. (The problem of the colored hats is introduced in Section 17.4 in this volume.)

## Chapter 6

## Empirical induction

What is the good of drawing conclusions from experience?
-G. C. Lichtenberg, 18th century.

### 6.1 Introduction

The above quotation was found in a daily bridge column by Phillip Alder (Calgary Sun, 25 February, 2001); the column was entitled "Don't jump to conclusions". (Alder says that Lichtenberg was an 18th century German physicist and philosopher.)

Every cow that I have seen has four legs, and so it would be easy for me to conclude that all cows have four legs. Such reasoning is called empirical induction--. empirical evidence suggesting a pattern that holds in all cases. (Come to think of it, I have seen a variety of cow with no legs-- it's called "ground beef".) Okay, perhaps a better example is that since the sun has risen every day this century, it will rise again tomorrow, and hence the expression "is as certain as the sun rising tomorrow." Quoting Martin Gardner [214, p. 137], Charles Sanders Peirce once wrote "I like that phrase, for its great moderation because it is infinitely far from certain that the sun will rise tomorrow." Gardrer continucs: "There is not a single truth of science, Peirce said, on which he would 'bet more than about a million of millions to one.' "

Exercise 19. Give an example of a statement $S(n)$ that is true only for $n=1$ to $n=1.000,000$, but fails at $n=1,000,001$.

When working on a problem, one often gathers information about small cases, and based on this empirical evidence, one might spot what secms to be a pattern; it is "empirical induction" that leads one to believe, at least in part, that the same pattern always holds in more general situations. This guess at the pattern can then sometimes be proved directly, or by mathematical induction. Both empirical
induction and mathematical induction are types of what one might call "inductive reasoning". Coming up with the guess is usually done by cmpirical induction, and proving it is sometimes done by mathematical induction. The difference between the two types of induction is highlighted in this chapter. It seems that experience is the only teacher of how to use empirical induction in formulating guesses, and so no explicit training is given here on how to guess patterns.

There are many examples through the ages of famous mathematicians or other scientists making incorrect guesses based on patterns. In [245] and [247], Richard Guy exhibits a collection of patterns in sequences from which it would be easy to "conclude" a general rule, but many times, incorrectly. Such patterns exhibit something Guy has called "The Strong Law of Small Numbers", roughly to be interpreted as "there aren't enough small numbers to fit all perceived patterns."

Richard Guy has toured the world giving many wonderful lectures based on this theme and has been the subject of many articles and interviews (for example, see [427]). Later in this section and throughout this text are included a few of the more famous examples found Guy's lectures and articles. In [247], Richard Guy also cites Leonhard Euler (1707-1783) as one of the earlier discoverers of The Strong Law of Small Numbers, , which Euler called
"exemplum memorable inductionis fallacis."
The word "induction" has been used even in mathematical literature with different meanings. An interesting quotation due to Neils Henrik Abel (1802-1829) was given by Lakatos [336, p. 133]:

In a letter to Hansteen dated 29 March 1826, Abel characterized "miserable Eulerian induction" as a method that leads to false and unfounded generalizations and he asks what the reason is for such procedures having in fact led to so few calamities. His answer is

To my mind the reason is that in analysis one is largely concerned with functions that can be represented by power-series. As soon as other functions enter--and this happens but rarely-then [induction] does not work any more and an infinite number of incorrect theorems arise from these false conclusions, one leading to others. I have investigated several of these and I was lucky enough to solve the problem...

It is noteworthy to see that in the above quotation, "theorems" can be incorrect! Also in the above quotation, it is not exactly clear what "Eulerian induction" is, but certainly this can't have the same meaning as what is now known as "mathematical induction." If one reads Pólya (e.g., [433, p. 90ff]), it becomes immediately clear that "Eulerian induction" is so named because of Euler's techniques, reasoning, and presentation of reasons that led him to his discoveries. Pólya writes:

Yet Euler scems to me almost unique in one respect: he takes pains to present the relevant inductive evidence carefully, in detail, in good order.

He presents convincingly but honestly, as a genuine scientist should do. His presentation is "the candid exposition of the ideas that led him to those discoveries" and has a distinctive charm.

Pólya's sentiments are implicitly shared in [499], where Leonhard Euler was called "one of the first St. Petersburg Academicians".

Later, in [336], Lakatos goes on to contrast the deductivist approach in mathematics with to the inductivist style of science in general. He claims that deductive reasoning stifles independent and critical thought (see pp. 142-143). The present concept of mathematical induction rcally does typify deductivism, but one might benefit from viewing a MI proof as a final stage in some creative mathematical thinking. 'The first stages in finding a theorem usually consist of a different type of induction, namely, collecting data, seeing general patterns, making conjecture after conjecture (as in most science), and then finally trying to prove some of the conjectures.

The reader is cautioned that most books with "induction" in the title (even some math texts!) are philosophical discussions about inference, not mathematical induction. For example, in Foundations of Geometry and Induction [413] by Jean Nicod (a student of Bertrand Russell) one finds a definition of induction:

Definition of induction - What sort of inference is induction? It is defined in current times by the logical form of its premises and its conclusion by saying that it is a passage from the individual to the universal.

Nicod then later says "...perfect induction does not concern us here." What he really examines is how one establishes probabilities concerning generalizing from the individual to the universal. Nicod also notes that probability is different from certainty not only in degree, but in nature. One must be careful even when a probability is 1 . If an integer taken at random from a given set $X$ satisfies a certain property with probability 1 , this still does not guarantee that every number from $X$ satisfies the property; for example, a random natural number in base 10 has at least 3 digits with probability 1 , however there are 99 numbers that do not have 3 digits.

In many of the hard sciences (and perhaps many of the soft, too), empirical induction is the only way to guess "the rule". Mathematical induction differs in that it can be used to prove (or sometimes disprove) the rule once it is conjectured. Here are some situations where it is easy to guess the rule, yet ultimately, it is not obvious how to prove the rule. Some of the examples in this chapter have beent reported by Guy in [245] (also see [247]).

### 6.2 Guess the pattern?

Many intelligence tests give a pattern of numbers and ask to provide the next number in the sequence. If you find too ingenious a rule, you won't get the answer that was intended. Your rule could have been a polynomial! For any finite sequence of intcgers, there are infinitely many polynomials that produce the given sequence; the next number in the sequence could really be anything, depending on "the rule" you find. As an casy example [564, p. 123], consider the polynomial

$$
p(x)=4 x^{3}-18 x^{2}+32 x \cdots 15
$$

One can check that $p(1)=3, p(2)=9, p(3)=27$, and $p(4)=81$. Is it, reasonable. to guess what $p(5)$ is? Would you guess $3^{5}=243$, or the correct answer 195 ?

### 6.3 A pattern in primes?

This example is mentioned in the delightful book Hidden Connections, Double Mean-ings by David Wells [564, p. 122]. All primes except 3 are either one more than a multiple of 3 or one less. Call these "more-primes" and "less-primes", respectively. Of the primes less than 1.00 , there are (two) more less-primes than more-primes. This property persists through the hundreds of thousands. It might be reasonable to conjecture that this property is true forever, however, it fails at the plus-prime $608,981,813,029$, where the plus-primes then dominate for a while. It has been proved that the lead changes an infinite number of times, thereby destroying any hope of a conjecture either way.

As an added note, Chebychev once conjectured that primes of the form $4 k+3$ eventually outnumber those of the form $4 k+1$; however, it has been proven that the lead again changes hands infinitely often. For more on this and the distribution of primes, see [199].

### 6.4 A sequence of integers?

Let $s_{0}=1$ and for $n \geq 0$, let

$$
s_{n+1}=\frac{1+s_{0}^{2}+s_{1}^{2}+\cdots s_{n}^{2}}{n+1}
$$

For example, $s_{1}=2, s_{2}=3, s_{3}=5, s_{4}=10, s_{5}=28, s_{6}=154, s_{7}=3520$, $s_{8}=1,551,880, s_{9}=267,593,772,160$, and

$$
s_{10}=7,160,642,690,122,633,501,504
$$

Exercise 20. Is $s_{n}$ always an integer?

### 6.5 Sequences with only primes?

Pierre de Fermat (1601-1665), along with Marin Mersenne (1588-1648) and a host of others, worked extensively searching for primes among integers of the form $2^{k}+1$ or $2^{k}-1$. If $k$ is even and greater than 2 , the number $2^{k}-1$ is not prime, since $2^{2 m}-1=\left(2^{m}-1\right)\left(2^{m}+1\right)$. For $k=2,3,5,7$, the expression $2^{k}-1$ is prime, however $2^{11}=2047=23 \cdot 89$, which spoils the conjecture that if $p$ is prime, then $2^{p}-1$ is prime.

For $t \geq 0$, define the l'ermat numbers $F_{t}^{\prime}=2^{2^{t}}+1$. Then $F_{0}=3, F_{1}=5$, $F_{2}=17, F_{3}=257$, and $F_{4}=65537$, all prime numbers. Fermat conjectured that for every non-negative integer $t, F_{t}$ is prime, but Euler proved this to be false.

Theorem 6.5.1 (Fuler). $F_{5}=2^{32}+1$ is not prime.
Proof: Put $a=2^{7}$ and $b=5$. Then $a-b^{3}=128-125=3$ and $1+a b-b^{4}=$ $1+\left(a-b^{3}\right) b=1+3 b=16=2^{4}$. Hence

$$
\begin{aligned}
2^{2^{5}}+1 & =2^{3} 2 । 1=\left(2^{8}\right)^{4}+1=(2 a)^{4}+1=2^{4} a^{4}+1 \\
& =\left(1+a b-b^{4}\right) a^{4}+1 \\
& =(1+a b) a^{4}-\left(a^{4} b^{4}-1\right) \\
& =(1+a b) a^{4}-\left(a^{2} b^{2} \quad 1\right)\left(a^{2} b^{2}+1\right) \\
& =(1+a b) a^{4}-(a b+1)(a b-1)\left(a^{2} b^{2}+1\right) \\
& =(1+a b)\left[a^{4}-(a b-1)\left(a^{2} b^{2}+1\right)\right]
\end{aligned}
$$

and so $1+a b=1+2^{7} \cdot 5=641$ is a divisor of $F_{5}$.

Over a century later, Landry proved that $F_{6}$ is not prime cither! Since then, it has been shown that for $5 \leq n \leq 21, F_{n}$ is composite. For further references, see, e.g., [450, pp. 214-215].

Fermat, numbers do, however, share one property (provable by induction):
Exercise 21. Prove that for every $t \geq 2$, the last digit of the Fcrmat number $F_{t}$ is 7.

The next property of Fermat numbers was mentioned in Proofs from the Book [7], and although it says nothing about producing primes, it has an amazing connection to the number of primes being infinite. The following statement follows the convention that an empty product is 1 .

Excrcise 22. Prove that for $n-0,1,2, \ldots$,

$$
\begin{equation*}
F_{n}=\prod_{i=0}^{n-1} F_{i}+2 \tag{6.1}
\end{equation*}
$$

From Equation (6.1), it follows that the Fermat numbers are relatively prime (if any two had a common divisor, it would also have to divide 2, but Fermat numbers are odd). As pointed out in [7], it then follows easily that there are infinitely many primes (as there are infinitely many Fermat numbers). (Compare with Exercise 207, a variation of Fuclid's proof.) Note that a similar divisibility situation to that in Euclid's proof (with a product and something small added) occurs in the consequence of Exercise 6.1.

When addressing the next question, a table of primes might be used to verify the first few values; one might write a small computer program to check larger values if a proof by induction is not immediately apparent.

Exercise 23. Are all of the numbers in the infinite sequence

$$
31,331,3331,33331,333331,3333331,33333331,333333331, \ldots
$$

## prime?

Another classic example is a remarkable polynomial discovered by Leonhard Euler that generates a long sequence of primes. For $n \geq 0$, definc $f(n)=n^{2}-n+41$. One notices that $f(0)=41, f(1)=41, f(2)=43, f(3)=47$, are all prime numbers.

Checking more values, $f(4)=53, f(5)=61, f(6)=71, f(7)=83, f(8)=97$, $f(9)=113, f(10)=131, f(11)=151, f(12)=173, f(13)=197, f(14)=223$, $f(15)=251, f(16)=281, f(17)=313$-all primes! Given the empirical evidence, one might make the following guess:

Conjecture: For each $n \geq 0, f(n)=n^{2}-n+41$ is prime.
The reader can check the next twenty values, and still get primes! Can you prove the conjecture in general? It scems that an inductive proof is required, however, primes are curious creatures; knowing the first $n$ primes, there is no known way to predict what the $(n+1)$-st prime is.

Exercise 24. Determine whether or not for every $n \geq 1, f(n)=n^{2}-n+41$ is prime.

The history of prime-producing polynomials is quite rich; the interested reader might look in [150] or [247] for a start. See also [215] for interesting discussion and references.

### 6.6 Divisibility

Leibniz observed that for any positive integer $n, 3$ divides $n^{3}-n$ (see Exercise 243), 5 divides $n^{5}-n$ (Exercise 252), and 7 divides $n^{7}-n$, and for a short time, thought. that if $t$ is odd, then $t$ divides $n^{t}-n$, until he noticed that with $n=2$ and $t=9$, $2^{9}-2=510$, which is not divisible by 9 .

According to [220], the Soviet mathematician D. $\Lambda$. Grave once conjectured that for any prime $p$, that $p^{2}$ divides $2^{p-1}-1$. This conjecture may seem reasonable since it is true for all primes less than 1000.

Exercise 25. Find the first prime $p$ that proves Grave's conjecture false.

### 6.7 Never a square?

In attempting to solve the next exercise, one might be inclined to invoke a computer search.

Exercise 26. Define $f(n)=991 n^{2}+1$. Decide whether or not for each $n \geq 1, f(n)$ is never a perfect square.

### 6.8 Goldbach's conjecture

Christian Goldbach (1690-1764) conjectured in 1742 that every even number greater than 2 is the sum of two primes. For example, $4=2+2,6=3+3,8=3+5$, and $16=3+13$. Some even numbers are the sum of two primes in more than one way, for example,

$$
20=3+17=7+13 .
$$

(See [24] for an carly work on how many ways an even number can be the sum of two primes.) To this day, Goldbach's conjecture has not been resolved, though it has been verified for all even uumbers up to $1.615 \times 10^{12}$ in 1988 [133]. For progress on Goldbach's conjecture up to the late 1940s, see [288]; popular, inviting discussion and more facts can also be found in more recent works, for example, [120]: [153], [248], [428].

In 1752: Goldbach also conjectured that any odd natural number greater than 1 is either a prime, or a perfect square, or can be written as the sum of a prime and twice a square. For example, the first non-prime non-square is 15 , which is $7+2 \cdot 4$, and the next is $21=13+2 \times 4$. Calculations for the first few thousand cases might have very well caused some mathernaticians to search for a proof, perhaps an inductive proof. However, all such efforts were doomed to fail. The first value for which this breaks down is 5777 . The following exercise can be resolved with much less effort.

Exercise 27. Can every odd natural number greater than 3 be uritten as the sum of a prime and a power of 2 ? For example, $5=3+2,7=5+2=3+4,9=5+4=7+2$.

### 6.9 Cutting the cake

Mark $n$ dots on the edge of a circle, and then connect all dots with straight chords as in Figure 6.1; this cuts the circle into various regions. Given $n$ dots, what is the
maximum number of regions the circle can be cut into? For $n=1$ dot, there are no chords, and hence only 1 region. The numbers of regions for the first five cases are $1,2,4,8,16$.


Figure 6.1: Cutting the cake
By empirical induction, one might pose the following guess for the number of regions:
Conjecture: The maximum number of regions in a circle created by $n$ dots joined by chords is $2^{n-1}$.

Apparently (see [564, pp. 119-120]), the disruption in the pattern was discovered by the mathematician Leo Moser.

Exercise 28. Show that this conjecture is false by checking the case $n=6$.
Exercise 29. Show that by cutting a cake between every pair of $n$ dots on its circumfcrence, the maximum number of regions formed is

$$
r(n)=\frac{1}{24}\left(n^{4}-6 n^{3}+24 n^{2}-18 n+24\right)
$$

### 6.10 Sums of hex numbers

Start with a penny on a table, then surround this penny with six others to form a hexagon (see Figure 6.2). Again, surround this hexagon with 12 more pennies to form yet a larger hexagon, now with a total of 19 pennies.

Continue this process and get a sequence of so-called hex numbers:

$$
1,7,19,37,61,91,127,169, \ldots .
$$

Adding these hex numbers cumulatively, the partial sums are

$$
\begin{aligned}
1 & =1, \\
1+7 & =8, \\
1+7+19 & =27, \\
1+7+19+37 & =64, \\
1+7+19+37+61 & =125 \\
1+7+19+37+61+91 & =216,
\end{aligned}
$$



Figure 6.2: Pennies and the second hex number

$$
\begin{array}{r}
1+7+19+37+61+91+127=343 \\
1+7+19+37+61+91+127+169=512
\end{array}
$$

each of which is a perfect cube, $1^{3}, 2^{3}, 3^{3}, 4^{3}, 5^{3}, 6^{3}, 7^{3}, 8^{3}, \ldots$. Will this always happen'? Perhaps one could begin by finding a general formula for the $n$-th hex number, and then show that the total of the first $n$ hex numbers is the desired difference of cubes?

Exercise 30. Prove or disprove that the diffcrence of consecutive cubes is always a hex number.

### 6.11 Factoring $x^{n}-1$

The polynomial $p(x)=x^{n}--1$ occurs in mathematics in a number of different. contexts. For example, if $r$ is a real number with $|r|<1$, one can ask what the infinite geometric scries

$$
1+r+r^{2}+r^{3}+\cdots
$$

converges to, if indeed it does. Treating $r$ like a variable, one begins by noticing (multiply it out!) that for any positive integer $n$,

$$
\left(r^{n-1}+r^{n-2}+\cdots+r^{2}+r+1\right)(r \cdots 1)=r^{n}-1
$$

and so

$$
1+r+r^{2}+\ldots+r^{n \cdot 1}=\frac{r^{n}-1}{r-1}
$$

As $n \rightarrow \infty$, this last equation says

$$
1+r+r^{2}+r^{3}+\cdots=\lim _{n \rightarrow \infty} \frac{r^{n} \cdots 1}{r-1}
$$

and since $|r|<1, \lim _{n \rightarrow} r^{n}=0$, and so

$$
1+r+r^{2}+r^{3}+\cdots=\frac{-1}{r-1}=\frac{1}{1-r} .
$$

Other common occurrences of the polynomial $p(x)=x^{n}-1$ are in the study of power series, in finding roots of unity in complex numbers, in number theory, in field theory, and even in cryptography.

The polynomial $p(x)=x^{n}-1$ appears in many mathematical calculations, and hence it might be interesting to look at $p(x)$ a little more closely. Can one factor this polynomial into polynomials with integer coefficients? The answer is "of course", as has already been seen:

$$
x^{n}-1=(x-1)\left(x^{n-1}+x^{n-2}+\ldots+x^{2}+x+1\right) .
$$

What if one asks further to have $p(x)$ factored into polynomials each with integer coefficients and each polynomial is as small as possible (irreducible, not having further factorization into polynomials with integer coefficients)? For example,

$$
\begin{aligned}
& x^{2}-1=(x-1)(x+1) \\
& x^{3}-1=(x-1)\left(x^{2}+x+1\right) \\
& x^{4}-1=(x-1)(x+1)\left(x^{2}+1\right) \\
& x^{5}-1=(x-1)\left(x^{4}+x^{3}+x^{2}+x+1\right) \\
& x^{6}-1=(x-1)(x+1)\left(x^{2}-x+1\right)\left(x^{2}+x+1\right)
\end{aligned}
$$

In each of these five factorizations, all coefficients are $\pm 1$ or 0 . In 1938, the Sovict mathematician N. G. Chebotarëv [100] (also spelled "Tschebotareff") asked if this always holds. It wasn't until 1941 that Ivanov [285] published an answer to the question. It turns out that for all $n<105$, the coefficients are indeed 0 or $\pm 1$, but when $n=105$, this fails. One irreducible factor of $x^{105}-1$ has degree 48 and coefficients $1,1,1,0,0,-1,-1,-2,-1,-1,0,0,1,1,1,1,1,1,0,0,-1,0,-1$, $0,-1,0,-1,0,-1,0,0,1,1,1,1,1,1,0,0,-1,-1,-2,-1,-1,0,0,1,1$, 1 , (where the first 1 is the coefficient of $x^{48}$ ). In fact, what Ivanov proved was the following (from the review written by J. A. Shohat in Math. Reviews 3,164a): Let $X_{m}$ be the irreducible factor of the polynomial $x^{m}-1$ whose zeros are the primitive $m$-th root of unity. If $m=p q$ is the product of two distinct (odd) primes, then the coefficients in $X_{m}$ have only values $-1,0,1$. If $m=p q r(p<q<r, p+q>r)$ is the product of three distinct primes then in $X_{m}$, the coefficient of $x^{r}$ is -2 . [Note that $105=3 \cdot 5 \cdot 7$.] If $m$ has sufficiently many distinct primes in its factorization, then coefficients in $X_{m}$ can attain arbitrarily large absolute values.

### 6.12 Goodstein sequences

Hercules had a fight with the Hydra, and every time Hercules chopped off one of the heads of the Hydra, two more grew back. Can Hercules ever kill the Hydra? It seems
not, for if the fight gocs on long enough. Hydra will eventually have millions of heads, a monster that even Hercules might not be able to conquer. In the Hercules-Hydra fight, only simple subtraction of 1 and addition of 2 is required to calculate the number of heads at each step. However, what hides behind that "mathematics" is yet another monster, and this monster is defeated by well-ordering. [This delightful paradox was first shown to me by Ron Aharoni over 20 years ago, and only recently did I find its name-thanks to KR!]

Consider the sequence: $1^{1}=1,2^{2}=4,3^{3}=27,4^{4}=256,5^{5}=3125,6^{6}=46656$, ... . The terms are growing faster than any simple exponential sequence. The situation is much more drastic with exponents stacked three high:

$$
2^{2^{2}}=16,3^{3^{3}}=7625597484987,4^{4^{4}}>10^{154}, 5^{5^{5}}>10^{2184}, 6^{6^{6}}>10^{36305}, \ldots
$$

One can only imagine how fast such expressions grow if the exponents are stacked even higher.

Expressions of the above form can be used to write large numbers using only small digits. For example, using only 1 's and 2 's, one can express

$$
300=2^{2^{2+1}}+2^{2^{2}+1}+2^{2+1}+2^{2} .
$$

Using only digits at most 3 ,

$$
300=3^{3+2}+2 \cdot 3^{3}+3
$$

In general, if $n$ is a large integer and $b \geq 2$ is smaller, a simple algorithm produces such a form. First write $n=q b^{x}+r$, where $q<b, x$ is the largest power possible, and $r<b^{x}$ is the remainder upon dividing $n$ by $b^{x}$. Now apply the same decomposition to each of $x$ and $r$, and continuc until all the exponents are are most $b$. For example, with $b=4$,

$$
3205=3 \cdot 4^{5}+133=3 \cdot 4^{4+1}+2 \cdot 4^{3}+5=3 \cdot 4^{4+1}+2 \cdot 4^{3}+4^{1}+1 .
$$

Such a representation is called the hereditary base b representation of $n$. When $b=\omega$, the first infinite ordinal, such a representation is called the Cantor normal form (see [160|) of an ordinal.

For each $n, b \in \mathbb{Z}^{+}, b \geq 2$, define $B_{b}(n)$ to be the positive integer obtained by replacing each " $b$ " with " $b+1$ " in the hereditary base $b$ representation of $n$. For example,

$$
B_{3}(300)=4^{4 \cdot 2}+2 \cdot 4^{4}+4=4612
$$

Beginning with any number $n$, define the Goodstein sequence $n_{0}, n_{1}, n_{2}, \ldots$ recursively by setting $n_{0}=n$ (written in hereditary base 2 ), and for cach $k=0,1,2, \ldots$, if $n_{k}>0$, then define

$$
n_{k+1}=B_{k+2}\left(n_{k}\right)-1 ;
$$

if some $n_{k}=0$, the sequence terminates. So the sequence begins with a base 2 form, and at each stage, the base is increased and then 1 is subtracted. The following example for $n=266$ is given in [67, p. 36] [and many other places on-line]:

$$
\begin{aligned}
266=n_{0} & =2^{2^{2+1}}+2^{2+1}+2^{1} ; \\
n_{1} & =B_{2}\left(n_{0}\right)-1 \\
& =3^{3^{3-1}}+3^{3+1}+3^{1}-1 \\
& =3^{3^{3+1}}+3^{3+1}+2 ; \\
n_{2} & =B_{3}\left(n_{1}\right)-1 \\
& =4^{4^{4+1}}+4^{4+1}+1 ; \\
n_{3} & =B_{4}\left(n_{2}\right)-1 \\
& =5^{5^{5+1}}+5^{5+1} ; \\
n_{4} & =B_{5}\left(n_{3}\right)-1 \\
& =6^{6^{6+1}}+6^{6+1}-1 ; \\
& -6^{6^{6+1}}+5 \cdot 6^{6}+5 \cdot 6^{5}+\cdots+5 \cdot 6+5 ; \\
n_{5} & =B_{6}\left(n_{4}\right)-1 \\
& =7^{7^{7+1}}+5 \cdot 7^{7}+5 \cdot 7^{5}+\cdots+5 \cdot 7+4 ;
\end{aligned}
$$

Despite the rapid growth of this sequence, it actually terminates at 0 . Indeed, this is true for any Goodstein sequence, which was proved by R. L. Goodstein [223] in 1944. Most pcople might agree that this result is not to be believed, because the growth of the sequence seems to vastly outweigh subtracting just 1 each time.

IIere is a proof sketch: Given any hereditary base 2 representation, replace all 2 's with $\omega$ 's. This new ordinal is larger than each term in the sequence, and since an ordinal is a well-ordered set, subtracting 1 from the ordinal number can only be done a finite number of times.

In a sense, this proof might seem like a cheat since one had to "go through infinity", whereas cerey term in the sequence is finite. In fact, in 1982, Kirby and Paris [312] showed that any proof of Goodstein's theorem indeed had to go outside of Peano arithmetic. (The Kirby Paris result seems very similar to the Paris-Harrington theorem in Ramsey theory-see [231].)

The calculations reported on in [67] are amazing. For the above Goodstein sequence starting with $n=266$, for $k=3\left(2^{402,653,211}-1\right)$ (which is roughly $\left.10^{121,210,695}\right), n_{k}=0$, and the sequence terminates.

## Chapter 7

## How to prove by induction

A good proof is one that makes us wiser.
-Yu J. Manin,

## A course in mathematical logic.

When learning to prove theorems by mathematical induction, there are usually two challenges. First one must find the proof idea (or understand one from the literature). The second concern is how to present the proof formally. This chapter is concerned with the discovery or understanding process. Some tips include how a stronger result might be easier to prove, or how induction can be used to prove limits. Reading this chapter might implicitly help one's written proof, as well. The next chapter focusses more on aspects of how to present the written proof, complete with a template for writing an inductive proof, and information on notation.

For more on the thinking that surrounds the discovery and writing of an inductive proof, see Pólya [433].

### 7.1 Tips on proving by induction

Here are some tips that might help while trying to prove a statement $S(n)$ using induction.

1. A problem that says "... for all $n \geq 0$..." says the same as "... for each $n \geq 0 . . . "$. Sometimes, a problem might ask to prove "...for any $n \geq 0 \ldots$ "--this does not mean that you can pick your favorite $n$ and solve only that case; it really means that you must show the problem for any arbitrary $n$, that is, for each possible $n$.
2. Work out a few examples with actual numbers in $S(n)$ and confirm the truth of the statement for yourself. This process helps one to see how an inductive proof
might go. Furthermore, it is very easy to copy the question down incorrectly (heaven knows, I have done it dozens of times while writing this book!), and then get frustrated trying to prove something that is not even true! Needless to say (so I say it anyway) a few minutes of simple checking can often prevent a big headache (or cure it).
3. Work backwards. When proving the inductive step of an equality (or inequality), what one often does in practice is to put the left side of $S(k)$ at the top of a page, and put $S(k+1)$ at the bottom. If one gets stuck going down, one might start at the other end and try working back. For example, in the solution to Exercise 61, one is faced with trying to derive a sequenee of cqualities of the form

$$
\begin{align*}
& 1^{3}+3^{3}+5^{3}+\cdots+(2 k-1)^{3}+(2(k+1)-1)^{3} \\
& =1^{3}+3^{3}+5^{3}+\cdots+(2 k-1)^{3}+(2 k+1)^{3} \\
& =k^{2}\left(2 k^{2}-1\right)+(2 k+1)^{3}  \tag{k}\\
& =\vdots \\
& =(k+1)^{2}\left(2(k+1)^{2}-1\right) .
\end{align*}
$$

It looks pretty daunting, so the next step might be to write

$$
\begin{align*}
& =\vdots \\
& =k^{2}\left(2 k^{2}-1\right)+(2 k+1)^{3} \quad(\text { by } E(k))  \tag{k}\\
& =2 k^{4}-k^{2}+8 k^{3}+12 k^{2}+6 k+1 \\
& =\vdots \\
& =\left(k^{2}+2 k+1\right)\left(2 k^{2}+4 k+1\right) \\
& =(k+1)^{2}\left(2(k+1)^{2}-1\right)
\end{align*}
$$

working from each end. When you get to the middle and the expressions are the same, you know that you have it!
Note: It is easy to sometimes fool yourself with this method, so be honest with yourself about every step. To write up a proof with this method and then pull some magic trick in the middle might go unnoticed by your instructor, but if it is noticed, it will say more about your work habits than a simple note to the instructor that says that you can't quite bridge the gap. (Many instructors would prefer to see an inductive proof in proper format with an admission of difficulty in the middle rather than a poorly formatted proof or an outright "fudge".)
4. There are usually many different solutions to one problem, so don't panic if yours does not agree precisely with the solution given. For example. there
might be completely different scquences of algebraic manipulation that will prove a particular equality. In fact, it is often very instructive to deliberately seek a different solution.
5. Use only simple algebra in the steps so that any reader (including yourself) can clearly follow what has happened. It is much better to err on the side of showing too many operations than too few. The only steps one should feel comfortable in omitting are those that can be verified with the simplest of high school algebra in a very few steps. For example, adding fractions first requires common denominators -showing this intermediate step is often helpful but not required. Just don't force your readers to go off and do a page of calculations just to verify one equality.

To ease simplification of a huge expression, it is often helpful to put all common factors "out front" first, then simplify the smaller inner factor. For example, in the inductive step of Excreise 54, one is faced with simplifying

$$
\frac{k(k+1)(2 k+1)}{6}+(k+1)^{2}
$$

One could proceed like

$$
\begin{aligned}
\frac{k(k+1)(2 k+1)}{6}+(k+1)^{2} & =\frac{k(k+1)(2 k+1)+6(k+1)^{2}}{6} \\
& =\frac{2 k^{3}+3 k^{2}+k+6 k^{2}+12 k+6}{6} \\
& =\frac{2 k^{3}+9 k^{2}+13 k+6}{6}
\end{aligned}
$$

and then one would have to factor a cubic polynomial--sometimes not very much fun. However, if one factors out the tem $(k+1)$ first, things get a bit simpler, having only to factor a quadratic:

$$
\begin{aligned}
\frac{k(k+1)(2 k+1)}{6}+(k+1)^{2} & =(k+1)\left[\frac{k(2 k+1)}{6}+(k+1)\right] \\
& =(k+1) \frac{k(2 k+1)+6(k+1)}{6} \\
& =(k+1) \frac{2 k^{2}+k+6 k+6}{6} \\
& =(k+1) \frac{2 k^{2}+7 k+6}{6}
\end{aligned}
$$

$$
=(k+1) \frac{(k+2)(2 k+3)}{6} .
$$

This idea of separating common factors from the rest of the calculations can be extremely helpful for more complicated expressions; especially when adding terms each having many factors.
6. The base step can be vacuously true (as in Exercise 684, the base case is true because it never applies) but it is good practice to explicitly mention this fact in an inductive proof. Many writers might say something like "since for $n=0$ this is clearly true, so assume $n>0$." This is often the only che that you are reading an inductive proof.
7. If an inductive proof in some text ends up confusing you, try rewriting it in a formal style, using your own variables, clearly identifying the statement, the parameters, and both the hypothesis and conclusion of the inductive step. For example, when I first discovered the result in Exercise 684, I tried reading the proof in some text, and got lost-it said that the result was "elementary", and so I felt a bit stupid. The notation was a little different from that I was used to, and perhaps that threw me. Only after rewriting it carefully did 1 agree that it was indeed fairly elementary!
8. Sometimes in the inductive step, there seems to be no way to relate an expression to that found in the inductive hypothesis. One trick is to add and subtract the same term. For example, in Exercise 279, in the inductive step, one has to show that $6^{k+2}+7^{2 k+1}$ is divisible by 43 , based on the hypothesis that $6^{k+1}+7^{2 k}{ }^{1}$ is divisible by 43 . To connect the two expressions, one can add and subtract the expression $6 \cdot 7^{2 k-1}$ as follows:

$$
\begin{aligned}
6^{k+2}+7^{2 k+1} & =6^{k+2}+6 \cdot 7^{2 k-1}-6 \cdot 7^{2 k-1}+7^{2 k+1} \\
& =6\left(6^{k+1}+7^{2 k}\right)+\left(-6+7^{2}\right) 7^{2 k-1}
\end{aligned}
$$

In the last line, the first of the two expressions in parentheses is divisible by 43 by the induction hypothesis, and in the second expression, a 43 serendipitously drops out, making the whole expression divisible by 43.
Don't feel bad if you miss this trick for it is only that, a trick. After a few math courses, you might witness this trick only a few times, but it is nevertheless worth remembering. In this particular case, the "trick" can take a different form by writing

$$
6^{k+2}+7^{2 k+1}=6 \cdot 6^{k+1}+49 \cdot 7^{2 k-1}=6\left(6^{k+1}+7^{2 k-1}\right)+43 \cdot 7^{2 k-1}
$$

essentially the same idea as above.
9. Recheck your inductive step with the first case. For example, if $S(n)$ is true for $n \geq 1$, recheck your inductive step to see that it indecd proves $S(1) \rightarrow S(2)$.

Often, one has to subtract 1 in a denominator, say, making an expression nonsensical if $k=1$. Once you have checked it for the first jump, try another, say, for $n=4$ to $n=5$. Checking the inductive step that gets you from $n=1$ to $n=2$, say, often prevents errors of the type mentioned Chapter 5 on paradoxes in this volume.
10. In the inductive step $S(k) \rightarrow S(k+1)$, try to do it in one long sequence of equalitics (or inequalities). If one has to manipulate $S(k)$ to get $S(k+1)$, be aware of the rules that preserve equality. For example, taking square roots of each side does not necessarily preserve cquality. Here is a silly example I was taught in high school that shows how dangerous it is to go from equation to equation, rather than using one long string of equalities (or inequalities):

$$
\begin{aligned}
-20 & =-20 & & \text { (obviously true) } \\
16-36 & =25-45 & & \text { (rewrite each side) } \\
16-36+\frac{81}{4} & =25-45+\frac{81}{4} & & \text { (add } \frac{81}{4} \text { to each side) } \\
\left(4-\frac{9}{2}\right)^{2} & =\left(5-\frac{9}{2}\right)^{2} & & \text { (factor) } \\
4-\frac{9}{2} & =5-\frac{9}{2} & & \text { (take square roots) } \\
4 & =5 & & \text { (add } \frac{9}{2} \text { to each side) }
\end{aligned}
$$

11. When proving the inductive step, one often gets stuck, not secing how to get to the last line in a sequence of equalities or inequalities. Often a simple observation must be made, but one that requires a separate proof. Figure out this step, usually working backwards, and then put this observation, usually with proof, before you start the string of inequalities so that you can simply refer to it when needed, streamlining the presentation. For example, in the solution to Exercise 188, one soon finds that an inequality like $2 \sqrt{k}+\frac{1}{\sqrt{k+1}} \leq$ $2 \sqrt{k+1}$ would be very handy. To check this, one might first investigate by multiplying by $\sqrt{k+1}$, squaring, and then standing back and staring-the actual proof is then done in reverse, starting with the obvious $4 k^{2}+4 k<$ $4 k^{2}+4 k+1$.
12. If the statement to be proved has the variable $n$ in it, use a different variable; say $k$, for the inductive step. The reason is that in an inductive step, the $k$ is fixed, whereas $n$ could be thought to be varying. (This comment is cchoed in [194].] Some authors use the same variable for both, but this can easily lead to confusion. For example, if $S(n)$ is stated, the inductive step could be $S(k) \rightarrow S(k+1)$--some express this by "Assume that the statement is true for $n=k$ (inductive hypothesis); to be proved is the statement for $n=k+1$." For the beginner, I suggest to stay away from such a format. Professional
mathematicians often use more concise shortcuts; e.g., in [58, p. 20], the following is used: "The casc $n=1$ being trivial, we assume that $n>1$ and that the assertion holds for all smaller values of $n$." This is particularly poor style for a novice; such shorthand might be reserved for only those with years of experience with induction.

In this volume, many different variables are used so that the student thinks more about the proof than the letters on the page; it helps one's problem solving ability to be flexible in notation. Standard variables for inductive proofs are usually those reserved for integers, like $m, n, p, q, i, j, k, M$, and $N$, but you are certainly not restricted to these. Some anthors prefer lower case Greck letters like $\alpha, \beta, \gamma$ and $\delta$, and these are recommended when working with ordinals. Try to select variables that might remind the reader (or author) as to their meaning.
13. Be suspicious! When reading a proof in some book (including this one) and something doesn't scem quite right, don't just blirıdly copy it down and hope that sense can be made of it later. Everyone makes mistakes, including professors and textbook authors. Ask your instructor! Convince yourself wholeheartedly that each step is justified-you learn a great deal more this way:
14. Fight the urge to read the solution after only a few minutes of effort. If after scratching your head for a day, maybe take a peek, get an idea, then try again without the solution in front of you. If you must gain the idea from a published solution, try to rewrite the proof in your own style, perhaps using new variables. If you are submitting your work, and you have discovered the solution in some text, cite your sources! It might be considered academic dishonesty by some instructors to find a solution somewhere, use it, and not tell anyone of the source.

### 7.2 Proving more can be easier

Au interesting feature regarding proofs is that it sometimes makes a proof easier if one strengthens the original statement!' 'This is particularly true for some statements provable by induction; such a technique is sometimes called "loading the inductive hypothesis", or "inductive loading". Pólya [434, p. 121] calls this the inventor's paradox an inventor might be more successful in trying a more ambitious project.

For example, if one were to try to prove the statement "the sum of the first $n$ cub)es is a perfect square", one might have trouble finding the proof, however, if one strengthens the statement to "the sum of the first $n$ cubes is $\left[\frac{n(n+1)}{2}\right]^{2}$ ", the proof is straightforward (see Exercise 56).

In his wonderful book Problem-solving Strategies, Engel [161, p. 180, 7.16] gives the following as an exercise (see Exercise 192 in this volume): prove that for every
$n \geq 1$,

$$
\frac{1}{2} \cdot \frac{3}{4} \cdot \frac{5}{6} \cdots \frac{2 n-1}{2 n} \leq \frac{1}{\sqrt{3 n+1}}
$$

Engel then asks the reader to try and prove by a weaker result, namely

$$
\frac{1}{2} \cdot \frac{3}{4} \cdot \frac{5}{6} \cdots \frac{2 n-1}{2 n} \leq \frac{1}{\sqrt{3 n}} .
$$

Though the second inequality is not as tight, it is much harder to prove by induction (try it!). (This example also occurs in a number of other texts; e.g., see [462].)

Another example (regarding Fibonacci numbers) is found in the proof of Exercise 332 in this volume; there it helps to actually prove two statements simultaneously, the truth of which imply the one result asked for. Perhaps an even more bizarre example (also with Fibonacci numbers) occurs in Exercise 365, a very simple looking result which seems impossible to prove without first proving a more general statement, that of Exercise 352. (The rcader is invited to try and prove Exercise 365 first! In fact, when I was writing an carlier draft of this book, I tried to do the imnocuous looking one before the more complicated looking one-and got stumped; the more complicated one is really quite easy, and the other follows directly.) In Exercise 381 , one is asked to prove that a particular sum is a Fibonacci number; if one first guesses as to which Fibonacci number is arrived at, then one has a better chance of proving the result. The similar situation arises in Exercise 577, counting ways to place dominoes, where a more precise count is easy to prove by induction, and the proof yields a result stronger than what was asked for! Without making the extra assumption in the inductive step, it is not apparent how one would solve the question. See also the solution of Excrcise 515 , where a far stronger claim is easier to prove inductively. Again, proving a more precise result is often easier than proving a weaker statement.

Here is yet another example from Pólya [433, pp. 119, 243, Ex. 12] that requires only freshman calculus:

Define a sequence of functions $f_{0}, f_{1}, f_{2}, \ldots$ recursively by

$$
f_{0}(x)=\frac{1}{1-x},
$$

and for $n \geq 0$. define

$$
f_{n+1}(x)=x \frac{d}{d x}\left[f_{n}(x)\right] .
$$

The goal is to prove (by induction) that for each $n \geq 0$, the statement

$$
S(n) \text { : The numerator of } f_{n}(x) \text { is a polynomial. }
$$

For the monment, ignore the fact that the statement is meaningless, because one has placed no constraints on the denominator, or made any claims about $f$ being a rational function, but the intent might be made clear. [Thanks to Sasho Kalajdzievski
for this observation.] Perhaps $S(n)$ was to mean that $f$ is naturally written as a ratio of two simple looking expressions, and the expression in the numerator is a polynomial, as opposed to, say, an exponential function or a square root. One might naively attempt a proof as follows:
Base step: Since the numerator of $f_{0}(x)$ is $1, S(0)$ is clearly truc.
Inductive ster: $(S(k) \rightarrow S(k+1)$. For some fixed $k \geq 0$, assume that $S(k)$ is true, that is, assume that the numerator of $f_{k}(x)$ is a polynomial, say $p(x)$. To be proved is that $S(k+1)$ holds, that is, it remains to prove that the numerator of $f_{k+1}(x)$ is also a polynomial.

All one has at hand is that $f_{k+1}(x)=x \frac{d}{d x}\left[f_{k}(x)\right]$, and that the numerator of $f_{k}(x)$ is a polynomial. How can one conclude anything about $f_{k+1}(x)$ ? In fact, one can not-not without more information. One needs to strengthen the inductive hypothesis. So, instead, examine the following statement:
$T(n)$ : The denominator of $f_{n}(x)$ is $(1-x)^{n+1}$ and the numerator of $f_{n}(x)$ is a polynomial of degree $n$ having constant term 0 and with all other coefficients being positive integers.

The statement $T(0)$ is still true, and for each $n$, the statement. $T(n)$ is stronger than $S(n)$, that is, $7^{\prime}(n) \rightarrow S(n)$. So instead of proving $S(k) \rightarrow S(k+1)$, the following is proved:
lnouctive step $(T(k) \rightarrow T(k+1))$ : For some fixed $k \geq 0$, assume that $T(k)$ is truc, that is, there are positive integers $a_{1}, \ldots, a_{k}$ so that

$$
f_{k}(x)=\frac{a_{1} x+a_{2} x+\cdots+a_{k} x^{k}}{(1-x)^{k-1}} .
$$

Then putting $p(x)=a_{1} x+a_{2} x+\cdots a_{k} x^{k}$,

$$
\begin{aligned}
f_{k+1}(x) & =x \frac{d}{d x}\left[\frac{p(x)}{(1 \cdots x)^{k+1}}\right] \\
& =x\left(\frac{p^{\prime}(x)(1-x)^{k+1}-p(x)(k+1)(1-x)^{k}(-1)}{\left.(1-x)^{k+1}\right)^{2}}\right) \\
& =\frac{x\left[p^{\prime}(x)(1-x)+p(x)(k+1)\right]}{(1-x)^{k+2}} \\
& =\frac{x\left[a_{1}+2 a_{2} x+\cdots+k a_{k} x^{k} \quad 1\right](1-x)+x p(x)(k+1)}{(1-x)^{k+2}} \\
& =\frac{\left(a_{1} x+2 a_{2} x^{2}+\cdots+k a_{k} x^{k}\right)(1-x)+x p(x)(1+k)}{(1-x)^{k+2}}
\end{aligned}
$$

the numerator of which is

$$
a_{1} x+\left(2 a_{2}+k a_{1}\right) x^{2}+\left(3 a_{3}+(k-1) a_{2}\right) x^{3}+\cdots+\left(k a_{k}+2 a_{k-1}\right) x^{k}+a_{k} x^{k+1} .
$$

Thus $f_{k+1}$ satisfies $T(k+1)$, completing the inductive step $T(k) \rightarrow T(k+1)$.
Hence by MI, for all $n \geq 0, T(n)$ is true, and so for all $n \geq 0$, the original statement $S(n)$ is truc.

### 7.3 Proving limits by induction

Mathematical induction can be an invaluable tool in evaluating the long term behavior of a sequence or a series. Induction can be used to prove if a sequence or series has a limit, and often, some information about a limit when it exists. Many sequences are defined inductively, and so occasionally, an inductive proof of some property of a sequence is fairly simple.

A sequence is an ordered list, and some sequences have terms that tend to a particular valuc $L$ as one goes further down the sequence. An infinite sequence $s_{1}, s_{2}, s_{3}, \ldots$ is said to converge to a limit $L$ iff for any small real number number $\epsilon>0$, there is an integer $N=N(\epsilon)$, so that for all $n \geq N$, the $n$th term $s_{n}$ is within $\epsilon$ of $L$; in this case, write $\lim _{s \cdot \infty} s_{n}=L$. If no such $L$ exists, say that the sequence diverges or is divergent. Two divergent sequences are $0,1,0,1,0,1, \ldots$, and $2,4,6$, $8, \ldots$.

For example, the sequence $1.1,1.11,1.111, \ldots$, tends to the value $10 / 9$, because as nearly every child knows, dividing 10 by 9 gives the infinite decimal 1.11111.... Induction can be used to come to the same conclusion in a rather indirect way. In this example, it hardly seems worth the work, but one way is to find an expression for the $n$th term in the sequence,

$$
a_{n}=1+\frac{10^{n-1}+10^{n \cdot 2}+\ldots+10+1}{10^{n}}
$$

that will clearly reveal the same conclusion. Express the nth term of the sequence by

$$
a_{n}=1+\frac{10^{n}-1}{9 \cdot 10^{n}}
$$

and simplify to get

$$
\begin{equation*}
a_{n}=1+\frac{1}{9}\left(1-\frac{1}{10^{n}}\right) . \tag{7.1}
\end{equation*}
$$

The expression (7.1) is easy to verify using mathematical induction, as is the relation $a_{n+1}=a_{n}+10^{n}$. It then follows that $\lim _{n \rightarrow \infty} a_{n}=\frac{10}{9}$. In fact, from (7.1), one observes that each $a_{n}$ is strictly less than $10 / 9$, an observation that is also seen by looking at the sequence directly. When a given sequence is not so simple, induction can often be used to prove that a sequence is bounded above (or below) by some number used as a guess for any putative limit.

The following theorem is a standard result (which follows from the completeness of the real numbers, or the Bolzann--Weirstrass theorem, one version of which that
says any bounded infinite sequence of real numbers has a convergent subsequence) that is most useful in analyzing "monotonic" sequences. Recall that a sequence $s_{1}, s_{2}, s_{3}, \ldots$ of real numbers is called non-decreasing iff for each $i=1,2,3, \ldots$, $s_{i} \leq s_{i+1}$ or non-increasing iff for each $i=1,2,3, \ldots, s_{i} \geq s_{i+1}$.

Theorem 7.3.1. If $s_{1}, s_{2}, \ldots$ is a non-decreasing sequence of real numbers bounded above by a real number $U$ (i.e., for each $i=1,2, \ldots, s_{i} \leq U$ ), then the sequence converges, and converges to a value that is at most $U$. The analogous result is true. for non-increasing sequences bounded from below.

As an example, for each $n=1,2, \ldots$, define

$$
a_{n}=\left(1+\frac{1}{n}\right)^{n}
$$

To see that the sequence $\left\{a_{n}\right\}$ converges, by Theorem 7.3 .1 it suffices to show this sequence is increasing and bounded above. One way to see that this sequence is increasing is to check the derivative of the function $f$ given by $f(x)=\left(1+x^{-1}\right)^{x}$. Here is the outline of an inductive proof that $\left\{a_{n}\right\}$ is increasing: expand $(1+1 / n)^{n}$ by the binomial theorem (see Exercises 103 or 104), and expand $(1+1 /(n+1))^{n+1}$ also. For $k=0,1, \ldots, n$, compare the $(k+1)$-th terms of each. The ( $k+1$ ) term of the second is greater than equal to the first iff $(n+1-k)(n+1)^{k-1} \leq n^{k}$, and this is provable by induction on $k$. So corresponding terms in the expansion get bigger and the second expansion has an additional term, so $a_{n} \leq a_{n+1}$. To see that the sequence is bounded from above, prove by induction that for each $k=0,1, \ldots, n$

$$
\frac{n!}{(n-k)!} \leq n^{k},
$$

and then (see also Excrcise 182 for another proof)

$$
\left(1+\frac{1}{n}\right)^{n}=\sum_{k=0}^{n}\binom{n}{k}\left(\frac{1}{n}\right)^{k} \leq \sum_{k=0}^{n} \frac{1}{k!} \leq 1+\sum_{k=0}^{n} 2^{-k} \leq 3
$$

So the sequence is bounded above by 3. In fact, the limit of the sequence is $e$, roughly 2.71828 ....

Knowing that a particular sequence has a limit (say, by use of Theorem 7.3.1) can sometimes reveal precisely what the limit is. For example, let $a_{1}=\sqrt{2}$ and for each $n \geq 1$, define $a_{n+1}=\sqrt{2+a_{n}}$. It can be shown that the sequence $\left\{a_{n}\right\}$ is increasing and bounded above by 2 . so by Theorem 7.3 .1 , the sequence has a limit $L$. Using standard properties of limits (of continuous functions)

$$
L=\lim _{n \rightarrow \infty} a_{n}=\lim _{n \rightarrow \infty} a_{n+1}=\lim _{n \rightarrow \infty} \sqrt{2+a_{n}}=\sqrt{2+\lim _{n \rightarrow \infty} a_{n}}=\sqrt{2+L}
$$

and so $L=\sqrt{2+L}$, from which it follows that $L^{2}-L-2=0$. The roots of this quadratic are $L=-1$ and $L=2$, and since $L>0, L=2$ is the desired limit.

As another example occurring in Exercise 546, for any real number $c \in(0,1]$ definc the sequence $s_{1}, s_{2}, s_{3}, \ldots$ recursively by $s_{1}=c / 2$, and for each $n \geq 1$,

$$
s_{n+1}=\frac{s_{n}^{2}+c}{2}
$$

Mathematical induction is used to show that the sequence is strictly increasing and strictly bounded above by 1 , that is, for cach $n \geq 1, s_{n}<s_{n+1}<1$. Then one can conclude that $\lim _{n \rightarrow \infty} s_{n}$ exists and is at most 1 . Throughout analysis, induction is used to prove that certain sequences are monotonic and bounded.

Induction can also help to prove that a complicated sequence can be compared with some known simple sequence (see Exercises 561 and 559 and many others in Section 16.3 and clsewhere throughout this book). Occasionally, a complicated looking scquence can be bounded above and below by two convergent sequences, thereby restricting the limit of the complicated sequence, either precisely, or to some small interval. As a trivial example, in Exercise 191, it is shown that

$$
\frac{1}{2 n} \leq \frac{1 \cdot 3 \cdot 5 \cdots(2 n-1)}{2 \cdot 4 \cdot 6 \cdots(2 n)} \leq \frac{1}{\sqrt{n+1}}
$$

Viewing this as a comparison of three sequences, the center sequence is then forced to converge to 0 (by what some call "the squeeze theorem").

An infinite series is a sum of the form

$$
\sum_{i=1}^{\infty} a_{i}=a_{1}+a_{2}+a_{3}+\cdots .
$$

Loosely speaking, an infinite serics is said to converge if the series sums to a single finite number. To have infinitely many numbers adding up to a finite number might be counterintuitive, but the following standard example might help.

Consider a square with side length 1. As in Figure 7.1, cut it in half, cut one of the remaining halves in half, cut one of the remaining quarters in half, and so on.

Measuring areas of all (infinitely many) pieces gives an intuitive proof of

$$
1=\frac{1}{2}+\frac{1}{4}+\frac{1}{8}+\ldots
$$

Using summation notation, this reads

$$
\sum_{n=1}^{\infty} \frac{1}{2^{n \cdot 1}}=1
$$

or

$$
\begin{equation*}
\sum_{i n \cdot 2}^{\infty} \frac{1}{2^{m}}=1 \tag{7.2}
\end{equation*}
$$



Figure 7.1: The series $\frac{1}{2}+\frac{1}{4}+\frac{1}{8}+\cdots$

At the $n$-th step, by construction, the remaining area is

$$
\begin{equation*}
1-\left(\frac{1}{2}+\frac{1}{4}+\frac{1}{8}+\cdots+\frac{1}{2^{n}}\right)=\frac{1}{2^{n}} \tag{7.3}
\end{equation*}
$$

a result also provable by induction without too much difficulty (see Excrecise 49 for the general formula for a geometric series). In particular, equation (7.3) implies that

$$
\begin{equation*}
\frac{1}{2}+\frac{1}{4}+\frac{1}{8}+\cdots+\frac{1}{2^{n}}=1-\frac{1}{2^{n}} \tag{7.4}
\end{equation*}
$$

and so in the limit,

$$
\sum_{i=1}^{\infty} \frac{1}{2^{i}}=\lim _{n \rightarrow \infty}\left(1 \cdots \frac{1}{2^{n}}\right)=1
$$

Zeno's paradox (that finite distance can be made up by an infinite number of steps) is soon resolved by equation (7.2).

If one is faced with an arbitrary infinite serics, say $\sum_{n=1}^{\infty} b_{n}$, what does it mean for it to converge? By definition, this series converges iff the sequence of partial sums

$$
\begin{aligned}
s_{1} & =b_{1} \\
s_{2} & =b_{1}+b_{2} \\
s_{3} & =b_{1}+b_{2}+b_{3} \\
& \vdots \\
s_{m} & =b_{1}+b_{2}+\ldots+b_{m}
\end{aligned}
$$

converges. If one can find a closed form for each of the partial sums (as was done in equation (7.2) above), then one might be able to evaluate the sum of the series because then

$$
\sum_{n=1}^{\infty} b_{n}=\lim _{n \rightarrow \infty} s_{n}
$$

might be obvious. Even if one can not find an explicit form for each partial sum, one might be able to prove that each partial sum is bounded above by some number or expression.

Notice, that if each term in a scrics is positive, then the partial sums are increasing. In particular, Theorem 7.3.1 can often be applied to the sequence of partial sums. If each term in a series is positive or zero, then the partial sums are nondecreasing, and so if the partial sums are all at most $U$, then the above theorem shows that the partial sums have a limit, that is, the series converges, to a value at most $U$.

For example, in Exercise 180, the inequality to be shown is that for each $n \geq 1$,

$$
1+\frac{1}{4}+\frac{1}{9}+\cdots+\frac{1}{n^{2}} \leq 2-\frac{1}{n}
$$

Once this has been shown, one can then conclude that the serics $\sum_{j=1}^{\infty} \frac{1}{n^{2}}$ converges, and converges to a value that is at most

$$
\lim _{j \rightarrow \infty}\left(2-\frac{1}{j}\right)=2
$$

In fact, the sum of the reciprocals of the squares converges to the value $\pi^{2} / 6$ a rather uncxpected value, but it is at most 2 as promised. A statement involving limits is similarly implicit in Exercise 181 and others.

There are many other ways to apply mathematical induction regarding limits. In some cases, finding an expression for a partial sum by induction then gives way to seeing that a serics diverges (sums to infinity, or docs not sum to any single finite number). If the partial sums grow larger than any given $n$, the series diverges (see Exercise $390^{\circ}$ for such an example).

Scquences that are defined recursively often don't casily lend themselves to detailed analysis unless some intermediary observations can be shown, and such observations are often proved by induction. Examine the sequence $x_{1}, x_{2}, x_{3}, \ldots$ defined recursively by $x_{1}=2$, and for $n=1,2,3, \ldots, x_{n+1}=\frac{1}{2}\left(x_{n}+6\right)$. This scquence converges to 6 , and this is shown below by first proving that the sequence is increasing, and then by showing each term is bounded above by 6 . These two facts show (by Theorem 7.3.1) that the sequence converges to something at most 6. Finally,
knowing the limit exists, a simple computation shows that it is indeed 6. Computing a few terms.

$$
x_{1}=2, x_{2}=4, x_{3}=5, x_{4}=5.5, x_{5}=5.75, x_{6}=5.875, x_{7}=5.9375, \ldots,
$$

so the result scems reasonable. To show that the sequence is increasing is done by induction. Let $I(n)$ be the statement that $x_{n}<x_{n+1}$.

Base step ( $I(1)$ : The statement $I(1)$ is true since $x_{1}=2<4=x_{2}$.
Induction step $(I(k) \rightarrow I(k+1))$ : Suppose that for some fixed $k \geq 1, I(k)$ is true, that is, $x_{k}<x_{k+1}$. Next, it is shown that $I(k+1): x_{k+1}<x_{k+2}$ follows:

$$
\begin{aligned}
x_{k+2} & =\frac{1}{2}\left(x_{k+1}+6\right) & & \\
& >\frac{1}{2}\left(x_{k}+6\right) & & \text { (which follows by } I(k)) \\
& =x_{k+1} & & (\text { by def } n) .
\end{aligned}
$$

This completes the inductive step.
By mathematical induction, for each $n \geq 1, I(n)$ is true, and so the sequence is increasing.

To show boundedness: For each $n \geq 1$, let $B(n)$ be the statement that $x_{n}<6$. Since $x_{1}=2<6$, the base case $B(0)$ is true. For some $k \geq 1$, suppose that $B(k)$ is true. Then

$$
\begin{aligned}
x_{k+1}=\frac{1}{2}\left(x_{k}+6\right) & <\frac{1}{2}(6+6) \quad(\text { by } B(k)) \\
& =6,
\end{aligned}
$$

shows $B(k+1)$ is also true, completing the inductive step. Thercforc, by induction, each term of the sequence is bounded above by 6 . Hence, the sequence converges to a limit $L$ that is at most 6. Using the fact (which only holds for convergent sequences) that

$$
\lim _{n \rightarrow \infty} x_{n+1}=L=\lim _{n \rightarrow \infty} x_{n},
$$

one has

$$
L=\lim _{n \rightarrow \infty} x_{n+1}=\lim _{n \rightarrow \infty} \frac{1}{2}\left(x_{n}+6\right)=\frac{1}{2}\left(\lim _{n \rightarrow \infty} x_{n}+6\right)=\frac{1}{2}(L+6) ;
$$

solving the equation $L=\frac{1}{2}(L+6)$ gives $L=6$. This concludes the example.
Some other interesting applications of induction to limits can be found in examining interesting expressions such as

$$
\sqrt{2+\sqrt{2+\sqrt{2+\ldots}}}=2
$$

(sce Exercisc 203, for one). Results for continucd fractions are also often obtained using induction.

There are many exercises in this volume that can be used to derive certain limits, sometimes in a less than obvious manner. (Sce the index under "limits, proving by induction" for many other exercises.)

### 7.4 Which kind of induction is preferable?

Determining which kind of mathematical induction to use is a difficult problem. There are no general rulcs. When is it reasonable to use the first principle of mathematical induction instead of strong induction? For which kinds of problems docs well-ordering help; when is it feasible to attempt a proof by contradiction and downward induction? What kind of inductive step is preferable? If a problem has two variables, how do you decide upon which to induct? How many base cases need be employed? None of these questions seem to have firm answers.

### 7.4.1 When is induction nceded?

How does someone decide whether or not to attempt an inductive solution to a problem? A few mathematicians may not believe in induction at all, and are only willing to accept theorems that have a direct proof. Some mathomaticians suggest (in good fun) that an inductive proof is used only as a last resort, for if one really knows the subject, induction is not required. Others insist (or joke) that only real mathematicians use induction, and they use it often. [Names of individuals in each class are suppressed.]

Some scholars examine theorems that have been proved using the axiom of choice $(\mathrm{AC})$ and work very hard to find proofs that don't rely on AC . There is a large school of thought that prefers proofs that don't rely on contradiction, for the law of the excluded middle is forbidden to them; for these people, inductive proofs that use infinite descent might be troublesome. [Sce, e.g., [316, p. 332-340] for a discussion of 3 -valued logic.]

For many, whether or not to use induction boils down to simply a matter of individual taste, ignoring the deep philosophical questions regarding axiomatic assumptions. Sometimes, a proof by mathematical induction seems just "beautiful", and sometimes not. To decide among which of all proofs for a result is nore beautiful, or more appropriate, is very personal.

There is the opinion that induction is used excessively. One writer [71] said in a letter to the editor of MAA Focus, "...mathematical induction tends to be over-used as a proof technique." "...I an sure that I am uot alone in feeling that induction should generally be avoided. ... If we come across an identity for which the only known proof relies on induction, then it's our jots to gain a better understanding of that identity until a more conceptual proof is found." Perhaps the word "should"
in the above quotation is inappropriate, since induction is often taught via, at first, simple examples (perhaps those that can be verified independent of induction). [Personally, I object to the word "should" when it is used as an imperative: if an instance of the word "should" is a truc imperative, it would be nice to see the rest of the tacitly assumed "if you want... then you should (must?)..." sentence, so that it can be verified logically.] Perhaps one reason that induction seems to be overused is that in teaching induction, often simple statements are used, statements that otherwise have simple direct proofs. For example, for $n \geq 7$, to prove that $n^{2}-5 x-6>0$ can be done by induction, however a simpler proof is by factoring: $n^{2}-5 x-6=(n-6)(n+1)$, each factor of which is positive for $n \geq 7$. The inductive proof might be discovered first, however the latter argument is certainly more efficient.

On the other hand, in a response to the letter referred to above, Stockmeyer [514] replies "We can certainly construct proofs of combinatorial identities, such as his example $-1+2+3+\cdots+n=n(n+1) / 2-$ that hide the induction from our students. As mathematicians, though, we should [sic] keep in mind that with identities of this type induction is always present, at least in the background." Stockmeyer continues "We should not be surprised, then, when induction turns out to be a natural proof technique for identities that sum over the positive integers." Stockmeyer has a point: since the counting numbers are defined recursively, and many operations in math (like addition of integers) are defined recursively, and confirmed inductively, induction is almost always at work. One might, take this reasoning a bit further and argue that induction is actually alive in any mathematical statement. [The term "mathematical statement" is used here deliberately without definition.]

Induction certainly suffers from the weakness that one already needs to "know" (or guess) the desired result before induction can be applied; only in certain situations can induction be used to discover, say, a particular identity. Finding a particular identity might be done without induction, but for more complicated problems, one often guesses at a formula via non-inductive techniques, whereas induction may provide the easiest proof.

Sometimes a statement (like the sum mentioned above, see Theorem 1.6.1) with an inductive proof has a simple direct proof. Some prefer a direct proof-if one is at all available. For example, some might say that since the formula for the sum of squares (Exercise 54) has many "non-inductive" proofs, induction "should" never be used to prove the formula! One advantage of an inductive proof is that one never has to remember the "trick" behind some direct proof. The formula for the sum of the first $n$ squares can be proved in a way analogous to the Gauss proof for the sum of the first $n$ integers, and similarly so can a formula for the sum of the first. cubes (see Exercise 56) be proved "directly", however such proofs soon become more involved for more complicated sums.

Another simple example is in showing that for any positive integer $n$, the number $n^{2}-n$ is even. Since $n^{2}-n=n(n-1)$. and one of $n$ or $n-1$ is even. the result
is nearly immediate. An inductive proof of this fact is also available. Is $n^{3}-n$ always divisible by 3? Is there a pattern? An advantage of MI is that perhaps just. one technique can be executed repeatedly with little variation, producing a host of results, and even though each individual result may have a "cute" proof, there is no nced to remember all the cute proofs. Mathematical induction often requires little thought when applied in such situations. There is an old adage that says something like "why remember all of the details, when you can just remember where to find them?" In a sense, mathematical induction is like a place where one can find many proofs, and so induction is like having the proofs forever at hand.

Sometimes a proof by upward induction can be turned into a proof using wellordering and downward induction (descent). Sorne people feel rather strongly about which way is preferable. In fact, it may be true that a vast majority of inductive proofs can be given using a minimal counterexample, and to give such a proof might be pedagogically interesting. Some problems only seem to have a proof by contradiction and downward induction (see, e.g., Exercise 201), so discovering any proof might entail trying a number of techniques. Again, it may seem to be a matter of taste as to which kind of inductive proof need be attempted, or taught, but one can imagine that there are situations where one nethod seems preferable to another.

It seems that not all statements provable by induction also have direct (using only deductive logic and no induction) proofs (like Theorem 1.6.1), though proving this claim might be difficult! It's very likely that there are mathematical statements for which only an inductive proof is known.

There is probably no good answer to "When is induction needed?". As Charles Caleb Colton said in 1825 , "... for the greatest fool may ask more than the wisest. man can answer". This next, exercise might indced ask more than can be answered, but the questions in it might make for interesting discussion.

Exercise 31. Does there exist a mathematical truth that does not have a (meaningful) proof by induction? If someone handed you such a truth, how could you guarantee that no inductive proof exists? Docs there exist a property provable by induction, but with no other kind of proof? Again, how would one show that no dircct proof exists? Can one characterize those mathematical truths for which no inductive proof exists, or can one characterize those statements that have inductive proofs, but fail lo have any other proof?

Perhaps, onc might be able to more safely approximate an answer to "Should I try an inductive proof for this problem?" There are some obvious earmarks to a problem that might easily be solved using induction. Finding a particular formula is often not donc by induction, however once a correct formula is guessed, mathematical induction is often a natural choice for a proof technique. If the statement of the problem contains only one variable, and that variable is meant to only hold integer values, then induction might be a reasonable choice for a proof technique. If the problem involves a process of steps that can be matched to the positive integers,
then induction might be efficacious. It seems that many problems involving recursive definitions (like those in logic, set theory, combinatorics, or computer science) might be candidates for an inductive solution.

Some might say that induction should be one of the first choices of proof technique. Often one gets lucky, even when there are different choices for variables to induct on. For example, one can prove the handshaking lemma (Lermma 15.1.1) by either inducting on the number of vertices in a graph or on the number of edges in a graph; the first of these two proofs is slightly more difficult, so sometimes it pays to try different approaches.

Mathematical induction is often a more powerful technique than one might expect. Even if one attempts an inductive proof and fails, invaluable familiarity with the problem may be gained, knowledge that might very well lead to a direct proof. It may seem that attempting a proof of a conjecture by induction is rarely a (total) waste of time. Induction is an invaluable technique to any student of mathematics and is one of the most powerful tools in the hands of any working mathematician. Practicing induction by proving known results is often how one first learns the method.

### 7.4.2 Which kind of induction to use?

There are many theorems having two or more different kinds of inductive proof. For example (see Exercise 477), to prove that a tree on $n$ vertices has $n-1$ edges, one can use either the first principlc of mathematical induction, or one can use strong mathematical induction-or onc can use well-ordering. The choice of which kind of induction to use may depend upon the idea behind the proof. In the inductive step of one such proof, one assumes the existence of a leaf in a tree (by Lemma 15.2.1), and deleting this leaf gives a tree with one fewer vertex and one fewer edge. Then the induction hypothesis need only be applied to the remaining tree on $n \quad 1$ vertices, giving $n-2$ edges; together with the edge deleted, this gives $n-1$ edges in all.

On the other hand, if one did not think to delete a leaf vertex, one could, by Lemma 15.2.3, delete any edge and get two smaller trees. To apply any induction hypothesis to the smaller trees, one must assume that the the statement holds for all smaller trees, that is, one must, use strong induction. See the solutions for yet another proof, one using well-ordering and contradiction.

Another example of a theorem that has various proofs is that in the statement of Exercise 515 , showing that a tournament has a king. One inductive proof is slightly tricky, however a proof by strong induction is remarkably straightforward! [Thanks to Liji Huang for reminding me of this example.]

In Exercise 214, one is asked to show that if $s$ and $t$ are relatively prime (nonzero) integers so that $s t$ is a perfect square, then both $s$ and $t$ are perfect squares. A fairly simple proof comes to mind involving unique factorization, however two very different proofs are available by some form of induction; a proof by strong induction
and a proof by infinite descent are given in the solutions. Both seem relatively natural and painless, but there are likely fans of both proofs.

Often one can not tell that strong induction is needed until after failing in an attempt to prove the inductive step using only one inductive hypothesis. It is for this reason that some authors tend to use strong induction for every induction proof, for then it matters not that the extra inductive hypotheses are superfluous.

Proving as many (small) cases as you can without any induction serves many purposes. Doing so might make it obvious as to which kind of proof will work. For example, doing just the first two cases directly might reveal that a gencral proof of the $n$-th statement might depend on whether $n$ is even or odd. This might suggest two base cases, and an inductive step of the form $S(k) \rightarrow S(k+2)$ to prove all cases.

Some results involving more than one variable often require some kind of double induction (see Section 3.5), where it is often casy to identify which variable to induct on first. Sometimes a variable occupies essentially two different roles, and so perhaps a more general statement involving two variables is easier to prove than the one with a single variable. See Exercise 330 for a problem where, at first, it is not clear as to which variable one might try to induct on.

Making decisions about what other types of inductive proof to try is challenging. About all that one can hope is that after many failed attempts, one gains a better sense of when to use, for example, Hausdorff's maximality principle instead of transfinite induction, or when to use infinite descent over induction. Studying the many famous proofs might be the best advice toward learning which kind of inductive proof to try first. Consequently, many failed attempts may be invaluable in any attempt to gain a "foel" for which kind of inductive proof is most apt.

Comment: Professor Farahat once told me that pages of seemingly wasted work (mistakes, preliminary calculations, failed proof attempts, and clumsy proof exposition) are never really wasted; "they build character". Of course, he might have meant "character" in the sense that hard-working people have solid character, but he probably also intended "character" to mean "mathematical character", the wisdon to choose appropriate efficient notation, the mathematical maturity [pardon the trite phrase) to select proof techniques that are elegant, and the faith that hard work will produce many answers. His wisdom can be cspecially appropriate when trying to find (or write or teach) inductive proofs.

## Chapter 8

## The written MI proof


#### Abstract

We may always depend upon it that algebra, which cannot be translated into good English and sound common sense, is bad algebra. -William Kinston Clifford (1845-1879),


Common sense in the exact sciences.

This chapter is directed at the student, especially the student just learning how to write an inductive proof. Many teachers might also benefit from guidelines presented here when experimenting in how to teach MI writing. Some comments given here may also be useful to professional mathematicians, however most professionals can afford to be slightly relaxed in their presentation because they may expect that most, of their audience can reconstruct a formally written proof from their outline.

In this chapter, the student is given a template to follow for writing up an inductive proof. Other aspects of the written proof are given that not only may help with style, but with organization and logical presentation.

Many mathematicians have different ideas as to what is "well written math", and this collection of comments is an attempt to capture the best from many of my teachers. When I was being taught how to write mathematics, at first I resented all the red ink on my assignments-but have since appreciated the incredible work my professors put int.o my education. Three professors, E. C. Milner, H. K. Farahat, and N. Saucr, stand out as profound influences on my written word (but don't blame them for any idiosyncracies here).

The style of an inductive proof has certain necessary parts, and when learning to write such proofs, I have found that a very strict format is helpful. In my opinion, only after writing up many inductive proofs should the student attempt to abbreviate this style. Most proofs in this text are written keeping in mind this strict, format; only a few are written up in more conversational style.

Before getting into what an "ideal" inductive proof might look like, let me tell a brief story. I once gave a one-hour lecture on induction to a group of keen freshman,
going over the theory and a few examples. At the end of the lecture, all nodded their heads politely that they understood, and so l announced that, in next class, I would give a quiz-just one proof by induction. The outcome was extremely disappointing. So, I developed a plan. I told the class that I would give them yet another quiz, but I offered them a template most inductive proofs "should" follow. I promised that any submitted solution that followed the template PRECISELY would earn 9 out of 10 marks. To gain full marks, the student needed only to manage the algebraic manipulation proving the inductive step. My goal was to first eliminate many common logical mistakes by teaching them how to format and present their proofs.

### 8.1 A template

IHerc is some of the rationale behind the template (the actual template then follows). Suppose that a particular statement regarding $n$ is to be proved for $n \geq 3$.

1. Define the statement that needs to be proved. For example: "For each $n \geq 3$, let $S(n)$ be the statement ...". If there is more than one variable, be careful of quantification; for example, the expression

For cach $n \geq 3$ let $S(n)$ be the statement that for all $m \leq n \ldots$
is different from
For each $n \geq 3$ and all $m \leq n$, let $S(n)$ be the statement. that ...
In the second expression, the lower bound for $m$ is not stated, and it is not; clear whether or not $S(n)$ depends on the particular value of $m$, so perhaps something like

For each $n \geq 3$ and each $m$ satisfying $1 \leq m \leq n$, let $S(m, n)$ be the staternent...
is better. It might help to also identify in advance for which variables a particular sentence even makes sense, later restricting the variable to the cases that are being proved.
2. State the range of $n$ for which the statement is to be proved: For example: "To be proved is that for each integer $n \geq 3$, the statement $S(n)$ is true."
3. Base step: Write the words "Base step" and verify that the base case is true (giving reasons if it is not trivial). For example:

BASE STEP: $S(3)$ says ... which is truc.
4. Inductive step: Write out the words "Inductive step:"
5. State the inductive hypothesis. For simple mathematical induction, this will read like: For some fixed $k \geq 3$, assume that $S(k)$ is true. [Writing out preciscly what $S(k)$ says is usually an excellent idea.] For strong induction, this will read something like: "For some fixed $k \geq 3$, assurne that $S(3), S(4)$, $\ldots, S(k)$ are all true," or "For some fixed $k \geq 3$, assume that for $3 \leq j \leq k$, $S(j)$ is true." Labelling the inductive hypothesis with the words "inductive hypothesis" (or "III") is often a useful practice for the novice.
6. State what needs to be proved, namely $S(k+1)$. It is highly recommended that one writes out $S(k+1)$ specifically so that one sees the required form of the conclusion in the inductive step.
7. Prove $S(k+1)$. If $S(n)$ is an equality (or inequality), it is best (sec comments in Section 7.1) to start with one side of $S(k+1)$, and via a sequence of equalities (or inequalitics), derive the other side. At the point where the inductive hypothesis is used, this should be mentioned either as a side comment "by $S(k)$ ", "by induction hypothesis", or even by putting the initials "IH" over the relevant equal sign. For example, in the solution to Exercise 245, the induction hypothesis $S(k)$ is that there exists an integer $m$ so that $2^{2 k}-1=3 m$. The equalities

$$
2^{2(k+1)}-1=4 \cdot 2^{2 k}-1=4\left(2^{2 k}-1\right)+3 \stackrel{I H}{=} 4(3 m)+3=3(4 m+1)
$$

are then used. The above equations could have been written

$$
\begin{aligned}
2^{2(k+1)}-1 & =4 \cdot 2^{2 k}-1 \\
& =4\left(2^{2 k}-1\right)+3 \\
& \stackrel{I H}{=} 4(3 m)+3 \\
& =3(4 m+1),
\end{aligned}
$$

or in the manner most commonly used:

$$
\begin{aligned}
2^{2(k+1)}-1 & =4 \cdot 2^{2 k}-1 \\
& =4\left(2^{2 k}-1\right)+3 \\
& =4(3 m)+3 \\
& =3(4 m+1) .
\end{aligned}
$$

$$
=4(3 m)+3 \quad(\text { by } S(k))
$$

8. Mention when the inductive step is done. For example, one might write "... completing the inductive step $S(k) \rightarrow S(k+1)$.", or simply "This completes the inductive step."
9. State the conclusion: "Therefore by mathematical induction, for all $n \geq 3$, $S(n)$ is true. $\square$ ", using the symbol " $\square$ " to denote that the entire proof is complete. Some mathematicians prefer to quantify variables before they are used, as in "... for all $n \geq 3, S(n)$ is true." This is a good practice, as it reads more logically: however remember to insert a comma (because " $n \geq 3 S(n)$ " might be meaningless) or an extra phrase like "... for $n \geq 3$, the statement $S(n)$ holds."

The template I gave was the following, with the instructions to change certain letters and numbers as appropriate:

Problem: Prove that for all $n \geq 3, \ldots$ holds.
Solution: For any integer $n \geq 3$, let $S(n)$ denote the statement... BASE STEP $(n=3): S(3)$ says.. which is true because...

Inductive step $S(k) \rightarrow S(k+1)$ : Fix some $k \geq 3$. Assume that

$$
S(k): \text { (write out, what } S(k) \text { says) }
$$

holds. $[S(k)$ is called the inductive hypothesis.] To be proved is that

$$
S(k+1): \text { (write out what } S(k+1) \text { says) }
$$

follows. Beginning with the left side of $S(k+1)$,

$$
\begin{aligned}
\text { LHS of } S(k+1) & =\text { simplify or rearrange } \\
& =\ldots \\
& =\ldots \\
& =\cdots \\
& =\ldots \\
& =\text { RHS of } S(k+1),
\end{aligned}
$$

one arrives at the right side of $S(k+1)$, thereby showing $S(k+1)$ is also true, completing the inductive step.

CONCLUSION: By mathematical induction, it is proved that for all $n \geq 3$, the statement $S(n)$ is true.

Note: In the above template, if the proof is by strong induction, the induction hypothesis should be replaced with "assume that for each $j, 3 \leq j \leq k$,

$$
S(j): \quad \text { (write out what } S(j) \text { says) }
$$

holds." Also, in the sequence of cquations, at the point where the induction hypothesis is invoked, either write "by IH" or mention which statements of the IH are used (e.g., by $S(4)$ and $S(k)$ ).

Amazingly, in an altempt to simply memorize the format of an inductive proof (for which my students received healthy marks), the students also seemed to discover what was wrong with their previous formats. Also incredibly, students began to ask for more induction problems to practice on! (That, was the geriesis of this book.) The result was that nearly every student seemed to look forward to cracking inductive proofs on exams (believe it or not!).

### 8.2 Improving the flow

In sorne sense, there are two languages for mathematics. There is the language of doing mathematics, and there is the language for uriting mathematics as a formal record of logical implications.

When doing mathematics, one often tries a few cases, drafts a dozen or so diagrams with dots, arrows, and sausages all over the place, and makes a few gucsses. Details are often worked out from the desired result, that is, backwards, and variables are changed a few times depending on how confused the writer gets. Only after all the mathematics has been done, can it be written.

Unfortunately, in mathernatics journals, the output that readers see is often sterile, uninspiring, a bit on the terse side, usually without superfluous or auxiliary observations, and with a strict adherence to notational consistency. A proof might start out "Let $\delta=\epsilon^{3} / 2$," with no insight as to why such a choice was made. Some authors like to develop a proof, showing why it is required to use such a $\delta$, say, and do the proof from the bottom up. It takes years of practise to come to a balance between the two styles that is acceptable to both the writer and reader.

There are many ways to make an inductive proof read more "smoothly". Some of these ways include rearranging details and careful use of language. In the next section are a few comments on notation, proper use of which may improve presentation. Again, please be reminded that many comments are intended for the novice, and that much of what follows are my personal opinion or style, not rigid rules. Other styles can be equally effective.

### 8.2.1 Using other results in a proof

If some auxiliary fact is used in proving an inductive step, state the fact (and prove it, if necessary) before starting the induction; this streamlines the proof, as you can simply reference it when needed in the body of the proof. (This topic was briefly discussed in Section 7.1. where Exercise 188 was rnentioned.) This means that sonetimes yon will have to rewrite the proof two or three times. Here is a simple example (from the solution of Exercise 236), which uses only basic number theory:

For $n \geq 1$, let $S(n)$ be the statement that $3^{n}+7^{n} \equiv 2(\bmod 8)$ [the notation $x \equiv 2$ $(\bmod 8)$ means that $x$ is 2 more than a multiple of 8$]$.

What happens when onc trics a proof of the inductive step $S(k) \rightarrow S(k+1)$ ? Fix $k \geq 1$ and assume $S(k)$ is true. In a first attempt to prove $S(k+1)$,

$$
\begin{align*}
3^{k+1}+7^{k+1} & =3 \cdot 3^{k}+7 \cdot 7^{k} \\
& \equiv 3 \cdot 3^{k}--7^{k} \quad(\bmod 8) \\
& \equiv 4 \cdot 3^{k}-\left(3^{k}+7^{k}\right) \quad(\bmod 8) \\
& \equiv 4 \cdot 3^{k}-2 \quad(\bmod 8) \tag{k}
\end{align*}
$$

one gets stuck. Notice that if $4 \cdot 3^{k} \equiv 4(\bmod 8)$ were to hold, the proof becomes simple. In fact, upon a moment of reflection, one sees that $3^{k}$ is always an odd number (for $k \geq 1$ ), and multiplying any odd number by 4 , say $(2 b+1) 4=8 b+4$, gives precisely 4 modulo 8 . Put this observation first, and then write the proof, citing this observation in the appropriate place. One might even comment as to why a particular observation may be needed later. The proof then reads more smoothly. (See the solution for Exercise 236 for the final outcome.)

### 8.2.2 Clearly, it's trivial!

Particularly in the base step of an inductive proof, there is a tendency to want to say something like " $S(1)$ clearly holds", or "which is obviously true". In general, try to avoid such phrases. There are many examples in mathematical literature that an author uses such a phrase, only to find out later that some special case violates the claim. Eric Temple Bell (a famous mathematician and mathematics historian) once said
: 'Obvious' is the most dangerous word in Mathematics."
Another interesting relevant quotation is from Pólya [433]:
"The advanced reader who skips parts that appear too elementary may miss more than the less advanced reader who skips parts that appear too complex."

In other words, there is often immense value in checking what appear to be simple details. As a rule, if something is obvious, or trivial, then it doesn't take very much effort to give a rigorous proof so do so.

Also, if one person has a certain picture in their head, indeed an obscrvation can be trivial, but not everyone will have that same picture, so it might help the reader to give at least a strong indication as to why something is true. Once you have seen why something is true, it is easy to say that "it is trivial". There is a story (perhaps apocryphal) about a professor giving a lecture and in the middle, said "this is trivial". He then scratched his head, standing there specchless for a
minute. To the surprise of the audience, without saying anything, he left the room. The crowd remained seated, waiting patiently for some news. After 20 minutes. he came back, and announced "yes, it's indeed trivial." [At least five versions of this story persist--I cannot locate the source.]

The famous physicist Richard P. Feynman wrote in Surely You're Joking, Mr. Feynman [189, p. 70]:

We decided that 'trivial' means 'proved'. So we joked with mathematicians: 'We have a new theorem -that mathematicians can only prove trivial theorems, because cvery theorem that is proved is trivial'.

### 8.2.3 Pronouns

Try to avoid using too many pronouns or vague descriptors. For example, in the middle of your proof, if you write "...then it is an even number..." the term "it" might be meant to indicate any of a long list of things. Gencrally, any occurrence of words like "it" or "this" will point to the very last thing written, so be careful to check what "it" might mean. Also, if you want to refer to a formula or equation already mentioned, one can go back, display that formula on its own line. mark it with a star or a number, and then later say something like "... and so by equation $\left(^{*}\right)$ above, one has...". This saves one having to repeat the same formula again, yel there is no ambiguity as to which equation you are now referring to.

### 8.2.4 Footnotes

In mathematical writing, it was once common practice to use foutnotes, especially for comments and references. Footnotes can be used to provide a comment, one which would interrupt the flow if included in the text. Footnotes were often used for bibliographic references, saving the reader from Hippirg to the back of the book. Mathematical typesetting has evolved a great deal in the past few years, and it. seems that footnotes are now on the way out in math; in other sciences, footnotes are still rather common. Today, in mathematics it is now customary to refer the reader to a bibliography by use of labels. For comments that are an aside, footnotes are still efficacious, but putting such comments in square brackets also works.

### 8.2.5 We, let's, our, will, now, must

In mathematical writing, it is common to encounter the "royal wo", as in "We see that...", or "we have ...." or "Let's calculate..." or "in our assumption that ...". In most cases, there is no need for such, and some might think that such nsages are downright silly. Once a reader gets used to "we wish to prove...", it is rather difficult to write while avoiding such phrases.

Some authors believe that using "we" makes the mathematics more personal, that its use makes the reader feel invited to a cooperative process with the author.

Students emulate that which they sce in the literature, and so "we" is now commonly found in homework, too. [This might be appropriate for joint submissions where the authors say "We researched this problem...", in first person.] If one attempts to write mathematics without the word "we", a writer is often forced to switch from a narrative about how to proceed, to concentrating on the logic behind the mathematics. I encourage younger mathematicians to try writing without "we"; the mathematics then tends to stand out. After all, the royal "we" is just a tradition, and in my opinion, an unnecessary one. [For consistency, I have removed most occurrences of "we" in this book, but doing so was a real challenge.]

There is only one situation where I can see using the word "we", and that is when two or more authors are passing along thoughts in a first person manner. Some authors write in the first person (e.g., "I once proved that...", or "Erdös once told me ...") whereas some find such conversational writing a bit too informal; I think that first person prose in mathematics is sometimes refreshing.

Some authors insist. on not using the word "will". For example, the phrase "the proof will be presented in Section 2..." might be written as "the proof is presented in Section 2". One reason for eliminating such a "will" is that word can be taken to mean that something in the future is about to happen-- or as an order ("you will soon see..."). [Thanks to Ted Bisztriczky for the suggestion.] If an author wants to indicate what will be done in an subsequent volume, "will" might be replaced with "plan to". quite possibly a more reliable phrase. In a similar vein, sentences beginning "Now, lei $x$ be ..." can be avoided, especially since the word "Now" can often be tacitly assumed, and it is very easy to overuse it.

There is one more word that a writer must be careful about: "must". This word smells more of imperative than of proof. If one wants to skip some logic, one might say "this must be truc". Such a phrase can mean any number of things; first, it could mean "this is true", and supporting arguments have been given. On the other hand, it could mean "it is probably true, yet I don't have a proof handy". When referecing a journal article, a professional mathematician might raise an eyebrow if the word "must" is used anywhere; "must" often points to where errors are hiding.

### 8.3 Using notation and abbreviations

Here are a few points on notation that might be worthwhile to know. These points refer not only to inductive proofs, but written mathematics in general.

Perhaps one of the most useful things to keep in mind is that when using some particular notation, it is always safe to describe it first. For example, in calculus, one often denotes $\frac{d y}{d x}$ by simply $y^{\prime}$, however, if given the expression

$$
y^{2}=s^{2}-3^{x}
$$

the term $y^{\prime}$ might not be so meaningful; if one is asked to find $\frac{d y}{d s}$, one might start by saying "let $y^{\prime}=\frac{d y}{d s}$ and $x^{\prime}-\frac{d x}{d s}$ " and then calculating might begin "upon
differentiating with respect to $s$, one finds

$$
2 y \cdot y^{\prime}=2 s-3^{x} \ln (3) x^{\prime},
$$

and so ..." With the extra words about notation at the beginning, there is little room for doubt about what later expressions mean.

On the other hand, there is much notation that is standard and has well accepted meaning in any circumstances. Unfortunately, some students have learned to use certain notations without remembering what they really mean. It is often helpful to read out loud that which you have written in symbols; this technique may help the author to find better notation.

Symbols that are commonly misused are " $\Rightarrow$ " and " $\rightarrow$ ". Let $P$ and $Q$ be (complete) sentences that can be either true or false. The expression " $P \rightarrow Q$ " is notation for " $P$ implies $Q$ " or "if $P$ then $Q$ ". The statement $P \rightarrow Q$ is an implication. The expression $P \Rightarrow Q$ means that $P$ logically implics $Q$, that is, the truth of $P \rightarrow Q$ follows directly from the rules of the language. Many mathematicians tend to use the logical implication arrow $\Rightarrow$ when they mean only $\rightarrow$; however, this abuse of the notation is often handy when there many other arrows, like those used in limits. In lectures, it is often tacitly assumed that " $\Rightarrow$ " means only "implies". Sometimes the expression " $P \rightarrow Q$ " is replaced with " $P$ thereforc $Q$ ". The word "therefore" (often capitalized to indicate the beginning of a new sentence) used too many times in a row can appear boring, so the words "hence" or "thus" are often used. The word "whence" means "from which" and its use is not generally preferred (however, I like to use it once in a while). "From whence" is improper, as is any sentence beginning "Whence...": "whence" is not a fancy form of "hence".

If both $P \rightarrow Q$ and $Q \rightarrow P$, then write $P \leftrightarrow Q$, often expressed as " $P$ if and only if $Q$ " (where the " $P$ if $Q$ " part is the implication $Q \rightarrow P$ ). The expression "if and only if" is often abbreviated "iff".

Two pieces of notation that seem to creep into (and take over!) solutions on math exams or homework are ".." and ".."shorthand for "therefore" and "because" respectively. My guess is that in university homework assignments, such notation is misused over half of the time. It seems that many students have learned to write $\therefore$ beside nearly every expression, and include no real reasons. Students copy their teachers, and since it seemed cool for their teacher to use these symbols, it, is cool for them too. In my own classes, I have since forbidden the use of these symbols, requiring my students to instead use words (and complete sentences) to convey what "therefore" means. (The proper use of implication arrows is encouraged, also.) Misused, these notations confuse the reader; overused, they offer no real help to the reader. [Also, their usage scems to be becoming passe---maybe that is only wishful thinking.]

When practical, I encourage students to use the words instead of symbols, at least until proper usage of notation is learned. "Longhand" has an added benefit. of forcing the student to think while writing, with the goal of communicating their
ideas, rather than writing something that merely looks "technically fancy". The central reason for learning how to write up proofs is to learn how to communicate ideas clearly. Often, an added benefit to writing things out in longhand is that doing so forces you to organize your thoughts more.

It is incredible how many exans and assignments are turned in for grading that do not contain a single word, only equations, dots, arrows, and charts with numbers. One marked difference between high school and university is that in high school, students seem to get away with writing only a record of steps processed, whereas in university, most often, the student is expected to give coherent and complete reasoning. Someonc once told me "good mathematics is good prose," perhaps a thought worthwhile remembering. Most math texts are written so that everything is a part of a complete sentence (look for periods at the end of equations, even in this book). The process by which a student learns to write in this manner is often painful, but the rewards are incredible.

As in ordinary prose, abbreviations are useful, but incorrect; usage can drastically alter meaning in mathematics-or at least make reading clumsy. Here are a few more abbreviations that are often misused. The expression "Q.E.D." is short for "quod erat demonstratum", literally, "that which was to be demonstrated", and often appears at the end of a proof. This does not mean that one can put "QED" at the end of every proof-only use it if the phrase "that which was to be demonstrated" would make sensc in its place. ["QED" is also short for "quantum electrodynamics", as in Richard Feynman's book QED The strange theory of light and matter [190], but I digress.] Similarly, "Q.E.F" is short for "quod erat faciendum", meaning "that which was to be done". (This is sometimes used when, for example, a construction of a promised object is accomplished, so a loose translation might be "that which was to be made"; in any case, QEF is rather archaic and is seldom used in mathematical works lately.) One standard way to indicate the end a proof these days is with "ם".

Two other commonly misused abbreviations are "e.g.", an abbreviation for exempli gratia, ("for the sake of example"), and "i.e.", short for id est ("that is"). Misuse of these abbreviations only detracts from a beautiful proof. One particularly bad place to use " $2 . e$." is in any proof with complex numbers (since $i=\sqrt{-1}$ ) or exponential functions (where $e=2.718 \ldots$ ).

Avoid using "etc." in mathematical proofs, especially in proofs by induction, since it can to lead to ambiguity in what is really intended. After all, "etc." is only an abbreviation for et cetera, meaning, "and the rest", a notion that can usually be made precise in mathematics.

The notation "s.t." is used in place of "such that", or "so that", and is often safely employed in a proof with no variables named $s$ or $t$. Another notation for this notion is ". $\ni . "$, but this is not so common (some professors use this notation without the dots on either side, but this can be confused with "contains as an element"). Finally, the notation " $\forall$ " means "for all", and " $\exists$ " means "there exists", and are examples of what are called "quantifiers". The sentence " $\forall x \exists y \cdot \ni \cdot y>x$
then says that for every $x$ there is a $y$ so that $y$ is larger than $x$.
Requiring complete sentences in proofs often helps the student organize thoughts; appropriate notation helps one to express these thoughts efficiently. Acquiring both of these skills is often quite painful. Learning to write induction proofs properly can often be a gentle introduction to these arts, as the format and notation are usually straightforward.

## Part II

Applications and exercises

In open statements in this part, $n$ is an integer, usually $n \geq 1$ unless otherwise specified. For the most part, all necessary notation and definitions used in a question are given in the same section as the question, so many problems here can be understood without much previous knowledge. With only a few exceptions, nearly all exercises here can be solved by using some form of induction; nearly all exercises requiring an infinite form of induction or not requiring induction are clearly identified.

Among these exercises one can find an amazing array of classic theorems. Most exercises can be done with only simple algebra; only a few require calculus or more sophisticated machinery. Most questions have solutions, hints, or references in Part III.

## Chapter 9

## Identities

> The business of concrete mathematics is to discover the equations which express the mathematical laws of the phenomenon under consideration; and these equations are the starting-point of the calculus, which must obtain from them certain quantities by means of others.

--Comte,

## Positive philosophy.

Identities are tools of every working mathematician. Standard identities involving simple sums, products, fractions, or exponents are used by every student; it may be amazing to see how many of these can be proved by induction. Some of the more useful identitics involve binomial cocfficients or trigonometry, and many of these also can be proved by mathematical induction. Exercises below are often roughly grouped by category; however, many exercises could easily fall into more than one category:

Many of the identities below have "proofs without words", that is, a pictorial representation. The interested reader can find many of these in Roger B. Nelsen's two delightful books [403], [404], available from the MAA. A few specific references to these "picture proofs" are mentioned below. Many identities regarding intcgers also have combinatorial proofs; in fact, many of these identities form the heart of combinatorics. Riordan's Combinatorial Identities [454] is a rich handbook for those studying identities that come from counting in different ways. Many of the identities in that text are provable by induction, so Riordan's text might be a great place to start for references or other resources.

### 9.1 Arithmetic progressions

For the first two exercises, let $O_{n}$ denote the $n$th non-negative odd number and $E_{n}$ denote the $n$th even number. So $O_{1}=1, O_{2}=3, O_{3}=5, \ldots$, and $E_{1}=0, E_{2}=$
$2, E_{3}=4, \ldots$. The first two theorems have been attributed to Maurolycus (see, for example, [91], where the reference is [376]).

This next exercise has a direct proof, and proving it inductively is not nearly as straightforward as one might think.

Exercise 32. Prove that for each positive integer n,

$$
O_{n}+2=O_{n+1}
$$

Exercise 33. Use the result in Exercise 32 and mathematical induction to prove that for each positive integer $n$,

$$
n+(n-1)=O_{n}
$$

Although I haven't seen the following referenced, it's very likely that the identity in the next exercise was also used by Maurolycus. Its proof is nearly identical to that of Exercise 32.

Excrcise 34. Prove that for each positive integer n, $E_{n+1}=E_{n}+2$.
Exercise 35. Define $T_{n}=1+2+3+\cdots+n$. Usc induction to prove that for $n \geq 1$,

$$
\tau_{n}=\frac{n(n+1)}{2} .
$$

In Section 1.6, the numbers $T_{n}$ are called triangular numbers.
Recalling Definition 2.5.6, the summation notation is $\sum_{i=a}^{b} x_{i}-x_{a}+x_{a+1}+$ $\ldots+x_{b}$.

Exercise 36. Prove that for any $\mathbf{l} \leq m<n$,

$$
\sum_{i=m+1}^{n} i=\frac{(n-m)(n+m+1)}{2}
$$

A special case of Fxercise 36 is the following (sce [404, p. 85] for a pictorial representation).

Exercise 37. Prove that for every positive integer n,
$n^{2}+\left(n^{2}+1\right)+\left(n^{2}+2\right)+\cdots+\left(n^{2}+n\right)=\left(n^{2}+n+1\right)+\cdots+\left(n^{2}+2 n\right)=(2 n+1) T_{n}$.
The solution to the next exercisc was given by Maurolycus, and Bussey [91] commented that the proof given was "a clear case of a complete induction proof."

Exercise 38. Prove that for $n \geq 1$,

$$
1+3+5+\cdots+(2 n-1)=n^{2}
$$

Exercise 39. Prove that for $n \geq 1$,

$$
2+4+6+\cdots+2 n=n(n+1)
$$

Exercise 40. Prove that for $n \geq 1$,

$$
2+5+8+\cdots+(3 n-1)=\frac{n(3 n+1)}{2}
$$

Exercise 41. Show that for $n \geq 1$,

$$
3+11+19+\cdots+(8 n-5)=4 n^{2} \cdot n
$$

Exercise 42. Prove that for $n \geq 1$,

$$
\sum_{i=1}^{n}(3 i-1)-\left(\sum_{i=1}^{n} i\right)+n^{2}
$$

Exercise 43. Prove that for $n \geq 1$,

$$
5+9+13+\cdots+(4 n+1)=n(2 n+3)
$$

Exercise 44. Prove that for $n \geq 1$,

$$
(2 n+1)+(2 n+3)+(2 n+5)+\cdots+(4 n-1)=3 n^{2} .
$$

The next exercise generalizes nearly every exercise in this section so far.
Exercise 45 (Summing arithmetic progressions). Let a and d be fixed real numbers. Prove that for each $n \geq 1$,

$$
a+(a+d)+(a+2 d)+\cdots+(a+(n-1) d)=\frac{n}{2}[2 a+(n-1) d]
$$

As in Section 1.6, for each $n \geq 1$, the $n$-th triangular number is $T_{n}=1+2+\cdots+n$.

Exercise 46. Prove by induction that for each $n \geq 2$,

$$
T_{n}^{2}-T_{n-1}^{2}=n^{3}
$$

### 9.2 Sums of finite geometric series and related series

Exercise 47. Prove that for every $n \geq 1$,

$$
1+2+2^{2}+2^{3}+\cdots+2^{n}=2^{n+1}-1
$$

Exercise 48. Prove that for each $n \geq 1$,

$$
1+3+3^{2}+3^{3}+\cdots+3^{n-1}=\frac{3^{n}-1}{2}
$$

The next exercise generalizes Exercises 47 and 48:

Exercise 49 (Summing a geometric series). Let a and $r$ be real numbers with $a \neq 0$ and $r \neq 1$. Prove that for each integer $n \geq 1$,

$$
a+a r+a r^{2}+\cdots+a r^{n}=a \frac{r^{n+1}-1}{r-1}
$$

For the particular geometric series with $r=a=\frac{1}{2}$, Exercise 49 gives equation (7.3) in Section 7.3.

Exercise 50. Prove that for each natural number $n \geq 1$,

$$
1 \cdot 2^{1}+2 \cdot 2^{2}+3 \cdot 2^{3}+\cdots+n \cdot 2^{n}=2+(n-1) 2^{n+1}
$$

Here is the same problem stated slightly differently (and with its own solution).
Exercise 51. Prove that for cuery $n \geq 1$,

$$
1+2 \cdot 2+3 \cdot 2^{2}+\cdots+n 2^{n-1}=(n-1) 2^{n}+1
$$

Exercise 52. Prove that for every $n \geq 1$,

$$
1+2 \cdot 3+3 \cdot 3^{2}+\cdots+n 3^{n \cdot 1}=\frac{3^{n}(2 n-1)+1}{4}
$$

Note: Results in Exercises 50, 51, and 52 can all be found by taking the derivative of the identity in Exercise 49 and, if necessary, shifting exponents by multiplying each side by the appropriate term.

Exercise 53. Generalize Exercises 50, 51, and 52 to powers of an arbitrary $k \geq 2$, and prove your answer by induction.

### 9.3 Power sums, sums of a single power

Exercise 54. Prove that for $n \geq 1$.

$$
1^{2}+2^{2}+3^{2}+\cdots+n^{2}=\frac{n(n+1)(2 n+1)}{6} .
$$

Exercise 55. Prove that for every $n \geq 1$,

$$
(1+2+\cdots+n)(2 n+1)=3\left(1^{2}+2^{2}+\cdots+n^{2}\right) .
$$

Exercise 56. For $n \geq 1$,

$$
1^{3}+2^{3}+3^{3}+\cdots+n^{3}=\left[\frac{n(n+1)}{2}\right]^{2}
$$

By virtue of Exercise 35, the equality in Exercise 56 can also be stated as

$$
(1+2+\ldots+n)^{2}=1^{3}+2^{3}+3^{3}+\cdots+n^{3},
$$

which was the form in which it appeared in the 1990 Canadian Mathernatical Olympiad (a solution appears in [367], for example).

For integers $k \geq 0$ and $n>0$, define

$$
\begin{equation*}
S_{k}(n)=\sum_{i=1}^{n} i^{k}=1^{k}+2^{k}+3^{k}+\cdots+n^{k} . \tag{9.1}
\end{equation*}
$$

For any $m \geq 0$ define $S_{m}(0)=0$.
Nole: many authors (e.g. [230]) define $S_{k}(n)=0^{k}+1^{k}+2^{k}+3^{k}+\cdots+(n-1)^{k}$, which can lead to a great deal of confusion when rescarching such sums.

Identitics in Theorem 1.6.1 and in Exercises 54 and 56 say

$$
\begin{aligned}
& S_{1}(n)=\frac{n(n+1)}{2} \\
& S_{2}(n)=\frac{n(n+1)(2 n+1)}{6} \\
& S_{3}(n)=\left[\frac{n(n+1)}{2}\right]^{2} .
\end{aligned}
$$

The formula for $S_{1}(n)$ was derived independently, and then proved by induction. The expressions for $S_{2}(n)$ and $S_{3}(n)$ were simply given, and an inductive proof was used to check cach. Nichomachus (ca. 100 A.D.) knew of the expression for $S_{3}(n)$. How were they found? Here are a few more (each of which also has an inductive proof, for those with the energy):

$$
S_{4}(n)=\sum_{i=1}^{n} i^{4}=\frac{1}{30} n(n+1)(2 n+1)\left(3 n^{2}+3 n-1\right)
$$

$$
\begin{aligned}
& S_{5}(n)=\sum_{i=1}^{n} i^{5}=\frac{1}{12} n^{2}(n+1)^{2}\left(2 n^{2}+2 n-1\right) \\
& S_{6}(n)=\sum_{i=1}^{n} i^{6}=\frac{1}{42} n(n+1)(2 n+1)\left(3 n^{4}+6 n^{3}-n^{2}-3 n+1\right) \\
& S_{7}(n)=\sum_{i=1}^{n} i^{7}=\frac{1}{24} n^{2}(n+1)^{2}\left(3 n^{4}+6 n^{3}-n^{2}-4 n+2\right) \\
& S_{8}(n)=\sum_{i=1}^{n} i^{8}=\frac{1}{90} n(n+1)(2 n+1)\left(5 n^{6}+15 n^{5}+5 n^{4}-15 n^{3}-n^{2}+9 n-3\right) \\
& S_{9}(n)=\sum_{i=1}^{n} i^{9}=\frac{1}{20} n^{2}(n+1)^{2}\left(2 n^{6}+6 n^{5}+n^{4}-8 n^{3}+n^{2}+6 n-3\right) \\
& S_{10}(n)=\sum_{i=1}^{n} i^{10}=\frac{n}{66}\left(6 n^{11}+33 n^{9}+55 n^{8}-66 n^{6}+66 n^{4}-33 n^{2}+5\right) .
\end{aligned}
$$

Each $S_{m}(n)$ above is a polynomial in $n$ of degree $m+1$ with 0 constant term. A general expression for $S_{m n}(n)$ : called "Faulhaber's formula", is given in Section 9.6.3; each is indeed a polynomial with properties shared by those listed above. (One development of Faulhaber's formula relies heavily on binomial coefficicnts and induction, so it appears in a later section.)

Exercise 57. Show that for each $n \geq 1$.

$$
1^{2}+3^{2}+5^{2}+\cdots+(2 n-1)^{2}=\frac{n(2 n-1)(2 n+1)}{3}
$$

Exercise 58. Prove that for each $n \geq 1$,

$$
2^{2}+4^{2}+6^{2}+\cdots+(2 n)^{2}=\frac{2 n(n+1)(2 n+1)}{3}
$$

Exercise 59. Show by induction that for each $n \geq 1$,

$$
1-4+9-16+\cdots+(-1)^{n+1} n^{2}=(-1)^{n+1}(1+2+3+\ldots+n)
$$

Exercise 60. Show that for every $n \geq 1$,

$$
n^{2}-(n-1)^{2}+(n-2)^{2}+\cdots+(-1)^{n-1}(1)^{2}=\frac{n(n+1)}{2}
$$

Note: this equality follows directly from that in Exercise 59 by Theorem 1.6 .1 and division by $(-1)^{n+1}$, however this equality is to be proved by induction without Exercise 59 or Theorem 1.6.1.

Exercise 61. Prove that for cach $n \geq 1$,

$$
1^{3}+3^{3}+5^{3}+\cdots+(2 n-1)^{3}=n^{2}\left(2 n^{2}-\cdots 1\right)
$$

### 9.4 Products and sums of products

Recall that the definition of the factorial function is recursive: $0!=1$ and for $n \geq 1$, $n!=n \cdot(n-1)!$. The first exercise in this section is not really a sum unless the trivial sum is counted as such.
Exercise 62. For cach $n \geq 1$, prove that

$$
2 \cdot 6 \cdot 10 \cdots(4 n-2)=\frac{(2 n)!}{n!} .
$$

Excrcise 63. Prove that for $n \geq 1$,

$$
1 \cdot 2+2 \cdot 3+3 \cdot 4+\cdots+n(n+1)=\frac{n(n+1)(n+2)}{3}
$$

Exercise 64. Show by induction that for each $n \geq 2$,

$$
1 \cdot 3+2 \cdot 4+3 \cdot 5+\cdots+(n-1)(n+1)=\frac{(n-1)(n)(2 n+5)}{6}
$$

Exercise 65. Prove that for $n \geq 1$,

$$
1 \cdot 2 \cdot 3+2 \cdot 3 \cdot 4+3 \cdot 4 \cdot 5+\cdots+n(n+1)(n+2)-\frac{1}{4} n(n+1)(n+2)(n+3) .
$$

Exercise 66. Prove that for cach $n \geq 1$,

$$
\sum_{j=1}^{n} j(j+1)(j+2)(j+3)=\frac{n(n+1)(n+2)(n+3)(n+4)}{5} .
$$

The next exercise generalizes Exercises 63, 65 and 66.
Exercise 67. For a fixed $k \in \mathbb{Z}^{+}$, show that for cach natural number $n \geq 1$,

$$
\sum_{j=1}^{n} j(j+1) \cdots(j+k-1)=\frac{(k+n)!}{(k+1) \cdot(n-1)!} .
$$

Exercise 68. Prove that for each $n \geq 1$,

$$
\sum_{k=1}^{n}(2 k-1)(2 k+1)(2 k+3)=n\left(2 n^{3}+8 n^{2}+7 n-2\right) .
$$

Exercise 69. Prove that for any $n \in \mathbb{Z}^{\dagger}$,

$$
\sum_{i=1}^{n} i^{2} 2^{i}=2^{n+1}\left(n^{2}-2 n+3\right)-6
$$

One might want to compare the next exercise to Exercise 593.
Exercise 70. Prove that for $n \geq 0$,

$$
0 \cdot 0!+1 \cdot 1!+2 \cdot 2!+3 \cdot 3!+\cdots+n \cdot n!=(n+1)!-1 .
$$

### 9.5 Sums or products of fractions

Exercise 71. Prove that for every $n \geq 1$,

$$
\frac{1}{1 \cdot 2}+\frac{1}{2 \cdot 3}+\frac{1}{3 \cdot 4}+\cdots+\frac{1}{n(n+1)}=\frac{n}{n+1} .
$$

Exercise 72. Show that for each $n \geq 1$,

$$
\sum_{i=0}^{n-1} \frac{1}{(n+i)(n+i+1)}=\frac{1}{2 n} .
$$

Exercise 73. Prove that for each $n \geq 1$,

$$
\frac{1}{1 \cdot 2 \cdot 3}+\frac{1}{2 \cdot 3 \cdot 4}+\frac{1}{3 \cdot 4 \cdot 5}+\cdots+\frac{1}{n(n+1)(n+2)}=\frac{n(n+3)}{4(n+1)(n+2)} .
$$

Exercise 74. Prove that for each $n \geq 1$,

$$
1-\frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\cdots+\frac{1}{2 n-1}-\frac{1}{2 n}=\frac{1}{n+1}+\frac{1}{n+2}+\cdots+\frac{1}{2 n} .
$$

Exercise 75. Show that for each $n \geq 1$,

$$
\frac{1}{1 \cdot 3}+\frac{1}{3 \cdot 5}+\frac{1}{5 \cdot 7}+\cdots+\frac{1}{(2 n-1)(2 n+1)}=\frac{n}{2 n+1} .
$$

Related to Exercise 75 is the following:
Exercise 76. Prove that for each $n \in \mathbb{Z}^{+}$,

$$
\sum_{i=2}^{n} \frac{1}{i^{2}-1}=\frac{(n-1)(3 n+2)}{4 n(n+1)}
$$

Exercise 77. Show that for every $n \geq 1$,

$$
\frac{1}{1 \cdot 3}+\frac{1}{2 \cdot 4}+\frac{1}{3 \cdot 5}+\cdots+\frac{1}{n(n+2)}=\frac{n(3 n+5)}{4(n+1)(n+2)}
$$

Exercise 78. Prove that for $n \geq 1$,

$$
\frac{1}{1 \cdot 5}+\frac{1}{5 \cdot 9}+\frac{1}{9 \cdot 13}+\cdots+\frac{1}{(4 n-3)(4 n+1)}=\frac{n}{4 n+1} .
$$

Exercise 79. Show that for $n \geq 1$,

$$
\frac{1^{2}}{1 \cdot 3}+\frac{2^{2}}{3 \cdot 5}+\frac{3^{2}}{5 \cdot 7}+\cdots+\frac{n^{2}}{(2 n-1)(2 n+1)}=\frac{n(n+1)}{2(2 n+1)}
$$

Exercise 80. Use Exercise 71 to prove that for $n \geq 1$,

$$
\sum_{k=1}^{n} \frac{1}{k^{2}+3 k+2}=\frac{n}{2(n+2)}
$$

then give an inductive proof (that does not rely on Exercise 71).

Exercise 81. Prove by induction on $n$ that

$$
\sum_{i=1}^{n} \frac{i}{1+i^{2}+i^{4}}=\frac{n(n+1)}{2\left(n^{2}+n+1\right)}
$$

Exercise 82. Prove that for each $n \geq 1$,

$$
\frac{1}{1 \cdot 4}+\frac{1}{4 \cdot 7}+\frac{1}{7 \cdot 10}+\cdots+\frac{1}{(3 n-2)(3 n+1)}=\frac{n}{3 n+1}
$$

Exercise 83. Prove that for cach $n \in \mathbb{Z}^{+}$,

$$
\sum_{m:=1}^{n} \frac{m+4}{m(m+1)(m+2)}=\frac{n(3 n+7)}{2(n+1)(n+2)}
$$

Exercise 84. Prove that for each $n \geq 2$.

$$
\left(1-\frac{1}{2}\right)\left(1-\frac{1}{3}\right)\left(1-\frac{1}{4}\right) \cdots\left(1-\frac{1}{n}\right)=\frac{1}{n}
$$

Exercise 85. Prove that for each $n \geq 2$,

$$
\left(1-\frac{1}{4}\right)\left(1-\frac{1}{9}\right)\left(1-\frac{1}{16}\right) \cdots\left(1-\frac{1}{n^{2}}\right)=\frac{n+1}{2 n} .
$$

Exercise 86. For $n \geq 3$, suppose that $a_{1}, a_{2}, \ldots, a_{n}$ are positive integcrs so that all the quoticnts

$$
p_{1}=\frac{a_{n}+a_{2}}{a_{1}}, p_{2}=\frac{a_{1}+a_{3}}{a_{2}}, \ldots, p_{n}=\frac{a_{n-1}+a_{1}}{a_{n}}
$$

are integers. Shou that

$$
p_{1}+p_{2}+\cdots+p_{n} \leq 3 n-1
$$

### 9.6 Identities with binomial coefficients

Recall the definition of binomial coefficients: for integers $0 \leq k \leq n$, " $n$ choose $k$ " is defined by

$$
\binom{n}{k}=\frac{n!}{k!(n-k)!}
$$

Binomial coefficients are so-called because they are the coefficients in the binomial theorem (see Fxercise 104). In other texts this same number is represented by various other notations, including ${ }_{n} C_{k}, C_{k}^{n}$, and $C(n, k)$. If $n<k$, or if $n<0$, then by convention put $\binom{n}{k}=0$. One might note that $\binom{n}{k}$ is defined for other choices of $n$ and $k$, (for example, when $k$ is rational) but these situations are described only as needed. As it is, the number $\binom{n}{k}$ counts the number of different collections of $k$ objects chosen from a set of $n$ distinguishable elements (see Fxercise 419).

Certain recursions regarding binomial coefficients are often useful, especially in inductive proofs.

Lemma 9.6.1. Let $s$ and $m$ be non-negative integers. If $0 \leq s \leq m$ - 1 , then

$$
\begin{equation*}
\binom{m}{s}=\frac{m}{m-s}\binom{m-1}{s} \tag{9.2}
\end{equation*}
$$

If $1 \leq s \leq m$,

$$
\begin{equation*}
\binom{m}{s}=\frac{m-s+1}{s}\binom{m}{s-1} \tag{9.3}
\end{equation*}
$$

and

$$
\begin{equation*}
\binom{m}{s}=\frac{m}{s}\binom{m-1}{s-1} \tag{9.4}
\end{equation*}
$$

Proof:

$$
\begin{aligned}
\frac{m!}{(m-s)!s!} & =\frac{m}{m-s} \cdot \frac{(m-1)!}{(m-1-s)!s!} \\
& =\frac{m}{m-s}\binom{m-1}{s} \\
\frac{m!}{(m-s)!s!} & =\frac{m-s+1}{s} \cdot \frac{m!}{(m-s+1)!(s--1)!} \\
& =\frac{m-s+1}{s} \frac{m!}{(m-(s-1))!(s-1)!} \\
& =\frac{m-s+1}{s}\binom{m}{s-1} \\
\frac{m!}{(m-s)!s!} & =\frac{m}{s} \cdot \frac{(m-1)!}{(m-s)!(s-1)!} \\
& =\frac{m}{s} \cdot \frac{(m-1)!}{(m-1-(s-1))!(s-1)!}
\end{aligned}
$$

$$
=\frac{m}{s}\binom{m-1}{s-1}
$$

Excrcise 87. Show by induction that for each $n \geq 0$,

$$
\sum_{j=0}^{n}\binom{n+j}{j} \frac{1}{2^{j}}=2^{n}
$$

Exercise 88. For each $n \geq 1$, show that

$$
\binom{2}{2}+\binom{3}{2}+\binom{4}{2}+\cdots+\binom{n+1}{2}=\frac{n(n+1)(n+2)}{6}
$$

Exercise 89. Prove that for every $n \geq 2$,

$$
\sum_{i=1}^{n} \frac{1}{\binom{i+1}{2}}=2-\frac{2}{n+1}
$$

and conclude that

$$
\sum_{i=1}^{\infty} \frac{1}{\binom{i+1}{2}}=2
$$

The next exercise asks to prove "Pascal's identity", one of the most useful identities in combinatorics and discrete mathematics. (It's very likely that the original proof was not inductive per se, but instead based on properties of Pascal's triangle.) There are (at least) two standard simple proofs of the identity, however it may also be proved by induction. (The proof by induction is not nearly so elegant as the counting proof, but Lemma 9.6 .1 helps.) In the solution to this exercise, one proof of each kind is presented; see the comments following Exercise 94 for yct another (non-inductive) proof.

Exercise 90 (Pascal's identity). Prove that for any fixed $r \geq 1$, and all $n \geq r$,

$$
\binom{n+1}{r}=\binom{n}{r}+\binom{n}{r-1}
$$

The next exercise has a direct counting proof, and another very simple proof invoking the binomial theorem (see Exercise 104); however, as is the case with many identities involving binomial coefficients, the next exercise can also be solved by induction (where at least one proof uses Pascal's identity).

Exercise 91. For any $n \geq 0$, prove that

$$
\sum_{i=0}^{n}\binom{n}{i}=2^{n}
$$

The next result was also proved by Pascal, probably circa 1659 (see [91], where the reference is "Consequence XII, Vol. III, p. 248 of [424]"). The result has a very simple direct proof using the definition of binomial coefficients, namely

$$
\frac{\binom{n}{k}}{\binom{n}{k+1}}=\frac{\frac{n!}{k!(n-k)!}}{\frac{n!}{(k+1)!(n-k-1)!}}=\frac{n!(k+1)!(n-k-1)!}{n!k!(n-k)!}=\frac{k+1}{n-k} .
$$

Exercise 92 (Pascal). Using Lemma 9.6.1, prove by mathematical induction that for cach $n \geq 2$ and all $k$ satisfying $1 \leq k \leq n-1$,

$$
\frac{\binom{n}{k}}{\binom{n}{k+1}}=\frac{k+1}{n-k} .
$$

The next exercise asks to reprove the result from Exercise 92, again using induction, but in a different (more cumbersome) way.

Exercise 93 (Pascal). Using Pascal's identity, prove by mathematical induction that for each $n \geq 2$ and all $k$ satisfying $1 \leq k \leq n-1$,

$$
\frac{\binom{n}{k}}{\binom{n}{k+1}}=\frac{k+1}{n-k} .
$$

In the following exercise, it might help to imagine an $m \times n$ rectangular array of city blocks, $m$ blocks east to west, and $n$ blocks north to south. All streets are one-way either northbound or eastbound. The goal is to count the number of ways to drive from the southwest corner to the northeast corner.

Exercise 94. Consider the integer lattice grid $[0, m] \times[0, n]$, points in the plane with integral coordinates $(x, y)$ where $0 \leq x \leq m$ and $0 \leq y \leq n$. Prove that the number of walks from $(0,0)$ to ( $m, n$ ) on the grid that go up and/or to the right is

$$
\binom{m+n}{m}=\binom{m+n}{n} .
$$

Though not an inductive exercise, one can use the result. from Exercise 94 to give a new proof of Pascal's identity. The idea is to separate the paths from ( 0,0 ) to ( $n, m$ ), into two groups, those going through the point ( $m, n-1$ ) and those which do not. The number of paths from $(0,0)$ to ( $m, n$ ) that pass through ( $m, n-1$ ) is (by Exercise 94) $\binom{m+n-1}{m}$. All other paths must go through $(m-1, n)$ and the number of such paths is (again by Exercise 94) $\binom{m-1+n}{m-1}$. Putting $p=m+n$, then $p \geq m$ and the total number of paths is

$$
\binom{p}{m}=\binom{p-1}{m}+\binom{p-1}{m-1},
$$

which is Pascal's identity.
The next wonderful identity is often attributed to Euler, but is also called "Vandermonde's convolution". This identity is stated next in terms of a theorem, together with a simple counting proof; an exercise is to find a purely inductive proof.

Theorem 9.6.2 (Euler). For any non-negative intcgers $m$ and $n$ and $p$,

$$
\sum_{i=0}^{p}\binom{m}{i}\binom{n}{p-i}=\binom{m+n}{p} .
$$

Proof: Let, $X$ be a set with $m+n$ elements, and fix a partition $X=L \cup R$, where $|L|=m$ and $|R|=n$. If a subset of $X$ with $p$ elements intersects $L$ in $i$ elements, then it intersects $R$ in $p-i$ elements. This can occur in $\binom{m}{i}\binom{n}{p-i}$ ways. Note that if $i>m$, then $\binom{m}{i}=0$ or if $p \cdots i>n$, then $\binom{n}{p-i}=0$. Summing over all $i$ finishes the proof.

Exercise 95. Find a purely inductive proof of Theorem 9.6.2.
A special case of Theorem 9.6.2 leads to what is sometimes called "Lagrange's identity" (after Joseph Louis Lagrange (1736-1813), one of the most powerful mathematicians of his time, rivalling even Euler). [This result is special to me, as it was first shown to me by laul Erdös when I was in grad school; this beautiful simple result, had somehow escaped my attention until then.]

Corollary 9.6.3 (Lagrange). For each non-negative integer $k$,

$$
\binom{2 k}{k}=\sum_{i=0}^{k}\binom{k}{i}^{2}
$$

Proof: By Theorem 9.6.2 with $m=n=p=k$,

$$
\binom{2 k}{k}=\sum_{i=0}^{k}\binom{k}{i}\binom{k}{k-i} .
$$

It is easy to check by merely writing out the definitions for corresponding binomial coefficients that they are symmetric, that is, for each $i=0, \ldots, k$,

$$
\binom{k}{i}=\binom{k}{k-i},
$$

and so the result follows directly.

Exercise 96. Discuss why any inductive proof of Corollary 9.6.3 might be more complicated than the inductive proof of Theorem 9.6.2, if indeed one can be found.

In the next two exercises, one must first decide on the ranges for $m$.
Exercise 97. Prove that for each $n \geq 0$,

$$
\sum_{i=0}^{n}\binom{m+i}{m}=\binom{m+n+1}{m+1} .
$$

Exercise 98. Show that for each $n \geq 0$,

$$
\sum_{i=0}^{n}\binom{m+i}{i}=\binom{m+n+1}{n} .
$$

Exercise 99. Prove that for any $1 \leq m \leq n$,

$$
\sum_{i=0}^{n-m}(-1)^{i}\binom{n}{m+i}=\binom{n-1}{m-1} .
$$

Note: Here is an interesting consequence of Exercise 99; this conscquence can be proved in other ways.

$$
\begin{aligned}
\sum_{i=0}^{n}(-1)^{i}\binom{n}{i} & =\binom{n}{0}+\sum_{i=1}^{n}(-1)^{i}\binom{n}{i} \\
& =\binom{n}{0}-\sum_{j=0}^{n-1}(-1)^{i}\binom{n}{1+j} \\
& =\binom{n}{0}-\binom{n-1}{0} \\
& =0,
\end{aligned}
$$

$$
=\binom{n}{0}-\binom{n-1}{0} \quad \text { (with } m=1 \text { in Ex. 99) }
$$

and so for $n \geq 1$,

$$
\begin{equation*}
\sum_{i=0}^{n}(-1)^{i}\binom{n}{i}=0 . \tag{9.5}
\end{equation*}
$$

Exercise 100. Find a proof by induction of the identity (for $n \geq 1$ )

$$
\sum_{i=0}^{n}(-1)^{i}\binom{n}{i} \doteq 0
$$

that does not use Exercise 99. You may, however, use Pascal's identity.

Another interesting identity follows from equation (9.5):

$$
\sum_{0 \leq i \leq j \leq n}\binom{n}{j}\binom{j}{i}(-1)^{i}=1
$$

The proof actually follows fairly easily from equation (9.5), if the left side is rewritten as

$$
\sum_{j=0}^{n}\binom{n}{j} \sum_{i=0}^{j}(-1)^{i}\binom{j}{i}
$$

and $j$ is used in place of $n$ in equation (9.5), giving 0 for each of the outer summands except for when $j=0$.

The "well-known" identity in the following exercise relates to something called the "Euler characteristic" (see [315] for details). Conventions dictate that $\binom{-1}{0}=$ $1=\binom{n}{0}$ and for $i>n,\binom{n}{i}=0$.
Exercise 101. Prove that for $m \geq 0$ and any $n \geq 0$,

$$
\sum_{i=0}^{m}(-1)^{i}\binom{n}{i}=(-1)^{m}\binom{n-1}{m}
$$

Exercise 102. Prove that for every $n \geq 0$,

$$
\sum_{i=0}^{n}\binom{i}{2}\binom{i}{5}=\binom{n+1}{2}\binom{n+1}{6}+\binom{n+2}{8}-n\binom{n+2}{7}
$$

Exercise 103 (Binomial theorm. simple case). Prove that for each $n \geq 1$.

$$
(1+x)^{n}=\binom{n}{0}+\binom{n}{1} x+\binom{n}{2} x^{2}+\cdots+\binom{n}{n} x^{n}
$$

The following more general version of the binomial theorem is sometimes called "Newton's binomial theorem" named after Isaac. Newton (1642-1727) (e.g., in [499]), but is most often referred to as simply "the binomial theorem".

Exercise 104 (Binomial theorem). Give an inductive proof of the binomial theorem: for each $n \geq 1$,

$$
(x+y)^{n}=\binom{n}{0} x^{n}+\binom{n}{1} x^{n-1} y+\binom{n}{2} x^{n}{ }^{2} y^{2}+\cdots+\binom{n}{n-1} x y^{n-1}+\binom{n}{n} y^{n} .
$$

In summation notation, the binomial theorem can be writtem

$$
\begin{equation*}
(x+y)^{n}=\sum_{j=0}^{n}\binom{n}{j} x^{n-j} y^{j} \tag{9.6}
\end{equation*}
$$

Observe that $(1-1)^{n}=0$, and expanding (9.6) (with $x=1$ and $y=-1$ ), equation (9.5) is obtained, that is, $\sum_{i=0}^{n}(-1)^{n}\binom{n}{i}=0$, offering another solution to Exercise 100.

Exercise 105. Show that differentiating the simple binomial theorem (Exercise 103) with respect to $x$ gives

$$
\sum_{i=0}^{n}\binom{n}{i} x^{i}=n x(1+x)^{n-1}
$$

then give an inductive proof of this equality.
The identities called "difference of squares", $x^{2}-y^{2}=(x-y)(x+y)$, and "difference of cubes", $x^{3}-y^{3}=(x-y)\left(x^{2}+x y+y^{2}\right)$, are special cases of a more general equality:

Exercise 106. Prove that for cuery positive integer $n \geq 1$,

$$
x^{n}-y^{n}=(x-y)\left(\sum_{\nu=1}^{n} x^{n-\nu} y^{\nu-1}\right) .
$$

The idea in Exercise 105 of differentiating a known equality is very powerful. For example, by the binomial theorem,

$$
(x-1)^{n}=\sum_{k=0}^{n}\binom{n}{k} x^{n}(-1)^{n-k}
$$

differentiating with respect to $x$ yields

$$
n(x-1)^{n-1}=\sum_{k=0}^{n}\binom{n}{k} k x^{k-1}(-1)^{n-k}
$$

If $n \geq 2$, using $x=1$ gives a fairly remarkable identity,

$$
\begin{equation*}
0=\sum_{k=0}^{n}\binom{n}{k}(-1)^{n-k} k \tag{9.7}
\end{equation*}
$$

which can be used as a base case for proving a family of (perhaps surprising) equalitics:

Exercise 107. Induct on $j$ to show that for every $1 \leq j<n$,

$$
\sum_{k=0}^{n}\binom{n}{k}(-1)^{n-k} k^{j}=0
$$

A similar identity to that in Exercise 107, but for $j \geq n$, appears when counting surjective functions in Exercise 595.

For many more identitics involving binomial coefficients, see, e.g., [225] or [454].

### 9.6.1 Abel identities

The next two identities are attributed to the Norwegian Neils Henrik Abel (18021829) [1], perhaps most famous for showing that fifth degrec equations are not, in general, solvable by radicals.

Exercise 108 (Abel identity 1). For any $a \in \mathbb{R}$ and each $n \geq 1$, show that

$$
(x+y)^{n}=\sum_{k=0}^{n}\binom{n}{k} x(x-k a)^{k-1}(y+k a)^{n-k} .
$$

Exercise 109 (Abel identity 2). Prove that for each $n \geq 1$,

$$
(x+y+n)^{n}=\sum_{k=0}^{n}\binom{n}{k} x(x+k)^{k-1}(y+n-k)^{n-k}
$$

Vandermonde's convolution (Theorem 9.6.2) is the special case of $b=0, a=m$, and $c=n$ in Rothe's formula [468], given in 1793: For $n \geq 1$, and any $a, b \in \mathbb{C}$,

$$
\sum_{k=0}^{n} \frac{a}{a+b k}\binom{a+b k}{k} \frac{c}{c+b(n-k)}\binom{c+b(n-k)}{n-k}=\frac{a+c}{a+c+b n}\binom{a+c+b n}{n} .
$$

If one is energetic, one might be able to prove Rothe's formula by induction as well. Rothe's equality is a special case of yet an even more general equality proved by Hagen [251] in 1891:

$$
\begin{aligned}
& \sum_{k=0}^{n}(p+q k) \frac{a}{a+b k}\binom{a+b k}{k} \frac{c}{c+b(n-k)}\binom{c+b(n-k)}{n-k} \\
& \quad=\frac{p(a+c)+a q n}{a+c+b n}\binom{a+c+b n}{n}
\end{aligned}
$$

Perhaps $p$ and $q$ are meant to be positive integers, so maybe with even more effort, one can prove Hagen's formula by induction as well. In [324], Knuth shows how the identities of Rothe, Hagen, and Abel, all follow from the binomial theorem and Vandermonde's convolution. [Note: I have not seen if these proofs are by induction.]

### 9.6.2 Bernoulli numbers

Jakob) Bernoulli (1654-1705) (and independently, perhaps carlier, Seki Takakazu; see [ 558 ]) studied the following numbers:

Definition 9.6.4. For $n \geq 0$, define the Bernoulli numbers $B_{n}$ recursively: set $B_{0}=1$, and for $n \geq 1$,

$$
B_{n}=\frac{-1}{n+1} \sum_{j=0}^{n-1}\binom{n+1}{j} B_{j} .
$$

The first few Bernoulli numbers are $B_{0}=1, B_{1}=-\frac{1}{2}, B_{2}=\frac{1}{6}, B_{3}=0, B_{4}=\frac{-1}{30}$, $B_{5}=0, B_{6}=\frac{1}{42}$. (For $n \geq 1, B_{2 n+1}=0$.) Bernoulli numbers do not seem to have a simple description. One property of Bernoulli numbers needed below is nearly immediate from the definition:

$$
\begin{equation*}
\sum_{j=0}^{n}\binom{n+1}{j} B_{j}=0 \tag{9.8}
\end{equation*}
$$

For the reader who knows about exponential generating functions,

$$
\frac{x}{e^{x}-1}=\sum_{n=0}^{\infty} B_{n} \frac{x^{n}}{n!},
$$

and by induction, one can check that this definition agrees with the above definition (e.g., see [558]).

The interested reader might try to prove by induction the Carlitz identity: for any non-negative integers $m$ and $n$,

$$
(-1)^{m} \sum_{i=0}^{m}\binom{m}{i} B_{n+i}=(-1)^{n} \sum_{j=0}^{n}\binom{n}{j} B_{m+j} .
$$

### 9.6.3 Faulhaber's formula for power sums

For integers $k \geq 0$ and $n \geq 1$, define

$$
S_{m}(n)=1^{m}+2^{m}+\cdots+n^{m} .
$$

For $m \geq 0$, one can also define $S_{m}(0)=0$. As observed following Exercise 56, for $m \leq 12$, each $S_{m}(n)$ is a polynomial in $n$ of degree $m+1$ with 0 constant term (so $n$ divides $S_{m}(n)$ ). In fact, for any $m \geq 0$, this fact is true, and is provable by strong induction on $m$. The induction can be based on the following trick:

Lemma 9.6.5. For integers $m \geq 0$ and $n>0$,

$$
\begin{equation*}
(n+1)^{m+1}=\sum_{j=0}^{m}\binom{m+1}{j} S_{j}(n) . \tag{9.9}
\end{equation*}
$$

Proof: There are two proofs, both relying on the binomial theorem (Exercise 104). Here is the first: for $n \geq 0$ and $m \geq 0$,

$$
\begin{aligned}
S_{m+1}(n)+(n+1)^{m+1} & =\sum_{i-1}^{n+1} i^{m+1} \\
& \left.=\sum_{k=0}^{n}(k+1)^{m+1} \quad \quad \text { (replace } i=k+1\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{k=0}^{n} \sum_{j=0}^{m+1}\binom{m+1}{j} k^{j} \quad \text { (binomial thm) } \\
& =\sum_{j=0}^{m+1} \sum_{k=0}^{n}\binom{m+1}{j} k^{j} \\
& =\sum_{j=0}^{m+1}\binom{m+1}{j} \sum_{k=0}^{n} k^{j} \\
& =\sum_{j=0}^{m+1}\binom{m+1}{j} S_{j}(n)
\end{aligned}
$$

Subtracting $S_{m+1}(n)$ gives equation (9.9).
The second proof of (9.9) uses a collapsing sum:

$$
\begin{aligned}
(n+1)^{m+1} & =\sum_{k=0}^{n}\left((n-k+1)^{m+1}-(n-k)^{m+1}\right) \\
& =\sum_{k=0}^{n} \sum_{j=0}^{m}\binom{m+1}{j}(n-k)^{j} \\
& =\sum_{j=0}^{m} \sum_{k=0}^{n}\binom{m+1}{j}(n-k)^{j} \\
& =\sum_{j=0}^{m}\binom{m+1}{j} \sum_{k=0}^{n}(n-k)^{j} \\
& =\sum_{j=0}^{m}\binom{m+1}{j} S_{j}(n) .
\end{aligned}
$$

Excrcise 110. Prove by strong induction on $m$ that each $S_{m}(n)$ is a polynomial of degree $m+1$ in $n$ with constant term 0 .

As noted in the solution to Exercise 110, the following is a consequence of Lemma 9.6.5:

Corollary 9.6.6. For positive integers $m, n$,

$$
\begin{equation*}
(m+1) S_{m}(n)=(n+1)^{m+1}-\sum_{j=0}^{m-1}\binom{m+1}{j} S_{j}(n) . \tag{9.10}
\end{equation*}
$$

Is there a way to calculate the coefficients of the polynomial $S_{k}(n)$ ? Since the degree of $S_{k}(n)$ is $k+1$, any $k+2$ values uniquely determine the polynomial and this is seen easily with a little linear algebra. For example, if one sets $S_{2}(n)=$ $a n^{3}+b n^{2}+c n+d$, the values $S_{2}(1)=1, S_{2}(2)=5, S_{2}(3)=14, S_{2}(4)=30$ give the system

$$
\begin{array}{r}
a+b+c+d=1 \\
8 a+4 b+2 c+d=5 \\
27 a+9 b+3 c+d=14 \\
64 a+16 b+4 d+d=30
\end{array}
$$

which has a unique solution $a=\frac{1}{3}, b=\frac{1}{2}, c=\frac{1}{6}, d=0$. In general, the above technique works since the cocfficient matrix used is a Vandermonde matrix and so is invertible (see Exercise 661). However, this technique does not yield any simple formula for the coefficients. Sec [157] for more related matrix methods. Another way to find a polynomial of degree $n-1$ that fits $n$ values is to use the Lagrange interpolation formula: if $f: \mathbb{R} \rightarrow \mathbb{R}$ is a function and $x_{1}, \ldots, x_{n}$ are distinct, then

$$
p(x)=\sum_{i=1}^{n} \frac{\prod_{j \neq i}\left(x-x_{j}\right)}{\prod_{j \neq i}\left(x_{i}-x_{j}\right)} f\left(x_{i}\right)
$$

is a degree $n-1$ polynomial so that for each $i, p\left(x_{i}\right)=f\left(x_{i}\right)$.
The following expression for $S_{k}(n)$ is now eponymous with Johann Faulhaber (1580-1635), who published a form in the 1631 edition of Academiae Algebrae [186] (though the form here is due to Bernoulli). See [116, p. 106] and [325] for more references.

Theorem 9.6.7 (Faulhaber's formula). For integers $k \geq 0$ and $n \geq 1$,

$$
S_{k}(n)=\frac{1}{k+1} \sum_{j=0}^{k}\binom{k+1}{j} B_{j}(n+1)^{k+1-j} .
$$

No solution is given for the following exercise; solving it uses some tricky sums involving binomial coefficients; the reader is recommended to see [230] -however, be warned that their notation is different than that used here.

Exercise 111. By induction on $k$, prove Theorem 9.6.7.

### 9.7 Gaussian coefficients

This next definition, similar to that of the binomial coefficient, relies upon the versatile notion of a finite-dimensional vector space over a finite field (see Sections 19.4 and 19.5 for definitions). The notation and terminology varies in the literature.

For integers $0 \leq k \leq n$ and a prime power $q$, the Gaussian coefficient

$$
\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}
$$

is the number of $k$-dimensional subspaces of the $n$-dimensional vector space over the field $\mathrm{GF}(q)$. These coefficients are sometimes called the $q$-analogues of binomial coefficients (and this can be justified by examining limits as $q \rightarrow 1$ below). It is known that

$$
\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q}=\frac{\left(q^{n}-1\right)\left(q^{n-1}-1\right) \cdots\left(q^{n-k+1}-1\right)}{\left(q^{k}-1\right)\left(q^{k-1}-1\right) \cdots(q-1)},
$$

and from this, one can also directly prove a $q$-analogue of Pascal's identity

$$
\left[\begin{array}{c}
n+1 \\
k
\end{array}\right]_{q}=\left[\begin{array}{c}
n-1 \\
k
\end{array}\right]_{q}+q^{k}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} .
$$

Using the last equality, the statcment in the next exercise is (relatively easily) proved by induction on $n$ (as in [94, p. 127)).

In Definition 2.5.9, product notation for natural numbers was introduced; the same notation applies to real numbers and polynonials since multiplication is associative: $\prod_{i=1}^{n} x_{i}=x_{1} x_{2} \cdots x_{n}$. [See Exercise 4 for proof that multiplication of positive integers is associative.]

Exercise 112 ( $q$-binomial theorem). Prove that for $n \geq 1$,

$$
\prod_{i=0}^{n-1}\left(1+q^{i} t\right)=\sum_{k=0}^{n} q^{k(k-1) / 2}\left[\begin{array}{l}
n \\
k
\end{array}\right]_{q} t^{k} .
$$

### 9.8 Trigonometry identities

Recall the three main identitios in trigonometry:

$$
\begin{align*}
\sin (\alpha+\beta) & =\sin (\alpha) \cos (\beta)+\cos (\alpha) \sin (\beta)  \tag{9.11}\\
\cos (\alpha+\beta) & =\cos (\alpha) \cos (\beta)-\sin (\alpha) \sin (\beta)  \tag{9.12}\\
\sin ^{2}(\theta)+\cos ^{2}(\theta) & =1 \tag{9.13}
\end{align*}
$$

From these, all other standard trigonometric identities follow. For example, a standard trigonometric identity is:

$$
\begin{equation*}
\tan (a+b)=\frac{\tan (a)+\tan (b)}{1-\tan (a) \tan (b)} \tag{9.14}
\end{equation*}
$$

Here is one derivation of equation 9.14:

$$
\tan (a+b)=\frac{\sin (a+b)}{\cos (a+b)}
$$

$$
\begin{aligned}
& =\frac{\sin (a) \cos (b)+\cos (a) \sin (b)}{\cos (a) \cos (b)-\sin (a) \sin (b)} \\
& =\frac{\frac{\sin (a) \cos (b)}{\cos (a) \cos (b)}+\frac{\cos (a) \sin (b)}{\cos (a) \cos (b)}}{1-\frac{\sin (a) \sin (b)}{\cos (a) \cos (b)}} \\
& =\frac{\frac{\sin (a)}{\cos (a)}+\frac{\sin (b)}{\cos (b)}}{1-\frac{\sin (a)}{\cos (a)} \frac{\sin (b)}{\cos (b)}} \\
& =\frac{\tan (a)+\tan (b)}{1-\tan (a) \tan (b)}
\end{aligned}
$$

Remembering that $\tan (-b)=-\tan (b)$,

$$
\begin{equation*}
\tan (a-b)=\frac{\tan (a)-\tan (b)}{1+\tan (a) \tan (b)} \tag{9.15}
\end{equation*}
$$

Various other identities are required in the following exercises, and the reader will benefit most by deriving each at least once. Complete solutions using induction are given for all exercises in this section, though some may have direct proofs.

Exercise 113. Show that for every positive integer $n$,

$$
\cos (n \pi)=(-1)^{n}
$$

Exercise 114. Let $x \in \mathbb{R}$ be fixed. Show that for each $n \geq 1$,

$$
|\sin (n x)| \leq n|\sin (x)|
$$

The result in the next exercise is named for Abraham De Moivre (1667-1754), a friend of Isaac Newton. (In Newman's anthology The world of mathematics, his name is spelled "Demoivre".) De Moivre, as mentioned in [4, p. 155] "emigrated from France to Fngland to escape religious prosecution, and made his living as a coffee-house consultant to students of mathematics."

Recall that $i$ is a (complex) number satisfying $i^{2}=-1$.
Exercise 115 (De Moivre's Theorem). Prove that for each $n \geq 1$,

$$
[\cos (\theta)+i \sin (\theta)]^{n}=\cos (n \theta)+i \sin (n \theta)
$$

In [550] it is explained how some of the these next statements aid in high speed computing.

Exercise 116. Prove that for any $n \geq 1$ and any angle 0 ,

$$
\sin (\theta+n \pi)=(-1)^{n} \sin (\theta)
$$

Exercise 117. Prove that for any $n \geq 1$ and any angle $\theta$,

$$
\cos (\theta+n \pi)=(-1)^{n} \cos (\theta)
$$

Exercise 118. Prove that for each $n \geq 1$, and any angle $\theta$ that is not a multiple of $2 \pi$,

$$
\sin \theta+\sin (2 \theta)+\cdots+\sin (n \theta)=\frac{\sin \left(\frac{n+1}{2} \theta\right) \sin \left(\frac{n \theta}{2}\right)}{\sin (\theta / 2)}
$$

Exercise 119. Prove that for $n \geq 1$, and any angle $\theta$ that is not a multiple of $2 \pi$,

$$
\cos \theta+\cos (2 \theta)+\cdots+\cos (n \theta)=\frac{\cos \left(\frac{n+1}{2} \theta\right) \sin \left(\frac{n \theta}{2}\right)}{\sin (\theta / 2)}
$$

Exercise 120. Prove that for each $n \geq 1$, and any angle $\theta$ that is not a multiple of $\pi$,

$$
\sin (\theta)+\sin (3 \theta)+\cdots+\sin ((2 n-1) \theta)=\frac{\sin ^{2}(n \theta)}{\sin (\theta)}
$$

Exercise 121. Prove that for each $n \geq 1$, and any angle $\theta$ that is not a multiple of $\pi$,

$$
\cos \theta+\cos (3 \theta)+\cdots+\cos ((2 n-1) \theta)=\frac{\sin (2 n \theta)}{2 \sin (\theta)}
$$

Exercise 122. Fix some $\theta$ that is not a multiple of $\pi$. Let $s_{0}=0, s_{1}=1$, and for $n \geq 2$, recursively define

$$
s_{n}=2 \cos (\theta) s_{n-1}-s_{n-2}
$$

If $\theta$ is not a multiple of $\pi$, prove that for each $n \geq 0$,

$$
s_{n}=\frac{\sin (n \theta)}{\sin (\theta)}
$$

and for each $n \geq 1$,

$$
\cos (n \theta)=\cos (\theta) s_{n}-s_{n-1}
$$

The next exercise uses the same recursion as in Fxercise 122, however with different initial values.

Exercise 123. Let $\theta$ be any fixed angle. Define a sequence of real numbers recursively by $s_{1}=\cos (\theta), s_{2}=\cos (2 \theta)$ and for $n>2$. define

$$
s_{n}=2 \cos (\theta) s_{n-1}-s_{n-2}
$$

Prove for every $n \geq 1$, that $s_{n}=\cos (n \theta)$.
The following was a contest question in [429]; the solution follows with help from another exercise given in Chapter 10.

Exercise 124. Let $x$ be any real number. Prove that for any $n \geq 1$,

$$
\cos ^{2 n}(x)+\sin ^{2 n}(x) \geq \frac{1}{2^{n-1}}
$$

Exercise 125. Prove that for $n \geq 0$,

$$
\cos (\alpha) \cos (2 \alpha) \cos (4 \alpha) \cdots \cos \left(2^{n} \alpha\right)=\frac{\sin \left(2^{n+1} \alpha\right)}{2^{n+1} \sin (\alpha)}
$$

Exercise 126. Prove that for $n \geq 1$, and any angle $t$ that is not a multiple of $2 \pi$,

$$
\frac{1}{2}+\cos (t)+\cos (2 t)+\cdots+\cos (n t)=\frac{\sin ((2 n+1) t / 2)}{2 \sin (t / 2)}
$$

The expression

$$
D_{n}(t)=\frac{1}{2}+\sum_{j=1}^{n} \cos (j t)
$$

is called the Dirichlet kernel, arising in the theory of convex functions and Fourier series (see, e.g., [154], p.64). The next exercise regards the average of Dirichlet kernels, and was developed by lipot. Fejér, perhaps appearing first, in R. Courant's 1937 book Differential and Integral Calculus, 2nd. ed., [although I have not vet been able to verify this]. It is also interesting to note that among Fejér's students was Paul Frdős, and that Fejér's advisor was Schwarz (as in "Cauchy Schwarz inequality").
Exercise 127. Using the notation from Exercise 126 put

$$
K_{N}^{\prime}(t)=\frac{1}{N+1} \sum_{n \cdot 0}^{N} D_{n}(t)
$$

$K_{N}(t)$ is called the l'ejér kemel (see, e.g., [154, p.64 /). Note that when $n=0$, the sum in $D_{n}(t)$ is empty, so $D_{0}(t)=1 / 2$. Prove that for $N \geq 0$,

$$
K_{N}(t)=\frac{\sin ^{2}((N+1) t / 2)}{2(N+1) \sin ^{2}(t / 2)}
$$

Exercise 128. Prove that for each $n \geq 1$ and any real number $x$ that is not a multiple of $2 \pi$,

$$
\begin{aligned}
\sin x+2 \sin (2 x)+3 \sin (3 x) & +\cdots+n \sin (n x) \\
& =\frac{(n+1) \sin (n x)-n \sin ((n+1) x)}{4 \sin ^{2}(x / 2)}
\end{aligned}
$$

Exercise 129. Prove that for each $n \geq 1$ and any real number $x$ that is not a multiple of $2 \pi$,

$$
\begin{aligned}
& \cos (x)+2 \cos (2 x)+3 \cos (3 x)+\cdots+n \cos (n x) \\
&=\frac{(n+1) \cos (n x)-n \cos ((n+1) x)-1}{4 \sin ^{2}(x / 2)}
\end{aligned}
$$

Exercise 130. For any $x$ that is not a multiple of $\pi$, prove that for each $n \geq 1$,

$$
\frac{1}{2} \tan \left(\frac{x}{2}\right)+\frac{1}{2^{2}} \tan \left(\frac{x}{2^{2}}\right)+\cdots+\frac{1}{2^{n}} \tan \left(\frac{x}{2^{n}}\right)=\frac{1}{2^{n}} \cot \left(\frac{x}{2^{n}}\right)-\cot (x) .
$$

Exercise 131. Prove that for each $n \geq 1$,

$$
\begin{aligned}
\cot ^{-1}(3) & \mid \cot ^{-1}(5)+\cdots+\cot ^{-1}(2 n+1) \\
& =\tan ^{-1}(2)+\tan ^{-1}\left(\frac{3}{2}\right)+\cdots+\tan ^{-1}\left(\frac{n+1}{n}\right) \cdots n \tan ^{-1}(1) .
\end{aligned}
$$

Exercise 132. Use mathematical induction to show that for $n \geq 2$, there exist constants $a_{0}, a_{1}, \ldots, a_{n}$, and $b_{0}, b_{1}, \ldots, b_{n}$ so that

$$
\sin ^{n}(x)=\sum_{r=0}^{n}\left(a_{r} \cos (r x)+b_{r} \sin (r x)\right)
$$

Exercise 133. Let $x$ and $\alpha$ be real numbers so that $x+\frac{1}{x}=2 \cos (\alpha)$. Prove that for every $n \geq 1$,

$$
x^{n}+\frac{1}{x^{n}}=2 \cos (n \alpha) .
$$

### 9.9 Miscellaneous identities

Exercise 134. Prove that for any $n \geq 1$ and non-negative real numbers $x_{1}, \ldots, x_{n}$, if $x_{1}+\cdots+x_{n}=0$, then $x_{1}=\cdots=x_{n}-0$.

Exercise 135. For $x, b \in \mathbb{R}^{*}$ with $b \neq 1$, prove that for all $n \in \mathbb{Z}^{+}$,

$$
\log _{b}\left(x^{n}\right)=n \log _{b}(x) .
$$

Exercise 136. For any real numbers $a_{1}, a_{2}, \ldots, a_{n}$ and $b_{1}, b_{2}, \ldots, b_{n}$,

$$
\sum_{i=1}^{n}\left(a_{i}+b_{i}\right)=\sum_{i=1}^{n} a_{i}+\sum_{j=1}^{n} b_{j} .
$$

Exercise 137 (Telescoping sum). Prove that if $a_{1}, a_{2}, a_{3} \ldots$, are real numbers, then for cach positive integer $n \geq 1$,

$$
\sum_{i=1}^{n}\left(a_{i}-a_{i ; 1}\right)=a_{1}-a_{n+1} .
$$

Exercise 138. Prove that for any $n \geq 1$,

$$
\sum_{j \cdot 1}^{n}\left(3 j^{2}-j+2\right)=n\left(n^{2}+n+2\right)
$$

In [366], José Nieto, Unversidad del Zulia, Venczuela, posed the problem of showing that there are infinitely many $a>b>c>d>1$ with $a!d!=b!c!$. The equality in the next exercise exhibits such families of four numbers. The equality is trivial to verify, but with a little more work, one can prove it inductively as well.

Exercise 139. Prove by induction that for every $n \geq 3$,

$$
\left(n^{2}+n\right)!(n-1)!=\left(n^{2}+n-1\right)!(n+1)!.
$$

Here is an elegant result that seems related to Exercise 139:
Lemma 9.9.1. Show that any rational number can be expressed as a quotient, where each of the numerator and denominator is a product of factorials of prime numbers.

A question in the 2009 Putnam exam (question B1) asked to prove Lemma 9.9.1, and the example given in the question was

$$
\frac{10}{9}=\frac{5!2!}{3!3!3!} .
$$

At the time of writing this exercise, the official solutions to the Putnam have not yet been released (usually appearing in the American Mathematical Monthly in the fall), however one easy solution is to use induction:

Exercise 140. Prove Lemma 9.9.1.
In the next few exercises, $x$ represents an indeterminate or variable (representing, for example. a real number).

Exercise 141. Prove by induction that for $n \geq 1$,

$$
\frac{1}{x(x+1)}+\frac{1}{(x+1)(x+2)}+\cdots+\frac{1}{(x+n-1)(x+n)}=\frac{n}{x(x+n)} .
$$

Exercise 142. Prove that for $n \geq 1$,

$$
\frac{1}{1+x}+\frac{2}{1+x^{2}}+\frac{4}{1+x^{4}}+\cdots+\frac{2^{n}}{1+x^{2^{n}}}=\frac{1}{x-1}+\frac{2^{n+1}}{1-x^{2^{n+1}}} .
$$

Exercise 143. Prove that for any non-integer $x$ and for every $n \geq 1$,

$$
\begin{aligned}
& 1-\frac{x}{1!}+\frac{x(x-1)}{2!}-\cdots+(-1)^{n} \frac{x(x-1) \cdots(x-n+1)}{n!} \\
&=(-1)^{n} \frac{(x-1)(x-2) \cdots(x-n)}{n!} .
\end{aligned}
$$

Exercise 144. Show by induction that for any $n \geq 0$,

$$
(1)(3)(5) \cdots(2 n+1)=\frac{(2 n+1)!}{2^{n} n!} .
$$

Exercise 145. Show that for each non-negative integer n,

$$
1+n(n+1)(n+2)(n+3)
$$

is a perfect square. IIint: Work out the first five or six cases, conjecture an inequality, and prove it by induction.

This next exercise contains a surprisingly elegant result. Recall that the notation $S \subseteq[n]$ means that $S$ is a set of positive integers all at most $n$, and that $\prod_{s \in S} s$ is the product of all elements in $S$. (See the example given after the exercise.)

Exercise 146. Show that for each $n \geq 1$,

$$
\sum_{\bullet \neq S \subseteq[n]} \frac{1}{\prod_{s \in S^{s}}}=n .
$$

For example, when $n=3$, the possible subsets in Exercise 146 are

$$
\{1\},\{2\},\{3\},\{1,2\},\{1,3\},\{2,3\},\{1,2,3\},
$$

and so the righthand side of the equality in Exercise 146 becomes

$$
\frac{1}{1}+\frac{1}{2}+\frac{1}{3}+\frac{1}{2}+\frac{1}{3}+\frac{1}{6}+\frac{1}{6}=3 .
$$

Exercise 147. For any fixed real number $x$ that is not an integer, and for all $n \geq 1$,

$$
\frac{n}{x}+\frac{n(n-1)}{x(x-1)}+\frac{n(n-1)(n-2)}{x(x-1)(x-2)}+\cdots=\frac{n}{x-n+1} .
$$

Exercise 148. For any given $n \geq 1$, consider all the subsets of $\{1,2, \ldots, n\}$ that do not contain two consecutive numbers. For example, when $n=4$, the sets are $\{1\},\{2\},\{3\},\{4\},\{1,3\},\{1,4\}$, and $\{2,4\}$. Prove that the sum of the squares of the products in each set is $(n+1)$ ! -1 . (For example, when $n=4$, the number is $\left.1^{2}+2^{2}+3^{2}+4^{2}+3^{2}+4^{2}+8^{2}=119=5!-1.\right)$

Exercise 149. Let positive integers $x_{1}, \ldots, x_{n}$ and $y_{1}, \ldots, y_{m}$ be given so that $x_{1}+$ $\cdots+x_{n}=y_{1}+\cdots+y_{m} \leq m n$. Prove that there are proper subsets $I C\{1, \ldots, n\}$ and $J \subset\{1, \ldots, m\}$ so that $\sum_{i \in I} x_{i}=\sum_{j \in J} y_{j}$.

## Chapter 10

## Inequalities

> It is from this absolute difference and tranquility of the mind, that mathematical speculations derive some of their most considerable ad.vantages; ...All proportions, every arrangement of quantity, is alike. the understanding, because the same truths result to it from all; from greater and lesser, from equality and inequality.

-Edmund Burke,
On the sublime and beautiful.

When proving inequalities, it might serve well to be reminded of transitivity. For example, if $a=b \leq c \leq d=e$, then $a \leq e$. Furthermore, if $a=b<c=d \leq e=f$, then both $a<f$ and $a \leq f$ are true. Also when proving inequalities, the reader is reminded that many inequalities often fail for some or all integers less than some threshold value.

Proving inequalities is usually tantamount to comparing functions; comparing polynomial functions with exponential functions gives some sense as to which functions are "larger". Let $p(x)$ be any polynomial and let $f(x)=2^{x}$. It is well known, that eventually, $f$ will "dominate" $p$, that is, there is a smallest $x_{0}$ so that if $x \geq x_{0}$, then $f(x)>p(x)$. Many of these problems ask to prove this notion in particular settings. Recall that the relative "sizes" of some functions might be captured in increasing order as follows: $\log _{b}(n), \sqrt{n}, n, p(n), 2^{n}, n!, n^{n}$, and so on. Many of these relationships are demonstrated in the exercises.

Excrcise 150. Prove by induction that if $x$ and $y$ are positive real numbers with $x<y$, then for each $n \geq 1, x^{n}<y^{n}$.

Note: another simple inequality based on the above idea is also presented in Exercise 698.

Exercise 151. Prove that for $n \geq 6,4 n<n^{2}-7$.

Exercise 152. Show that if $n \geq 3$, then $2 n+1<n^{2}$.
Exercise 153. Prove that for $n \geq 2,4 n^{2}>n+11$.
Exercise 154. Prove by induction that if $n \geq 3$ then $2 n<2^{n}$.
Exercise 155. Prove by induction that for each $n \geq 2,1+2^{n}<3^{n}$.
Exercise 156. Prove by induction that if $n \geq 2$, then $n+1<2^{n}$.
Exercise 157. Prove by induction that for each $n \geq 1$,

$$
\left(1+\frac{1}{3}\right)^{n} \geq 1+\frac{n}{3}
$$

Exercise 158. Prove by induction that for $n \geq 4,2^{n}<n!$.
The next problem was commented on in Chapter 1.
Excrcise 159. Prove by induction that if $n \geq 5$, then $n^{2}<2^{n}$.
Exercise 160. Prove by induction that for any integer $\ell \geq 6$,

$$
6 \ell+6<2^{\ell} .
$$

Exercise 161. Use Exercise 160 and mathematical induction to show that for any integer $k \geq 10$,

$$
3 k^{2}+3 k+1<2^{k}
$$

Exercise 162. Use Exercise 161 to prove inductively that for $n \geq 10$,

$$
n^{3}<2^{n}
$$

Exercise 163. Use Excrcise 160 and mathematical induction to show that for $k \geq 4$,

$$
3 k^{2}+3 k+1<2\left(3^{k}\right)
$$

(Note: in order to apply Exercise 160, the cases $k=4,5$ have to be handled separately.)

Exercise 164. Use. Fxercise 163 to prove by induction that for $n \geq 4$,

$$
n^{3}<3^{n}
$$

(Although this result follows indirectly from Exercises 150 and 162 this exercise asks for yet another solution.)

Exercise 165. Prove by induction that if $n>6$, then $3^{n}<n!$.

Exercise 166. Prove by induction that for cach positive integer $k$,

$$
k!\geq\left(\frac{k}{e}\right)^{k}
$$

Exercise 167. Prove by induction that for $n \geq 1, n^{2} \geq 2 n-1$.
Exercise 168. Prove by induction that if $n \geq 1$, then $2 n+1 \leq 3^{n}$.
Exercise 169. Prove by induction that for $n \geq 3$,

$$
n^{n} \geq(n+1)!
$$

Exercise 170. Prove by induction that for $n \geq 3$,

$$
n^{n+1}>(n+1)^{n}
$$

Exercise 171. Prove by induction that for $n \geq 5$,

$$
(n+1)!>2^{n+3}
$$

Exercise 172. Prove by induction that if $n \geq 3$ then $(n!)^{2}>n^{n}$.
Exercise 173. Prove by induction that for $n \geq 2$,

$$
1 \cdot 3 \cdot 5 \cdots \cdot(2 n-1)<n^{n}
$$

Excrcise 174. Prove by induction that for $n \geq 5$,

$$
(2 n)!<(n!)^{2} 4^{n-1}
$$

Exercise 175. Prove by induction that if $n \geq 2$, then $\frac{4^{n}}{n+1}<\frac{(2 n)!}{(n!)^{2}}$.
A statement $S(n)$ is said to be true for sufficiently large $n$ iff there exists an $n_{0}$ so that for every $n \geq n_{0}, S(n)$ holds; to prove that $S(n)$ is true for sufficiently large $n$, one need not name the least such $n_{0}$, only show that such an $n_{0}$ exists. If one can find any suitable $n_{0}$, and $S(n)$ is defined only for natural numbers, then, by the well-ordering of $\mathbb{N}$, a least such $n_{0}$ exists.

Exercise 176. Prove by induction that for $n$ sufficiently large, $n!>4^{n}$.
Exercise 177. Prove that for each positive integer $n, \ln (n)<n$ holds.
Similar inequalities are sometimes hard to prove by induction. For example, for $n>16$,

$$
\log _{2}(n)<\sqrt{n}
$$

is true, and a base step of $n=17$ is true (check with a calculator, and find $\log _{2}(17)=4.0874 \ldots$, and $\sqrt{17}=4.123 \ldots$ ); however, to find an inductive step might be challenging. On the other hand, calculus casily proves this inequality since both sides are equal for $n=16$, and derivatives show that $\log _{2}(x)$ grows more slowly than does $\sqrt{x}$ for $x>16$.

Exercise 178. Let $b \in \mathbb{R}$ with $b>1$. Prove that for each $n \geq 2$, if $k$ is the number of prime factors in $n$, then $\log _{b}(n) \geq k \log _{b}(2)$.

Exercise 179. Prove by induction that for $n \geq 1$,

$$
1+2+3+\cdots+n<\frac{1}{8}(2 n+1)^{2}
$$

Exercise 180. Prove that for each $n \geq 1$,

$$
1+\frac{1}{4}+\frac{1}{9}+\cdots+\frac{1}{n^{2}} \leq 2-\frac{1}{n}
$$

What does this result imply regarding the corresponding infinite series $1+\frac{1}{4}+\frac{1}{9}+\cdots$ ?

Exercise 181. Prove that for every $n>1$,

$$
2\left(1+\frac{1}{8}+\frac{1}{27}+\cdots+\frac{1}{n^{3}}\right)<3-\frac{1}{n^{2}}
$$

Exercise 182. Prove by induction that for $n \geq 4$,

$$
1+\frac{1}{1!}+\frac{1}{2!}+\frac{1}{3!}+\cdots+\frac{1}{n!}<3-\frac{1}{n}
$$

Exercise 183. Prove by induction that for $n \geq 1$,

$$
\frac{1}{1!}+\frac{2}{3!}+\frac{3}{5!}+\cdots+\frac{n}{(2 n-1)!}<2-\frac{1}{(2 n)!} .
$$

Exercise 184. Prove that for $n \geq 1$,

$$
\frac{1}{2!}+\frac{2}{3!}+\frac{3}{4!}+\cdots+\frac{n}{(n+1)!} \leq 1-\frac{1}{(n+1)!} .
$$

Exercise 185. Prove by induction that for $n \geq 2$,

$$
\frac{1}{n+1}+\frac{1}{n+2}+\cdots+\frac{1}{2 n}>\frac{13}{24} .
$$

Exercise 186. Prove that for each $n \geq 2$,

$$
2^{n}<\binom{2 n}{n}<4^{n}
$$

Exercise 187. Prove that for each $n \geq 1$,

$$
\binom{2 n}{n} \geq \frac{2^{2 n}}{2 n}
$$

Exercise 188. Prove that for $n \geq 1$,

$$
\frac{1}{\sqrt{1}}+\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{3}}+\cdots+\frac{1}{\sqrt{n}} \leq 2 \sqrt{n}-1
$$

Exercise 189. Prove that for $n \geq 1$,

$$
\frac{1}{\sqrt{1}}+\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{3}}+\cdots+\frac{1}{\sqrt{n}} \geq \sqrt{n}
$$

Exercise 190. Prove that for $n \geq 1$. .

$$
2+\frac{1}{\sqrt{1}}+\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{3}}+\cdots+\frac{1}{\sqrt{n}}>2 \sqrt{n+1}
$$

Excrcise 191. Prove that for cach $n \geq 1$,

$$
\frac{1}{2 n} \leq \frac{1 \cdot 3 \cdot 5 \cdots(2 n-1)}{2 \cdot 4 \cdot 6 \cdots(2 n)} \leq \frac{1}{\sqrt{n+1}}
$$

Excrcise 192. Prove by induction that for $n \geq 1$,

$$
\frac{1}{2} \cdot \frac{3}{4} \cdot \frac{5}{6} \cdots \frac{2 n-1}{2 n} \leq \frac{1}{\sqrt{3 n+1}}
$$

In solutions to some of the following exercises, the following common observation (which is actually a special case of the statement of Exercisc 150) might come in handy:

Lemma 10.0.2. If $a, b \in \mathbb{R}$ are both non-negative, then $a \leq b$. if and only if $a^{2} \leq b^{2}$.
Proof of Lemma 10.0.2: Let, $a \geq 0$ and $b>0$. If $a-b$, the result is trivial, so suppose that $a \neq b$, and if either $a=0$ or $b-0$, then again the result is obvious, so assume that both $a$ and $b$ are non-zero. If $a<b$ then $b^{2}=(a+(b-a))^{2}=$ $a^{2}+2 a(b-a)+(b-a)^{2}>a^{2}$, since both $a(b-a)$ and $(b-a)^{2}$ are positive. If $a^{2} \leq b^{2}$, then $0 \leq b^{2}-a^{2}=(b-a)(b+a)$, and since $b+a>0$, it follows that $b-a>0$, that is, $b>a$.

Exercise 193 (Triangle inequality). Prove that for cach $n>1$ and for real numbers $x_{1}, x_{2}, \ldots, x_{n}$,

$$
\left|x_{1}+x_{2}+\cdots+x_{n}\right| \leq\left|x_{1}\right|+\left|x_{2}\right|+\cdots+\left|x_{n}\right|
$$

Exercise 194. Prove that for $n \in \mathbb{N}$, and for any non-negative real numbers $x$ and $y$,

$$
\left(\frac{x+y}{2}\right)^{n} \leq \frac{x^{n}+y^{n}}{2}
$$

Excrcise 195. Prove that for each $n \geq 1$, if $s_{1}, s_{2}, \ldots, s_{n}$ are positive integers, then

$$
\left(s_{1}+s_{2}+\cdots+s_{n}\right)^{2} \leq s_{1}^{3}+s_{2}^{3}+\cdots+s_{n}^{3}
$$

Exercise 196. For non-negative real numbers $x_{1}, x_{2}, \ldots, x_{n}$, prove that

$$
\frac{x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}}{n} x_{1} x_{2} \cdots x_{n} \leq\left(\frac{x_{1}+x_{2}+\cdots+x_{n}}{n}\right)^{n+2}
$$

Excrcise 197. Let $x$ be a positive real number. Prove that for each $n \geq 1$,

$$
x^{n}+x^{n-2}+x^{n-4}+\cdots+\frac{1}{x^{n-4}}+\frac{1}{x^{n-2}}+\frac{1}{x^{n}} \geq n+1
$$

There are many proofs of the following exercise, named for Jacques Bernoulli (1654-1705), that do not require induction; for example, one can use the binomial theorem.

Exercise 198 (Bernoulli's inequality). For any non-zero ral number $x$ with $x>-1$, prove by induction that for each $n \geq 2$,

$$
(1+x)^{n}>1+n x
$$

Exercise 199. Prove that if $n \geq 2$ and $a_{1}, a_{2}, \ldots ; a_{n} \in \mathbb{R}^{+}$are so that $a_{1} a_{2} \cdots a_{n}=$ 1, then

$$
a_{1} \mid a_{2}+\cdots+a_{n} \geq n
$$

The geometric mean of $n$ positive numbers $a_{1}, a_{2}, \ldots, a_{n}$ is $\left(a_{1} a_{2} \cdots a_{n}\right)^{1 / n}$. The harmonic mean of $a_{1}, a_{2}, \ldots, a_{n}$ is

$$
\frac{n}{\frac{1}{a_{1}}+\frac{1}{a_{2}}+\cdots+\frac{1}{a_{n}}}
$$

This next exercise relates the geometric and harmonic means. The proof asked for does not use induction, but instead the AM-GM inequality. Since the AM-GM inequality was proved by induction in Theorem 3.3.1, the result is still, technically, onc provable by induction.

Exercise 200 (GM-HAI incquality). Let $a_{1}, a_{2}, \ldots, a_{n}$ be positive real numbers. Using the AM-GM inequality. (not induction) prove the GM-HM inequality:

$$
\left(a_{1} a_{2} \cdots a_{n}\right)^{1 / n}>\frac{n}{\frac{1}{a_{1}}+\frac{1}{a_{2}}+\cdots+\frac{1}{a_{n}}}
$$

Using downward induction, one can solve this next problem.

Exercise 201. Let $1 \leq a_{1} \leq a_{2} \leq \cdots \leq a_{n}$ be positive integers. Prove that if

$$
\frac{1}{a_{1}}+\frac{1}{a_{2}}+\cdots+\frac{1}{a_{n}}=1
$$

then $a_{n}<2^{n!}$.
Excrcise 202. Let $a_{1}, a_{2}, a_{3}, \ldots$ be a sequence of real numbers, each $a_{i} \geq 1$. Prove that

$$
\sum_{i=1}^{n} \frac{1}{1+a_{i}} \geq \frac{n}{1+\left(a_{1} a_{2} \cdots a_{n}\right)^{1 / n}}
$$

Prove that equality holds if and only if $a_{1}=a_{2}=\cdots=a_{n}$.
The next three exercises give results that might be helpful in evaluating certain limits.

Exercise 203. Prove that

$$
\sqrt{2+\sqrt{2+\sqrt{2+\sqrt{2+\ldots}}}}=2
$$

Exercise 204. Prove that for any positive integer $n$,

$$
\sqrt{2 \sqrt{3 \sqrt{4 \cdots \sqrt{n}}}}<3
$$

$\Lambda$ more general form of Exercise 204 is the following:
Exercise 205. Prove that for every $n \in \mathbb{Z}^{+}$and every non-negative real number $a$,

$$
\sqrt{a+1+\sqrt{a+2+\cdots+\sqrt{a+n}}}<a+3
$$

The reader interested in "nested square root" problems can find more problems and references in the 2008 article [272].

There are a number of other famous inequalities one could list here, but they occur in other sections. For example, inequalitics that often arise in vector spaces are given in Section 19.5. Perhaps the most popular of these is the Cauchy Schwarz inequality (see Theorem 19.5.2):

For each $\mathrm{n} \geq 1$ and real numbers $a_{1}, a_{2}, \ldots, a_{n}, b_{1}, b_{2}, \ldots, b_{n}$, then

$$
\left(a_{1}^{2}+a_{2}^{2}+\cdots+a_{n}^{2}\right) \cdot\left(b_{1}^{2}+b_{2}^{2}+\cdots+b_{n}^{2}\right) \geq\left(a_{1} b_{1}+a_{2} b_{2}+\cdots+a_{n} b_{n}\right)^{2}
$$

For a generalization of the triangle incquality, called Minkowski's inequality, see Exercise 694. For Hölder's inequality for vectors, see Theorem 19.5.4. For Minkowski's inequality for $p$-norms, see Exercise 695.

## Chapter 11

## Number theory

> Mathematics is the Queen of Sciences, and number theory, the Quecn of Mathematics. She often condescends to render service to astronomy and other natural sciences, but under all circumstances the first place is her due.

-Carl Friedrich Gauss (1777 1855).

The area of mathernatics called "number theory" might be loosely described as the study of arithmetic properties of integers, usually those concerning divisibility, prime factorization, congruences, and representations of a natural number as sums of others. See virtually any text on number theory (for example, [19]) for a better idea of what other topics might be considered as number theoretic.

In this chapter, many of the most popular aspests of number theory are considered, together with a few others, for example, the decomposition of integers into sums of fractions. lor many more examples of proof by mathematical induction in advanced additive number theory, the books by Nathanson [401] and Tao and Vu [527] are highly recommended.

### 11.1 Primes

Recall that a prime number is a natural number $n \geq 2$ with only two (positive integer) divisors, $n$ itself, and 1. The next exercise asks to prove what is called "The fundamental theorem of arithmetic", often abbreviated by "FTOA".

Exercise 206 (FTOA). Prove that every intcger $n \geq 2$ can be uritten uniquely as a product of pouers of primes (also called prime powers), that is, for each $n \geq 2$, there exist unique primes $p_{1}, \ldots, p_{k}$ and positive integers $\alpha_{1}, \ldots, \alpha_{k}$ so that

$$
n=p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \cdots p_{k}^{\alpha_{k}}
$$

Euclid proved that there are infinitely many primes. The standard proof is by contradiction: suppose that there are only finitely many primes, say $p_{1}, p_{2}, \ldots, p_{n}$. Since the number $x=p_{1} p_{2} \cdots p_{n}+1$ is not divisible by any of the primes $p_{1}, \ldots, p_{n}$, then $x$ itself must be either prime or a product of primes not listed. This contradicts that $p_{1}, \ldots, p_{n}$ are the only primes.

There has been debate as to whether or not Euclid knew of mathematical induction, a debate that has gone as far as to interpret induction less formally. (See, for example, [175], [197], [541], [542], [557].) The next exercise addresses Euclid's tacit use of induction.

Exercise 207. Rewrite the above proof for Euclid's theorem as a proof by induction.
Compare Exercise 6.1 for another proof of Euclid's theorem, which is based on a simple equation that is proved by induction.

For any positive integer $n$, let $\sigma(n)$ denote the sum of all positive divisors of $n$. For example, if $p$ is a prime and $m$ is some positive integer, then $\sigma\left(p^{m}\right)=$ $1+p+p^{2}+\cdots+p^{m}=\left(p^{m+1}-1\right) /(p-1)$.

Exercise 208. Prove that if $n=p_{1}^{e_{1}} p_{2}^{e_{2}} \cdots p_{k}^{c_{k}}$ is the prime power decomposition of $n$, then

$$
\sigma(n)=\sigma\left(p_{1}^{e_{1}}\right) \sigma\left(p_{2}^{e_{2}}\right) \cdots \sigma\left(p_{k}^{e_{k}}\right)
$$

(Sce Exercise 213 for an extension of Exercise 208.)
Exercise 209 (Division lemma). Use well-ordering to prove that for any natural numbers $m, n$, there exist unique integers $q \geq 0$ and $r$ with $0 \leq r<m$ so that $n=$ $q m+r$. (The numbers $q$ and $r$ are called the quotient and remainder, respectively, upon dividing $n$ by $m$.) Hint: examine the set $\{a \in \mathbb{Z}: n+a m \geq 0\}$.

Two non-zero integers $m$ and $n$ are said to be relatively prime if they share no common factors other than 1 . For example, 40 and 27 are relatively prime, however 40 and 28 are not (they share a common factor of 4).

Exercise 210. Let $m_{1}, \ldots, m_{n}$ be pairuise relatively prime natural numbers. Prove that if $y$ is a natural number so that for each $i=1,2, \ldots, n, m_{i}$ divides $y$, then so also the product $m_{1} m_{2} \cdots m_{n}$ divides $y$.

The greatest common divisor of two natural numbers $x$ and $y$ is denoted $\operatorname{gcd}(x, y)$ and their least common multiple is denoted by $\operatorname{lcm}(x, y)$. For example, $\operatorname{gcd}(4 ; 6)=2$ and $\operatorname{lcm}(4,6)=12$. Positive integers $n$ and $m$ are relatively prime if and only if $\operatorname{gcd}(m, n)=1$. The greatest common divisor and least common multiple are related by $m n=\operatorname{gcd}(m, n) \cdot \operatorname{lcm}(m, n)$.

There are two minor technicalities regarding the $\operatorname{gcd}(m, n)$ notation when $m$ and $n$ are allowed to be any integers. Since for any positive integer $a$, $a$ 'divides' 0 , say that $\operatorname{gcd}(0, n)=n$. If either $m$ or $n$ are negative integers, the greatest common factor is non-negative, and so $\operatorname{gcd}(m, n)=\operatorname{gcd}(|m|,|n|)$. The results below are used
primarily when $m$ and $n$ are non-negative, and since using negative integers adds little information, generally, non-negative intcgers are used - the interested reader can make the generalizations to all integers.

For any positive integers $m$ and $n$, how does one know that $\operatorname{ged}(m, n)$ exists and is uniquc? One simple way to see this is to write out the prime factorizations of each (which are unique by the FTOA), and see which factors are common to both. For example, if $m=1680=2^{4} \cdot 3 \cdot 5 \cdot 7$ and $n=3528=2^{3} \cdot 3^{2} \cdot 7^{2}$, then $2^{3}, 3$ and 7 are the only factors common to each, so $\operatorname{gcd}(m, n)=2^{3} \cdot 3 \cdot 7=168$. One can calculate $\operatorname{gcd}(m, n)$ without factoring-by something called the Euclidean division algorithm (see below). Proving that it works can be done by induction. The following simple lemma is at the heart of that inductive proof.

Lemma 11.1.1. For positive integers $m$ and $n$, if $q$ and $r$ are integers satisfying $q \geq 0,0 \leq r<m$ and $n=m q+r$, then $\operatorname{gcd}(m, r)=\operatorname{gcd}(m, n)$.

Proof: Let $d=\operatorname{gcd}(m, n)$. Since $d$ divides two of the three terms in $n=m q+r$, it must divide the third, namely $r$. So $d$ divides both $m$ and $r$. Next, let $c$ be any common divisor of $m$ and $r$. Again, since $n=m q+r$, $c$ divides $n$; hence $c$ is a common divisor of $m$ and $n$, and so divides $\operatorname{gcd}(m, n)=d$. Thus $c \leq d$. So indeed, $d$ is the greatest common divisor of $m$ and $r$.

The following central result has a proof by induction, which is given as Exercise 211 below:

Theorem 11.1.2 (Euclidean division algorithm). Given natural numbers m and $n$, $n$ not a multiple of $m$, if one applies the division lemma repeatedly producing $k \geq 2$ quotients $q_{1}, q_{2}, \ldots, q_{k}$ and remainders $r_{1}, r_{2}, \ldots, r_{k}$, where

$$
\begin{array}{rlrl}
n & =q_{1} m+r_{1} & & \left(0<r_{1}<m\right) \\
m & =q_{2} r_{1}+r_{2} & \left(0<r_{2}<r_{1}\right) \\
r_{1} & =q_{3} r_{2}+r_{3} & \left(0<r_{3}<r_{2}\right) \\
r_{2} & =q_{4} r_{3}+r_{4} & \left(0<r_{4}<r_{3}\right) \\
\vdots & & \\
r_{k-3} & =q_{k} r_{k-2}+r_{k-1} & & \left(0<r_{k-1}<r_{k-2}\right) \\
r_{k-2} & =q_{k} r_{k-1}+r_{k} & \left(0=r_{k}\right),
\end{array}
$$

then $r_{k-1}=\operatorname{gcd}(m, n)$.
So, in the above example, with $m=1680$ and $n=3528$, applying the Euclidean division algorithm, the ged is arrived at rather quickly:

$$
\begin{aligned}
& 3528=2 \cdot 1680+168 \\
& 1680=10 \cdot 168+0
\end{aligned}
$$

and so by Theorem 11.1.2 $\operatorname{gcd}(1680.3528)=168$.
Perhaps one more example is instructive: Let $m=192$ and $n=513$. Then

$$
\begin{array}{r}
51.3=2 \cdot 192+129 \\
192=1 \cdot 129+63 \\
129=2 \cdot 63+3  \tag{11.3}\\
63=21 \cdot 3+0 .
\end{array}
$$

So $\operatorname{gcd}(192,513)=3$.
Exercise 211. Prove the Euclidean division algorithm by induction. Hint: use Lemma 11.1.1.

One powerful consequence of the Euclidean division algorithm is the following simple result that underpins much of number theory.

Lemma 11.1.3 (Bezout's Lemma). Let $a$ and $b$ be positive integers, and put $d=$ $\operatorname{gcd}(a, b)$. Then there exist integers $k$ and $\ell$ so that

$$
d=k a+\ell b .
$$

In particular, if $a$ and $b$ are relatively prime, then there exist integers $k$ and $\ell$ so that $1=k a+\ell b$.

Rather than give a formal proof, here is an example of how it works with the above $m=219, n=513$ and $d=3$; let us just say that Bezout's Lemma is proved by undoing the Euclidean division algorithm, actually enabling one to compute the desired $k$ and $\ell$ :

$$
\begin{aligned}
3 & =129-2 \cdot 63 & & \text { (by eq'n (11.3)) } \\
& =129 \cdots 2(192-1 \cdot 129) & & \text { (by eq'n (11.2)) } \\
& =3 \cdot 129-2 \cdot 192 & & \\
& =3 \cdot(513-2 \cdot 192)-2 \cdot 192 & & \text { (by eq'n (11.1)) } \\
& =3 \cdot 513-8 \cdot 192, & &
\end{aligned}
$$

and so $k=3$ and $\ell=-8$ in the statement of Bezout's Lemma. This seemingly trivial result has rather grand consequences in the theory of numbers and, for example, in the study of finite fields.

For more regarding the Euclidean division algorithm, and bounds on the number steps the algorithm takes, see Exercises 377, 378, and 379.

Next are a few other standard results in number theory that are provable by induction.

Exercise 212. Prove that for $n \geq 2$, the product of all primes. at most $n$ is at most $2^{2 n}$.

Let $d(n)$ denote the number of positive divisors of $n$, and let $\sigma(n)$ be the sum of these divisors. For example, if $p$ is a prime, then $d(p)=2$ and $\sigma(p)=p+1$. The next exercise contains, in part, the result of Exercise 208.

Exercise 213. Prove that for each $n \geq 2$, if $n=p_{1}^{\alpha_{1}} \cdots p_{s}^{\alpha_{s}}$ is the prime factorization, then

$$
\begin{equation*}
d(n)=\left(\alpha_{1}+1\right)\left(\alpha_{2}+1\right) \cdots\left(\alpha_{s}+1\right), \tag{11.4}
\end{equation*}
$$

and

$$
\begin{equation*}
\sigma(n)=\frac{p_{1}^{\alpha_{1}+1}-1}{p_{1}-1} \cdot \frac{p_{2}^{\alpha_{2}+1}-1}{p_{2}-1} \cdots \frac{p_{s}^{\alpha_{s}+1}-1}{p_{s}-1} \tag{11.5}
\end{equation*}
$$

In number theory, a function $f: \mathbb{Z}^{+} \rightarrow \mathbb{Z}^{+}$is said to be completely multiplicative if and only if for any $m, n, f(m n)=f(m) f(n)$, and $f$ is called multiplicative if and only if for any relatively prime $m, n, f(m n)=f(m) f(n)$. As a consequence of the second part of Exercise 213, $\sigma$ is multiplicative. (This fact is also implicitly contained in the solution of Exercise 208.)

An integer $k$ is called a perfect square (or simply, a square) if for some integer $\ell, k=\ell^{2}$. This next exercise has at least three different proofs, one of which is by strong induction, and another is by infinite descent.

Exercise 214. Prove by induction that if $s$ and $t$ are relatively prime natural numbers, and st is a perfect square, then both $s$ and $t$ are perfect squares. Hint: use strong induction, but not on either s or $t$. Then give a proof of this result by infinite descent.
Exercise 215. Prove that if $a, b$, and $q=\frac{a^{2}+b^{2}}{a b+1}$ are non-negative integers, then $q=(\operatorname{gcd}(a, b))^{2}$. Hint: induct on $a b$.
Exercise 216. For $n \geq 1$ let $S_{n}=\sum \frac{1}{x y}=1$ where the sum is taken over all $x, y \leq n$ with $\operatorname{gcd}(x, y)=1$, and $x+y>n$. Prove that for $S_{n}=1$.

Exercise 217. Let $n \geq 0$ be a non-negative integer, $p$ be a prime, $s$ be the sum of $p$-ary digits needed to represent $n$ in base $p$, and let $m$ be the largest integer so that $p^{m}$ divides $n$ !. Prove by induction on $n$ that

$$
m=\frac{n-s}{p-1} .
$$

Exercise 218. Prove that for each positive integer $n$,

$$
2^{2 n-1}+4^{2 n-1}+9^{2 n-1}
$$

is not a perfect square.
Exercise 219. Prove that for each positive integer n,

$$
8^{2^{n}}-5^{2^{n}}
$$

is not a perfect square.

Exercise 220. Show by infinite descent that there are no non-trivial integer solutions to

$$
a^{2}+b^{2}=3\left(c^{2}+d^{2}\right) .
$$

Hint: first show that if $a^{2}+b^{2}$ is divisible by 3, then so are each of $a$ and $b$.
Another application of descent occurs in the next exercise.
Exercise 221. Prove that the equation

$$
\begin{equation*}
a^{2}+b^{2}+c^{2}+d^{2}=2 a b c d \tag{11.6}
\end{equation*}
$$

has no solutions in positive integers.
The result in the next exercise shows (with a little work) that the area of a Pythagorean triangle is never a perfect square a negative answer to Bachet's problern).

Exercise 222. Adapt the above proof of Theorem 3.6.1 by infinite descent to show that $x^{4}-y^{4}=z^{2}$ has no non-trivial (none of $x, y, z$ are zero) integer solutions.
Exercise 223. Use infinile descent to show that the equation $x^{4}-4 y^{4}=z^{2}$ has no non-trivial integer solutions.
Exercise 224. Use infinite descent to prove that $x^{4}+2 y^{4}=z^{2}$ has no non-trivial integer solutions.

The equation in the next exercise was studied by Brahmagupta (circa 600 AD ) and Bhaskara (circa 1100 AD ), but is presently (and mistakenly) named after John Pell.

Exercise 225. Let $N>1$ be a non-square integer. Prove (by induction) that the equation (called Pell's equation)

$$
\begin{equation*}
x^{2}-N y^{2}=1 \tag{11.7}
\end{equation*}
$$

has infinitely many solutions $\left(x_{n}, y_{n}\right)$ in positive integers. Furthermore, prove that if $x_{1}$ and $y_{1}$ are the values for which $x+\sqrt{N} y$ is least, then $x_{n}, y_{n}$ satisfy

$$
x_{n}+\sqrt{N} y_{n}=\left(x_{1}+\sqrt{N} y_{1}\right)^{n} .
$$

The $x_{n}$ and $y_{n}$ can be explicitly computed by

$$
\begin{aligned}
& x_{n}=\frac{1}{2}\left[\left(x_{1}+\sqrt{N} y_{1}\right)^{n}+\left(x_{1}-\sqrt{N} y_{1}\right)^{n}\right] . \\
& y_{n}=\frac{1}{2 \sqrt{N}}\left[\left(x_{1}+\sqrt{N} y_{1}\right)^{n}-\left(x_{1}-\sqrt{N} y_{1}\right)^{n}\right],
\end{aligned}
$$

or recursively by

$$
\begin{aligned}
x_{n+1} & =x_{1} x_{n}+N y_{1} y_{n}, \\
y_{n+1} & =y_{1} x_{n}+x_{1} y_{n} .
\end{aligned}
$$

### 11.2 Congruences

For integers $a$ and $b$ and for a positive integer $m$, the notation

$$
a \equiv b \quad(\bmod m)
$$

means that $a-b$ is divisible by $m$, which is equivalent to saying that there exists $k \in \mathbb{Z}$ so that $a=b+k m$. The notation above is read " $a$ is congruent to $b$ modulo $m$." So, for example, $8 \equiv 2(\bmod 3), 16 \equiv 0(\bmod 4)$, and $32 \equiv 2(\bmod 5)$. These equations are sometimes called "congruences". For a fixed $n$, if $0 \leq m<n$, all those integers congruent to $m$ modulo $n$ form what is called a congruence class, denoted $[m]$ or $[m]_{n}$. For example, when $n=5$,

$$
[1]=\{\ldots,-9,-4,1,6,11,16, \ldots\} .
$$

When trying to prove an equation, it sometimes helps to first try and prove it modulo some $n$ (see, for example, Exercise 232) though the truth of a statement modulo $n$ does not guarantee the truth of the statement in general.

Congruences yield many surprises. One (though not provable by induction) is a spectacular example from $[245]: 2^{n} \equiv 3(\bmod n)$ for the first time when $n=$ 4700063497.

A useful fact regarding congruences is that if $a \equiv b(\bmod n)$, then for any $c \in \mathbb{Z}$, $a c \equiv b c(\bmod n)$. This has an easy proof (left to the reader) using the definition of congruence. Another powerful fact is an immediate consequence of Bezout's lemma:
Lemma 11.2.1. If $\operatorname{gcd}(a, n)=1$, then there cxists $b \in\{1,2, \ldots, n-1\}$ so that $a b \equiv 1(\bmod n)$.

Define Euler's totient function, $\phi: \mathbb{Z}^{+} \rightarrow \mathbb{Z}^{\prime}$, by

$$
\phi(n)=|\{m \in\{1, \ldots, n-1\}: \operatorname{gcd}(m, n)=1\}|,
$$

the number of positive integers less than $n$ relatively prime to $n$. For cxample, $\phi(2)=1, \phi(5)=1+2+3+4=10$, and $\phi(6)=1+5=6$. Apparently (see [230, p. 132]) the totient function was so named by James Joscph Sylvester, "a British mathematician who liked to invent new words" in his 1883 paper [ 520 ] on Farey fractions.

As is well-known, Euler's totient function is multiplicative, that is, for any relatively prime pair $a, b, \phi(a b)=\phi(a) \phi(b)$. It is also easy to see that for each prime $p$ and each $k \in \mathbb{Z}^{+}$,

$$
\phi\left(p^{k}\right)=p^{k}-p^{k-1}=p^{k}\left(1-\frac{1}{p}\right) .
$$

and so a simple proof by induction shows that

$$
\phi(n)=n \prod_{\substack{p \mid n \\ p \text { prime }}}\left(1-\frac{1}{p}\right) .
$$

Another result that is often needed is Euler's theorem (see nearly any book on number theory for the proof; one particularly easy and popular proof is in [357], for example). Its proof is generally not by induction.

Theorem 11.2.2 (Euler's theorem [177]). If $\operatorname{gcd}(a, m)=1$, then

$$
a^{\phi(m)} \equiv 1 \quad(\bmod m) .
$$

Exercise 226. Prove by induction that for any fixed positive integer $n$, the sequence

$$
2,2^{2}, 2^{2^{2}}, 2^{2^{2^{2}}}, \ldots, \quad(\bmod n)
$$

is eventually constant.
Exercise 227. Prove by induction that for every $k \in \mathbb{Z}^{+}$, and every odd number $n \in \mathbb{Z}^{+}$,

$$
(n+1)^{k} \equiv n+1 \quad(\bmod 2 n)
$$

The result in the next exercise is sometimes called "Fermat's little theorem", and can be proved by induction (although the now standard proof is not inductive-see [150], for example).

Exercise 228 (Fermat's little theorem). Prove that if $p$ is a prime and $a$ is an integer, then $a^{p}-a$ is divisible by $p$.

Another formulation of Fermat's little theorem is that if $p$ is a prime and $p$ does not divide $a$, then $a^{p-1} \equiv 1(\bmod p)$. This follows from the result in Exercise 228 since $a^{p}-a$ being divisible by $p$ is equivalent to $a^{p} \equiv a(\bmod p)$ : if $p$ does not divide $a$, then $a$ is relatively prime to $p$, and so, (by Lemma 11.2.1) modulo $p, a$ has an inverse simply multiply this last equation by this inverse. Note also that Fermat's little theorem is a special case of Euler's theorem.

Exercise 229. Prove that for each $n \geq 0$, and prime number $p$, and for any polynomial $f(x)=a_{n} x^{n}+a_{n-1} x^{n-1}+\cdots+a_{1} x+a_{0}$ where each $a_{i} \in \mathbb{Z}$, if $a_{n}$ is not divisible by $p$, then $f(x) \equiv 0(\bmod p)$ has at most $n$ distinct solutions modulo $p$.
Exercise 230. Prove by induction that for any $n \geq 1$, the number (16) ${ }^{n}$ alway.s ends in a 6 (in standard decimal representation, of course). Restating this in terms of congruences, this says that $(16)^{n} \equiv 6(\bmod 10)$.
Exercise 231. Prove that for all $n \geq 1,10^{n} \equiv(-1)^{n}(\bmod 11)$.
A famous unsolved conjecture in number theory is called Goldbach's conjecture; it states that each even number greater than 2 is the sum of exactly two prime numbers (in at least one way). For example, $16=5+11$, and $16=3+13$. This conjecture essentially dates back to a letter Christian Goldbach wrote to Fuler in 1742, and is still unsolved. (Goldbach was a tutor to the royal family in Moscow in 1728.) The conjecture has recently been verified for all even $n$ up to $4 \times 10^{1} 4$ by Richstein (sce [428]). Here is a finite (i.e., modular) version of Goldbach's conjecture.

Exercisc 232. Prove that for any positive integers $m$ and $n$, there exist positive integers $a$ and $b$ relatively prime to $2 m$ so that $2 n \equiv a+b(\bmod 2 m)$.

The noxt result is called the Chinese Remainder Theorem because it was apparently' discovered by Sun Zi (4th century), the author of Sunzi suanjing (Master Sun's Mathematical manual), a manual of arithmetic, part of a required course for Chinese civil servants. A general procedure for solving systems of linear congruences was published by Qin Jiushao (1201-1261) in Shushu jiuzhang (Mathematical treatises in nine sections), in 1247.

Theorem 11.2 .3 (Chinese Remainder Thoorem). For $n \geq 1$, let

$$
m_{1}, m_{2}, \ldots, m_{n} \in\{2,3,4, \ldots\}
$$

be pairwise relatively prime, and let $a_{1}, a_{2}, \ldots, a_{n}$ be arbitrary integers. Then there exists i so that

$$
\begin{aligned}
& x \equiv a_{1} \quad\left(\bmod m_{1}\right) \\
& x \equiv a_{2} \quad\left(\bmod m_{2}\right) \\
& \vdots \\
& x \equiv a_{n} \quad\left(\bmod m_{n}\right),
\end{aligned}
$$

and $x^{\prime}$ is another solution to the above $n$ equations if and only if

$$
x^{\prime} \cong x \quad\left(\bmod m_{1} r n_{2} \cdots m_{n}\right) .
$$

There are different proofs of the Chinese Remainder Theorem; however, seldom is a proof given by induction. The reader might be surprised to see just how easy the proof is when it is presented as a standard induction argument. Only the notation seems cumbersome, but even this problem is easily overcome by first proving the cases $n-1,2$, just to get the idea (the arbitrary inductive step is virtually identical to proving the case $n=2$ from $n=1$ ).

Exercise 233. Prove the Chinese Remainder Theorem. by induction on $n$. Hint: Use Bezout's Lemma with $d=1$ for relatively prime pairs. You might also need the result from Exercise 210.

Virtually all the many problems from Section 11.3 on divisibility can be couched in terins of congruences, so only a few problems of that type are given here using congruence notation.

Exercise 234. Prove that if $n \in \mathbb{Z}^{+}$, then $2^{n}+3^{n} \equiv 5^{n}(\bmod 6)$.
Exercise 235. I'rove that if $n \in \mathscr{Z}^{+}$, then $16^{n} \equiv 1-10 n(\bmod 25)$.
Excrcise 236. Prove that if $n \geq 1$, then $3^{n}+7^{n} \equiv 2(\bmod 8)$.
Exercise 237. I'ove that if $n>0$. then $10^{n} \equiv(-1)^{n}(\bmod 11)$.

### 11.3 Divisibility

The notation $a \mid b$ means $a$ divides $b$ (for example, $4 \mid 12$; since 5 does not divide 12 , one writes $\bar{j} \nmid 12$ ). In divisibility problems, one might find it handy to first observe that if $n \mid a$ and $n \mid b$, then $n|(a+b), n|(a-b)$, and $n \mid a b$. Many of the following problems have direct proofs using congruences (or even more straightforward techniques), but they also can be proved by induction.

Exercise 238. Prove that for any inleger $n \geq 2$, the product of $n$ odd numbers is also odd.

Exercise 239. Prove that if $n$ is odd, the sum of $n$ odd numbers is odd.
The following lemma is proved using the pigeonhole principle (sce Exercise 743); however it also has an inductive proof.

Theorem 11.3.1. Let $n$ be a positive integer. If $n+1$ distinct numbers are chosen from $\{1,2, \ldots, 2 n\}$, then one of these numbers divides another.

Proof: Fix $n \geq 1$, and let $x_{1}, \ldots, x_{n+1}$ be numbers chosen from $\{1,2, \ldots, 2 n\}$. For each $i=1, \ldots, k+1$, write $x_{i}=2^{\alpha_{i}} m_{i}$, where $m_{i}$ is odd. Since $\left\{m_{1}, \ldots, m_{n+1}\right\} \subseteq$ $\{1,3, \ldots, 2 n-1\}$, by the pigeonhole principle: there exists $i \neq j$ so that $m_{i}=m_{j}$. Since one of $2^{\alpha_{i}}$ and $2^{\alpha_{j}}$ divides the other, one of $x_{i}$ or $x_{j}$ divides the other.

One might think that an inductive proof of Theorem 11.3 .1 is elementary: and after discovering a simple trick, it is elementary!

Exercise 240. Give an inductive proof of Theorem 11.3.1.
The following exercise generalizes Exercise 240; (the case $r=1$ is Theorem 11.3.1):

Exercise 241. Prove by induction that for any positive integers $r$ and $n$, if $T \subset$ $\left\{1,2, \ldots, 2^{r} n\right\}$ has $|T|=\left(2^{r}-1\right) n+1$ elements, then there exist $r+1$ numbers $t_{i_{1}}<t_{i_{2}}<\cdots<t_{i_{r+1}}$ in $T$ so that for each $j=1 \ldots r, t_{i_{j}}$ divides $t_{i_{j+1}}$.

The next problem has a one line direct proof (do you see it?); however, the proof asked for is by induction.

Exercise 242. Prove by induction that for evcry $n \geq 1, n(n+1)$ is even, that is, $2 \mid n(n+1)$.

The next result was observed by Leibniz.
Exercise 243. Prove by induction that for every non-negative integer n, 3 divides $n^{3}-n$.

Exercise 244. Prove that for every $n \geq 1,3 \mid\left(n^{3}+2 n\right)$.

Exercise 245. Prove that if $n \geq 1$, then $3 \mid\left(2^{2 n}-1\right)$.
Exercise 246. Prove $n$ that for every $n \geq 1,3 \mid\left(2^{2 n+1}+1\right)$.
Exercise 247. Prove that if $n \geq 1$ then $3 \mid\left(5^{2 n}-1\right)$.
Exercise 248. Prove that for every $n \geq 1$,

$$
3 \left\lvert\,\left(\frac{10^{n}+5}{3}+4^{n+2}\right)\right. \text {. }
$$

Exercise 249. Prove that if $n$ is a non-negative integer, then $3 \mid\left(7^{n}+2\right)$.
Exercise 250. Prove that for every $n \geq 1,4 \mid n^{2}(n+1)^{2}$. (A dircct proof is trinial; can you see it?)

Exercise 251. Prove that for every $n \geq 1,4 \mid\left(6 \cdot 7^{n}-2 \cdot 3^{n}\right)$.
The following popular exercise was also known by Leibniz.
Exercise 252. Prove that if $n \geq 1$ then $5 \mid\left(n^{5}-n\right)$.
Exercise 253. Prove that for all $n \geq 1,\left(3^{2 n}+4^{n+1}\right)$ is divisible by 5 .
Exercise 254. Prove that for any natural number $n, 8^{n}-3^{n}$ is divisible by 5.
Exercise 255. Prove that for every $n \geq 1,6 \mid\left(n^{3}-n\right)$.
Exercise 256. Prove that for each $n \geq 1,6 \mid\left(7^{n}-1\right)$.
Exercise 257. Prove that for every $n \geq 1,6$ divides $n^{3}+5 n$.
Exercise 258. Prove that for evcry $n \geq 0,6 \mid n(n+1)(n+2)$.
Exercise 259. Prove by induction that for every $n \geq 0, n(n \cdot 1)(2 n-1)$ is divisible by 6 .

The result in the following was also known to Leibniz.
Exercise 260. By induction, prove that for cvery $n \geq 0,7$ divides $n^{7}-n$.
Excrcise 261. Prove that for every $n \geq 1,7 \mid\left(2^{n+2}+3^{2 n+1}\right)$.
Exercise 262. Prove by induction that for every $n \geq 1,7 \mid\left(11^{n}-4^{n}\right)$.
Exercise 263. Prove by induction that for every $n>1,7 \mid\left(23^{3 n}-1\right)$.
For vet another result concerning divisibility by 7, see Exercise 344 (involving Fibonacci numbers).

Exercise 264. Prove that for euery $n \geq 1,3^{2 n}-1$ is divisible by 8 .

Exercise 265. Prove that for every $n \geq 1,8$ divides $3^{n}+7^{n}-2$.
Exercise 266. Prove that for every $n \geq 1$,

$$
8 \mid\left(5^{n+1}+2 \cdot 3^{n}+1\right)
$$

Exercise 267. Prove that for eqery $n \geq 1$,

$$
9 \mid\left(n^{3}+(n+1)^{3}+(n+2)^{3}\right)
$$

Exercise 268. Prove that for-every $n \geq 1,4^{n}+6 n-1$ is divisible by 9 .
Exercise 269. Prove that for every $n \geq 1, n^{5}-n$ is a multiple of 10 .
For an exercise for divisibility by 13, see Exercise 351 (involving Fibonacci numbers).

Exercise 270. Prove that for every $n \geq 1$,

$$
15 \mid\left(4(47)^{4 n}+3(17)^{4 n}-7\right)
$$

Exercise 271. Prove that for every $n \geq 0,15 \mid\left(2^{1 n}-1\right)$.
Exercise 272. Prove that for every $n \geq 1,16$ divides $5^{n}-4 n-1$.
Exercise 273. Prove that for every $n \geq 0$,

$$
17 \mid\left(3 \cdot 5^{2 n+1}+2^{3 n+1}\right)
$$

Exercise 274. Prove that all numbers of the form

$$
12008,120308,1203308,12033308,120333308, \ldots
$$

are divisible by 19.
The next exercise has a remarkably elegant solution if the given hint is followed; without following the hint, it is very challenging. [Note: this is a special case of Exercise 295 part (c).]

Exercise 275. Prove that for every positive integer $n$,

$$
2^{2^{n}}+3^{2^{n}}+5^{2^{n}}
$$

is divisible by 19. IIint: induct from $k$ to $k+2$.
Exercise 276. Prove that for every $n \geq 1$,

$$
21 \mid\left(4^{n+1}+5^{2 n-1}\right)
$$

Exercise 277. Prove by induction that for every odd positive integer $n$,

$$
24 \mid n\left(n^{2}-1\right) .
$$

Exercise 278. Let $f$ be a function satisfying $f(1)=f(2)=1$, and for $n \geq 3$,

$$
f(n)=3 f(n-2)+3 f(n-1)+1 .
$$

Prove that for all positive integers $n, f(3 n)+f(3 n+1)$ is divisible by 32. Hint: Show that $f$ has a period of 12 modulo 32.

Exercise 279. Prove that for every $n \geq 1$,

$$
43 \mid\left(6^{n+1}+7^{2 n-1}\right) .
$$

Exercise 280. Prove that all numbers of the form 1007, 10017, 100117, 1001117, $10011117, \ldots$ are divisible by 53.

Exercise 281. Prove that for every $n \geq 1$,

$$
57 \mid\left(7^{n+2}+8^{2 n+1}\right) .
$$

Exercise 282. Prove that for every $n \geq 0$,

$$
64 \mid\left(3^{4 n+1}+10 \cdot 3^{2 n}-13\right) .
$$

Exercise 283. Prove by mathematical induction that for any positive integer n, the number $3^{2 n+2}-8 n-9$ is divisible by 64.

Exercise 284. Prove by mathematical induction that for any positive intcger $n$, $9^{n}-8 n-1$ is divisible by 64 .

Exercisc 285. Prove that for every $n \geq 0$,

$$
73 \mid\left(8^{n+2}+9^{2 n+1}\right)
$$

Excrcise 286. Prove that if $n \geq 1$, then $80 \mid\left(3^{4 n}-1\right)$.
Exercise 287. Prove that for every $n \geq 0$,

$$
133 \mid\left(11^{n+2}+12^{2 n+1}\right)
$$

Exercise 288. Prove that for every $n \geq 1$,

$$
576 \mid\left(5^{2 n+2}-24 n-25\right)
$$

Exercise 289. If $n$ is an arbitrury natural number, prove by mathematical induction that $7^{2 n}-48 n-1$ is divisible by 2304.

The next exercise uses the ceiling function. For any real number $x$, define $\lceil x\rceil$ to be the least integer not less than $x$. For example, $\lceil 3.2\rceil=4,\lceil 4\rceil=4$, and $\lceil-4.8]=-4$.

Exercise 290. Prove that for every $n \geq 1$,

$$
2^{n+1} \mid\left\lceil(1+\sqrt{3})^{2 n}\right\rceil .
$$

Exercise 291. Prove that if $n \geq 0$, then $2^{3^{n}}+1$ is divisible by $3^{n+1}$.
Exercise 292. Prove by induction that the polynomial $x^{2 n}-y^{2 n}$ is divisible by $x^{2}-y^{2}$.

Exercise 293. Prove by induction that the polynomial $x^{2 n+1}+y^{2 n+1}$ is divisible by $x+y$.

Exercise 294. Prove by induction that for any $n \geq 1,\binom{n+1}{2}$ divides $\sum_{j=1}^{n} j^{5}$. [Note: No satisfactory solution has been found, yet.]

In the following exercise, part (c) gencralizes Exercise 275.
Exercise 295. Let $a, b$, and $c$ be positive integers with $a+b=c$, and let $d$ be an odd factor of $a^{2}+b^{2}+c^{2}$. Prove that for all positive integers $n$ :
(a) $a^{6 n-4}+b^{6 n-4}+c^{6 n-4}$ is divisible by $d$.
(b) $a^{6 n-2}+b^{6 n-2}+c^{6 n \cdots 2}$ is divisible by $d^{2}$.
(c) $a^{2^{n}}+b^{2^{n}}+c^{2^{n}}$ is divisible by d.
(d) $a^{4^{n}}+b^{4^{n}}+c^{4^{n}}$ is divisible by $d^{2}$.

For parts (c) and (d), assuming that dis not divisible by 3 makes the problem slightly easier.

Exercise 296. Suppose that $A, B$, and $C$ are positive integers so that $B C \mid(A-$ $B-C$ ). Prove that for every $n \geq 1, B C \mid\left(A^{n}-B^{n} \ldots C^{n}\right)$.

Exercise 297. Let $p$ be a prime and $a_{1}, a_{2}, \ldots, a_{n}, \ldots$ be positive integers each larger than one. Prove by induction that if $p \mid\left(a_{1} \cdot a_{2} \cdot \ldots \cdot a_{n}\right)$, then $p$ divides one of the $a_{i}$ 's.

Exercise 298. Prove that for each $n \geq 1$, there is an $n$-digit number $N$ (in standard. decimal representation), where each digit is a 1 or a 2 , so that $N$ is divisible by $2^{n}$. Exercise 299. Prove that for every $n \geq 1, \frac{(2 n)!}{2^{n}}$ is an integer. This cxercise has a very easy direct proof, but prove it by induction anyway.

Exercise 300. Prove by induction that for every $n \geq 1, \frac{(2 n)!}{n!2^{n}}$ is an integer.
Exercise 301. Prove that if $n \geq 1$, then $\frac{n^{5}}{5}+\frac{n^{3}}{3}+\frac{7 n}{15}$ is an intcger.

Exercise 302. For each $n \geq 1$, prove that $\frac{n^{7}}{7}+\frac{n^{3}}{3}+\frac{11 n}{21}$ is an integer.
Exercise 303. Prove that if $n$ is a positive integer, so is $\left(n^{3}+6 n^{2}+2 n\right) / 3$.
Exercise 304. Suppose that $x$ and $y$ are non-zero real numbers for which $x+\frac{1}{x}$, $y+\frac{1}{y}$, and $x y+\frac{1}{x y}$ are integers. Prove that for all integers $m$ and $n, x^{m} y^{n}+\frac{1^{n}}{x^{m} y^{n}}$ is an integer.

Exercise 305. Prove that for every $n \in \mathbb{Z}^{+},(2+\sqrt{3})^{n}+(2-\sqrt{3})^{n}$ is an integer.
Exercise 306. Let $n$ be a power of 2. Prove that for any $n \geq 1$, in any set of $2 n-1$ positive integers, there is a subset of $n$ of these integers whose sum is divisible by $n$.

Exercise 307. Prove that for each $n \geq 1,2^{2^{n}}-1$ is divisible by at least $n$ distinct primes.

The next few problems are due to José Fspinosa [176]. [They are reproduced here with kind permission.]

Exercise 308. Let $p$ be a prime of the form $4 k+3$. Prove that for each $n \geq 1$.

$$
\sum_{i=1}^{2 k+1} i^{2^{n}}
$$

is divisible by $p$.
Exercise 309. Let $p$ be a prime of the form $6 k+5$. Prove that for all $n \geq 0$,

$$
\sum_{i=1}^{3 k+2} i^{2 \cdot 3^{n}}
$$

is divisible by $p$.
Exercise 310. Let $p$ be a prime of the form $4 k+1$. Prove that for all $n \geq 0$,

$$
\sum_{i=1}^{2 k} i^{4 n-2}
$$

is divisible by $p$.
The reader is invited to see Espinosa's website [176] for many more challenging induction problems regarding divisibilit.y. For example, Espinosa's Problem 13 asks to show that for each $n \geq 0$,

$$
1+2^{4 n+2}+3^{4 n+2}+4^{4 n ; 2}+5^{4 n+2}+6^{4 n+2}
$$

is divisible by 13 .

### 11.4 Numbers expressible as sums

Let $x$ and $y$ be positive integers, and say that a positive integer $k$ is expressible as a sum of $x$ 's and $y$ 's iff there exist non-negative integers $\alpha, \beta$ so that $k=\alpha x+\beta y$. Many of the following statements have multiple base cases. The first result has already been proved as Theorem 3.4.1 in case a hint as to the techniques is needed.

Exercise 311. Prove that any integer $n \geq 14$, can be written as a sum of 3 's and 8's.

Exercise 312. Prove that any integer $n \geq 8$ is expressible as a sum of 3's and 5's.
Excrcise 313. Prove that any positive integer $n$, where $n \notin\{1,3\}$, can be written as a sum of 2's and 5's.

Exercise 314. Prove that any integer $n \geq 24$ can be written as a sum of 5's and 7's.

Exercise 315. Prove that any integer $n \geq 64$ can be expressed as a sum of 5's and 17's.

### 11.5 Egyptian fractions

Ancient records show that at a time, some Egyptians used only fractions of the form $\frac{1}{q}$ (called unit fractions).

In 1858 , Scot Henry Rhind bought, a 3200 vear-old papyrus written by a seribe named Ahmose, and Ahmose wrote that he copied it from work some 400 years previous. (Ahmose is also referred to as "the priest Ahmes, who lived before 1700 B.C." in Turnbull's article [ 538$]$.) According to Newman (see his commentary just before [412]) this papyrus is the second oldest mathematical document known in existence, as of 1956, anyway. ('The oldest is an Hgyptian papyrus called the Golenischev, now in Moscow, also from the same dynasty.) The Rhind papyrus is now a roll 13 inches high and almost 18 feet long. See [412] for a detailed discussion of its contents, along with a photo of part of the papyrus. It was found alongside a leather scroll, both now in the British Museum. (Sce [42] for a photo of the leather scroll.)

According to Turnbull, the Rhind papyrus was called "directions for knowing all dark things". The papyrus holds a collection of problems in geometry and arithmetic. For example, it seems to indicate that the Egyptians of the Twelfth Dynasty (2000-1788 B.C.) knew the formula for the volume of a truncated pyramid. Much in the papyrus is concerned with expressing fractions as sums of unit. fractions such as

$$
\frac{2}{29}=\frac{1}{24}+\frac{1}{58}+\frac{1}{174}+\frac{1}{232}
$$

and they did it without + signs! Problem 23 of the papyrus asks how to complete

$$
1=\frac{1}{3}+\frac{1}{4}+\frac{1}{8}+\frac{1}{10}+\frac{1}{30}+\frac{1}{45}+? ?
$$

using as few as possible unit fractions. The answer given was

$$
? ?=\frac{1}{9}+\frac{1}{40} .
$$

For more on such decompositions and history; together with further references, see [72].

For positive integers $p$ and $q$, if there are positive integers $n_{1}<n_{2}<\cdots<n_{k}$, so that

$$
\frac{p}{q}=\frac{1}{n_{1}}+\frac{1}{n_{2}}+\cdots+\frac{1}{n_{k}},
$$

then the fraction ${ }_{q}^{\frac{p}{q}}$ is said to be written in Egyptian form. If a fraction is in Fgyptian form, its representation is not necessarily unique. For example,

$$
\begin{aligned}
\frac{5}{6} & =\frac{1}{2}+\frac{1}{3} \\
& =\frac{1}{2}+\frac{1}{4}+\frac{1}{12} \\
& =\frac{1}{3}+\frac{1}{4}+\frac{1}{6}+\frac{1}{12} .
\end{aligned}
$$

In [510], Ian Stewart examines a problem regarding the division of camels among sons, and discusses the number of representations of a fraction in nearly Egyptian form. For example, Stewart lists the 14 solutions of "Mustapha's" equation

$$
\frac{1}{a}+\frac{1}{b}+\frac{1}{c}+\frac{1}{d}=1
$$

subject to $a \leq b \leq c \leq d$.
Exercise 316. Prove that if a fraction can be written in Egyptian form, there are infinitely many representations of the fraction in Egyptian form. Hint: Express $\frac{1}{n(n-1)}$ as a sum of two unit fractions.

Exercise 317. Prove by induction thal for every pair of positive integers $p$ and $q$ with $1 \leq p<q$, the fraction $\frac{p}{q}<1$ can be written in Egyptian form. Hint: Use a greedy algorithm, finding the largest unit fractions possible.

Exercise 318. Prove by induction that for every pair of positive integers $p$ and $q$, the fraction $\frac{p}{q}$ can be written in Eyyptian form, that is, every positive fraction can be uritten in E'gyptian form.

See also Exercise 201 for a problem related to Egyptian fractions.

### 11.6 Farey fractions

All variables here represent non-negative integers. For each $n \geq 1$, the sct $\mathcal{F}_{n}$ of Farey fractions is the set of reduced proper fractions $0 \leq \frac{p}{q} \leq 1$ where $0 \leq p \leq q \leq n$. For example,

$$
\mathcal{F}_{4}=\left\{\frac{0}{1}, \frac{1}{4}, \frac{1}{3}, \frac{1}{2}, \frac{2}{3}, \frac{3}{4}, \frac{1}{1}\right\} .
$$

Farey fractions are usually written as a sequence, and so the set $\mathcal{F}_{n}$ is often called a Farey sequence, and the list of all Farey sequences is sometimes called the Farey series.

Exercise 319. Prove that for each $n \geq 2, \mathcal{F}_{n}$ has an odd number of elements.

Say that $\frac{a}{b}<\frac{c}{d}$ are adjacent in $\mathcal{F}_{n}$ if no other $\frac{e}{f}$ exists in $\mathcal{F}_{n}$ with $\frac{a}{b}<\frac{e}{f}<\frac{c}{d}$. Here is a useful fact that has an easy proof (not inductive).

Lemma 11.6.1. If $\frac{a}{b}<\frac{c}{d}$, then for every $h, k \in \mathbb{Z}^{\dagger}$,

$$
\frac{a}{b}<\frac{h a+k c}{h b+k d}<\frac{c}{d} .
$$

Another useful fact that has a fairly direct proof is the following.
Lemma 11.6.2. If $\frac{a}{b}<\frac{c}{d}$ with $b c-a d=1$, and $\frac{e}{f}$ satisfies $\frac{a}{b}<\frac{e}{f}<\frac{c}{d}$, then there exists $h, k>0$, so that $e=a h+c k$ and $f=b h+d k$.

To prove the above lemma, solve the system of equations $c=a h+c k$ and $f=b h+d k$ for the unknowns $h$ and $k$, and show that they are indeed positive integers.

This next exercise is proved by induction on $n$ (lemmas above may be used.)
Exercise 320. Prove that if $\frac{a}{b}<\frac{c}{d}$ are reduced fractions adjacent in $\mathcal{F}_{n}$, then both $S_{1}(n): b c-a d=1$, and
$S_{2}(n)$ : If the reduced fraction $\frac{e}{f} \in \mathcal{F}_{n+1}$ scparates $\frac{a}{b}$ and $\frac{c}{d}$, that is, if $\frac{a}{b}<\frac{e}{f}<\frac{c}{d}$, then $e=a+c$ and $f=b+d$.

As a consequence of Exercise 320 , if $\frac{a}{b}<\frac{c}{d}$ are adjacent. Farey fractions, then

$$
\frac{c}{d}=\frac{a}{b}+\frac{1}{b d}
$$

gives a recursive way to generate Egyptian forms for fractions.

### 11.7 Continued fractions

In some circles, the most famous book on continued fractions is the classic Continued Fractions [311] by Alcksandr Ya. Khinchin (1894-1959); this little book has been recently reprinted by Dover. Among the many other possible resources, I recommend Number Theory with Computer Applications [332] by Kumanduri and Romero; the authors discuss history, theory, and applications of continued fractions. The introduction given here is naive and very sporadic, touching on only selected basics. For example, the deep connections between continued fractions and approximation theory, transcendental numbers; generating functions, hypergeometric functions, or solutions to quadratics are not discussed here.

According to the references above, continued fractions in the modern sense were apparent in the work of Rafal Bombelli (1526-1573), whose techniques were used by Christiaan Huygens (1629-1695) in the construction of a mechanical planetarium (of the first six planets). Similar methods were used by the Indian astronomer Aryabhata. See [73] for more on the history of continued fractions. According to the references mentioned, the basic properties of continued fractions given below were developed by Euler and Lagrange.

For present purposes, a continued fraction is an expression of the form (where each of the $a_{i}$ 's and $b_{i}{ }^{\prime}$ s are real numbers):

either stopping after finitely many steps or continuing on to infinity. Implicit in the above form is that each of $a_{1}, a_{2}, \ldots$ are non-zero. In what follows, the $a_{i}$ 's and $b_{i}$ 's are most often positive integer values, with perhaps $a_{0}$ bcing nou-positive, and if any, the last $a_{n}$ perhaps being a positive real. A continued fraction is called finite iff its expansion is finite, and infinite otherwise. $\Lambda$ finite continued fraction can be evaluated from the bottom up, i.e., by first calculating a bottom level $a_{n-1}+$ $\frac{b_{n}}{a_{n}}$, producing a continued fraction with one fewer level. Simplification is repeated recursively on each new last level. Any finitc continued fraction is a real number (since there are only finitely many simple operations to evaluate a finite continued fraction). When all the $a_{i}$ 's and $b_{i}$ 's are rational numbers, such a finite continued fraction is again a rational (see Exercise 321 below).

Do infinite continued fractions have meaning? Let $C$ be an infinite continued fraction with coefficients $a_{i}$ 's and $b_{i}$ 's as above. lor each $k \geq 0$, define the $k$ convergent (denoted $C_{k}$ ) of $C$ to be the finite continued fraction formed by truncating
the expression after $a_{k}$ and $b_{k}$ :

$$
C_{k}=a_{0}+\frac{b_{1}}{a_{1}+\frac{b_{2}}{a_{2}+\frac{b_{3}}{a_{3}+\frac{b_{4}}{a_{4}+}}}}
$$

[A $k$-convergent is also sometimes called an initial $k$-segment.] Since each $C_{k}$ is finite, each is a real number. The infinite continued fraction $C$ is said to converge to some limit $L \in \mathbb{R}$ iff $\lim _{k \rightarrow \infty} C_{k}=L$.

In some very special circumstances, an infinite continued fraction can be given meaning by calculating corivergents, or simply by its algebraic propertics. For example, if one writes

$$
C=1+\frac{1}{1+\frac{1}{1+\frac{1}{1+\frac{1}{1+\cdots}}}}
$$

the first few convergents are $C_{1}=2, C_{2}=\frac{3}{2}, C_{3}=\frac{5}{3}, C_{4}=\frac{8}{5}$. The numbers used in these convergents look familiar. In Section 12.2, the Fibonacci numbers are defined recursively by $F_{0}=0$ and $F_{1}=1$, and for $n \geq 2, F_{n}=F_{n-2}+F_{n-1}$; the first few are $0,1,1,2,3,5,8, \ldots$, One soon guesses (and proves by induction) that the convergents are ratios of consecutive Fibonacci numbers (sec Exercise 322 below), which tend to $\tau=\frac{1+\sqrt{5}}{2}$, the golden ratio. Another way to confirm this result is to observe that; as expressions, $C=1+\frac{1}{C}$, so if $x$ is a convergent of $C, x=1+\frac{1}{x}$. Upon solving, $x^{2}-x-1=0$, the only non-negative root of which is indeed $\tau$.

One might conclude that if $C$ is a continued fraction whose coefficients eventually repeat with a fixed period, the same idea as above can be used to find a quadratic polynomial, one of whose roots is the limit of the convergents of $C$. The reader is invited to try this with

$$
\sqrt{7}=[2,1,1,1,4,1,1,1,4,1,1,1,4, \ldots] .
$$

In fact, a continued fraction $C$ is eventually periodic iff $C$ is a quadratic irrational. Sec, e.g. $[332, \S 11.4]$. It was Lagrange that proved the expansion of any quadratic irrational is eventually periodic.

If an infinite continued fraction is denoted by, say, the letter $C$, sometimes $C$ is interpreted as a real number, and until it is established that $C$ is a real number, $C$ is taken to denote only the continued fraction expression.

By a construction described below, for any real number $x$, there is a unique continued fraction converging to $x$ that has, in the continued fraction expansion, all the $b_{i}$ 's cqual to 1 and all the $a_{i}$ 's are integers with all but perhaps $a_{0}$ being positive. For any continued fractions with all $b_{i}$ 's being 1 , there is a convenient one-line notation:

$$
\left[a_{0} ; a_{1}, a_{2}, \ldots, a_{n}\right]=a_{0}+\frac{1}{a_{1}+\frac{1}{a_{2}+\frac{1}{a_{3}+\frac{1}{a_{4}+}}}}
$$

and a corresponding infinite continued fraction of this form is $\left[a_{0}: a_{1}, a_{2}, a_{3}, \ldots\right]$.
For a continued fraction of the form $C=\left[a_{0} ; a_{1}, a_{2}, \ldots\right]$, (or $\left[a_{0} ; a_{1}, \ldots, a_{n}\right\}$ ), for each $k=0,1,2 \ldots$ (or $k=0, \mathbf{I}, \ldots n)$, the $k$-convergent of $C$ is $C_{k}=\left[a_{0} ; a_{1}, \ldots, a_{k}\right\}$. Similarly define a $k$-remainder to be $\left|a_{k}, a_{k+1}, \ldots\right\rangle$. Observe that $k$-convergents are themselves finite continued fractions (hence are real numbers) and $k$-remainders of a continued fraction are again continued fractions, perhaps infinite. Many theorems can be proved by using remainders rather than convergents; however, most proofs below rely on convergents.

A simple continued fraction is a continued fraction of the form $\left[a_{0}, a_{1}, a_{2}, \ldots, a_{n}\right]$ (or $\left[a_{0}, a_{1}, a_{2}, \ldots\right]$ ) where $a_{0} \in \mathbb{Z}$ and all remaining $a_{i}$ 's are positive integers. Before showing how every real number can be represented by a simple continued fraction, it is instructive to first consider expansions of rational numbers.

### 11.7.1 Finite continued fractions

By the Euclidean division algorithm, (sec Exercise 211) every rational number has a unique representation as a finite simple continued fraction. For example.

$$
\frac{119}{35}-3+\frac{14}{35}=3+\frac{1}{\frac{35}{14}}=3+\frac{1}{2+\frac{7}{14}}=3+\frac{1}{2+\frac{1}{2}},
$$

and so $\frac{119}{35}=[3 ; 2,2]$.
A finite continued fraction $\left[a_{0}, a_{1}, \ldots a_{n}\right\}$ is evaluated with finitely many operations, so when the $a_{i}$ 's are rational, the number $\left\{a_{0} ; a_{1}, \ldots, a_{n}\right\}$ is rational; this
claim is also justified by a (nearly trivial) inductive argument based on the following observation: For each $n \geq 1$,

$$
\begin{equation*}
\left[a_{0}, a_{1}, \ldots, a_{n}\right]=\left[a_{0}, a_{1}, \ldots, a_{n-1}+\frac{1}{a_{n}}\right] \tag{11.8}
\end{equation*}
$$

Exercise 321. Use equation (11.8) and induction to prove that if a real number $x$ has a finite continued fraction expansion $x=\left[a_{0}, a_{1}, \ldots, a_{n}\right]$ where all $a_{i}$ 's are rational, then $x$ is rational. Conclude that a number is rational iff its continued fraction expansion is finite.

Oddly enough, the proof suggested in Exercise 321 fails for simple (integer) continued fractions; onc seems forced to prove the theorem for a class of finite continued fractions whose last $a_{n}$ is allowed to be rational. This is an instance of "proving more is easier". [Perhaps it is for this reason that some authors (e.g., [332]) define a "simple" continued fraction to be of the form $\left[a_{0}, a_{1}, a_{2}, \ldots, a_{n}\right]$ where $a_{0}$ is an integer, each of $a_{1}, \ldots, a_{n-1}$ are positive integers and $a_{n}$ is allowed to be any rational (or real).]

Let $C=\left[a_{0}, a_{1}, a_{2}, \ldots\right]$ be a continued fraction with all $a_{i}$ 's rational, and for each $i \geq 1, a_{i}>0$. In much of what follows, proofs do not depend on $a_{1}, a_{2}, \ldots$ being positive; however, for simplicity assume that from now on, all such $a_{i}$ 's are positive, and that $a_{0} \geq 0$. For each $k \geq 1$, the $k$-convergent of $C$ is a positive rational number, so write

$$
\begin{equation*}
C_{k}=\frac{p_{k}}{q_{k}} \tag{11.9}
\end{equation*}
$$

where $p_{k}$ and $q_{k}$ are relatively prime positive integers. The 0 -th convergent $C_{0}=$ $a_{0}=\lfloor x\rfloor$ can also be considered as a fraction over 1 .
Exercise 322. Let $F_{n}$ denote the $n$-th Fibonacci number ( $F_{0}=0, F_{1}=1$, and for $n \geq 2, F_{n}=F_{n-2}+F_{n-1} ;$ see Section 12.2). Prove that for $n \geq 2$, the continued fraction expansion of $\frac{F_{n}}{F_{n-1}}$ is of the form $[1,1, \ldots, 1]$, where there are $n-1$ ones. It follows that any simple continued fraction of the form $[1,1, \ldots, 1]$ is a ratio of consecutive Fibonacci numbers.

Theorem 11.7.1. Let $C=\left[a_{0}, a_{1}, a_{2}, \ldots\right]$ be a rational continued fraction and for each $k \geq 0$, let $C_{k}=\frac{p_{k}}{q_{k}}$. Then for $k \geq 2$,

$$
\begin{align*}
& p_{k}=a_{k} p_{k-1}+p_{k-2}  \tag{11.10}\\
& q_{k}=a_{k} \varphi_{k-1}+q_{k-2} . \tag{11.11}
\end{align*}
$$

Exercise 323. Prove equations (11.10) and (11.11) by induction on $k$. [Hint: To start the inductive step, apply equation (11.8).]
Corollary 11.7.2. Let $C=\left[a_{0}, a_{1}, \ldots, a_{n}\right]$ be a rational continued fraction with, for $0 \leq k \leq n, k$-convergent $C_{k}=\frac{p_{k}}{q_{k}}$. Then

$$
\begin{equation*}
\text { for } k \geq 1, p_{k} q_{k-1}-p_{k-1} q_{k}=(-1)^{k-1} \tag{11.12}
\end{equation*}
$$

$$
\begin{equation*}
\text { for } k \geq 2, p_{k} q_{k-2}-p_{k-2} q_{k}=(-1)^{l} a_{k} \text {. } \tag{11.13}
\end{equation*}
$$

Exercise 324. Prove equation (11.12) of Corollary 11.7.2.
Exercise 325. Prove equation (11.13) of Corollary 11.7.2.
Multiplying the equations (11.12) and (11.12) by $1 /\left(q_{k-1} q_{k}\right)$ gives the following useful result.

Corollary 11.7.3. Let $C=\left[a_{0}, a_{1}, \ldots\right]$ be a rational continued fraction (finite or not), where for each $k=0,1,2, \ldots$, the $k$-convergent is $C_{k}=\frac{p_{k}}{q_{k}}$. Then

$$
\begin{align*}
& \text { for } 1 \leq k \leq n, \quad C_{k}-C_{k-1}=\frac{(-1)^{k-1}}{q_{k-1} q_{k}}  \tag{11.14}\\
& \text { for } 2 \leq k \leq n, \quad C_{k}-C_{k-2}=\frac{a_{k}(-1)^{k}}{q_{k-2} q_{k}} \tag{11.15}
\end{align*}
$$

Lemma 11.7.4. Let $a_{0}$ be rational, and for each $i=1,2, \ldots$, let $a_{i} \geq 1$ be rational, and form the continued fraction $C=\left[a_{0}, a_{1}, a_{2}, \ldots\right]$ (fnile or not), and for each $k \geq 0$, let $C_{k}=\left[a_{0}, a_{1}, \ldots, a_{k}\right]=\frac{p_{k}}{q_{k}}$. Then the sequence $1=q_{0}: q_{1}, q_{2}, q_{3} \ldots$ is strictly increasing.

Exercise 326. Prove Lemma 11.7.4.
In Lemma 11.7.4, denominators of the convergents are increasing, but more can be said about just how fast.

Exercise 327. Let $a_{0}$ be rational, and for each $i=1,2, \ldots$, let $a_{i} \geq 1$ be a rational, and form the continued fraction $C=\left[a_{0}, a_{1}, a_{2}, \ldots\right]$ (finite or not), and for each $k \geq 0$, let $C_{k}=\left[a_{0}, a_{1}, \ldots, a_{k}\right]=\frac{p_{k}}{q_{k}}$. Prove by induction that for each $k \geq 2$,

$$
q_{k} \geq 2^{k / 2}
$$

The following exercise is somewhat novel in that continued fractions are turned "inside out".

Exercise 328. Let $\left[a_{0}, a_{1}, a_{2}, \ldots\right]$ be a continued fraction with all $a_{i}$ 's rational, and for each $k \geq 0, C_{k}=\left[a_{0}, a_{1}, \ldots, a_{k}\right]=\frac{p_{k}}{q_{k}}$. Prove by induction that for each $k \geq 1$,

$$
\frac{q_{k}}{q_{k-1}}=\left[a_{k}, a_{k-1}, \ldots, a_{1}\right] .
$$

### 11.7.2 Infinite continued fractions

Theorem 11.7.5. Let $a_{0}, a_{1}, a_{2}, \ldots$ be an infinite sequence of rational numbers where, for $i \geq 1, a_{i} \geq 1$. Then $C=\left[a_{0}, a_{1}, a_{2}, \ldots\right]$ converges.

Proof: By equation (11.14) of the previous section, the convergents of $C$ satisfy $C_{1}=C_{0}+\frac{1}{q_{1}}, C_{2}=C_{1}-\frac{1}{q_{1} q_{2}}=C_{0}+\frac{1}{q_{1}}-\frac{1}{q_{1} q_{2}}>C_{0}$, since the $q_{i}$ 's are increasing by Lemma 11.7.4. Continuing in the same manner, $C_{3}=C_{2}+\frac{1}{q_{2} q_{3}}<C_{2}+\frac{1}{q_{1} q_{2}}=C_{1}$, so $C_{0}<C_{2}<C_{3}<C_{1}$. By equation (11.15) it is easier to see that the even convergents are increasing, $C_{0}<C_{2}<C_{4}<\cdots$, and the odd convergents are decreasing, $C_{1}>C_{3}>C_{5}>\cdots$, and by equation (11.14), each $C_{i+2}$ is between $C_{i}$ and $C_{i+1}$. Thus, the convergents form the partial sums of an alternating decreasing serics,

$$
C_{0}+\left(C_{1}-C_{0}\right)+\left(C_{2}-C_{1}\right)+\ldots
$$

which converges to some limit; call this limit $C$.
Notice that, from the above proof, each convergent $C_{k}$ is within $\frac{1}{q_{k-1} q_{k}}$ of $C$. It might be interesting to know (see [311] for details) that an infinite continued fraction of the form $\left[a_{0}, a_{1}, a_{2}, \ldots\right]$ converges iff the series $\sum_{i=1}^{\infty} a_{i}$ diverges (so just forcing the $a_{i}$ 's to be at least one is a very weak condition).

Corollary 11.7.6. If $C=\left[a_{0}, a_{1}, a_{2}, \ldots\right]$ is an infinite simple continued fraction (where $a_{0} \in \mathbb{Z}$ and for each $i \geq 1, a_{i} \in \mathbb{Z}^{+}$), then the continued fraction $C$ converges to an irrational real number.

Proof: Any infinite simple continued fraction satisfies the hypothesis of Iheorem 11.7.5, and so converges to some $x \in \mathbb{R}$. By Exercise $321, x$ is irrational.

Recall that $\lfloor x\rfloor$ denotes the largest integer not greater than a real number $x$, often called the integer part or floor of $x$. For any real number $x$, write $x=\lfloor x\rfloor+\lfloor[x]\}$, where $[[x]] \in[0,1)$ is often called the fractional part of $x$..

To each irrational number $x$, there is a "canonical" simple infinite continued fraction $C(x)=\left[a_{0}, a_{1}, a_{2}, \ldots\right]$ that converges to $x$; this representation of $x$ is recursively defined in the same manner that the Euclidean division algorithm yields a finite expansion for a rational- -at each stage, break off the integer part, and invert the fractional part. Here is the process:

Fix an irrational $x$. By Exercise 321, no finite simple continued fraction defines $x$, confirming that the process about to be defined does not stop. Define recursively a sequence $x_{0}, x_{1}, x_{2}, \ldots$ of real numbers, by $x_{0}=x$, and for each $i \geq 1$,

$$
x_{i}=\frac{1}{\left[\left[x_{i-1}\right]\right]}
$$

For each $i \geq 1$, (by induction) $\left[\left[x_{i-1}\right]\right]$ is an irrational number between 0 and 1 , and so each of $x_{1}, x_{2}, \ldots$ is a real number larger than one (thus the recursion never
stops- -or explodes with some division by zero). Using these $x_{i}$ 's, the first few steps in an exparsion of $x$ are:

$$
\begin{aligned}
x & =\left\lfloor x_{0}\right\rfloor+\left\lfloor\left[x_{0}\right\rfloor\right] \\
& =\left\lfloor x_{0}\right\rfloor+\frac{1}{x_{1}} \\
& =\left\lfloor x_{0}\right\rfloor+\frac{1}{\left\lfloor x_{1}\right\rfloor+\left\lfloor\left[x_{1}\right]\right]} \\
& =\left\lfloor x_{0}\right\rfloor+\frac{1}{\left\lfloor x_{1}\right\rfloor+\frac{1}{x_{2}}} \\
& =\left\lfloor x_{0}\right\rfloor+\frac{1}{\left\lfloor x_{1}\right\rfloor+\frac{1}{\left\lfloor x_{2}\right\rfloor+\left[\left\lfloor x_{2}\right]\right.}} \\
& =\left\lfloor x_{0}\right\rfloor+\frac{1}{\left\lfloor x_{1}\right\rfloor+\frac{1}{\left\lfloor x_{2}\right\rfloor+\frac{1}{x_{3}}}}
\end{aligned}
$$

For cach $i=0,1,2, \ldots$, put $a_{i}=\left\lfloor x_{i}\right\rfloor$. Then for each $n \geq 1$,

$$
x=\left[a_{0}, a_{1}, \ldots, a_{n-1}, x_{n}\right\} .
$$

Then for each $n \geq 0$,

$$
\begin{equation*}
x_{n}=a_{n}+\frac{1}{x_{n+1}} \tag{11.16}
\end{equation*}
$$

Define the canonical representation of an irrational $x$ to be the infinite simple continued fraction $C=\left[a_{0}, a_{1}, a_{2}, \ldots\right]$ defined above. By Corollary 11.7.6, $C$ converges to an irrational number $y$. Since the $n-1$ first. $k$-convergents of both $x=\left[a_{0}, a_{1}, \ldots, a_{n-1}, x_{n}\right]$ and $C=\left[a_{0}, a_{1}, \ldots, a_{n-1}, a_{n}, \ldots\right]$ are the same, it follows (as in the proof of Theorem 11.7.5) that $x=y$. Hence any real number $x$ has a unique simple continued fraction expansion, and that expansion is found by the algorithm above.

As a penultimate note of interest, the continued expansion of $e$, the base of the natural logarithm, is

$$
c=[2,1,2,1,1,4,1,1,6,1,1,8,1,1,10, \ldots]
$$

In the 1760 s, Johann Heinrich Lambert (1728-1777) proved that the pattern above continues on forever, hence first proving that $e$ is irrational (Legendre is sometimes
credited) the proof (see e.g., [332, pp. 276-8]) is another (beautiful?) application of induction.

In this section, the $b_{i}$ 's have been virtually ignored. For an intriguing introduction to more general continued fractions (even with complex numbers), starting with a famous continued fraction by John Wallis (1616-1703) for $\pi / 4$, and containing many more inductive proofs regarding continued fractions. I highly recommend the reader to look at The Number $\pi$ [182, pp. 65-78]. [This book is an incredible introduction to most undergraduate mathematics, including geometry and analysis. The irrationality of $\pi$ is another goal the authors use to introduce continued fractions used in approximation theory, which then, through Liouville's work, lead to showing $\pi$ is trancscendental. Also, all theorems given in this section are implicitly contained in that book.]

## Chapter 12

## Sequences

> As yet a child, nor yet a fool to fame, I lisp'd in numbers, for the numbers came.

--Alexander Pope (1688-1744),
Epistle to Dr. Arbuthnot.

Sequences seem to fascinate the young mathematician in all of us. In Chapters 9 and 10 , most of the equalities (or inequalities) can be seen as a comparison of two sequences. In this section, more relevant are properties of elements of a particular sequence, rather than simply seeing if two sequences are comparable.

It is helpful to make clear what is meant by the term "sequence". If you were asked to explain to a child what "a sequence of numbers" is, what comes to mind"? Would you tell the child that it is merely a list of numbers, ordered so that one comes after another? This reply might seem satisfactory in most instances, but how would you respond if a precocious child then asked whether or not such a list. can go on forever, or, say, if it must have a starting point? Can there be infinitely many numbers between two numbers in the list? If two numbers in a sequence are interchanged, is the new sequence the same as the old? Must you be able to describe each number in the list, that is to say, for example, if one wanted to know what the 1001 -th number in the sequence is, must you be able to calculate it without first calculating the previous 1000 numbers? You could respond to all of these questions by giving the following definition to the child:

Definition 12.0.7. A finite sequence of elements from a set $X$ is a function, where for some $n \in \mathbb{Z}^{+}$,

$$
f:\{1,2, \ldots, n\} \longrightarrow X
$$

An infinite sequence of clements from a set $X$ is a function

$$
f: \mathbb{Z}^{+} \longrightarrow X
$$

With this definition, elements of a sequence are $f(1), f(2), f(3), \ldots$ and the sequence can be called simply " $f$ ". In practice, however, one often writes a sequence by listing the elements in the range of $f$ in the order determined by the natural numbers. For example, if $X=\{a, b, 5, x, y\}$, and $f$ is defined by $f(1)=3, f(2)=a$, $f(3)=a$, and $f(4)=y$, then the sequence $f$ is written as $3, a, a, y$. By definition, the sequence $3, a, y, a$ is different from $y, a, a, 4$, so order is important. Often, instead of naming a sequence by $f$, use subscripted variables, like $x_{1}, x_{2}, x_{3}, \ldots$, where $x_{1}=f(1), x_{2}=f(2)$, and so on.

In the literature, there is not any one standard way to denote sequences. For example, an infinite sequence $s_{1}, s_{2}, s_{3}, \ldots$, can be denoted by $\left(s_{i}\right)_{i \in \mathbb{Z}^{+}}$(or simply $\left(s_{i}\right)$ ); by $\left\{s_{i}\right\}_{i \in \mathbb{Z}^{+}}$(or simply $\left\{s_{i}\right\}$ ); by $s$ (where $s$ is viewed as a function and for each $\left.i, s_{i}=s(i)\right)$; by a boldface $\mathbf{s}$ (especially for finite sequences--as in vector notation); or by $\left\langle s_{i}\right\rangle_{i \in \mathbb{Z}^{+}}$. Even though set braces $\}$are often used, and ordinarily "sets" are collections with no order imposed, this notation for sequences is very popular. Some authors prefer the angle bracket notation (), however angle brackets are also reserved for something called "inner products" and a few other notions. Sometimes sequences are indexed starting at 0 , in which case a sequence $s_{0}, s_{1}, s_{2}, \ldots$ can be denoted by $\left(s_{i}\right)_{i \in \omega}$. The notation varies throughout the exercises, but I hope that no confusion arises.

Some mathematicians might mean "sequence" to include sequences that are infinite in both directions, that is, functions of the form

$$
f: \mathbb{Z} \longrightarrow X
$$

however here, ordinarily only sequences with a first element are used.
Perhaps the must famous of all scquences are those whose adjacent elements are equally far apart. For fixed integers $a, d$, and $\ell$, a sequence of the form $a, a+$ d: $a+2 d, a+3 d, \ldots, a+(\ell-1) d$ is called an arithmetic progression of length $\ell$ with difference $d$. For example, $2,5,8,11, \ldots, 62$ is an arithmetic progression of length 21.

### 12.1 Difference sequences

Given some sequence $s=\left\{s_{i}\right\}_{i \in \mathbb{Z}^{+}}$, define the difference sequence $\Delta s=\left\{s_{i+1}\right.$ $\left.s_{i}\right\}_{i \in \mathbb{Z}}+$. The second difference sequence $\Delta^{2} s$ is found by taking the differences between consecutive elements in the difference sequence. In gencral, one finds the $p$-th difference sequence $\Delta^{p_{s}}$ by taking the difference sequence for the previous difference sequence $\Delta^{p-1} s$. To be precise, let $x=x_{1}, x_{2}, x_{3}, \ldots$ be a sequence. Then

$$
\begin{aligned}
\Delta x & =x_{2}-x_{1}, x_{3}-x_{2}, x_{4}-x_{3}, \ldots \\
\Delta^{2} x & =x_{3}-2 x_{2}+x_{1}, x_{4}-2 x_{3}+x_{2}, x_{5}-2 x_{4}+x_{3}, \ldots \\
\Delta^{3} x & =x_{4}-3 x_{3}+3 x_{2}-x_{1}, x_{5}-3 x_{4}+3 x_{3}-x_{2}, x_{6}-3 x_{5}+3 x_{4}-x_{3}, \ldots \\
\Delta^{4} x & =x_{5}-4 x_{4}+6 x_{3}-4 x_{2}+x_{1}, x_{6}-4 x_{5}+6 x_{4}-4 x_{3}+x_{2}, \ldots
\end{aligned}
$$

Exercise 329. If $x=x_{1}, x_{2}, x_{3}, \ldots$, is a sequence of real numbers, prove by induction on $k$ that the $n$-th term in the $k$-th difference sequence $\Delta^{k} x$ is

$$
\sum_{i: 0}^{k}(-1)^{i}\binom{k}{i} x_{n+k-i} .
$$

While playing with Fermat's last theorem (i.e., for $n>2$, the equation $x^{n}+y^{n}=$ $z^{n}$ has no non-trivial solutions in integers) one might be interested in differences of conserutive "like powers". Some amazing patterns evolve if one repeatedly takes differences. Examine the sequence of squares

$$
s=1,4,9,16, \ldots, n^{2}, \ldots ;
$$

the difference sequence is

$$
\Delta s=3,5,7,9,11, \ldots,
$$

an arithmetic progression. If one again takes differences, the second difference sequence is the constant sequence

$$
\Delta^{2} s=2,2,2,2, \ldots
$$

Examine the sequence of the cubes,

$$
s=1,8,27,64,125,216,343,512,729,1000, \ldots .
$$

The first difference sequence is

$$
\Delta s=7,19,37,61,91,127,169,217,271, \ldots,
$$

and the second difference sequence is

$$
\Delta^{2} s=12,18,24,30,36,42,48,54, \ldots ;
$$

the third differences are all $6=3 \cdot 2$. If one tries the same procedure for fourth powers, the fourth differences are all equal to $24=4 \cdot 3 \cdot 2$ (try it!). Similarly, the fifth differences of fifth powers are all $120=5 \cdot 4 \cdot 3 \cdot 2$.

Exercise 330. For each positive integer $k$, guess an expression for the $k$-th difference of the sequence $1^{k}, 2^{k}, 3^{k}, 4^{k}, \ldots$, and prove your result by induction.

The following exercise, in a sense, is concerned with differences, but not in the same way as described above.

Exercise 331. Suppose that a sequence of positive integers $a_{1}, a_{2}, \ldots, a_{d}$ satisfies, for each $i=1,2, \ldots, d-2$,

$$
a_{i+2}=\left|a_{j+1}-a_{j}\right|
$$

Prove that if $a_{1} \leq a_{2}$, then $d \leq \frac{3}{2}\left(a_{2}+1\right)$. Hint: induct on $a_{2}$.

### 12.2 Fibonacci numbers

The next few statements use the Fibonacci numbers, which are defined by $F_{0}=0$, $F_{1}=1$, and for $n \geq 2$, the recursion

$$
F_{n}=F_{n-2}+F_{n-1} .
$$

So $F_{2}=F_{0}+F_{1}=0+1=1, F_{3}=F_{1}+F_{2}=1+1=2, F_{4}=F_{2}+F_{3}=1+2=3$, $F_{5}=F_{3}+F_{4}=2+3=5$, and so on. Here are the first 31 Fibonacci numbers:

| $n$ | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 |
| ---: | :--- | :--- | :--- | :--- | :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $F_{n}$ | 0 | 1 | 1 | 2 | 3 | 5 | 8 | 13 | 21 | 34 | 55 | 89 | 144 | 233 |


| $n$ | 15 | 16 | 17 | 18 | 19 | 20 | 21 | 22 | 23 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $F_{n}$ | 610 | 987 | 1597 | 2584 | 4181 | 6765 | 10946 | 17711 | 28657 |


| $n$ | 24 | 25 | 26 | 27 | 28 | 29 | 30 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $F_{n}$ | 46368 | 75025 | 121393 | 196418 | 317811 | 514229 | 832040 |

The Fibonacci numbers were named after Fibonacci, also called "Leonardo of Pisa" ( 1175 -1230), a mathematician and merchant from Italy. ("Fibonacci" means "son of good fortune".) The sequence occurred in his book ll Liber Abaci. published in Pisa in 1202 A.D. A second edition appeared in 1228 and, according to [589], it. is the one that survived for many centuries. Apparently, the sequence arose from studying rabbits.

Suppose that rabbits are fertile by the age of one month, (some say that this period should be two months, but even so, the development is analogous) and that one begins with a matching pair (one male, one female) of mature, or fertile rabbits. Every matching pair of rabbits produce two rabbits after one month, let's say one male and one female. At the end of one month, there is one new pair. At the end of two months, the first pair produces another pair, and the second pair matures. giving 3 pairs, 2 of which are mature. At the end of three months, the first 2 pairs produce a pair each, giving a total of 5 pairs, three of which are mature. In Exercise 332 , one is asked to complete this analysis to see that indeed one arrives at the number of rabbits at the end of each month to be a Fibonacci number.

When proving results regarding Fibonacci numbers, a form of strong induction is often uscful. In particular, the inductive step in many proofs is of the form $[S(k-1) \wedge S(k)] \rightarrow S(k+1)$; note that in such instances, two base cases are often required. The first exercise has a solution that is just slightly underhanded.

Excrcise 332. Prove by induction that after $k \geq 0$ months, in the above description there are $F_{k-2}$ pairs of rabbits. What result do you get if rabbits mature only after two months instcad of one month?

Exercise 333. Show that if $n>5$, then $F_{n}>\left(\frac{3}{2}\right)^{n-1}$.
Exercise 334. Prove that if $n \geq 1$, then $F_{n} \leq\left(\frac{7}{4}\right)^{n-1}$.
Exercise 335. Prove that if $n \geq 1$, then $F_{n} \leq\left(\frac{18}{11}\right)^{n-1}$.
Exercise 336. Prove by induction that if $n \geq 0$, then $F_{n} \leq\left(\frac{5}{3}\right)^{n-1}$.
Exercise 337. Give an inductive proof (one whose inductive step actually uses the inductive hypothesis) of the fact that for each $n \geq 0$,

$$
F_{n}+2 F_{n+1}=F_{n+3} .
$$

Exercise 338. Prove by induction that (for non-negative integers $n$ ) $F_{n}$ is an even number if and only if $n$ is divisible by 3.

Lemma 12.2.1. If $k \geq 0$, then $F_{4 k+4}=2 F_{4 k}+3 F_{4 k+1}$.
For example, $F_{8}=2 F_{4}+3 F_{2}$ since $21=2 \cdot 3+3 \cdot 5$ and $F_{8}=21, F_{4}=3$, and $F_{5}=5$. The general proof is non-inductive and only relies on the recursive definition of Fibonacci numbers:

## Proof of Lemma 12.2.1:

$$
\begin{aligned}
F_{4 k+4} & =F_{4 k+2}+F_{4 k+3} \\
& =F_{4 k}+F_{4 k+1}+F_{4 k+1}+F_{4 k+2} \\
& =F_{4 k}+F_{4 k \cdot 1}+F_{4 k+1}+F_{4 k}+F_{4 k \cdot 1} \\
& =2 F_{4 k}+3 F_{4 k+1} .
\end{aligned}
$$

An inductive proof is also available for a slight generalization of the equality in Lemma 12.2.1:

Exercise 339. Prove by induction on $m$ that for every $m \geq 0$,

$$
F_{m+4}=2 F_{m}+3 F_{m+1}
$$

Note that Lemma 12.2.1 is the spccial case $m=4 k$ in Exercise 339.
Exercise 340. Use Lemma 12.2 .1 or Exercise 339 to prove by induction that for earh $i \geq 0, F_{4 i}$ is divisible by 3.

Exercise 341. Beginning with $F_{0}$, prove that every fifth Fibonacci number is divisible by 5 .

The result in the next exercise has a simple, albeit cumbersome, direct proof; it also has an inductive proof.

Exercise 342. Prove by induction that if $n \geq 0$, then $F_{n+8}=7 F_{n+4}-F_{n}$.
Exercise 343. Use Exercise 342 to prove by induction that cvery 8-th Fibonacci number (beginning at $F_{0}$ ) is divisible by 7.

Exercise 344. Prove that for all positive integers $n$,

$$
1+2^{2 n}+3^{2 n}+2\left\{(-1)^{F_{n}}+1\right\}
$$

is divisible by 7.
Exercise 345. Prove by induction that for $n \geq 0$,

$$
F_{n+10}=11 F_{n+5}+F_{n}
$$

Exercise 346. Using Exercise 345, prove that every 10th Fibonacci number (starting with $F_{0}$ ) is divisible by 11 , that is, for every $i \geq 0, F_{10 i}$ is divisible by 11.

Exercise 347. Prove that for all non-negative integers $n, F_{5 n+3}+F_{5 n+4}^{2}$ is divisible by 11.

Exercise 348. Prove that for every non-negative integer $n, F_{12 n}$ is divisible by 6 , 8, 9, and 12.

The following result has a number of different proofs, one that is asked for in Exercise 350:

Lemma 12.2.2. For each $n \geq 0$,

$$
F_{n+15}=10 F_{n+10}^{\prime}+10 F_{n+5}^{\prime}+10 F_{n+1}+7 F_{n} .
$$

Before giving the proof of Lemma 12.2 .2 , here is a verification that the above equality for $n=0$ (this is not a base step to any inductive proof, but merely a check to see if it works): $F_{15}=610$ and $10 F_{n+10}+10 F_{n+5}+10 F_{n+1}+7 F_{n}=$ $10(55)+10(5)+10(1)+7(0)$, which is 610 .

## Proof of Lemma 12.2.2:

$$
\begin{array}{ll}
F_{n+15} & \\
=11 F_{n+10}+F_{n+5}^{\prime} & \text { (by Exercisc } 345 \text { ) } \\
=10 F_{n+10}+F_{n+10}+F_{n+5} & \\
=10 F_{n+10}+\left(11 F_{n+5}+F_{n}\right)+F_{n+5} & \\
=10 F_{n+10}+10 F_{n+5}+2 F_{n+5}+F_{n} & \\
=10 F_{n+10}+10 F_{n+5}+2\left(3 F_{n}+5 F_{n+1}\right)+F_{n} & \text { (sec Ex. Exercise } 345 \text { ) } \\
=10 F_{n+10}^{\prime}+10 F_{n+5}+10 F_{n+1}+7 F_{n} . &
\end{array}
$$

Exercise 349. Give an inductive proof of the equality in Lemma 12.2.2.
Exercise 350. Relying on previous exercises, give a simple proof that, beginning with $F_{0}$, every fifteenth Fibonacci number is divisible by 10. Then, using Lemma 12.2.2, find an inductive proof of this result. Verify that the among $F_{0}, F_{1}, \ldots, F_{30}$, the only Fibonacci numbers that are divisible by 10 are those of the form $F_{15 k}$.
Exercise 351. Prove that for every $n>0$,

$$
2\left(2^{2 n}+5^{2 n}+6^{2 n}\right)+3(-1)^{n+1}\left[(-1)^{F_{n}}+1\right]
$$

is divisible by 19 .
The next exercise asks to prove a simple but powerful identity, one that generalizes some of the results stated above and facilitates the proofs of more elegant results below.
Exercise 352. Prove that for all integers $m$ and $n$ satisfying $n>m>1$,

$$
F_{n-m+1} F_{m}+F_{n-m} F_{m-1}=F_{n} .
$$

Which of the above exerrises does this result generalize?
Exercise 353. Use the result from Exercise 352 to prove by induction that for any positive integers $m$ and $n, F_{m}$ divides $F_{n m}$.

It might be interesting to note that Exercise 352 (or Excrcisc 370 below) implies the following remarkable fact:

Corollary 12.2.3. If $F_{n}$ is prime, and $n>4$, then $n$ is prime.
Unfortunately, the implication in Corollary 12.2 .3 does not go the other way. For example, $F_{19}=4181=113 \cdot 37$ is not prime. The first few prime Fibonacci numbers occur when $n=3,4,5,7,11,13,17,23,29,43,47,83,131,137,359,431$, $433,449,509,569,571, \ldots$ (See [148] for more discussion.)

The following identity, known as "Cassini's identity", was presented by the Italian astronomer Giovanni Domenico Cassini (1625-1712) to the Royal Academy (Paris) in 1680 , but these proceedings [97] were published only in 1733 (under the name Jean Dorninique Cassini). In 1671, Cassini moved from Bologna to Paris and became the first royal astronomer of France, and so sometimes is considered to be French. His son, Jacques Cassini (1677-1756), grandson, César-Francois Cassini, and great grandson Jacquc Dominique Cassini (1748-1845) all were French scientists. Giovanni is also known for the Cassinian curve, the locus of points whose product of distances from two fixed points is constant.

Cassini's identity is also often called "Simson's identity", since it was independently discovered by the Scottish geometer Robert Simson (1687-1768) in 1753 [493] (see also, e.g. [122, pp. 165-168], and [123, p. 41]). Perhaps the identity should be known as "Kepler's identity", as, according to Graham, Knuth, and Patashnik [230, p. 292], Johannes Kepler (1571-1630) knew of it in 1608. [They offer [310] as evidence of this.]

Exercise 354 (Cassini's identity). Prove, using mathematical induction, that for every $n \geq 1$,

$$
F_{n-1} F_{n+1}=F_{n}^{2}+(-1)^{n} .
$$

Note that Cassini's identity can be written as

$$
F_{n-1}^{2}+F_{n-1} F_{n}-F_{n}^{2}=(-1)^{n},
$$

and so by multiplying by -1 and taking absolute values, it takes the form $\mid m^{2}-$ $\ell m-\ell^{2} \mid=1$. A remarkable fact is that this equation essentially implies that $\ell$ and $m$ are adjacent Fibonacci mumbers, giving a kind of converse to Exercise 354.

Exercise 355. Prove that if $\ell$ and $m$ are integers such that $\left|m^{2}-\ell m-\ell^{2}\right|=1$, then there is an integer $n$ so that $\ell= \pm F_{n}$ and $m= \pm F_{n+1}$.

Cassini's identity can now be viewed as a special case ( $r=1$ ) of a more general result, known as "Catalan's identity":

Exercise 356 (Catalan's identity). Prove that for $1 \leq r \leq n$,

$$
F_{n}^{2}-F_{n-r} F_{n+r}=(-1)^{n-r} F_{r}^{2} .
$$

Related to Catalan's identity is a result sometimes known as "d'()cagne's identity":

Exercise 357 (d'Ocagne's identity). Prove that for $0 \leq m \leq n$,

$$
F_{n} F_{m+1} \cdots F_{m} F_{n+1}=(-1)^{m} F_{n-m}
$$

Note that with $m=1$ in d'Ocagne's identity, the original Fibonacci recurrence relation $F_{n}-F_{n+1}=-F_{n-1}$ is recovered.

The next exercise contains a result that Yuri Matijasevich [370] found and used in his (negative) answer to Hilbert's tenth problem: Is there an algorithm to solve an arbitrary diophantine equation?. For more on the solution to IIilbert's tenth problem, see the book by Matiyasevich [371], or websites [591] (with an article by YM) and (592]. [Note: sometimes the " j " is replaced by " y " in "Matijasevich".]

Exercise 358 (Matijasevich's lemma). Prove that for $n>2, F_{m}$ is a multiple of $F_{n}^{2}$ if and only if $m$ is a multiple of $n F_{n}$.

Exercise 359. Prove that for every $n \geq 0$,

$$
F_{0}+F_{1}+F_{2}+\cdots+F_{n}=F_{n+2}-1 .
$$

Exercise 360. Show that for every $n \geq 0$,

$$
F_{0}^{2}+F_{1}^{2}+F_{2}^{2}+\cdots+F_{n}^{2}=F_{n} F_{n+1} .
$$

Exercise 361. Show that for each $n \geq 1$,

$$
F_{1}+F_{3}+\cdots+F_{2 n-1}=F_{2 n} .
$$

Exercise 362. Prove that for any $n \geq 1$,

$$
F_{0}+F_{2}+F_{1}+\cdots+F_{2 n}^{\prime}=F_{2 n+1}-1 .
$$

Exercise 363. Show that for every $n \geq 1$,

$$
F_{1} F_{2}+F_{2} F_{3}+\cdots+F_{2 n-1} F_{2 n}=F_{2 n}^{2} .
$$

Exercise 364. Prove that for every $n \geq 1$,

$$
F_{1} F_{2}+F_{2} F_{3}+\cdots+F_{2 n} F_{2 n+1}=F_{2 n+1}^{2}-1
$$

For use in Exercise 365, the following fact is presented:
Lemma 12.2.4. For every $m \geq 1$,

$$
F_{2 m}=F_{m}\left(F_{m}+2 F_{m-1}\right) .
$$

Proof: Using $n=2 m$ in the result of Exercise 352,

$$
\begin{aligned}
F_{2 m} & =F_{m+1} F_{m}+F_{m} F_{m-1} \\
& =F_{m}\left(F_{m+1}+F_{m-1}\right) \\
& =F_{m}\left(F_{m-1}+F_{3 n}+F_{m-1}\right) .
\end{aligned}
$$

The equality in the next exercise is merely a special case of the more general statement given in Exercise 352, though it seems difficult to prove it without first proving the more general statement!

Exercise 365. Using Lemma 12.2.4, give an inductive proof that for every $n \geq 0$,

$$
F_{n}^{2}+F_{n+1}^{2}=F_{2 n+1} .
$$

Verify that this equality also follows directly (no induction) from Exercise 352 using $n=2 m+1$ and then replacing all $m$ 's by $n$.

Another elegant equality follows from Lemma 12.2.4, though it may be difficult to prove by induction (without using some consequence of Exercise 352):

$$
F_{2 n}=F_{n+1}^{2}-F_{n-1}^{2} .
$$

This follows directly from Lemma 12.2.4, since

$$
F_{n+1}^{2}-F_{n-1}^{2}=\left(F_{n+1}-F_{n-1}\right)\left(F_{n+1}+F_{n-1}\right)=F_{n}\left(F_{n}+2 F_{n-1}\right) .
$$

Exercise 366. Prove that for all $n \geq 0$,

$$
F_{n}^{2}+F_{n+1}^{2}+F_{n+2}^{2}+F_{n+3}^{2}=3 F_{2 n+3}
$$

Exercise 367. Prove that for every $n \geq 1$,

$$
\frac{F_{0}}{2}+\frac{F_{1}}{4}+\frac{F_{2}}{8}+\cdots+\frac{F_{n-1}}{2^{n}}=1-\frac{F_{n+2}}{2^{n}}
$$

Exercise 368. Prove by induction that for $n \geq 1$,

$$
\left[\begin{array}{ll}
1 & 1 \\
1 & 0
\end{array}\right]^{n}=\left[\begin{array}{cc}
F_{n+1} & F_{n} \\
F_{n} & F_{n-1}
\end{array}\right]
$$

One might notice that the ratio of consecutive Fibonacci numbers seems to approach something near to 1.6 (or $8 / 5$ ). For the moment, suppose that this ratio indeed approaches some number in the limit, that is, suppose that there is some number $t$ so that

$$
\lim _{n \rightarrow \infty} \frac{F_{n+1}}{F_{n}}=t
$$

Beginning with the recursion $F_{n+1}=F_{n-1}+F_{n}$, dividing throughout by $F_{n}$, and taking limits gives

$$
\lim _{n \rightarrow \infty} \frac{F_{n+1}}{F_{n}}=1+\lim _{n \rightarrow \infty} \frac{F_{n-1}}{F_{n}}
$$

Since $\lim _{n \rightarrow \infty} \frac{F_{n+1}}{F_{n}}=\lim _{n \rightarrow \infty} \frac{F_{n}}{F_{n-1}}$, and $\frac{F_{n}}{F_{n+1}}=\frac{1}{F_{n+1} / F_{n}^{-}}$, the above equation becomes $t=1+\frac{1}{t}$, and so

$$
\begin{equation*}
t^{2}=t+1 \tag{12.1}
\end{equation*}
$$

The roots of this equation are $\phi_{1}=\frac{1+\sqrt{5}}{2}$ and $\phi_{2}=\frac{1}{2}-\sqrt{5}$. These two numbers arise in a closed form for Fibonacci numbers. This closed form formula was discovered by Daniel Bernoulli in 1728; however, it was Jacques Philippe Marie Binet's [53] rediscovery in 1843 that makes the form eponymous with him.

Exercise 369 (Binct's formula, Fibonacci numbers). Give an inductive proof of the fact that for every $n \geq 0$,

$$
F_{n}=\frac{1}{\sqrt{5}}\left[\left(\frac{1+\sqrt{5}}{2}\right)^{n}-\left(\frac{1-\sqrt{5}}{2}\right)^{n}\right]
$$

With the notation above,

$$
I_{n}=\frac{1}{\sqrt{5}}\left[\phi_{1}^{n}-\phi_{2}^{n}\right]
$$

Using Binet's formula, without too much difficulty, one can now prove, for example, that the ratio $\frac{F_{n+1}}{F_{n}}$ tends to the golden ratio $\frac{1+\sqrt{5}}{2}$, approximately 1.618034 .

Binet's formula can also be used to prove some interesting identities directly, some of which are difficult to see using induction. For example, here is one due to the Italian mathematician Ernesto Cesaro (1859-1906) given around 1888.

Lemma 12.2.5. For $n \geq 0$,

$$
\binom{n}{0} F_{0}+\binom{n}{1} F_{1}+\cdots+\binom{n}{n} F_{n}=F_{2 n} .
$$

Proof:

$$
\begin{align*}
\sum_{n=0}^{n}\binom{n}{i} F_{i} & =\sum_{n=0}^{n}\binom{n}{i} \frac{1}{\sqrt{5}}\left[\phi_{1}^{i} \cdots \phi_{2}^{i}\right] \\
& =\frac{1}{\sqrt{5}}\left[\sum_{n=0}^{n}\binom{n}{i} \phi_{1}^{i}-\sum_{n=0}^{n}\binom{n}{i} \phi_{2}^{i}\right] \\
& =\frac{1}{\sqrt{5}}\left[\left(1+\phi_{1}\right)^{n}-\left(1+\phi_{2}\right)^{n}\right] \\
& =\frac{1}{\sqrt{5}}\left[\left(\phi_{1}^{2}\right)^{n}-\left(\phi_{2}^{2}\right)^{n}\right]  \tag{12.1}\\
& =F_{2 n}
\end{align*}
$$

Similarly, one can prove that $\sum_{k=0}^{n}\binom{n}{k} 2^{k} F_{k}=F_{3 n}$ (see [277, pp. 109 110]). The next exercise gencralizes Cesaro's result.

Exercise 370. Prove that for any non-negative integers $m$ and $n$.

$$
\binom{n}{0} F_{m}+\binom{n}{1} F_{m+1}+\cdots+\binom{n}{n} F_{n+n}=F_{m+2 n} .
$$

Hint: Use Lemma 12.2 .5 for the case $m=0$, prove a similar result for $m=1$, and then use these both as base cases for an inductive proof.

Exercise 371. Prove that for $n \geq 1$,

$$
\binom{2 n}{0}+\binom{2 n-1}{1}+\binom{2 n-2}{2}+\cdots+\binom{n}{n}-F_{2 n+1}
$$

and

$$
\binom{2 n+1}{0}+\binom{2 n}{1}+\binom{2 n-1}{2}+\cdots+\binom{n+1}{n}=F_{2 n+2} .
$$

Hint: To prove just one of these identities by induction might be far more difficult than to prove them together.

The result of the following exercise is often attributed to Edouard Zeckendorf (see [585] and [345]) and can be used to establish a unique representation number system:
Exercise 372 (Zeckendorf's theorem). Prove that every $n \in \mathbb{Z}^{+}$is a unique sum of distinct non-consecutive Fibonacci numbers.

Exercise 373. The number of binary strings of length $n \geq 1$ not containing " 11 " as a substring is $F_{n+2}$.

Exercise 374. Let $a_{n}$ be the number of binary strings of length $n$ that do not have two 1 's at distance 2 apart. Find $a_{n}$ in terms of Fibonacci numbers.

The next exercise uses the "floor function": for any real number $x$, the number $\lfloor x\rfloor$ is the largest integer less than or equal to $x$. For example, $\lfloor\pi\rfloor=3,\lfloor 7\rfloor=7$, and $\lfloor-1.2\rfloor=-2$. Exercise 375 appears implicitly as Example 40 in [247]; another way to interpret the exercise is to draw Pascal's triangle shifted so that $\binom{n}{r}$ appears in the $n$-th row and $(n+r)$-th column of an array, and then calculate the sums of the columns:

|  | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 | 1 |  |  |  |  |  |  |  |  |  |
| 1 |  | 1 | 1 |  |  |  |  |  |  |  |
| 2 |  |  | 1 | 2 | 1 |  |  |  |  |  |
| 3 |  |  |  | 1 | 3 | 3 | 1 |  |  |  |
| 4 |  |  |  |  | 1 | 4 | 6 | 4 | 1 |  |
| 5 |  |  |  |  |  | 1 | 5 | 10 | 10 | $\ldots$ |
| 6 |  |  |  |  |  |  | 1 | 6 | 15 | $\ldots$ |
| 7 |  |  |  |  |  |  |  | 1 | 7 | $\ldots$ |
| 8 |  |  |  |  |  |  |  |  | 1 | $\ldots$ |
|  |  |  |  |  |  |  |  |  |  |  |
|  | 1 | 1 | 2 | 3 | 5 | 8 | 13 | 21 | 34 | $\ldots$ |

Exercise 375. Prove that for cach $n \geq 1$,

$$
F_{n \nmid 2}-\sum_{i=0}^{\lfloor(n+1) / 2\rfloor}\binom{n+1-i}{i}
$$

The next exercise can be solved by the Euclidean division algorithm, not really mathematical induction; however, since the division algorithm follows from wellordering, the result can be considered as related. In any case, the exercise reveals a very interesting property of Fibonacci numbers.

Exercise 376. Prove that for $n \geq 1$, adjacent Fibonacci numbers $F_{n}$ and $F_{n+1}$ are relatively prime. Furthermore, if $c=\operatorname{gcd}(a, b)$, then $\operatorname{gcd}\left(F_{a}, F_{b}\right)=F_{c}$.

The result in Fxercise 353 said that $F_{m n}$ is a multiple of $F_{n}$. A converse of this statement is also true:

Lemma 12.2.6. For $m>2$, if $F_{n}$ is divisible by $F_{m}$, then $n$ is divisible by $m$.

Proof: Let $m>2$, and suppose that $F_{m}$ divides $F_{n}$. Then $F_{m}$ divides $\operatorname{gcd}\left(F_{m}, F_{n}\right)$ and by Exercise 376, $\operatorname{gcd}\left(F_{m}, \boldsymbol{F}_{n}^{\prime}\right)=F_{\mathrm{gcd}(m, n)}$, so $F_{m}$ divides $F_{\mathrm{gcd}(m, n)}$. Thus $m \leq$ $\operatorname{gcd}(m, n)$, which occurs only when $m=\operatorname{gcd}(m, n)$, that is, when $m$ divides $n$.

The next three exercises are steps toward a result proved by Gabriel Lamé (17951870) in 1845; this result is apparently (see [195]) historically important as the first practical application of the Fibonacci numbers. (These exercises are also proved in [363], pp. 66-67; I have included proof outlines of the last two in the Hints and Solutions section.) Lamé is also known for his solution of Fermat's Last Theorem for $n=7$ in 1839 .

Exercise 377. If $m$ and $n$ are positive integers with $m<n$, and if the Euclidean division algorithm computes $\operatorname{gcd}(m, n)$ in $k$ steps, then $m \geq F_{k+1}$.

The following excrcise has a proof that follows from the previous one by simple algebra and Binct's formula for $F_{k+1}$ (not by induction).

Exercise 378. If $m$ and $n$ are positive integers with $m<n$, the Euclidean division algorithm will compute $\operatorname{gcd}(m, n)$ in no more than $\log _{\phi}(m)+1$ steps, where $\phi=\frac{1+\sqrt{5}}{2}$ is the golden ratio.

Exercise 379 (Lamé's Theorem). If $m$ and $n$ are positive integers with $m<n$, and $N$ is the number of digits in the decimal cxpansion of $m$, then the Euclidean division algorithm will compute $\operatorname{gcd}(m, n)$ in no more than 5 N steps.

For the next exercise, the expression " $k$-subset of a set" means a subset with $k$ elements (with no order imposed and no clement repeated).

Exercise 380. Let $a_{n, k}$ be the number of $k$-subsets of $\{1,2, \ldots, n\}$ that do not contain a pair of consecutive integers. Prove that

$$
a_{n, k}=\binom{n-k+1}{k},
$$

and that

$$
\sum_{k \geq 0} a_{n, k}=l_{n+2} .
$$

Exercise 381. Show that $\sum_{k}\binom{n}{k} F_{m+k}$ is always a Fibonacci number.
The next clever result was first communicated to me in 1997 by Louis Shapiro, at Howard University. It is based on Kirchoff's law: if two resistors with resistance $R_{1}$ and $R_{2}$ are put in parallel, the net resistance is $\frac{R_{1} \times R_{2}}{R_{1}+R_{2}}$.


Figure 12.1: The Fibonacci electrical circuit $F C(4)$

Exercise 382. For each $n=1,2,3, \ldots$ define an electrical circuit $F C(n)$ with $2 n$ resistors, each with resistance $1 \Omega$ (one ohm), as in Figure 12.1 (where there are $n=4$ resistors across the top).

Prove that for each $n$, the net resistance between points $A$ and $B$ in $F C(n)$ is

$$
\frac{F_{2 n+1}}{F_{2 n}} .
$$

Exercise 383. Recursively definc a sequence $f_{1}, f_{2}, f_{3}, \ldots$ of rational functions by $f_{1}(x)=\frac{1}{1+x}$, and for $n \geq 1, f_{n+1}(x)=\frac{1}{1+f_{n}(x)}$. Prove that for $n \geq 2$,

$$
f_{n}(x)=\frac{F_{n}+F_{n-1}^{\prime} x}{F_{n+1}^{\prime}+F_{n} x} .
$$

Exercise 384. Prove by induction thal for integers $m \geq 2$ and $n \geq 0$,

$$
F_{n-1}-m F_{n} \equiv(\cdots 1)^{n} m^{n} \quad\left(\bmod m^{2}+m+1\right)
$$

Another popular exercise regarding Fibonacci numbers is one using dominoes (Exercise 577). See also Exercises 679 and 680 for Fibonacci numbers arising from counting permutations. Fibonacci numbers also arise in the study of continued fractions (see Exercise 322). See the journal Fibonacci Quarterly for many more properties of Fibonacci numbers. See also Conway and Guy's book The Book of Numbers [116].

### 12.3 Lucas numbers

Closely related to Fibonacci numbers are Lucas numbers, defined by $L_{0}=2, L_{1}=1$, and for $n \geq 2$, the same recursion as in Fibonacci numbers:

$$
L_{n}=L_{n-2}+L_{n-1} .
$$

Leonhard Euler ( 1707 1783) wrote about the Lucas numbers in his Introductio in Analysin Infinitorum, published in 1748.

Exercise 385. Prove that if $n \geq 1$, then $L_{n}=F_{n \cdot 1}+F_{n+1}$.

Exercise 386. Prove that if $n \geq 0$, then $F_{n}+L_{n}=2 F_{n+1}$.
Exercise 387. Prove that for $n \geq 1$,

$$
L_{n-1} L_{n+1}-L_{n}^{2}=5(-1)^{n+1}
$$

Exercise 388. Prove that for $n \geq 1, \sum_{i=1}^{n} L_{i}=L_{n+2}-3$.
Exercise 389. Prove that if $n \geq 1$, then $L_{n}+2 L_{n+1}=L_{n+3}$.
Exercise 390. Prove that for $n \geq 1$,

$$
L_{1}^{2}+L_{2}^{2}+\cdots+L_{n}^{2}=L_{n} L_{n+1}-2
$$

Instead of the equality in Exercise 390, one could instead prove

$$
L_{0}^{2}+L_{1}^{2}+L_{2}^{2}+\cdots+L_{n}^{2}=L_{n} L_{n+1}+2
$$

another common form for this identity.
Exercise 391. Prove that for $n \geq 1$,

$$
2 \sum_{i=0}^{n} L_{3 i}=1+I_{3 n+2}
$$

Exercise 392. Prove that if $n \geq 1$, then $5 F_{n+2}=L_{n+4}-L_{n}$.
'The next formula is called the Binet Formula for $L_{n}$, (after Jacques Philippe Marie Binel.) even though it was given earlier by Euler in 1765.

Exercise 393 (Binet's formula, Lucas numbers). Prove that for each $n \geq 1$,

$$
L_{n}=\left(\frac{1+\sqrt{5}}{2}\right)^{n}+\left(\frac{1-\sqrt{5}}{2}\right)^{n}
$$

Exercise 394. Prove that for $n \geq 1, F_{2 n}=F_{n} L_{n}$.

### 12.4 Harmonic numbers

For each $m \geq 1$, the $m$-th Harmonic number is defined to be

$$
H_{m}=1+\frac{1}{2}+\frac{1}{3}+\cdots+\frac{1}{m}
$$

There are many statements about harmonic numbers and most seem provable by induction; only a few are given here. One of the first properties of the harmonic numbers that a student is likely to encounter is that the harmonic series

$$
1+\frac{1}{2}+\frac{1}{3}+\frac{1}{4}+\cdots
$$

diverges. 'This is formalized in the next exercise.

Exercise 395. Prove by induction that for any $n \in \mathbb{Z}^{+}$, there exists an $m$ so that $H_{m} \geq n$. Conclude that as $m \rightarrow \infty, H_{m} \rightarrow \infty$.

Exercise 396. Prove that for $n \geq 1$,

$$
H_{n}=\sum_{i=1}^{n} \frac{(-1)^{i-1}\binom{n}{i}}{i}
$$

Exercise 397. Prove that for each $n \geq 1$,

$$
H_{1}+I_{2}+\cdots+H_{n}=(n+1) H_{n}-n
$$

Exercise 398. Prove that for $n \geq 1$,

$$
1+\frac{n}{2} \leq H_{2^{n}} \leq 1+n
$$

Exercise 399. Prove that for $n \geq 1$,

$$
H_{1}+2 H_{2}+3 H_{3}+\cdots+n H_{n}=\frac{n(n+1)}{2} H_{n+1}-\frac{n(n+1)}{4} .
$$

Exercise 400. Prove that for $n \geq 2$,

$$
\sum_{i=2}^{n} \frac{1}{i(i-1)} H_{i}=2-\frac{1}{n+1}-\frac{H_{n+1}}{n}
$$

Exercise 401. Prove that for every $n \geq 1$ and $1 \leq m \leq n$,

$$
\sum_{i=1}^{n}\binom{i}{m} H_{i}=\binom{n+1}{m+1}\left[H_{n+1}-\frac{1}{m+1}\right] .
$$

The next exercise is the subject of a rich discussion in [106] and [88, pp. 90-99]. For generalizations and more references, see the recent articles [425] or [426].

Exercise 402. Suppose that $n$ identical planks, each of length $L$, are stacked fat on top of each other, upper planks shifted to the right as in Figure 12.2, how much


Figure 12.2: Overhanging planks, $n=4$
further to the right can the top plank span past the end of the bottom plank without the stack falling over? Prove that this maximum span is

$$
\frac{L}{2}\left[1+\frac{1}{2}+\frac{1}{3}+\cdots+\frac{1}{n-1}\right]
$$

Notice that by Exercise 395, the span above can be made arbitrarily large if only enough planks are used-it may seem highly non-intuitive that with enough 1 -meter planks, one could reach an overhang sufficient to cross the Pacific Ocean! [How many planks would this take? How high is such a stack?]

### 12.5 Catalan numbers

### 12.5.1 Introduction

The Catalan numbers $C_{0}, C_{1}, C_{2}, \ldots$ form an increasing sequence of integers beginning

$$
1,1,2,5,14,42,132,429,1430,4862,16796,58786,208012,742900, \ldots .
$$

and have many different definitions and interpretations. It may be interesting to try and discover the rule for this sequence; two definitions are given below, one in terms of a short formula, and the other, in terms of counting the number of ways to perform some combinatorial feat. Fach definition has its own advantages.

The Catalan numbers arise naturally in a variety of contexts, including formal logic, combinatorial geometry; probability, and computing science. It is not uncommon to see definitions for Catalan numbers using different combinatorial interpretations; for example, Stanley [506, Vol 2, p. 219] lists 66 of these, with many more occurring throughout the text and exercises, and 9 more advanced algebraic interpretations [p.231]. Only a few of the possibly hundreds of representations are given below.

On 15 September, 1988, Richard K. Guy gave a lecture at the University of Calgary titled "The ubiquitous Catalan numbers"; some of his observations appear here. See Guy's article [247] for many more, along with many references. The interested reader can spend a lifetime investigating Catalan numbers; some general sources include [14], [30], [78], [93], [105], [116], [158]: [210], [213, Ch. 20], [224], [230], [270], [276], [277, 146 150], [377], [458], [474], [494], [552], and [563]. In many of these sources listed, two common areas where Catalan numbers occur are in triangulating polygons, and in counting certain trees (both of these ideas are briefly examined below). For more detailed information on polygon division and Catalan numbers, see papers [146, 21-27], and [244]. For treatments regarding specifically trees, see [103], [131]: [314], and [506, Vol. 2].

### 12.5.2 Catalan numbers defined by a formula

One succinct way to define the Catalan numbers is as follows:
Definition 12.5.1. For each $n=0,1,2, \ldots$, define the Catalan number

$$
C_{n}=\frac{1}{n+1}\binom{2 n}{n}
$$

Recall that binomial coefficients have two common definitions, one is a formula, and the second is a combinatorial definition; from the second, it is clear that the binomial coefficients are integers, but the from the formula, it takes a bit of work to show this. The situation is similar with Catalan numbers. As defined above, each Catalan number is indeed an integer; according to John H. Conway (as quoted in [247]), a more general observation is that

$$
\frac{\operatorname{gcd}(m, n)(m+n-1)!}{m!n!}
$$

is an integer because

$$
\frac{m(m+n-1)!}{m!n!}=\binom{m+n-1}{m-1}
$$

and

$$
\frac{n(m+n-1)!}{m!n!}=\binom{m+n-1}{n-1}
$$

are both integers, and by the Euclidean division algorithm, $\operatorname{gcd}(m, n)$ is a lincar combination of $m$ and $n$. (Use $m=n+1$, where $\operatorname{gcd}(n+1, n)=1$.) For further remarks on divisibility and Catalan numbers, see [15]. From any of the many combinatorial interpretations (a few are given below), it is casier to see that Catalan numbers are indeed integers.

With only a little algebra, Catalan numbers can take on many different forms; three common forms are

$$
C_{n}=\frac{1}{n+1}\binom{2 n}{n}=\frac{1}{2 n+1}\binom{2 n+1}{n}=\binom{2 n}{n}-\binom{2 n}{n-1} .
$$

### 12.5.3 $C_{n}$ as a number of ways to compute a product

If $x, y, z$ are real numbers, the expression " $x y z$ ", written in this specific order can be parenthesized in two ways, $(x y) z$ or $x(y z)$. In the real numbers, multiplication is both commutative $[x y=y x]$ and associative $[(x y) z=x(y z)]$, so order and parentheses do not matter when working out a product given by symbols in some order. However, since multiplication is defined as a product of only two elements, parentheses are needed to indicate the order of operations.

It is a straightforward induction that shows a product $x_{1} x_{2} \cdots x_{n}$ of real numbers is performed by $n-1$ multiplications. Each multiplication requires two factors, and if $n>2, n-2$ pairs of matching left-right parentheses are required. For example, when $n=4$,

$$
\left(\left(x_{1} x_{2}\right) x_{3}\right) x_{4}, \quad\left(x_{1}\left(x_{2} x_{3}\right)\right) x_{4}, \quad\left(x_{1} x_{2}\right)\left(x_{3} x_{4}\right), \quad x_{1}\left(\left(x_{2} x_{3}\right) x_{4}\right), \quad x_{1}\left(x_{2}\left(x_{3} x_{4}\right)\right)
$$

are the five different ways to multiply out $x_{1} x_{2} x_{3} x_{4}$ in that order. In the third of the above five expressions, it does not matter which of $x_{1} x_{2}$ or $x_{3} x_{4}$ is evaluated first; precisely the same operations are performed.

Parentheses are inserted in matching left-right pairs subject to certain rules. Every time a multiplication is executed, it is of the form $A B$ where each of $A$ or $B$ is a single $x_{i}$, or is a product previously worked out that is surrounded by a matching pair of parentheses. The result of $A B$ is then indicated by putting parenthesis around it, as in $(A B)$, unless it is the last multiplication, in which case parentheses are not required. If matching pairs of parentheses are considered as an open interval, any two intervals are either nested or are disjoint.

For $n \geq 3$, a brief proof by induction shows that when multiplying $x_{1} x_{2} \cdots x_{n}$, exactly $n-2$ matching pairs of parentheses are inserted (recursively) and $n-1$ pairs of factors are multiplied.

Here is a sccond definition for Catalan numbers (compare with Definition 12.5.1 above):

Definition 12.5.2. Define $C_{0}=1$ and for $n \geq 1$, define $C_{n}$ to be the number of ways to evaluate a product of $n+1$ elements in a given order, in other words, the number of ways to properly parenthesize a product of $n+1$ clements by using $n-1$ pairs of parentheses.

Checking the first few values, $C_{0}=1$, and $C_{1}=1$ since no parentheses are required to multiply two elements. Also, by above, $C_{2}=2$, and $C_{3}=4$, so these nurnbers agree with with Definition 12.5.1. In Section 12.5.4, it is shown that indeed these two definitions are equivalent. Before showing this, a popular recursion for Catalan numbers is given.

In evaluating a product of $n$ elements as in Definition 12.5.2, the last multiplication occurs between two terms (and the number of ways to evaluate each term is again a Catalan number) and so the following recursion for the Catalan numbers comes directly from Definition 12.5.2. Let $C_{0}-C_{1}=1$ and when $n \geq 1$, having defined $C_{0}, C_{1}, \ldots, C_{n}$, define $C_{n+1}$ by

$$
\begin{equation*}
C_{n+1}=C_{1} C_{n}+C_{2} C_{n \cdot 1}+C_{2} C_{n-1}+\cdots C_{n} C_{1} \tag{1.2.2}
\end{equation*}
$$

This formula was discovered by Fuler and rediscovered by Segner (1704-1777) while solving the problem of counting the number of ways to triangulate an $n$-gon (sec Exercise 405 bclow) and is sometimes called "Segner's recurrence relation" for Catalan numbers.

### 12.5.4 The definitions are equivalent

Proving that Definition 12.5 .2 or equation (12.2) follows from Definition 12.5. 1 seems rather difficult; generating functions can be used to prove that this recursive definition yields Definition 12.5.1. However, one can easily show (as in [286]) that the two definitions are equivalent, by considering a related problem provable by induction.

For each positive integer $n$, let $P_{n}$ be the number of ways to evaluate a product of $n$ elements in any order (using $n-1$ multiplications); so $P_{1}=1 . P_{2}=2$. The
possible products of three elements $a, b, c$ are

$$
(a b) c, a(b c),(a c) b, a(c b),(b a) c, b(a c),(b c) a, b(c a),(c a) b, c(a b),(c b) a, c(b a)
$$

and so $P_{3}=12$.
Theorem 12.5.3. For each $n \geq 0$, the number of ways to maltiply $n+1$ elements in any order is

$$
P_{n+1}=\frac{(2 n)!}{n!}
$$

Proof: The proof is by induction on $n$; for cach $n \geq 0$, let $S(n)$ be the statement that $P_{n+1}=\frac{(2 n)!}{n!}$. Let $x_{1}, x_{2}, x_{3}, \ldots$ be given elements to be multiplied.
BaSE STEP: When $n=0, P_{1}=1=\frac{0!}{0!}$, so $S(0)$ is true. To further check when $n=1$, there are two products ( $x_{1} x_{2}$ and $x_{2} x_{1}$ ), so $P_{2}=2$. since $2=\frac{2!}{1!}, S(1)$ is also true.

Induction ster: Fix $k \geq 1$ and assume that

$$
S(k-1): \quad P_{k}=\frac{(2(k-1))!}{(k-1)!}
$$

is true. Consider $k+1$ elements $x_{1}, \ldots, x_{k}, x_{k+1}$. Fix some product of $x_{1}, \ldots, x_{m}$, which contains $m-1$ pairs of factors. Then $x_{m+1}$ can be attached to either end of this product, or on either side of two existing factors. For example, for the fixed product $x_{1}\left(x_{2} x_{3}\right)$, the number $x_{4}$ can be attached at either end: $x_{4}\left(x_{1}\left(x_{2} x_{3}\right)\right.$ ) or ( $\left.x_{1}\left(x_{2} x_{3}\right)\right) x_{4}$. Looking at the factors $x_{1}$ and $x_{2} x_{3}$, insertion of $x_{4}$ can be before or alter either:

$$
\left.\left(x_{4} x_{1}\right)\left(x_{2} x_{3}\right): \quad\left(x_{1} x_{4}\right)\left(x_{2} x_{3}\right), \quad x_{1}\left(x_{4}\left(x_{2} x_{3}\right)\right), \quad x_{1}\left(\left(x_{2} x_{3}\right) x_{4}\right)\right)
$$

and looking at the factors $x_{2}$ and $x_{3}$, get

$$
x_{1}\left(\left(x_{4} x_{2}\right) x_{3}\right), \quad x_{1}\left(\left(x_{2} x_{4}\right) x_{3}\right) ; \quad x_{1}\left(x_{2}\left(x_{4} x_{3}\right)\right), \quad x_{1}\left(x_{2}\left(x_{3} x_{4}\right)\right)
$$

In all, for any fixed product of $x_{1}, \ldots, x_{k}$, there are $2+4(k-1)=4 k-2$ products created this way. Since every product of $k+1$ elements arises in such a way, the recursion $P_{k+1}=(4 k-2) P_{k}$ holds. Then

$$
\begin{align*}
P_{k+1} & =(4 k-2) P_{k} \\
& =(4 k-2) \frac{(2(k-1))!}{(k-1)!}  \tag{k-1}\\
& =\frac{2(2 k-1)(2 k-2)!}{(k-1)!} \\
& =\frac{2(2 k-1)!}{(k-1)!}
\end{align*}
$$

$$
\begin{aligned}
& =\frac{2(2 k-1)!}{(k-1)!} \\
& =\frac{2 k(2 k-1)!}{k(k-1)!} \\
& =\frac{(2 k)!}{k!}
\end{aligned}
$$

verifying $S(k)$, completing the inductive step.
Therefore, by MI, for each $n \geq 0$, the number of ways to multiply $n+1$ elements in any order is $P_{n+1}=\frac{(2 n)!}{n!}$.

Since there are $(n+1)$ ! ways to order $n+1$ elements, it follows from Definition 12.5.2 that $P_{n+1}=(n+1)!C_{n}$, and so, by Theorem 12.5.3,

$$
C_{n}=\frac{1}{(n+1)!} P_{n+1}=\frac{1}{(n+1)!} \cdot \frac{(2 n)!}{n!}=\frac{1}{n+1}\binom{2 n}{n}
$$

thereby proving that the definitions agree.
A recursion for Catalan numbers also follows directly from the equalities $P_{n+1}=$ $(n+1)!C_{n}$ and $P_{k+1}=(4 k-2) P_{k}$ derived above, namely,

$$
C_{n}=\frac{4 n-2}{n+1} C_{n-1} .
$$

In retrospect, this recursion is also casy to prove from Definition 12.5.1.

### 12.5.5 Some occurrences of Catalan numbers

A point $(x, y) \in \mathbb{R}^{2}$ in the cartesian plane is called a lattice point iff both $x$ and $y$ are integers. The set of all lattice points

$$
\mathbb{Z}^{2}=\{(a, b): a, b \in \mathbb{Z}\}
$$

is sometimes called the integer lattice. [The term "Iattice" has another mathematical meaning: a partially ordered set with mects and joins.] A walk on a lattice is a scquence of lattice points, consecutive points differing by one of the vectors $(0,1)$, $(0,-1)(1,0)$, or $(-1,0)$. In the next exercise, consider walks on the integer lattice, or lattice paths that move only up or to the right, that is, cach step in the walk is of the form $(0,1)$ or $(1,0)$.

Exercise 403. Prove by induction that the number of lattice paths from $(0,0)$ to $(n, n)$ that move only up and to the right is $\binom{2 n}{n}$.

One way to view Exercise 403 is to tilt the grid by $3 \pi / 4$ clockwise, and then ask how many downward paths there are from the top to the bottom. (This approach was developed in [125], along with other interesting [to mc, at least] approaches to
identifying sequences constructed recursively.) Using this tilting idea, a downward path is obtained by choosing $n$ down-left, segments, and $n$ down-right segments, among $2 n$ segments in total. There are many other combinatorial proofs of the result in Exercise 403.

This next exercise also has a direct combinatorial proof, but an inductive proof is possible. (No solution is given.)

Exercise 404. Show that the number of walks on the integer lattice from $(0,0)$ to ( $n, n$ ) without crossing $x=y$ and moving only to the right or upward is $C_{n}$. [Touching the line $x=y$ is okay.]

Adding a diagonal to a square divides the square into two triangles; this process may be called "triangulating the square". There are two different ways to triangulate a squarc. A convex pentagon can be triangulated in exactly five ways (see Figure 12.3).

ligure 12.3: Five ways to triangulate a pentagon

Exercise 405. Show that for $n \geq 1$, there are $C_{n}$ ways to triangulate a sonvex ( $n+2$ )-gon. (See also Exercise 710.)

Two of many relations between Catalan mumbers and trees are also given in Exercise 481 (on rooted plane trees) and Exercise 482 (on full binary trees) Rooted plane trees and parenthesizing are related. For another exercise surrounding Catalan numbers and matrices, see Exercise 668. Catalan numbers also count the number of ways votes can be cast so that the eventual winner is ahead at all times (see the "ballot problem" in Exercises 764, and 765 and comments following them).

### 12.6 Schröder numbers

Schröder numbers are named after F. W. K. Frnst Schröder (1841-1902), a German mathematician and logician. Let $S_{n}$ denote the $n$th Schröder number, defined to be the number of lattice paths from ( 0,0 ) to ( $n, n$ ) where each step is of the form $(0,1)$, $(1,0)$, or $(1,1)$ [that is, each step is one up, one to the right, or diagonally up and to the right] and contains no points above the line $x=y$. Define $S_{0}=1$. The first few are $S_{1}=2, S_{2}=6, S_{3}=22$, and $S_{4}=90$.

Exercise 406. Prove that the Schröder numbers satisfy the recurrence

$$
\begin{equation*}
S_{n}=S_{n-1}+\sum_{k=0}^{n-1} S_{k} S_{n-1 \cdots k} \tag{12.3}
\end{equation*}
$$

For more information on Schröder numbers, the interested reader might see [395], [459], [479], [505], [517]. The reader might be aware that there are both large and small Schröder numbers, and variants of each; if crossing the line $x=y$ is allowed, the Delannoy numbers are the analog to the Schröder numbers (see, for example, [394] or [552]).

### 12.7 Eulerian numbers

Another family of numbers, called the "Eulerian numbers", (due to Euler [178]) is implicitly tied to counting kinds of permutations, and they are often defined in that manner. In the literature, I have found at, least six ways to define Eulcrian numbers, and some of these ways are conflicting. In different sources, there are different meanings for the same word, leading to even more confusion.

The presentation here is somewhat standard, however with a bit more notation so that one can compare different definitions for the Eulerian numbers. For most of the ways to define Eulcrian numbers, permutations are used. Although the discussion surrounding permutations here is self-contained, one can also see Section 19.2.2.

### 12.7.1 Ascents, descents, rises, falls

Recall that a permutation on a set $X$ is a bijection $\sigma: X \rightarrow X$. Any permutation $\sigma$ on an ordered $n$-clement set can be seen as a permutation on $\{1, \ldots, n\}$, and so can be written

$$
\sigma=(\sigma(1), \sigma(2), \ldots, \sigma(n))
$$

An ascent in a permutation $\sigma$ on $\{n]=\{1, \ldots, n\}$ is a consecutive pair $(\sigma(i), \sigma(i+$ 1)) with $\sigma(i)<\sigma(i+1)$, and a descent is an adjacent pair of entries $(\sigma(i), \sigma(i+1))$ with $\sigma(i)>\sigma(i+1)$. An ascending run (sometimes called a rise) in a permutation is a maximal consecutive sequence of entries whose every pair is an ascent. Similarly define a descending run (or fall). For example, the permutation (2, 3. 4, 7, 5, 1, 6) has ascents $(2,3),(3,4),(4,7)$, and $(1,6)$; descents $(7,5)$ and $(5,1)$; rises $(2,3,4,7)$ and ( 1,6 ): and only only one fall $(7,5,1)$.

For integers $n$ and $k, 0 \leq k<n$ define
$N_{a}(n, k)=$ the number of permutations on $[n]$ with exactly $k$ ascents;
$N_{d}(n, k)$ - the number of permutations on $[n]$ with exactly $k$ descents;
$N_{r}(n, k)=$ the number of permutations on $[n]$ with exactly $k$ rises;
$N_{f}(n, k)=$ the number of permutations on [ $n$ ] with exactly $k$ falls.

By symmetry, $N_{a}(n, k)=N_{d}(n, k)$ and $N_{r}(n, k)=N_{f}(n, k)$. Since a permutation with $k$ rises (ascending runs) has precisely $k-1$ descents, $N_{r}(n, k)=N_{d}(n, k-1)$. Similarly, $N_{f}(n, k)=N_{a}(n, k-1)$. Note that the number of ascents plus the number of descents in a permutation of length $n$ is always $n-1$, so $N_{a}(n, k)=N_{d}(n, n-1-k)$, and then by symmetry, $N_{a}(n, k)=N_{a}(n, n-1-k)$. Concluding some of the relationships so far,

$$
\begin{aligned}
& N_{a}(n, k)=N_{d}(n, k)=N_{r}(n, k+1)=N_{f}(n, k+1) \\
& =N_{a}(n, n-1-k)=N_{d}(n, n-1-k)=N_{r}(n, n-k)=N_{f}(n, n-k) .
\end{aligned}
$$

How does one actually compute these numbers? Since there is only one permutation of each length with no ascents, for every $n \geq 1, N_{a}(n, 0)=1$. Similarly, $N_{a}(n, n-1)=1$. Also, $N_{a}(2,1)=1, N_{a}(3,1)=4 ; N_{a}(3,2)=1 ; N_{a}(4,0)=1$; and $N_{a}(4,1)$ is already a bit clumsy to compute directly. Of the 24 permutations on $\{1,2,3,4\}$, only the permutations (deleting brackets and commas) 1432, 2143, $2431,3142,3214,3241,3421,4132,4213,4231,4312$ have exactly one ascent, so $N_{\mathrm{a}}(4,1)=11$. The permutations with exactly two ascents are all others except 1234 and 4321 , another 11 , so $N_{a}(4,2)=11$, and $N_{a}(4,3)=1$.

To develop a recursion formula for $N_{a}(n, k)$, consider a recursive construction for permutations. Any permutation $\sigma$ on $\{1,2, \ldots, n\}$ can be constructed by inserting $n$ in a permutation $\tau$ on $\{1,2 \ldots, n-1\}$. For example, the permutation $(1,2,4,5,3)$ is created by inserting the 5 in between the third and fourth entry of $(1,2,4,3)$. Insertion of $n$ can be done in one of two ways: (i) at the beginning or inside an ascent, keeping the same number of ascents, or (ii) at the end or inside a descent, increasing the number of ascents by one.

There arc $(k+1) N_{a}(n-1 . k)$ permutations of length $n$ with $k$ ascents created in way (i). Since a permutation of length $n-1$ with $k-1$ ascents has $n-k-1$ descents, there are $n-k$ positions described by (ii), and so there are $(n-k-1) N_{a}(n-1, k-1)$ permutations formed by (ii). In all, for each $k \in\{1, \ldots, n-1\}$,

$$
\begin{equation*}
N_{a}(n, k)=(n-k) N_{a}(n-1, k-1)+(k+1) N_{a}(n-1, k) . \tag{12.4}
\end{equation*}
$$

To verify this $N_{a}(4,2)=11$ and $(4-2) N_{a}(3,1)+(3) N_{a}(3,2)=2 \cdot 4+3 \cdot 1=11$.

### 12.7.2 Definitions for Eulerian numbers

Maihematicians essentially give two different definitions for "the" Eulerian numbers; some secm to agrec on $N_{a}(n, k)$ but most agree on $N_{r}(n, k)=N_{a}(n, k-1)$; it often takes some work to understand what is meant by some authors. Bóna [62, p. 5] uses $A(n, k)=N_{d}(n, k-1)$ as the definition of an Eulerian number, and so $N_{a} n, k-1$ is his definition. Aigner [6, p. 123] uses $W_{n, k}=N_{d}(n, k)$, and defines the Eulerian numbers to be $A_{n, k}=W_{n, k-1}$, which, in present notation is $N_{d}(n, k-1)=$ $N_{a}(n, k-1)$. Graham, Knuth and Patashnik [230, pp. 267-271] define Eulerian
numbers to be $\left\langle\begin{array}{l}n \\ k\end{array}\right)=N_{a}(n, k)$. Weisstein [562] defines Eulerian numbers to be $\left\langle\begin{array}{l}n \\ k\end{array}\right\rangle$, "the number of permutation runs of length $n$ with $k \leq n$ ", which is an obvious typo for many reasons (the $k$ is not identified, it is not the runs that are counted, and "run" could mean ascending or descending). [This may have been corrected in the later edition.] Conway and Guy [116] define Eulerian numbers to be "the total number of arrangements of $1,2, \ldots, n$ in which there are just $k-1$ rises ... the Eulerian number, $A(n, k)$." One might guess because of the " $A$ " that they meant "ascents" and not "rises"; this is confirmed only after they cite an explicit expression for them, and so Conway and Guy also use $N_{a}(n, k-1)$ for Eulerian numbers.

Other authors first derive some polynomial and define its coefficients to be Eulerian numbers (actually, the number $W_{n, k}$ from Aigner arises in this way, too). For example, Stanley [ 506, Vol. 1] lets $d(\pi)$ be the number of descents in $\pi$, and defines the Eulerian polynomial

$$
A_{n}(x)=\sum_{\text {all } \pi \text { on }\{1, \ldots: n\}} x^{1+d(\pi)},
$$

and defines $A(n, k)$ to be the $k$-th coefficient of $A(n)$, in which case, $A(n, k)=$ $N_{a}(n, k-1)$.

The definition here goes with the majority, even though the other definition is often easier to work with. [It may be that the standout, Graham, Knuth and Patashnik, actually looked at Euler's original work, and are consistent with that $\cdots$ I don't know, as I have never looked at the actual mannscript.]

Definition 12.7.1. For integers $n$ and $k$ with $0<k \leq n$, define the Eulerian number $E_{n, k}$ to be the number of permutations of $\{1,2, \ldots, n\}$ with precisely $k-1$ ascents (or equivalently, with $k$ rises) as dcfined above.

In present notation,

$$
N_{a}(n, k)=E_{n, k+1} .
$$

Only values for $1 \leq k \leq n$ make sense. and based on the values for $N_{a}(n, k)$ computed above, $E_{1,1}=1 ; E_{2,1}=1 ; E_{2,2}=1, E_{3,1}-1, E_{3,2}=4 ; E_{3.3}=1 ; E_{4,1}=1$; $E_{4,2}=E_{4,3}=11$, and $E_{4,4}=1$.

Perhaps to avoid further confusion, authors might call ascents "up-steps", and rises "upward runs", or some such, because in English (according to the O.E.D.); an "ascent" can mean an upward slope or an instance of ascending, as in a climb to the top of a mountain, and a "rise" can be taken to mean "the vertical height of a step". [I am not suggesting that there needs to be an "uprising" to settle this, but perhaps "steps" can be taken to correct things.]

### 12.7.3 Eulerian number exercises

The recursion cquation (12.4) for $N_{a}(n, k)$ says (with the present definition of Eulerian numbers):

$$
\begin{equation*}
E_{n, k+1}=(n-k) E_{n-1, k}+(k+1) E_{n-1, k+1} \tag{12.5}
\end{equation*}
$$

Find a similar equation to (12.5) and use it solve the following.
Exercise 407. Show (by induction) that for all $1 \leq k \leq m$, the Eulerian numbers $E_{m, k}$ can be defined recursively by: for each positive integer $j$, set $E_{j, 1}=1$ and $E_{j, j}=1$. For each $2 \leq k \leq m-1$, put

$$
\begin{equation*}
E_{m, k}=(m-k+1) E_{m-1, k-1}+k E_{m-1, k} . \tag{12.6}
\end{equation*}
$$

Exercise 408. Prove that for each fixed $m \geq 1$,

$$
\sum_{j=1}^{m} E_{m, j}=m!.
$$

The next identity is named after Julius Daniel Theodor Worpitzky, who proved it in 1883. [577].
Exercise 409 (Worpitzky's identity). For any fixed $m \in \mathbb{Z}^{+}$and for cach $n \geq 1$, show that

$$
m^{n}=\sum_{i=1}^{n} E_{n, i}\binom{m+i \cdot}{n} .
$$

For examiple,

$$
\begin{aligned}
& m^{3}=\binom{m}{3}+4\binom{m+1}{3}+\binom{m+2}{3} \text { and } \\
& m^{4}=\binom{m}{4}+11\binom{m+1}{4}+11\binom{m+2}{4}+\binom{m+3}{4} .
\end{aligned}
$$

The following exercise apparently has many different proofs, one of which involves counting and the inclusion-exclusion principle (sce [62, pp. 8-9]). l think that a direct approach with induction is also possible, although I have not yct worked out a solution:
Exercise 410. Prove that the Eulcrian numbers are given explicitly by

$$
E_{n, k}=\sum_{j=0}^{k-1}(-1)^{j}\binom{n+1}{j}(k-j)^{n} .
$$

Just as a check,

$$
\sum_{j=0}^{2}(-1)^{j}\binom{4+1}{j}(2-j)^{4}=\binom{5}{0} 2^{4}-\binom{5}{1}=1 \cdot 16-5=11
$$

which is correct.

### 12.8 Euler numbers

Another collection of numbers is named after Euler (see [232]): for $n \geq 0$, the Fuler number $E_{n}$ is the number of permutations of the integers $1,2, \ldots, n$ that first rise, then alternately fall and rise between consecutive elements. Call a permutation $\sigma=(\sigma(1), \ldots, \sigma(n))$ alternating if either

$$
\sigma(1)<\sigma(2)>\sigma(3)<\sigma(4)>\cdots
$$

or

$$
\sigma(1)>\sigma(2)<\sigma(3)>\sigma(4)<\cdots .
$$

For an alternating permutation $\sigma$, if $\sigma$ begins with an ascent, $\sigma(1)<\sigma(2)$ then say $\sigma$ is up-alternating and say $\sigma$ is down-alternating if $\sigma$ starts off with a descent, $\sigma(1)>\sigma(2)$. If $\sigma$ is an up-alternating permutation on $\{1,2, \ldots, n\}$, then turning its graph upsidedown (by setting $\tau(i)=n+1-\sigma(i)$, also called the complement permutation) produces a down-alternating permutation, (and similarly, a down gives an up) so the number of each are the same. Thus the definition for the Euler number $E_{n}$ can be restated as either the number of up-alternating permutations on $\{1, \ldots, n\}$, or the number of down-alternating permutations on $\{1, \ldots, n\}$.

For example, for $n=3$, the only permutations that are up-alternating are 132 and 231 , so $E_{3}=2$. Turning each of these upside down gives 312 and 213, both down-alternating. Defining the term $E_{0}=1$, the first ten Fuler nuinbers are $1,1,1,2,5,16,61,272,1385,7936$, as found in sequence $\# 587$ in [4.97]. According to Grassl [232], Euler numbers were first studied by D. André in 1879 (though the reference cites a paper from 1871, so I don't know precisely which date is accurate); many other (perhaps) useful references occur in Grassl's paper. The Euler numbers satisfy a recursion:

Exercise 411. Prove that $E_{0}=E_{1}=1$ and that for $n \geq 1$,

$$
E_{n+1}=\frac{1}{2} \sum_{i=0}^{n}\binom{n}{i} E_{i} E_{n-i} .
$$

The even Euler numbers occur in coefficients of the Maclaurin expansion for secant:

$$
\sec (x)=E_{0}+E_{2} \frac{x^{2}}{2!}+E_{4} \frac{x^{4}}{4!}+E_{6} \frac{x^{6}}{6!}+\cdots,
$$

and so the even Euler numbers are also called secant numbers. Similarly, the odd Euler numbers $E_{2 n+1}$ occur in the coefficients of the Maclaurin expansion for $\tan (x)$, and so are called tangent numbers.

### 12.9 Stirling numbers of the second kind

For $0 \leq k \leq n$, the Stirling number of the second kind $S_{n, k}$ is the number of partitions of an $n$-element set into $k$ non-empty parts. Restating the definition in another way, $S_{n, k}$ is the number of ways to put $n$ distinguishable elements into $k$ indistinguishable cells. These numbers are named after James Stirling (1692-1770).

One can easily verify that $S_{0,0}=1, S_{1,0}=0, S_{1,1}=1, S_{2,0}=0, S_{2,1}=1$, $S_{2,2}=1$, and for example with $n=5, S_{5,0}=0, S_{5,3}=1, S_{5,2}=15, S_{5,3}=25$, $S_{5,4}=10$, and $S_{5,5}=1$. In general, $S(n, n)=1$, and for $k>n, S(n, k)=0$. By a simple combinatorial argument, Stirling numbers of the second kind enjoy the following recursion:

Lemma 12.9.1. For $n \geq 1, k \geq 1$ :

$$
\begin{equation*}
S_{n, k}=S_{n-1, k-1}+k S_{n-1, k} . \tag{12.7}
\end{equation*}
$$

Proof: Let $X=\left\{x_{1}, \ldots, x_{n}\right\}$ be any set of $n$ elements. Focus on any one clement of $X$, say $x_{n}$, and put $X^{\prime}=\left\{x_{1}, \ldots, x_{n-1}\right\}$.

Identify two kinds of a partition of $X$ into $k$ non-empty parts: when $x_{n}$ is alone in its own part, or when $x_{n}$ is in a part with other elements.

For the first case, start with a partition of $X^{\prime}$ into $k-1$ parts (which can be done in $S_{n-1, k-1}$ ways), and add $\left\{x_{n}\right\}$ as the $k$-th part. For the second case, begin with a partition of $X^{\prime}$ into $k$ parts, (which can be done in $S_{n-1, k}$ ways) and add $x_{n}$ to any one of these $k$ parts.

In practice, one often uses the recursion in (12.7) only when $1 \leq k<n$, however the formula continues to hold when $k \geq n$ : when $k=n$, the second summand on the right is zero, so the recursion reads $S_{n, n}=S_{n-1, n-1}$, which is true because each side is 1 ; when $k>n$, each side of (12.7) is 0 .

Exercise 412. Using the above recursion in (12.7), prove by induction on $n$ that. for any variable $x$,

$$
x^{n}=\sum_{k=1}^{n} S_{n, k} x(x-1) \cdots(x-k+1)
$$

A standard inclusion-exclusion argument (see Exercise 427) yields an explicit formula for the Stirling numbers of the second kind, however, with a little effort this formula can also be proved directly (so to speak) by induction:

Exercise 413. Prove that for positive integers $n$ and $k$,

$$
S_{n, k}=\frac{1}{k!} \sum_{i=1}^{k}(-1)^{k-i}\binom{k}{i} i^{n} .
$$

Exercise 414. For a fixed $n$, let $f(n)=\max \left\{S_{n, 0}, S_{n, 1}, \ldots, S_{n, n}\right\}$ and let $M(n)=$ $\max \left\{k: S_{n, k}=f(n)\right\}$. Prove by induction on $n$ that the sequence

$$
S_{n, 0}, S_{n, 1}, S_{n, 2}, \ldots, S_{n, n}
$$

is unimodal of one of the follouing forms:

$$
S_{n, 0}<S_{n, 1}<\cdots<S_{n, M(n)}>S_{n, M(n)+1}>\cdots>S_{n, n}
$$

or

$$
S_{n, 0}<S_{n, 1}<\cdots<S_{n, M(n)-1}=S_{n, M(n)}>\cdots>S_{n, n}
$$

where either $M(n)=M(n-1)$ or $M(n)=M(n-1)+1$.
The result in the next exercise can be thought of as an exponential generating function for the Stirling numbers of the second kind.

Exercise 415. Let $x$ denote a real variable. Prove by induction on $k$ that for $k \geq 1$,

$$
\sum_{n:=k}^{\infty} S(n, k) \frac{x^{n}}{n!}=\frac{1}{k!}\left(\epsilon^{x}-1\right)^{k}
$$

Hint: taking a derivative might help.
For a relationship between surjective functions and Stirling numbers of the second kind, see Exercise 595.

## Chapter 13

## Sets

The essence of mathematics lies in its freedom.
-Georg Cantor,

Mathematische Annalen.

The study of sets can be taken to include most, of mathematics, however this chapter is restricted to exercises regarding "basic" properties of sets, some set theory per se, posets and lattices, topology, and Ramsey theory.

### 13.1 Properties of sets

Exercise 416. Use strong induction to show that in every set of $n$ natural numbers, there is a greatest.

One might see the following exercise conched in any number of notations. For a set $X$, the collection of all subsets of $X$ is often called the power set of $X$, denoted $\mathcal{P}(X), 2^{X}$, or sometimes ${ }^{X} 2$.

Exercise 417. Prove by induction that number of subscts of $a k$-element set is $2^{k}$.
Exercise 418. Fix a set $A$ with $|A|=m<\infty$ elements. Prove by induction on $n$ that for any set $B$ with $|B|=n \geq 1$ elements, the cartesian product

$$
A \times B=\{(a, b): a \in A, b \in B\}
$$

is a set with $|A \times B|=m \cdot n$ elements.
Exercise 419. For $0 \leq k \leq n$, let the definition of the binomial cocfficient " $n$ choose k" be:

$$
\binom{n}{k}=\frac{n!}{(n-k)!k!} .
$$

Use this definition (and Pascal's identity-see Exercise 90) to prove inductively that the number of different $k$-element sets that can be chosen from an n-element set is indeed $\binom{n}{k}$, thereby justifying the terminology.

Using Exercise 417, the result in the next exercise has a fairly obvious proof; however, an inductive proof is also available.

Exercise 420. Give an inductive proof that any sel with $n$ elements has $2^{n-1}-1$ partitions into two non-empty subsets.

For each $n \geq 1$, if $A_{1}, A_{2}, \ldots, A_{n+1} \subseteq U$, the intersection

$$
A_{1} \cap A_{2} \cap \cdots \cap A_{n} \cap A_{n+1}
$$

is defined recursively to be

$$
\left(A_{1} \cap A_{2} \cap \cdots \cap A_{n}\right) \cap A_{n+1}
$$

Exercise 421. For $1 \leq r<n$,

$$
\left(A_{1} \cap A_{2} \cap \cdots \cap A_{r}\right) \cap\left(A_{r+1} \cap \cdots \cap A_{n}\right)=A_{1} \cap A_{2} \cap \cdots \cap A_{n}
$$

For scts $A$ and $B$, let $A \backslash B=\{a \in A: a \notin B\}$ denote set substraction, the set of those elements in $A$ but not in $B$. Other texts also use $A-B$ to denote this, however such subtraction also has other meanings, so the backslash is preferred here. For subsets of a universal set $U$, the complement of $B$ in $U$ is denoted by $\bar{B}=U \backslash B$. Sorne texts also use $B^{c}$ denote the complement of $B$. Just like the sigma notation abbreviates sums, the big cup is used to denote unions; for example,

$$
\bigcup_{i=3}^{5} A_{i}=A_{3} \cup A_{4} \cup A_{5}
$$

The analogous notation is used for intersections.
The results in the next two exercises are often called the "extended DeMorgan's laws".

Exercise 422. Prove that for every $k \geq 1$, if $A_{1}, A_{2}, \ldots, A_{k}$ are subsets of $a$ universal set $U$, then

$$
\overline{\bigcap_{i=1}^{k} A_{i}}=\bigcup_{i=1}^{k} \overline{A_{i}} .
$$

Exercise 423. Prove that for each $k \geq 1$, if $A_{1}, A_{2}, \ldots, A_{k}$ are subsets of a universal set $U$, then

$$
\overline{\bigcup_{i=1}^{k} A_{i}}=\bigcap_{i=1}^{k} \overline{A_{i}}
$$

Exercise 424. Prove that for cvery $n \geq 1$, if $A_{1}, A_{2}, \ldots, A_{n}$ and $B$ are subsets of $U$, then

$$
\left(\bigcup_{k=1}^{n} A_{i}\right) \cap B=\bigcup_{k=1}^{n}\left(A_{k} \cap B\right) .
$$

Exercise 425. Prove that for each $n \geq 1$, if $A_{1}, A_{2}, \ldots, A_{n}, B \subseteq U$, then

$$
\left(\bigcup_{k=1}^{n} A_{i}\right) \backslash B=\bigcup_{k=1}^{n}\left(A_{k} \backslash B\right) .
$$

If $A$ and $B$ are two sets, let

$$
A \triangle B=(A \cup B) \backslash(A \cap B)
$$

denote the symmetric difference of the sets $A$ and $B$; in other words, the symmetric difference of two sets consists of elements that are in precisely one of the sets (not both).

Exercise 426. Let $X$ be a set and recursively define functions $D_{1}, D_{2}, \ldots$ by the following: for any subset $S \subseteq X$, define $D_{1}(S)=S$, and for any and subsets $S_{1}, S_{2}, \ldots, S_{n+1}$ of $X$, define

$$
D_{n+1}\left(S_{1}, S_{2}, \ldots, S_{n}, S_{n+1}\right)=D_{n}\left(S_{1}, S_{2}, \ldots, S_{n}\right) \Delta S_{n+1}
$$

Prove that for any subsets $S_{1}, S_{2}, \ldots, S_{n}$, the set $D_{n}\left(S_{1}, S_{2}, \ldots, S_{n}\right)$ is precisely the set of all elements of $X$ that are contained in an odd number of the sels $S_{1}, \ldots, S_{n}$.

The next exercise is to prove the so-called "inclusion-exclusion principle", also called the "sieve formula". The standard proof is by counting, however an inductive proof is possible. As an example of the principle, if $S$ is a set, and both $A \subset S$ and $B \subset S$, then the number of elements in $S$ that are not in cither $A$ or $B$ is

$$
|S \backslash(A \cup B)|=|S|-|A|-|B|+|A \cap B| .
$$

Exercise 427 (Inclusion-exclusion principle, (IE)). Fix $n \geq 1$ and a fonite universe set $S$. Let $A_{1}, A_{2}, \ldots, A_{n}$ be subsets of $S$. For any subset $B \subset S$ use $\bar{B}=S \backslash B$ to denote the complement with respect to $S$, and let $|A|$ denote the cardinality of a set A (the number of elements in A). Prove that

$$
\begin{aligned}
& \left|\overline{A_{1}} \cap \overline{A_{2}} \cap \cdots \cap \overline{A_{n}}\right| \\
& =|S|+\sum_{m=1}^{n}(-1)^{m} \sum_{|K| \cdots m}\left|\bigcap_{i \in K} A_{i}\right| \\
& =|S|-\sum_{i=1}^{n}\left|A_{i}\right|+\sum_{1 \leq i<j \leq n}\left|A_{i} \cap A_{j}\right| \cdots \sum_{1 \leq i<j<k<n}\left|A_{i} \cap A_{j} \cap A_{k}\right|+ \\
& \cdots+(-1)^{n}\left|A_{1} \cap A_{2} \cap \cdots \cap A_{n}\right| .
\end{aligned}
$$

Exercise 428. Let $R$ be a transitive binary relation on an infinite set $X$ and let $x_{1}, x_{2}, x_{3}, \ldots$ be a sequence of elements in $X$ satisfying for each $i \in \mathbb{Z}^{+},\left(x_{i}, x_{i+1}\right) \in$ R. Prove that for each $n \in \mathbb{Z}^{+},\left(x_{1}, x_{n+1}\right) \in R$. Then prove that for each $j, n \in \mathbb{Z}^{+}$ that $\left(x_{j}, x_{n+j}\right) \in R$, hence $x_{1}, x_{2}, \ldots$, is a totally ordered sequence.

John Wilder Tukey (1915-?) was a co-inventor of the fast Fourier transform. He also coined the term "bit" to mean a binary digit.

Exercise 429. Using Zorn's lemma, prove Tukey's Lemma: Let $\mathcal{F}$ be a family of subsets of $X$ with the property that if $F \in \mathcal{F}$ if and only if every finite subset of $F$ is in $\mathcal{F}$. Then $\mathcal{F}$ has a maximal member.

Two sets, $A$ and $B$, are said to be of the same cardinality if there is a bijection between them, and this is denoted by $|A|=|B|$.

Exercise 430. For $m, n \in \mathbb{Z}^{+}$, if $\{0,1, \ldots, n-1\}$ and $\{0,1, \ldots, m-1\}$ have the same cardinality, then $m=n$.

If $A$ and $B$ are sets, write $|A| \leq|B|$ if there exists an injection from $A$ into $B$.
Exercise 431 (Cantor-Bernstein-Schröder Theorem). Prove that for any sets $A$ and $B$, if $|A| \leq|B|$ and $|B| \leq|A|$, then $|A|=|B|$.

A set $A$ is said to be Peano finite if and only if there exists an $n$ so that there is a bijection between $A$ and $n=\{0,1,2, \ldots, n-1\}$. (By Exercise 430, if there exists such an $n$, it is unique.) A set $A$ is said to be Peano infinite if and only if $A$ is not Peano finite. In 1882, Dedekind proposed to Cantor another definition of infinite (see, e.g., [284] for more details): Dedekind called a set $A$ infinite if there is a bijection between $A$ and some proper subset of $A$; a set satisfying Dedekind's definition is said to be Dedekind infinite, (and Dedekind finite if it docs not).

Exercise 432. Prove by induction that if a set is Pcano finite, then it is Dedekind finite.

Exercise 433. Assuming the Axiom of Choice, (or Well-Ordering Principle) prove that if a set is Peano infinite, then it is Dedekind infinite.

Exercise 434. Assuming the Axiom of Choice, prove that a countable union of countable sets is again countable.

The next theorem contains a popular result that, in 1965, Béla Bollobás originally proved by induction. Other proofs that do not explicitly rely on induction have since been given, e.g., by Katona [306] in 1974 (see, e.g., [58] and [539] for more references and related results).

Definition 13.1.1. T'wo families of distinct sets $A_{1}, \ldots, A_{k}$ and $B_{1}, \ldots, B_{k}$ are a cross-intersecting family of sets if and only if for each $i=1, \ldots, k$,

$$
\begin{equation*}
A_{i} \cap B_{i}=\emptyset, \tag{13.1}
\end{equation*}
$$

and for every $j \neq i$

$$
\begin{equation*}
A_{i} \cap B_{j} \neq \emptyset \tag{13.2}
\end{equation*}
$$

Theorem 13.1.2 (Bollobás [57]). For $k \geq 1$, if $A_{1}, \ldots, A_{k}$ and $B_{1}, \ldots, B_{k}$ form a cross-intersecting family, then

$$
\begin{equation*}
\sum_{i=1}^{k}\binom{\left|A_{i}\right|+\left|B_{i}\right|}{\left|A_{i}\right|}^{-1} \leq 1 \tag{13.3}
\end{equation*}
$$

Setting $X=\cup_{i=1}^{k} A_{i} \cup B_{i}$, it was furthermore shown (using induction) that equality in (13.3) holds if and only if there is an $a$ and $b$ so that $|X|=a+b$, the $A_{i}$ 's are all $a$-element subsets of $X$, the $B_{i}$ 's are all the $b$-element subsets (and so $k=\binom{a+b}{a}$ and cach $\left.A_{i} \cup B_{i}=X\right)$.

Perhaps the most popular consequence of Theorem 13.1.2 is when all the $A_{i}$ 's are of the same size, and all the $B_{i}$ 's are of the same size.

Corollary 13.1.3. Let $A_{1}, \ldots, A_{k}, B_{1}, \ldots, B_{k}$ be a cross-intersecting family where for each $i,\left|A_{i}\right|=a,\left|B_{i}\right|=b$. Then $k \leq\binom{ a+b}{a}$.

One remarkable feature of both results is that the number of elements in any ground set is irrelevant, and so it might be some surprise that inductive proofs of both can be made by inducting on the order of the ground set.

In a sense, proving Theorem 13.1.2 by induction is easier than an inductive proof of the simpler Corollary 13.1.3 because one does not need to worry about the sizes of the sets (proving more is easier).

Exercise 435. Prove Theorem 13.1.2 by induction on the number of elements in the ground set.

To provide context for the next exercise, a famous conjecture by Martin Kneser [321] is discussed.

Conjecture 13.1.4 (M. Kneser, 1955). For each $n \geq 1$ and $k \geq 0$, if the $n$-subsets of $a(2 n+k)$-set are partitioned into $k+1$ classes, then some class contains two disjoint $n$-sets.

This was proved by Lovász in 1978 [353], and a simpler proof was given by Bárányi [35] later the same year; both proofs use Borsuk's theorem. See [235] for another simple proof (again, using Borsuk's theorem).

Kneser's conjecture with $n=2$ says that if the pairs of a $(k+4)$-set are partitioned into $k+1$ classes, then some class contains at least two disjoint pairs. Thus if
the pairs of an $(k+4)$-set are partitioned into $r$ classes so that no two such disjoint pairs exist in any one class, then $r \geq k+2$. This case was shown by Kneser in 1956 [322], where in the next exercise, $n$ now plays the role of $k+4$.
Exercise 436. Prove by induction on $n \geq 3$ that if the pairs of an $n$-set are partitioned into $k$ classes so that every tuio pairs in the same class share a vertex, then $k \geq n-2$.

In the next exercise, some special terminology is used [perhaps unnecessarily so, but it helps to make the statement of the exercise and the proof briefer, and it is used in many other related problems].

For $1 \leq q \leq p$, a family of sets is said to have the ( $p, q$ ) property if among every $p$ sets in the family, there are $q$ with non-empty intersection. For the solution of the next exercise, the following observation can be helpful:

Lemma 13.1.5. Let $2 \leq q \leq p$ and let $\mathcal{F}$ be a family of sets that has the $(p, q)$ property; then for each $r=1,2, \ldots, q-1, \mathcal{F}$ has the ( $p-r, q-r$ ) property.
Proof: Fix $r$, and suppose that $p-r$ sets are chosen. Extend this family to any $p$ sets by adding $r$ "new sets" (from $\mathcal{F}$ of course). By the ( $p, q$ ) property, some $q$ of these $p$ sets have non-empty intersection, and so any $q-r$ of these $q$ sets have non-empty intersection; in particular, when omitting the $r$ new sets at least some $q-r$ sets from the original $p-r$ sets have non-empty intersection, proving the lemma.

The next exercise looks simple, however, even with the help of Lemma 13.1.5 and the hint, solving it might be challenging:
Exercise 437. Let $2 \leq q \leq p$ be integers, and suppose that a collection of (at least $p$ ) closed segments of the real line has the $(p, q)$ property. Prove that the segments can be partitioned into $p-q+1$ classes so that sets in each class have non-empty intersestion. Hint: Induct on $p-q$.

For the next excrcise, some special terminology is used. Let $X$ be a set and let $\mathcal{H} \subseteq \mathcal{P}(X)$ be a family of subsets of $X$. For any $Y \subset X$, let

$$
\mathcal{H}_{i Y}=\{H \cap Y: H \in \mathcal{H}\},
$$

called the restriction of $\mathcal{H}$ to $Y$. A set $Y \subset X$ is called shattered by $\mathcal{H}$ if and only if $\left.\mathcal{H}\right|_{Y}=\mathcal{P}(Y)$, that is, for every subset $W \subset Y$, there exists $H \in \mathcal{H}$ such that, $H \cap Y=W$. Define the $V C$-dimension of $\mathcal{H}$ to be

$$
\operatorname{VC-dim}(\mathcal{H})=\sup _{Y \subseteq X}\{|Y|: Y \text { is shattered }\}
$$

The notion of shattered sets is often exprossed in terms of hypegraphs, and has been used in set theory, combinatorics, combinatorial geometry, and probability. For more on VC dimension, see, for example, [372] or [421].

Observe that if $\mathcal{G} \subset \mathcal{H}$, any set shattered by $\mathcal{G}$ is certainly shattered by $\mathcal{H}$ and so $\mathrm{VC}-\operatorname{dim}(\mathcal{G}) \leq \mathrm{VC}-\operatorname{dim}(\mathcal{H})$.

For example, (from [372, p. 238]), let $X=\mathbb{R}^{2}$ and let $\mathcal{H}$ be the set of all closed half-planes. Perhaps surprisingly (by reasoning given below) VC - $\operatorname{dim}(\mathcal{H})=3$. To see this, any set of three points in general position is shattered, but no four-point set is shattered because

- if three of the four points are in a row, the middle point cannot be separated by a half-plane;
- if four points are convex, a pair of points at opposite corners can be not be separated; and
- if one point lies in the convex hull of the others, then that point can not be separated.

Below, only finite sets $X$ (and hence finite familics) are considered. Note that if $\mathcal{H}$ is the empty family, no set is shattered, in which case $\mathrm{VC}-\operatorname{dim}(\mathcal{H})=0$. To climinate complete trivialities, assume that $X$ is non-empty.

In the early 1970s, the following theorem was proved independently by Sauer [475], Shelah [487], and Vapnik and Chervonenkis [551].

Theorem 13.1.6. Let $X$ be a set with $n \geq 1$ elements, and let $\mathcal{H} \subseteq \mathcal{P}(X)$. If $V C$-dim $=d$, then

$$
|\mathcal{H}| \leq\binom{ n}{0}+\binom{n}{1}+\cdots\binom{n}{d}
$$

and this bound is best possible.
To see that the bound in Theorem 13.1.6 is best possible, let $|X|=n$ and let $\mathcal{H}$ be the family of subsets of $X$ that have at most $d$ elements, that is, let $\mathcal{H}=[X]^{\leq d}$. Then any $d$-set is shattered, but any ( $d+1$ )-subset is not, and equality holds.

Excrcise 438. Using mathematical induction, prove the inequality in Theorem 13.1.6.

### 13.2 Posets and lattices

See Section 2.6 for some of the terminology used here.
Recall that a poset $(P, \leq)$ is a set $P$ together with a binary relation $\leq$ that is reflexive, antisymmetric, and transitive. Let $X$ be any set with $|X|=\ell$. The power set $\mathcal{P}(X)$ (which has $2^{\ell}$ clements) together with the partial order $\subseteq$ is a poset, sometimes called the $\ell$-dimensional boolean lattice $B(\ell)=(\mathcal{P}(X), \subseteq)$.

A chain is a family $\mathcal{C}$ of sets so that for any two distinct elements $A, B \in \mathcal{C}$. either $A \subset B$ or $B \subset A$. A clain in a poset $(I, \leq)$ is a set $C \subset P$ so that for any
$a, b \in C$, one of $a \leq b$ or $b \leq a$ holds. A subsct $A \subset P$ is an antichain if no two elements in $A$ are comparable.

Perhaps the most famous result on antichains was published by R. P. Dilworth [141] in 1950, and is now eponymous with Dilworth, even though it was, according to Tverberg [540], discovered earlier by T. Gallai in 1936.

Exercise 439 (Dilworth's theorem, finite). Let ( $P, \leq$ ) be a finite poset. Prove that the minimum number of disjoint chains necessary to cover $P$ is equal to the maximum number of elements in an antichain. Hint: Induct on $|P|$.

Dilworth's theorem is perhaps the beginning of what is now called "dimension theory" for posets, and has far-reaching consequences in many aspects of combinatorics and set theory.

Dilworth's theorem is also valid for infinite sets:
Theorem 13.2.1 (Dilworth's theorem, infinite). Let $P$ be poset (not necessarily finite) whose largest antichain contains $\alpha<\infty$ elements. Then $P$ can be covered by a union of $\alpha$ chains.

Exercise 440. (Challenging) Prove Theorem 13.2.1. Hint: Use a compactness argument (perhaps using Tychonoff's theorem, Theorem 13.3.4 below).

The claim in the following exercise is due to Mirsky [387], and is a dual to Dilworth's theorem.

Exercise 441. If $S$ is a poset with no chains of length greatcr than $m$, then $S$ can be covered by at most $m$ antichains. Hint: induct on $m$. For $m>1$, let $M$ be the set of all maximal elements in $S$. Then $S \backslash M$ has no chains of length greater than $m-1$, and $M$ is an antichain.

For a set $X$ with $n$ elcments, a chain $\mathcal{C} \subseteq \mathcal{P}(X)$ is convex iff whenever $A \subset B \subset C$ and $A, C \in \mathcal{C}$, then $B \in \mathcal{C}$. A chain $\mathcal{C} \subseteq \mathcal{P}(X)$ is symmetric if for every $C \in \mathcal{C}$ there exists $C^{\prime} \in \mathcal{C}$ so that for some $i \geq 0,\left\{|C|,\left|C^{\prime}\right|\right\}=\{[\ell / 2\rceil+i,\lfloor\ell / 2\rfloor-i\}$.

For any set $X$, a symmetric chain decomposition of $\mathcal{P}(X)$ is a partition

$$
\mathcal{P}(X)=\mathcal{C}_{1} \cup \mathcal{C}_{2} \cup \cdots \cup \mathcal{C}_{s}
$$

into disjoint symmetric convex chains. The goal of Exercise 442 below is to show that for any finite $X$, such a decomposition always exists. There are a number of methods by which a symmetric chain decomposition can be found or constructed (sce, for example, [234]); however, one of the easiest ways to construct one is by induction. Note that since each chain contains precisely one set with $\lfloor|X| / 2\rfloor$ elements, any symmetric chain decomposition has $\left.\left(\begin{array}{l|l|}|X| / 2\rfloor\end{array}\right)\right\}$ chains.

As an example, it is convenient to use $X=[n]=\{1,2, \ldots, n\}$, where sets are written without commas or set brackets, and chains are vertical. For $n=4$ :

| 1234 |  |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 123 | 124 | 234 |  | 134 |  |
| 12 | 14 | 23 | 24 | 13 | $\mathbf{3 4}$ |
| 1 | 4 | 2 |  | 3 |  |
| $\emptyset$ |  |  |  |  |  |

It might be enlightening for the reader to find such a decomposition for $n=5$ before examining the following example (a recursion mentioned in the subscquent solution was used):

| 12345 |  |  |  |  |  |  | 1345 |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1234 | 1235 | 1245 |  | 2345 |  |  |  |  |  |
| 123 | 125 | 124 | 145 | 234 | 235 | 245 | 134 | 135 | 345 |
| 12 | 15 | 14 | 45 | 23 | 25 | 24 | 13 | 35 | 34 |
| 1 | 5 | 4 |  | 2 |  |  | 3 |  |  |
| $\emptyset$ |  |  |  |  |  |  |  |  |  |

Exercise 442. For any finite set $X$, prove that there is a partition of $(\mathcal{P}(X), \subseteq)$ into disjoint symmetric conver chains.

This next section introduces a version of a countable Zorn's lemma applied to measurable sets, described to me by Steve Kalikow [297], a form of which appears in his new book [298]. [Kalikow suspects that this result has been known for decades, however I could not find another source.]

Let $(X, \Omega, \mu)$ be a finite measure space, that is, $X$ is a set, $\Omega \subseteq \mathcal{P}(X)$ is a $\sigma$ algebra (closed under finite intersections, countable unions), and $\mu: \Omega \rightarrow \mathbb{R}^{+} \cup\{0\}$ is a measure with $\mu(X)<\boldsymbol{x}$.

Let $\Theta \subseteq \Omega$ be an arbitrary subset of measurable sets. Define a partial order $\precsim$ on $\Theta$ as follows: For $A, B \in \Theta$, define $A \precsim B$ if and only if $\mu(A \backslash B)=0$. If both $A \precsim B$ and $B \precsim A$, then $\mu(A \triangle B)=0$ (where $X \triangle Y=(X \cup Y) \backslash(Y \cap X))$. So define the relation $\approx$ by $A \approx B$ if and only if $\mu(A \triangle B)=0$.

It is nearly trivial to check that $\precsim$ is indeed a partial order; reflexivity and antisymmetry are built into the definition, and transitivity follows since if $A, B, C \in$ $\Theta$ satisfy $A \precsim B$ and $B \precsim C$, then $\mu(A \backslash C)=\mu(A \backslash B)+\mu(B \backslash C)=0+0=0$.

Theorem 13.2.2 (Countable Zorn's lemma for measurable sets). As defined above, let $P=(\Theta, \precsim)$ have the property that any countable chain in $P$ has an upper bound in $P$, then $P$ contains a maximal element.

Proof: Define a chain (by the axiom of choice or the principle of MI)

$$
\mathcal{A}=A_{1} \precsim A_{2} \precsim A_{3} \approx \cdots,
$$

in $P$ as follows: Choose $A_{1} \in \Theta$ arbitrarily, and put

$$
a_{1}=\sup \left\{\mu(B): B \in \Theta, A_{1} \precsim B\right\} .
$$

For $i \in \mathbb{Z}^{+}$, having defined $A_{i} \in \Theta$ and $a_{i}$, choose $A_{i+1} \in \Theta$ so that

$$
\mu\left(A_{i+1}\right) \geq \frac{a_{i}+\mu\left(A_{i}\right)}{2},
$$

and define

$$
a_{i+1}=\sup \left\{\mu(B): B \in \Theta, A_{i+1} \precsim B\right\} .
$$

So each $A_{i+1}$ sits at least halfway (in measure) up from $A_{i}$ to any potential set in $\Theta$ which is above (in $P$ ) $A_{i}$. The chain $\mathcal{A}$ is at most countable. By hypothesis, let $U \in \Theta$ be an upper bound for the chain $\mathcal{A}$, and put $A=\cup_{i=1}^{\infty} A_{i}$. Note that for each $n, A_{n} \subseteq A$ and so $\mu\left(A_{n} \backslash A\right)=0$. Thus, $\mu\left(A_{n} \backslash U\right)=\mu\left(A_{n} \backslash A\right)+\mu(A \backslash U)=0+0=0$ shows that $A_{n} \precsim U$.

Claim: $\mu(U \backslash A)=0$ (and so $U \cong A$ ).
Exercise 443. Prove the claim and complete the proof of Theorem 13.2.2.

### 13.3 Topology

The first few exercises ask to prove some standard results regarding the real line $\mathbb{R}$.
Exercise 444. Prove that for open intervals $\left(a_{1}, b_{1}\right),\left(a_{2}, b_{2}\right), \ldots,\left(a_{n}, b_{n}\right)$ of real numbers, if for each $i, j,\left(a_{i}, b_{i}\right) \cap\left(a_{j}, b_{j}\right) \neq \emptyset$, then

$$
\bigcap_{i=1}^{n}\left(a_{i}, b_{i}\right) \neq \emptyset .
$$

For $A \subseteq \mathbb{R}$, a point $a \in \mathbb{R}$ is a called a limit point of $A$ if there exists a sequence $\left\{x_{n}\right\}$ so that $x_{n} \rightarrow a$ as $n \rightarrow \infty$.

Exercise 445. Using the Axiom of Choice, prove that if for every $\epsilon>0$, there exists $x \in A$ such that $|x-a|<\epsilon$, then $a$ is a limit point of $A$.

Exercise 446. Let $X$ and $Y$ be sets, and let $\mathcal{F}$ be a collection of functions from some subset of $X$ into $Y$. Define a partial order $\preceq$ on $\mathcal{F}$ by $f \preceq g$ if $g$ extends $f$ (i.e., $\operatorname{dom}(f) \subseteq \operatorname{dom}(g)$, and for all $x \in \operatorname{dom}(f), f(x)=g(x)$ ). Prove that the union of any chain in $(\mathcal{F}, \preceq)$ is again a function (whose domain is the union of domains of $f$ 's in the chain and range is the union of the ranges).

The next few paragraphs give some basic definitions in topology so that a very few major results may be stated, and perhaps proved by induction.

Definition 13.3.1. A topological space is a pair $(X, \mathcal{T})$, where $X$ is a set, and $\mathcal{T} \subseteq \mathcal{P}(X)$ is a collection of subsets satisfying (i) $X \in \mathcal{T}$, (ii) $\emptyset \in \mathcal{T}$, (iii) the union of any elements in $\mathcal{T}$ is an element of $\mathcal{T}$, and (iv) the intersection of finitely many elements of $\mathcal{T}$ is an element of $\mathcal{T}$. The elements of $\mathcal{T}$ are called open sets.

A topological space $(X, \mathcal{T})$ is often referred to by simply $X$, when it is clear what $\mathcal{T}$ is; $\mathcal{T}$ is called a topology on $X$. If $\mathcal{T}$ and $\mathcal{U}$ are topologies on $X$, then $\mathcal{T}$ is said to be coarser than $\mathcal{U}$ iff $\mathcal{T} \subseteq \mathcal{U}$.

A set $S \subset X$ is closed iff the complement $X \backslash S$ is an open set. For a set $S$, the closure of $S$, is denoted $\bar{S}$ (the smallest closed set containing $S$, found by intersecting all closed supersets of $S$ ).

If $X$ is a topological space, an open cover of a subset $A \subseteq X$ is a collection of open sets whose union contains $A$. A subset $A$ of a topological space is compact iff for any open cover of $A$, there exists a finite subcollection of the open cover that is an open cover of $A$ ("any open cover contains a finite subcover"). A family of sets has the finite intersection property (FIP) iff any finite subcollection has non-emply intersection.

The next lemma gives another way to look at compactness.
Lemma 13.3.2. A topological space $X$ is compact iff for every family $\left\{A_{i}: i \in\right.$ $I\} \subset \mathcal{P}(X)$ with the $F I P, \cap_{i \in I} \overline{\Lambda_{i}} \neq \emptyset$.

Proof: ( $\Rightarrow$ ) Let $X$ be compact, and let $\left\{A_{i}: i \in I\right\} \subset \mathcal{P}(X)$ be a family with FIP. For each $i \in I$, define $U_{i}=X \backslash \overline{A_{i}}$. If $F \subseteq I$ is finite,

$$
U_{j \in F} U_{j}=U_{j \in F} X \backslash \overline{A_{j}}=X \backslash\left(\cap_{j \in F} \overline{A_{j}}\right),
$$

and by FIP, the family $\left\{U_{j}: j \in F\right\}$ does not cover $X$. Since $X$ is compact and the family $\left\{U_{i}: i \in I\right\}$ has no finite subcover, the family $\left\{U_{i}: i \in I\right\}$ is not a cover, that is, $\cup_{i \in I} U_{i} \neq X$, and it follows that $\cap_{i \in I} A \neq \emptyset$.
$(\Leftrightarrow)$ Suppose that every family of sets with FIP has a non-empty intersection. To show that $X$ is compact, let $\left\{Y_{i}: i \in I\right\}$ be an open cover of $X$ and for each $i \in I$, put $W_{i}=X \backslash Y_{i}$. Then

$$
\emptyset=\cap_{i \in I} W_{i}=\cap_{i \in I} \overline{W_{i}},
$$

so the family $\left\{W_{i}: i \in I\right\}$ does not have FIP; therefore, there exists some finite $F \subseteq I$ so that $\cap_{j \in F} W_{i}=\emptyset$, and so $\left\{Y_{i}: i \in F\right\}$ is a finite subcover.

Exercise 447. Use Zorn's lemma to show that for a set $X$, there exists a maximal (with respect to inclusion) family of subsets of $X$ with FIP.

Given any family $\left\{X_{i}: i \in I\right\}$ of sets. let $X=\prod_{i \in I} X_{i}$ denote their cartesian product. Recall that (see Section 4.5, indexed version of AC) the axiom of choice
is equivalent to saying that any product of non-empty sets is again non-empty. A point in $X$ is of the form $\mathbf{x}=\left(x_{i} \in X_{i}: i \in I\right)$. For $j \in I$, the $j$-th projection $\pi_{j}: X \rightarrow X_{j}$ is defined by $\pi_{j}(\mathbf{x})=x_{j}$. If one assumes the well-ordering principle, consider $I$ to be well-ordered, and so clements of the product space are "generalized" sequences (ordered tuples, perhaps infinite). A function $f$ on a topological space is called continuous iff for every open set $O, f^{-1}(O)$ is again open.

Definition 13.3.3. Let $\left\{\left(X_{i}, \mathcal{T}\right): i \in I\right\}$ be a family of topological spaces, and let $X=\prod_{i \in I} X_{i}$. The product topology $\mathcal{T}$ on $X$ is coarsest topology on $X$ so that all projections $\pi_{i}: X \rightarrow X_{i}$ are continuous.

Each $X_{i}$ in the product topology denoted above is called a coordinate space (or factor space-but some authors reserve this term to mean "quotient space", a term not defined here).

Theorem 13.3.4 (Tychonoff's theorem). (Assume AC.) If for each $i \in I, X_{i}$ is a compact topological space, then $X=\prod_{i \in I} X_{i}$ is compact in the product topology.

The next exercise asks to prove a finite version version of Tychonoff's theorem, but it may be helpful to review four facts about compact spaces (all of which have easy proofs):

1. A space $X$ is compact iff every open cover of $X$ with basic open sets has a finite subcover.
2. The set

$$
\{U \times V: U \text { is open in } X \text { and } V \text { is open in } Y\}
$$

forms a basis for the product topology on $X \times Y$.
3. Compactness is preserved by isomorphism.
4. Associativity of products: $X_{1} \times \cdots \times X_{n-1} \times X_{n}$ is isomorphic to $\left(X_{1} \times \cdots \times\right.$ $\left.X_{n-1}\right) \times X_{n}$.

Exercise 448. Prove the finite version of Tychonoff's theorem: For any $n \geq 1$, if $X_{1}, \ldots, X_{n}$ are compact topological spaces, then the space $X_{1} \times X_{2} \times \cdots \times X_{n}$ is compact.

The following exercise is quite ambitious, and might be directed to only those individuals with much experience in topology:

Exercise 449. Assuming AC' (and Zorn's lemma), prove Tychonoff's theorem (Theorem 1.3.3.4). Hint: There are many proofs, one using Lemma 13.3.2. another using Exercise 446.

The following exercise has a fairly elementary proof, often left as an exercise in topology texts (e.g., see [571]).

Exercise 450. Prove that if Tychonoff's theorem is rewritten to say that any noncmpty product of compact spaces is compact, then this version implies the Axiom of Choice.

It is well known that the reals have the Archimedean property, that is, for every $x \in \mathbb{R}$, there exists an $n \in \mathbb{N}$ so that $x<n$. (Note: there are similar properties that are also referred to by "the Archimedean property", so don't take this as a standard definition.) Here's an easy proof: Suppose the contrary, that there is an $x$ so that for every $n \in \mathbb{N}, n \leq x$ holds. Then $\mathbb{N}$ is bounded from above by $x$ and so has a least upper bound $s$. Then $s \geq 2$ implies $s-1 \geq 1$, and similarly, $s-1 \geq n$ for all $n \in \mathbb{N}$ : showing that $s-1$ is an upper bound, and so $s$ is not the least upper bound.

Exercise 451. Show that $\mathbb{Q}$ is dense in $\mathbb{R}$, that is, between any two distinct real numbers, there exists a rational number. Hint: Well-ordering.

Recall that a function $f: \mathbb{R} \rightarrow \mathbb{R}$ is continuous at $a \in \mathbb{R}$ if and only $\lim _{x \rightarrow a} f(x)=$ $f(a)$. The limit $\lim _{x \rightarrow a} f(x)$ exists only if both one-sided limits $\lim _{x \rightarrow a^{-}} f(x)$ and $\lim _{x \rightarrow a^{+}} f(x)$ exist, are finite, and agree. Equivalently, a function $f$ is continuous at a point $a$ iff for any $\epsilon>0$, there exists $\delta>0$ so that for every $x \in \mathbb{R}$, if $|x-a|<\delta$ then $|f(x)-f(a)|<\epsilon$.

Exercise 452. Let $f: \mathbb{R} \rightarrow \mathbb{R}$ be a function and let $a \in \mathbb{R}$ be fixed. Use the Axiom of Choice to prove that if for every sequence $\left\{x_{n}\right\}$ that converges to a, the sequence $\left\{f\left(x_{n}\right)\right\}$ converges to $f(a)$, then $f$ is continuous.

### 13.4 Ultrafilters

For a set $S$, recall that $\mathcal{P}(S)=2^{S}=\{X: S \subseteq X\}$ denotes the power set of $S$. For $A \subset S$, let $\bar{\Lambda}=S \backslash A$ denote the complement of $A$ (with respect to $S$ ). In this section, occasionally families of sets, and families of families of sets are used, so the usual notation for elements, sets, and families of sets (e.g. $x \in X \in \mathcal{X}^{\prime}$ ) is often abandoned.

A collection $\mathcal{F} \subset \mathcal{P}(S)$ is called a filter on $S$ iff
(i) $S \in \mathcal{F}$,
(ii) $A \in \mathcal{F}$ and $A \subset B \subseteq S$ imply $B \in \mathcal{F}$, and
(iii) $A \in \mathcal{F}$ and $B \in \mathcal{F}$ imply $A \cap B \in \mathcal{F}$.

If moreover, $\emptyset \notin \mathcal{F}$, then $\mathcal{F}$ is called a proper filter. A trivial filter on a set $S$ consists only of the set $S$. From now on, only non-trivial filters arc considered. Note that when $\mathcal{F}$ is non-empty, (ii) implies (i), so often condition (i) is not mentioned explicitly, but instead filters are restricted to non-empty collections.

There are three typical (or standard) examples of filters; the reader is invited to prove the simple exercises verifying that each is indeed a filter:

1. Let $S$ be a set and fix some $C \subseteq S$. Then $\mathcal{F}=\{A \subseteq S: C \subseteq A\}$ is a filter, called a principal filter. (A principal filter $\mathcal{F}$ is one that satisfies $\cap_{A \in \mathcal{F}} A \neq \emptyset$.)
2. For fixed infinite set $S$, the family $\mathcal{F}=\{A \subseteq S: \bar{A}$ is finite $\}$ is a filter, called the Frechet filter on $S$. (A set whose complement is finite is often called co-finite.)
3. Let $\mathcal{M}=\{T \subset S:|T|<\infty\}$ be the family of all finite subsets of $S$. For any $A \in \mathcal{M}$, define $\hat{A}=\{M \in \mathcal{M}: M \supseteq A\}$. Then

$$
\mathcal{F}=\{\mathcal{A} \subseteq \mathcal{M}: \exists A \text { s.t. } \hat{A} \subseteq \mathcal{A}\}
$$

is a filter on $\mathcal{M}$.
Another example of a filter can be found by intersecting filters.
Lemma 13.4.1. Let $\left\{\mathcal{F}_{i}: i \in I\right\}$ be a collection of filters on $S$. Then $\mathcal{F}=\cap_{i \in I} \mathcal{F}_{i}$ is a filter.

Proof: (Trivial) (a) For each $i \in I, S \in \mathcal{F}_{i}$, and so $S \in \mathcal{F}$.
(b) If $A \in \mathcal{F}$ and $A \subset B$, then for each $i \in I, B \in \mathcal{F}_{i}$, so $B \in \mathcal{F}$.
(c) If $A, B \in \mathcal{F}$, then for each $i \in I, A \cap B \in \mathcal{F}_{i}$; hence $A \cap B \in \mathcal{F}$.

Notation: For $\mathcal{E} \subseteq 2^{S}$, define

$$
\mathcal{F}_{\mathcal{E}}=\cap\{\mathcal{F} \supseteq \mathcal{E}: \mathcal{F} \text { is a filter on } S\} .
$$

called the filter generated by $\mathcal{E}$ (which is the smallest filter containing $\mathcal{E}$ ). By Lemna 13.4.1, $\mathcal{F}_{\mathcal{E}}$ is a filter. When is $\mathcal{F}_{\mathcal{E}}$ a proper filter? Recall that a collection $E \subseteq 2^{S}$ is said to have the finite intersection property (FIP) iff the intersection of finitely many elements in $E$ is not empty.
Theorem 13.4.2. For any $\mathcal{E} \subseteq 2^{S}, \mathcal{F}_{\mathcal{E}}$ is a proper filter on $S$ iff $\mathcal{E}$ has FIP.
Proof: One direction is given here; the other direction is an exercise.
$(\Leftrightarrow)$ Let $\mathcal{E}$ have FIP, and put

$$
\mathcal{F}=\left\{A \subset S: \exists B_{1}, B_{2}, \ldots, B_{n} \in \mathcal{E} \text { s.t. } B_{1} \cap B_{2} \cap \cdots \cap B_{n} \subseteq A\right\}
$$

Claim: $\mathcal{F}$ is a filter. Clearly $S \in \mathcal{F}$. Also, if $A \in \mathcal{F}$ and $B \supset A$, then $B \in \mathcal{F}$ holds. For $B_{1}, \ldots, B_{n} \in E$, and $D_{1}, \ldots, D_{n} \in E$, if $A \subset B_{1} \cap \cdots B_{n}$ and $C \subset D_{1} \cap \cdots \cap D_{n}$, then $A \cap B \supset B_{1} \cap \cdots \cap B_{n} \cap D_{1} \cap \cdots D_{n}$. Thus $\mathcal{F}$ is a filter, and by FIP, $\mathcal{F}$ is a proper filter. Also, every filter containing $\mathcal{E}$ must also contain $\mathcal{F}$, since a filter having elements $B_{i} \in \mathcal{E}$ has elements of $\mathcal{F}$ by properties (ii) and (iii). So $\mathcal{F}=\mathcal{F}_{\mathcal{E}}$.

The proof of the other direction is a simple induction.
Exercise 453. Prove the remaining direction of Lemma 13.4.2.
A filter $\mathcal{F}$ on a set $S$ is called an ultrafilter on $S$ iff for all $A \subseteq S$, either $A \in \mathcal{F}$ or $\bar{A} \in S$ and not both. (Hence an ultrafilter is a proper filter.) A filter $\mathcal{F}$ on $S$ is called a maximal filter on $S$ iff $\mathcal{F}$ is proper and whenever $\mathcal{F}^{\prime} \supseteq \mathcal{F}$ is a filter, then $\mathcal{F}^{\prime}=2^{S}$. The following well-known result has a fairly straightforward proof using Theorem 13.4.2.

Theorem 13.4.3. A filter $\mathcal{F}$ is maximal if and only if $\mathcal{F}$ is an ultrafilter.
The following theorem is one of the central theorems for ultrafilters:
Theorem 13.4.4. Every proper filter $\mathcal{F}$ on a set $S$ can be extended to an ultrafilter on $S$.

It suffices to show that $\mathcal{F}$ can be extended to a maximal filter. The proof below relies on Zorn's lemma, but

Exercise 454. Prove Theorem 13.4 .4 by Zorn's lemma.
For (at least) countable cases, a more constructive enumeration is possible without AC. Theorem 13.4.4 has another form (which appears, e.g., in [271, Thm 6.5]) which says that any family with FIP can be extended to an ultrafilter; this result follows directly from Theorems 13.4.2 and 13.4.4.

The following is a simple, but useful, property of ultrafilters.
Fxercise 455. Let $\mathcal{F}$ be an ultrafilter on $X, k \in \mathbb{Z}^{+}$, and let $X=X_{1} \cup \cdots \cup X_{k}$ be a partition of $X$. Then for precisely one $i \in[1, k], X_{i} \in \mathcal{F}$.

The theory of ultrafilters (and ultraproducts) is closely related to semigroup theory, topology, dynamical systems, Ramsey theory, and model theory. Unfortunately, these many exciting pursuits are not covered here.

## Chapter 14

## Logic and language

Logic, properly used, does not shackle thought. It gives freedom, and above all, boldness.
-Alfred North Whitehead (1861-1947),
The Organization of Thought.

### 14.1 Sentential logic

In this section, it is assumed that the reader is farniliar with basic logic and can verify truth of statements by truth tables. For example, $p \wedge q \rightarrow p$ is a fairly simple true statement. Nany more exercises could be given in the section, many duplicating those given for boolcan algebras, sets with unions and intersections, or cven associative laws for many binary relations like integer addition. The rightarrow $\rightarrow$ is implication, whereas $\Rightarrow$ is logical implication. The symbols $\wedge$ and $\vee$ are short for "AND" and "OR" respectively, and $\neg p$ is the negation of $p$. Only a few solutions are given to the following exercises as most are rather routine.

For $n \geq 2$, define recursively the conjunction of $n+1$ statements $p_{1}, \ldots, p_{n}, p_{n+1}$ by

$$
p_{1} \wedge \cdots \wedge p_{n} \wedge p_{n+1} \Leftrightarrow\left(p_{1} \wedge \cdots \wedge p_{n}\right) \wedge p_{n+1} .
$$

Exercise 456. Prove by induction that for statements $p_{1}, \ldots, p_{m+1}$,

$$
\left[p_{1} \rightarrow p_{2}\right] \wedge\left[p_{2} \rightarrow p_{3}\right] \wedge \ldots \wedge\left[p_{m} \rightarrow p_{m+1}\right] \Rightarrow\left[\left(p_{1} \wedge p_{2} \wedge \ldots \wedge p_{m}\right) \rightarrow p_{m+1}\right] .
$$

Exercise 457. Prove that for every $m \geq 1$, and statements $q_{1}, \ldots, q_{m}$ and $q$,

$$
\left(q_{1} \wedge \cdots q_{m}\right) \wedge q \Leftrightarrow q_{1} \wedge \cdots q_{m} \wedge q
$$

and

$$
q \wedge\left(q_{1} \wedge \cdots \wedge q_{m}\right) \Leftrightarrow q \wedge q_{1} \wedge \cdots \wedge q_{m} .
$$

For sentences $p_{1}, p_{2}, p_{3}$, it is easily checked by truth tables that

$$
\begin{equation*}
\left(p_{1} \wedge p_{2}\right) \wedge p_{3} \Leftrightarrow p_{1} \wedge p_{2} \wedge p_{3} \tag{14.1}
\end{equation*}
$$

and similarly,

$$
\begin{equation*}
p_{1} \wedge\left(p_{2} \wedge p_{3}\right) \Leftrightarrow p_{1} \wedge p_{2} \wedge p_{3} . \tag{14.2}
\end{equation*}
$$

Exercise 458. Prove inductively that for $n \geq 3$ and $1 \leq r<n$,

$$
\left(p_{1} \wedge \cdots \wedge p_{r}\right) \wedge\left(p_{r+1} \wedge \cdots \wedge p_{n}\right) \Leftrightarrow p_{1} \wedge \cdots \wedge p_{r} \wedge p_{r+1} \wedge \cdots \wedge p_{n}
$$

Exercise 459. Give a recursive definition for the disjunction of $n+1$ statements $p_{1}, p_{2}, \ldots, p_{n}, p_{n+1}$.

Exercise 460. Prove inductively that for $n \geq 3$ and $1<r \leq n$,

$$
\left(p_{1} \vee \cdots \vee p_{r}\right) \vee\left(p_{r+1} \vee \cdots \vee p_{n}\right) \Leftrightarrow p_{1} \vee \cdots \vee p_{r} \vee p_{r+1} \vee \cdots \vee p_{r} .
$$

Exercise 461. Use the result from Exercise 458 to show that for $n \geq 2$ and statements $p, q_{1}, q_{2}, \ldots, q_{n}$,

$$
p \vee\left(q_{1} \wedge q_{2} \wedge \cdots \wedge q_{n}\right) \Leftrightarrow\left(p \vee q_{1}\right) \wedge\left(p \vee q_{2}\right) \wedge \cdots \wedge\left(p \vee q_{n}\right) .
$$

The next two exercises state the sentential equivalents of the extended DeMorgan's laws (cf. Exercises 422 and 423).

Exercise 462. Prove that for $n \geq 2$ and statements $p_{1}, p_{2}, \ldots, p_{n}$,

$$
\neg\left(p_{1} \vee p_{2} \vee \cdots \vee p_{n}\right) \Leftrightarrow \neg p_{1} \wedge \neg p_{2} \wedge \cdots \wedge \neg p_{n} .
$$

Exercise 463. Prove that for $n \geq 2$ and statements $p_{1}, p_{2}, \ldots, p_{n}$,

$$
\neg\left(p_{1} \wedge p_{2} \wedge \cdots \wedge p_{n}\right) \Leftrightarrow \neg p_{1} \vee \neg p_{2} \vee \cdots \vee \neg p_{n} .
$$

Excrcise 464. For each $n \geq 2$, let $q\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ be defined inductively by

$$
q\left(x_{1}, x_{2}\right)=\left(x_{1} \rightarrow x_{2}\right)
$$

and for $k \geq 2$,

$$
q\left(x_{1}, x_{2}, \ldots, x_{k}, x_{k+1}\right)=q\left(x_{1}, x_{2}, \ldots, x_{k}\right) \wedge\left(x_{k} \rightarrow x_{k+1}\right) .
$$

Prove that for every $n>2, q\left(x_{1}, x_{2}, \ldots, x_{n}\right) \rightarrow\left(x_{1} \rightarrow x_{n}\right)$.

### 14.2 Equational logic

Only a comment or two is made here. When $L$ is a set, a partial order on $L$ is a binary relation $\leq$ which is symmetric, antisymmetric, and transitive; in other words, a partial order on $L$ is a relation $\leq$ that satisfies the three axioms

P1: $\forall x \in L, x \leq x ;$
P2: $\forall x \in L, \forall y \in L,[x \leq y \& y \leq x] \Rightarrow x=y$;
P3: $\forall x \in L, \forall y \in L, \forall z \in L,[x \leq y \& y \leq z] \Rightarrow x \leq z$.
If one adds either of the least upper bound or greatest lower bound axioms,
P4: $\forall x \in L, \forall y \in L, \exists s \in L$ such that $[x \leq s \& y \leq s]$ and $\forall z[x \leq z \& y \leq z] \Rightarrow$ $s \leq z$ (l.u.b. axion);

P̄: $\forall x \in L, \forall y \in L, \exists p \in L$ such that $[p \leq x \& p \leq y]$ and $\forall z[z \leq x \& z \leq y] \Rightarrow$ $z \leq$ (g.l.b. axiom);
then the partial order is called either a join semilattice or a meet semilattice (respectively). For each $x$ and $y$, the elements $s$ and $p$, if they exist, are unique, enabling one to define an "algebra" with two operations, join $\vee$, where $x \vee y=s$, and meet $\wedge$, where $x \wedge y=p$. If all P1 P5 hold, the structure is called a lattice. Such a system of axioms was proposed by Charles Sanders Peirce in the early 1880s, and corrected by Oystein Ore in 1935. There have been various axiom systems for lattices.

Given any algebra, what is the fewest number of axioms that define it? Certain classes of axioms for semilattices can be reduced (by induction) to smaller classes. For more on such results, please see Padmanabhan and Rudeanu's new book Axioms for Lattices and Boolean Algebras [423]. In particular, see Theorem 1.1.2, a result due to Padmanabhan and Wolk, and on page 117, where if a finite lattice satisfies a certain axiom systern, then any lattice in its variety does, too.

### 14.3 Well-formed formulae

Consider a propositional language built only on negation and conjunction. Let, $A=\left\{a_{1}, a_{2}, a_{3}, \ldots\right\}$ be a set of (atomic) sentence symbols. The elements of $A$ are often referred to as atoms or primitive statements. Define $W$ to be the smallest (see below for meaning of "smallest") set of expressions satisfying the following recursive definition:
(i) $A \subseteq W$, and
(ii) If $p \in W$ and $q \in W$, then both $(\neg p) \in W$ and $(p \wedge q) \in W$.
(To say "smallest" means that if any other set: $W^{\prime}$ satisfies both (i) and (ii), then $W$ ( $W^{\prime \prime}$ : one could define $W$ as the intersection of all sets satisfying (i) and (ii),
but that definition might introduce more questions than it answers. The definition suggests that $W$ is unique, and the reader may assume this.)

The set $W$ is called a set of well-formed formulae in the language. Induction on the length of well-formed formulae can be considered structural induction (see Section 3.7 and Chapter 16 for more on structural induction).

Exercise 465. Show that any formula $x \in W$ has an even number of parentheses.
Exercise 466. Show that the set of all expressions (constructed from atomic sentence symbols with $\neg$ and $\wedge$ and parentheses) with an even number of parenthesis is exactly $W$.

Let $T_{0}$ denote the tautology, and $F_{0}$ denote the contradiction. [Interestingly, the tautology seems to have been introduced by Wittgenstein only in 1921.] Extend the above language to include

$$
A^{\prime}=A \cup\left\{T_{0}, F_{0}\right\}, \neg, \wedge, \vee, \rightarrow, \star,(:)
$$

Let WFF denote the sct of well-formed formulae defined as the "smallest" set that satisfies the following recursive definition:
(i') $A^{\prime} \subseteq W F F$ : and
(ii) If $p \in W F F$ and $q \in W F F$, then $(--p) \in W F F,(p \wedge q) \in W F F,(p \vee q) \in$ $W F F,(p \rightarrow q) \in W H F$, and $(p \leftrightarrow q) \in W F F$.

Exercise 467. Show that any well-formed formula $x \in W W F$ has an even number of parentheses.

For more on parenthesizing, see Section 12.5, where it is shown that the number of ways parentheses can be placed in a non-associative product is a "Catalan number"; in particular, the result applies to repeated occurrences of $\vee$ (or to $\wedge$ ).

### 14.4 Language

If $\boldsymbol{\Sigma}$ is an alphabet, then $\boldsymbol{\Sigma}^{*}$ is the set of all finite strings formed by letters from $\boldsymbol{\Sigma}$ (including $\lambda$, the empty string). Subsets of $\boldsymbol{\Sigma}^{*}$ arc called languages. If $C$ and $D$ are languages, then $C D$ is the langtage formed by concatenating strings, first one from $C$, then one from $D$.

Exercise 468. Prove that if $A \subseteq B \subseteq \Sigma^{*}$, then for all $n \geq 1, A^{n} \subseteq B^{n}$.
The following exercise deals with a purely combinatorial question about words that has a surprisingly elegant looking solution. Let $A$ be a finite alphabet. For $n \geq 1$, let $\left(a_{1}, a_{2}, \ldots, a_{n}\right) \in A^{n}$ be denoted by simply $a_{1} a_{2} \cdots a_{n}$, called a word, or string: of length $n$ (or simply, an $n$-string). For $m<n$, a word $\mathrm{b}=b_{1} b_{2} \cdots b_{m}$ is a substring of $\mathbf{a}=a_{1} a_{2} \cdots a_{n}$ if the letters of $\mathbf{b}$ all occur in proper order in $\mathbf{a}$ they
need not appear consecutively in a. For example, let $A=\{a, b, c\}$, and $s=c c$. The words in $A^{3}$ that contain $s$ as a substring are

$$
c c c, a c c, b c c, c c a, c c b, c a c, c b c
$$

The result, in the following exercise is a general formula for counting the number of words containing some fixed substring was given by Chvátal and Sankoff [109]. [No solution is given.]

Exercise 469. For any alphabet $A$ with $k$ letters, and any $m$-string $s \in A^{m}$, for each $n \geq m$, define $F(k, n, s)$ to be the number of $n$-strings in $A^{n}$ lhat contain s as a substring. Prove by induction on $n$ that

$$
F(k, n, \mathrm{~s})=\sum_{i=m}^{n}\binom{n}{j}(k \cdots 1)^{n \cdots i}
$$

In particular, this number does not depend on the content in s , only its length.
Note that the example above with $n=3, k=3$, and $m=3$, gives the correct answer: 7, as given by Excreise 469. For another exercise on words, see Exercise 373.

For more combinatorics on words, see, e.g., the standard [351].
-

## Chapter 15

## Graphs

The time has now come when graph theory should be part of the education of every serious student of mathematics and computer science, both for its own sake and to enhance the apprecialion of mathematics as a whole.
.--back cover of Modern Graph Theory [59]

Perhaps thousands of theorems in graph theory have been proved using induction. The selection given here is rather arbitrary and is a bit sparse, but contains at least a few standard highlights. For references and more examples, the interested reader can consult virtually any modern graph theory text (e.g., see [59], [64], [137], [226], or [566]).

For those not familiar with the language of graph theory, here is a brief introduction.

### 15.1 Graph theory basics

For a given set $S$ and $k \in \mathbb{Z}^{+}$, let the collection of $k$-sets in $S$ be defined by

$$
[S]^{k}=\{T \subset S:|T|=k\}
$$

A graph (also called a "simple graph") is a pair ( $V, E$ ) where $V$ is a set of elements called vertices and $E \subseteq[V]^{2}$ is a collection of distinct unordered pairs of distinct elements in $V$; elements of $E$ are called edges.

A multigraph is a pair $G=(V, E)$ where $E$ is allowed to contain a pair $\{x, y\}$ more than once (called multi-edges) and pairs of the form $\{x, x\}$, called loops, are also allowed. Most definitions and problems below apply to multigraphs, however, usually the graph under consideration is simple (no multi-edges, no loops).

A hypergraph is an ordered pair $G=(V, E)$ where each hyperedge $e \in E$ is a subset of $V$. If all hyperedges of $G$ contain the same number, say $k$, of vertices, the hypergraph is called $k$-uniform; 2-uniform hypergraphs are just graphs.

The graph on $n$ vertices with all possible edges is denoted by $K_{n}$, a complete graph. [Should $K_{9}$ be called "the dog graph"?] The notation $m K_{n}$ denotes $m$ vertex disjoint copies of $K_{n}$.

Exercise 470. Prove that any graph $G$ on $n$ vertices has at most $\binom{n}{2}$ edges.
If the graph is named $G$, then write $V=V(G)$ and $E=E(G)$. A graph $H$ is a (weak) subgraph of $G$ if $V(H) \subseteq V(G)$ and $E(H) \subseteq\left(E(G) \cap[V(H)]^{2}\right)$ and is an induced subgraph if $E(H)=\left(E(G) \cap[V(H)]^{2}\right)$.

For any vertex $x \in V(G)$, the degree of $x$ is the number of edges containing $x$. (In a multigraph, loops count twice.) The degree of a vertex $x$ in $G$ is denoted by $d_{G}(x)$ or $\operatorname{deg}_{G}(x)$, or when clear, simply by $d(x)$ or $\operatorname{deg}(x)$. A vertex $x$ with $\operatorname{deg}(x)=0$ is said to be an isolated vertex. Since each edge of a graph contributes to counting two degrees, one proof of the following is direct:

Lemma 15.1.1 (Handshaking lemma). For any graph $G$,

$$
\sum_{x \in V(G)} \operatorname{deg}(x)=2|E(G)| .
$$

(The handshaking lemma is true also for multigraphs, where loops count 2 toward the degree of vertex.)

Exercise 471 (Handshaking lemma). By induction, prove the handshaking lemma. Hint: inducting on the number of vertices is possible, but inducting on the number of edges is nearly trivial.

The result in the next exercise is often called the "handshake problem", not to be confused with the handshaking lemma (Lemma 15.1.1).

Exercise 472 (The handshake problem). At a party with $n$ couples, (including a host and hostess) people shake hands subject to the following conditions: no couple shakes hands; no pair shakes hands more than once; and besides the host, all people shake a different number of hands. Prove that the hostess shakes hands with precisely n-1 people.

The smallest degree in a graph $G$ is denoted by $\delta(G)$ and the largest degree by $\Delta(G)$.

A walk of length $m$ in a graph $G$ is sequence of vertices (not necessarily distinct) $w_{0}, w_{1}, w_{2}, \ldots, w_{m}$ so that for each $i=0, \ldots, m-1,\left(w_{i}, w_{i+1}\right) \in E(G)$. A closed walk is a walk with $w_{m}=u_{0}$; a walk is open if it is not closed. A trail is a walk with no edge repeated and a path is an (open) walk with no vertex repeated (and hence no edge repeated). A path with $k$ edges (and hence $k+1$ vertices) is denoted
by $P_{k}$, and is said to be of length $k$. (Note: this terminology varies in the literature, as some use $P_{k+1}$ to denote a path with $k$ edges.]

A leaf in a graph is a vertex of degree 1 ; the edge incident to a leal is called a pendant edge.

A cycle is a closed walk with no vertex repeated (except the first and last in the walk, of course). A cycle with $k$ vertices is denoted by $C_{k}$. A graph with no cycles is called acyclic. (Note: in some older texts, the word "circuit" is used to denote a cycle; however, it is now standard that a circuit is a closed trail, that is, a trail with initial and terminal vertex the same.)

The following lernma is useful:
Lemma 15.1.2. For a graph $G$, if $\delta(G)=k$, then $G$ contains a path of length $k$; furthermore, if $k \geq 2$, then $G$ contains a cycle of length $k+1$.
Proof: Let $k \geq 1$ and suppose that $G$ is a graph with $\delta(G)=k$. Let $P$ be a longest path in $G$, between, say, $u$ and $v$. Since $P$ is maximal, every neighbor of $u$ is in $P$; since $u$ has at least $k$ neighbors, $P$ has at least, $k$ vertices besides $u$, that is, $P$ has length at least $k$. If $k \geq 2$, the edge to the farthest neighbor of $u$ in $P$ completes a cycle of length at least $k+1$.

A graph is connected if there is a path between every pair of vertices. A connected component of a graph is a maximal connected subgraph.

A graph $G$ is called Eulerian if there is a closed trail (called an Eulcrian circuit) containing all the edges of $G$. That is, a graph is Fulerian iff there exists a closed walk passing through every edge of the graph precisely once (and returning to the original start point). [Note: if $G$ has isolated vertices, and an Eulerian circuit in the remainder of $G$, then $G$ is still called Euterian, however, some texts insist that $C$ is connected.]
Exercise 473. Prove that a graph $G$ is Eulerian iff $G$ is connected (up to isolated verlices) and every vertex has even degree. Hint: use Lemma 15.1.\%.

See material surrounding Exercise 514 for the related result on digraphs.
Exercise 474. Let $G$ be a graph with $n$ vertices. Prove that if $G$ has at least $n$ edges, then $G$ contains a cycle.

Exercise 475 (Erdös-Gallai, 1959 [169]). Let $3 \leq c \leq n$. If $G$ is a graph with more than $(c-1)(n-1) / 2$ edgcs, then the length of the longest cycle in $G$ is at least $c$. Hint: Fixe and induct on $n$.

The distance between vertices $v$ and $w$ in a connected component of a graph $G$ is the length of the shortest walk between them; this distance is denoted $d_{G}\left(v, w^{\prime}\right)$, or simply $d(v, w)$ when clear. If $v$ and $w$ lic in different components of $G$, one can say $d(u, v)$ is undefined or is $\infty$, depending on the application.
Exercise 476. Let $v$ be a vertex in a connected graph G. Prove that the sum of the distances from $v$ to all other vertices of $B, \sum_{w \in V(G)} d(v, w)$, is at most $\binom{n}{2}$.

### 15.2 Trees and forests

A tree is a connected acyclic graph. A forest is an acyclic graph; so connected components of a forest are trees. The next few lemmata demonstrate some basic properties of trees and forests.

Lemma 15.2.1. Every tree contains at least one leaf.
Proof: Let $T$ be a tree. If every vertex has degree at least two, then by Lemma 15.1.2, $T$ contains a cycle, contrary to $T$ being a tree, so there exists at least one vertcx with degree either 0 or 1 . Since $T$ is connected, there are no isolated vertices, that is, $T$ contains no vertices of degree 0 . Hence, $T$ contains at least one vertex of degree 1 .

Lemma 15.2.2. Between any two distinct vertices in a tree, there is a unique path.
Proof outline: If two vertices $x$ and $y$ arc connected by two different paths, a cycle results.

A bridge in a connected graph is an edge whose removal disconnects the graph.
Lemma 15.2.3. Fvery edge in a tree is a bridge, and removal of any edge creates two trees.

Proof: Suppose that 7 is a tree. By Lemma 15.2.2, for any $x, y \in V(T)$, there is precisely one path joining $x$ and $y$. If $\{x, y\} \in E(T)$, there is no other $x-y$ path than $\{x, y\}$ itself, hence its removal produces a graph with no $x-y$ path, that is, a disconnected graph. Let $X \subseteq E(T)$ be the set of those vertices connected to $x$ via a path that docs not use $y$, and let $Y$ be those vertices connected to $y$ by a path not going through $x$. After removing the edge $\{x, y\}$, the graph induced by $X$ is still connected and contains no cycles, so is a tree. Similarly, the vertex set $Y$ induces a tree.

The following exercise characterizes trees on $n$ vertices.
Excrcise 477. For a graph on $n \geq 1$ vertices, prove that the following statements $A, B, C$ are equivalent:

A: $G$ is connected and acyclic (i.e., $G$ is a tree);
B: $G$ is connected and has $n-1$ edges;
C: $G$ is acyclic and has $n-1$ edges.
[Hint: The proof of A implies $B$ can be done in at least three ways, each inductive.]
Lemma 15.2.4. Every tree has at least two leaves.

Proof: A tree is connected, so if a tree $T$ has more than one vertex, $\delta(T) \geq 1$. For a tree $T$ on $n$ verticcs, by Exercises 471 and 477, $\sum_{x \in V(T)} d(x)=2|E(T)|=2(n-1)$, and if $T$ were to have fewer than two leaves, then this sum would be at least $2 n-1$.

Exercise 478. Prove that if $G$ is a graph with minimum degrec $\delta(G)=k$, then $G$ contains every tree with $k$ edges as a (weak) subgraph.

The diameter of a graph $G$ is the maximum distance between vertices in $G$, that is, $\operatorname{diam}(G)=\max _{v, w \in V(G)} d(v, w)$. The eccentricity of a vertex $v$, denoted $\epsilon(v)$, is $\max _{w \in V(G)} d(v, w)$. The radius of $G$ is the minimum eccentricity of any vertex in $G$, and the center of $G$ is the subgraph induced by those vertices of minimum eccentricity. The result in the next exercise is sometimes called Jordan's lemma.

Exercise 479. Prove that the center of a tree is either a vertex or a single edge. Hint: Use induction on the number of vertices in a tree.

In 1972, Horn proved [279] three theorems regarding trees. The notation and names might have changed since then, but they can be roughly described as follows. Let $T$ be a tree and let $T_{1}, \ldots, T_{n}$ be a collection of subtrees of $T$.

1. A recursive algorithm is proved to find a set $P$ of vertices in $T$, of least cardinality, containing at least one point from each $T_{i}$.
2. An algorithm is proved to find a collection $T_{1}^{\prime}, \ldots, T_{n}^{\prime}$ of subtrees of $T$ with each $T_{i} \subset T_{i}^{\prime}$ and $T_{i}^{\prime} \cap T_{i+1}^{\prime} \neq \emptyset$ and $\sum_{i=1}^{n}\left|V\left(T_{i}^{\prime}\right)\right|$ is minimized.
3. If each pair of $T_{i}$ 's have a common vertex, then there is a vertex common to all.

Exercise 480. Which of the above three results by Horn has an inductive proof?
A rooted tree is a tree with one vertex specified as its root. Rooted trees are often drawn with the root at the bottom and branches extending upward with no edges crossing. The rank of a vertex in a rooted tree is its distance from the root. In a rooted tree, a descendant of a vertex $v$ is a neighbor $x$ of $v$ with $\operatorname{rank}(x)=\operatorname{rank}(v)+1$. The height of a rooted tree is the maximum rank of its vertices.

A plane tree is a rooted tree together with its drawing having a left-right orientation. In Figure 15.1 are depicted the five plane trees with 3 edges.

Recall that the Catalan numbers are defined in two ways, in Definition 12.5.1 by $C_{n}=\frac{1}{n+1}\binom{2 n}{n}$, and in Definition 12.5.2, by the number of ways to parenthesize a product of $n+1$ elements in a fixed order. The result in the next excrcise follows alnost directly from Definition 12.5.2, if interpreted properly. A separate proof by induction is also possible.






Figure 15.1: The $C_{3}=5$ plane trees with threc edges

Exercise 481. Prove that the number of (rooted) plane trees with $n$ edges is the Catalan number $C_{n}$.

A binary tree is a plane rooted tree where each vertex has at most two descendants, and if there are two descendants, they are designated "left" or "right". (If a vertex has a single descendant, it is not considered left or right.) In Figure 15.1 are depicted the five binary trees with precisely three edges.

A full binary tree is one where every non-leaf has precisely two descendants. See Figure 15.2 for two examples of two full plane binary trees of height 3, that without left-right orientation, are otherwise isomorphic.

rank 3
rank 2
rank 1
rank 0


Figure 15.2: Two different full plane binary trecs of height 3
The next excrcise is a bit more challenging (and is given without solution; see the references given in Section 12.5).

Exercise 482. Prove that the number of full binary trees with $n$ internal nodes is the Catalan number $C_{n}$.

A plane binary tree is called complete if and only if every leaf has rank equal to the height of the tree. [Caution: some authors use "full" to mean "complete".] So a complete plane binary tree has 1 vertex of rank 0,2 vertices of rank 1,4 vertices of rank 2,8 vertices with rank 3 , and so on. It is fairly clear that a full binary tree of height $h$ has $1+2+\cdots+2^{h}$ vertices, and by Exercise 47, the total number of
vertices is $2^{h+1}-1$. Another proof is suggested in the next exercise, and although it is nearly trivial, it uses a technique quite common in induction for graphs.

Exercise 483. Induct on $h$ to show that if $T$ is a complete plane binary tree with height $h$, then $|V(T)|=2^{h+1}-1$.

Virtually the same proof as for Exercise 483 solves the following (however there is much simpler proof based on the fact that every binary tree is contained in a complete binary tree):

Exercise 484. Use induction on $h$ to show that if $T$ is a plane binary tree with height $h$, then $|V(T)| \leq 2^{h+1}-1$.

If a rooted tree $T$ has vertices labelled $0,1,2 \ldots, n$, where 0 is the root and every path starting at 0 consists of an increasing sequence of vertices, then $T$ is called increasing. For example, ignoring left-right orientation, there are six increasing trees on vertices $\{0,1,2,3\}$, as listed in Figure 15.3.


Figure 15.3: The six increasing trees on $\{0,1,2,3\}$

To prove the next exercise, instead of deleting the root as in Exercise $48: 3$ (or Exercise 484), one deletes (or attaches) a leaf.

Exercise 485. Prove by induction that the number of increasing rooted trees on $\{0,1, \ldots, n\}$ is $n!$. /Consider two trees with precisely the same edge set to be equal, regardless of what orientation is used to draw them./

Recall from Section 12.7.2 that the Eulerian number $E_{n, k}$ is the number of permutations on $\{1,2, \ldots, n\}$ that have precisely $k$ ascents (adjacent pairs ( $\sigma(i), \sigma(i+1)$ ) with $\sigma(i)<\sigma(i+1))$.

Exercise 486. Prove that the number of increasing trees on $n+1$ vertices with precisely $k$ leaves (endpoints) is the Eulerian number $E_{n, k}$.

See [506, Vol 1, pp. 24.25] for other exercises on increasing trecs.

### 15.3 Minimum spanning trees

Recall that for a graph $G$ and a subgraph $H \subset G$, the subgraph $H$ is said to be a spanning subgraph if and only if $|V(G)|=|V(H)|$; in other words, a spanning subgraph contains all of the vertices of $G$ and some of the edges in $G$. A spanning tree of $G$ is any spanning subgraph that happens to be a tree (or any tree that happens to be a spanning subgraph of $G$ ).

Let $G$ be a graph, and let $w: E(G) \rightarrow[0, \infty)$ be called a weight function, assigning non-negative real numbers to the edges in $G$. [One can and does also entertain vertex weights, but such is not used here.] For example, one might use a graph $G$ to indicate a certain network of highways between cities; if there is a highway joining two particular cities, the corresponding edge in $B$ might be weighted with mileage, or cost of transport. One might say then that such a graph is weighted by $w$. The weight of any subgraph of an cdge-weighted graph is the total weight of all its edges. In notation, if $H$ is a subgraph of a weighted graph $G$, define

$$
w(H)=\sum_{e \in E(H)} w(e) .
$$

Given an edge-weighted graph $G$, a minimum spanning tree (MST) (or minimum ueight spanning tree) of $G$ is a spanning tree $T$ of $G$ with minimum weight, where the minimurn is taken over all spanning trees of $G$. Note that MST's are not, in general unique, but always exist (the set of weights for all spanning trees is finite, and so has a minimum, perhaps not a unique minimum, however). The minimum spanning tree problem is to find a MST. Sce [229] for a history of the problem and [529] for additional references. The MST' problem is also known as the minimum connector problem. Is there an effective procedure to find a MST? There are two very simple algorithms that produce MSTs called "Prim's algorithm" (due to Prim, [439] in 1957) and "Kruskal's algorithm" (due to Kruskal [330] in 1956). Both algorithms are simple to describe, greedy algorithms (at each step, take the "least", somehow, option available). These algorithms were discovered independently and earlier by other authors, but somehow it is these names that survive.

Briefly, Prim's algorithm "grows" a tree starting at any vertex by attaching recursively available cdges of least weight without forming a cycle.

## Prim's algorithm:

Input: a non-empty graph $G=(V, E)$ on $|V|=n$ vertices with weighted edges (given by a weight function $w: E \rightarrow[0, \infty)$ ).
BaSE STEP: Pick $x_{1} \in V$ arbitrarily. Set $V_{1}=\{x\}$ and $G_{1}$ to be the graph consisting of just $x$.

Recursive step: Suppose that a subgraph $G_{i}=\left(V_{i}, E_{i}\right)$ has been formed, has been formed by the previous step. Among all edges using having one vertex in $V_{i}$, select an edge $\{x, y\}$ (say, with $x \in V_{i}$ ) with least weight so that the addition of $\{x, y\}$
does not form a cycle together with edges of $G_{i}$ (so $y \notin V_{i}$ ). Set $V_{i+1}=V_{i} \cup\{y\}$, $E_{i+1}=E_{i} \cup\{x, y\}$, and $G_{i+1}=\left(V_{i+1}, E_{i+1}\right)$.

Terminate the algorithm only when $V_{n}=V$, that is, after $n-1$ recursive steps. Output: $G_{n}=\left(V, E_{n}\right)$.

Theorem 15.3.1. The output of Prim's algorithm is a minimum weight spanning tree.

Exercise 487. Prove Theorem 15.3.1.
The other easy algorithm for the MST problem is called "Kruskal's algorithm." Informally, instead of taking the least weight edge attaching to the last tree in the construction, Kruskal's algorithm merely selects the minimum weight edge still available that does not form a cycle. The graph at each stage is not necessarily a tree. In a sense, instead of growing a tree, one is throwing a tree, just throwing in the cheapest edges possible.

## Kruskal's algorithm:

Input: a non-empty graph $G=(V, E)$ on $|V|=n$ vertices with a weight function $w: E \rightarrow[0, \infty)$, and edges labelled $e_{1}, e_{2}, \ldots, c_{|E|}$, so that $w\left(e_{1}\right) \leq w\left(e_{2}\right) \leq \cdots \leq$ $w\left(e_{|E|}\right)$ weights are increasing order.
BaSe step: Pick $e_{1}$ the least weighted edge, and set $G_{1}$ to be the graph consisting of just $e_{1}$ on vertex set $V$.
Recursive step: Suppose that a subgraph $G_{i}=\left(V, E_{i}\right)$ has been formed, has been formed by the previous step. Select an edge $e \in E \backslash F_{i}$ of least weight that does not does not form a cycle if added to $G_{i}$, and set $E_{i+1}=E \cup\{e\}$ and $G_{i+1}=\left(V, E_{i+1}\right)$.

Terminate the algorithm after $n \cdots 1$ recursive steps.
Output: $G_{n}=\left(V, E_{n}\right)$.
Exercise 488. Prove that when Kruskal's algorithm terminates, $G_{n}$ is a minimum spanning tree. Hint: see the proof of Prim's algorithm (the solution to Exercise 487) for a possible methodology.

### 15.4 Connectivity, walks

If a graph $G$ is comnected, a set $S \subseteq V(G)$ of vertices is called a cutset if the removal of $S$ (and all edges using these vertices) disconnects the graph. A graph is called $k$-connected iff every cutset contains at least $k$ vertices.
Exercise 489 (Whitncy's theorem). Prove that a graph with at least 3 vertices is 2-connected if and only every pair of vertices are connected by two disjoint paths (vertex disjoint, except for endpoints, of course; in other words, every pair of vertices lics on a common cycle).

For the following exercise, it is assumed that the reader is familiar with matrices and how to multiply them--see Chapter 19 for details. The adjacency matrix of a graph $G$ on vertices $v_{1}, v_{2}, \ldots: v_{n}$ is an $n \times n 0-1$ matrix $A=\left[a_{i j}\right]$ with $a_{i j}=1$ if and only if $\left(v_{i}, v_{j}\right) \in E(G)$.

Exercise 490. If $A=\left[a_{i j}\right]$ is the adjacency matrix of a graph $G$ on vertices $v_{1}, \ldots, v_{n}$, then the $(i, j)$-entry of $A^{k}$ is the number of walks of length $k$ from $v_{i}$ to $v_{j}$.

All binary strings of length $n$ can be viewed as the numbers from 0 to $2^{n}-1$ in their binary expansion. Another way to write all such binary strings is the $n$-fold cartesian product of the set $\{0,1\}$,

$$
B_{n}=\{0,1\}^{n}=\left\{\left(\epsilon_{0}, \epsilon_{1}, \ldots, \epsilon_{n-1}\right): \forall i, \epsilon_{i} \in\{0,1\}\right\} .
$$

The $n$-dimensional unit cube (also called the unit $n$-cube) has $B_{n}$ as its vertices, and the graph of the unit cube is defined to be the graph with vertex set $B_{n}$, where two vertices are connected by an edge if and only if their binary representations differ in exactly one coordinate. A hamiltonian cycle in a graph is a cycle containing all vertices of the graph (each vertex contained precisely once). $\Lambda$ hamiltonian path is a path containing all vertices precisely once. Compare this definition with that of a Gray code (cf. Exercise 564) and sce that a hamiltonian path in the $n$-cube is a Gray code. A graph containing a hamiltonian cycle is called hamiltonian.

Exercise 491. For every $n \geq 2$, prove that the graph of the $n$-dimensional unit cube is hamiltonian.

Exercise 492. For any $n \geq 2$, prove that the graph of the $n$-dimensional unit cube is $n$-connected.

The next theorem, due to G. A. Dirac [143] in 1952, is one of the more central results regarding hamiltonicity. Recall that $\delta(G)$ is the minimum degree of vertices in $G$.

Theorem 15.4.1 (Dirac's theorem). Let $G$ be a simple graph on $n \geq 3$ vertices. If $\delta(G) \geq n / 2$, then $G$ is hamiltonian.

Dirac's theorem has at least three simple proofs (sce [63. pp. 21-22]), however, Bondy [63, pp. 23] mentions that no inductive proofs are known. It is also mentioned that Woodall constructed a bogus proof to "illustrate the potential pitfalls" of inductive reasoning. [l have not seen Woodall's demonstration, but it can be found in [576], an article with the delightful title "Reductio ad absurdum?".]

Exercisc 493. (Unsolved!) Find an inductive proof of Dirac's theorem.

### 15.5 Matchings

A matching in a graph $G$ is a collection of edges $M \subseteq E(G)$, so that $M$ is an independent set of edges (i.e., no two edges share a vertex). The empty set can be considered as an "empty matching", though such is seldom used. A perfect matching is a matching that uses all vertices (so a graph with a perfect matching must have an even number of vertices). For a definitive work on matching theory, see [356].

Exercise 494. Prove by induction that the number of perfect matchings in $K_{2 n}$ is $\frac{(2 n)!}{2^{n}(n!)}$.

If $X \subset V(G)$ and $Y \subset V(G)$, where $X \cap Y=\emptyset$, a matching $M$ in $G$ matches $X$ to $Y$ if for every $x \in X$, there exists a $y \in Y$ so that $\{x, y\} \in M$. (Such a matching is often called $X$-saturated.)

Recall that for $x \in V(G), N_{G}(x)$ is the neighborhood of $x$; when clear, only $N(x)$ is written. For any $S \subset V(G)$, define $N(S)=\cup_{s \in S} N(s)$.

An obvious necessary condition for a bipartite graph $G=(X \cup Y, E)$ to have a matching from $X$ into $Y$ is

$$
\begin{equation*}
\forall S \subseteq X,|N(S)| \geq|S| \tag{15.1}
\end{equation*}
$$

It turns out that condition (15.1) is also sufficient! This was given by Philip Hall in 1935 [256] in what is now often called "Hall's marriage theorem". The sets $X$ and $Y$ in the marriage theorem below are often considered as men and women respectively, and an edge between some $x \in X$ and $y \in Y$ can be taken to indicate that $x$ and $y$ find each other acceptable as mates.

Theorem 15.5.1 (Philip Hall's matching theorem). A bipartite graph $G=(X \cup$ $Y, E)$ has a matching from $X$ into $Y$ if and only if

$$
\forall S \subseteq X,|N(S)| \geq|S| .
$$

Exercise 495. Prove Hall's marriage theorem (Theorem 15.5.1) by inducting on $|X|$.

Hall's marriage theorem can be interpreted as follows. Let $G=(X, Y, E)$ be a bipartite graph where $|X| \leq|Y|$. Define $X$ to be a set of men and $Y$ to be a set of women, and call a pair $(x, y) \in X \times Y$ acceptable if and only if $(x: y) \in E$. An acceptable man-woman pair may be thought of as pair each of whom find the thought of marriage to the other to be "acceptable". Hall's theorem then says that if the pattern of acceptability is appropriate, a perfect matching pairs up all of the men with acceptable partners, what one might call an "acceptable" marriage, although using graph theory vernacular, the marriage is a "perfect" matching when $|X|=|Y|$.

### 15.6 Stable marriages

As above, let $X$ denote a set of men, and let $Y$ denote a set of women. For now, consider only the case where men and women are equinumerous $(|X|=|Y|)$. A perfect matching $M \subseteq X \times Y=\{(m, w): m \in X, w \in Y\}$ is called a marriagc, and an edge ( $m, w) \in M$ is called a marricd couple, or a couple married by $M$. It is convenient to drop the parentheses and comma and denote a married couple by simply $m w$.

Suppose that each person ranks the members of the opposite sex, and in the case of a tie, breaks it arbitrarily; in other words, each man provides a linear order on the women, and each woman provides a linear order on the men. (So, in contrast to marriages in the last section, all members of the opposite sex are acceptable, just some are "more acceptable" than others.)

How does one decide what marriage is best? What can "best" mean? Consider the following example (which extends an example from [326]), with men $m_{1}, m_{2}$, $m_{3}$, women $w_{1}, w_{2}, w_{3}$, and preference lists:

| Man | first | second | third |
| :--- | :---: | :---: | :---: |
| $m_{1}$ | $w_{2}$ | $w_{1}$ | $w_{3}$ |
| $m_{2}$ | $w_{1}$ | $w_{3}$ | $w_{2}$ |
| $m_{3}$ | $w_{1}$ | $w_{2}$ | $w_{3}$ |


| Wornan | first | second | third |
| :--- | :---: | :---: | :---: |
| $w_{1}$ | $m_{1}$ | $m_{3}$ | $m_{2}$ |
| $u_{2}$ | $m_{3}$ | $m_{1}$ | $m_{2}$ |
| $w_{3}$ | $m_{2}$ | $m_{1}$ | $m_{3}$ |

If $M_{0}=\left(m_{1} w_{1}: m_{2} u^{\prime}{ }_{2}, m_{3} w_{3}\right)$ is a marriage, the last two couples might want to divorce and swap partners, because in doing so, each of the four people $m_{2}, m_{3}, w_{2}, w_{3}$ would get a mate higher on their list. So in trying to create a "good" marriage, one might want to avoid having two couples, each man preferring the other's wife, and each woman preferring the other's husband. If there exists a pair of couples where each of the two men and two women prefer the mate of the other, one might say that this pair of couples is unstable. Some authors (sec, e.g., [528]) say that "a marriage is unstable" if and only if there exists an unstable pair of couples (and stable otherwisc). In swapping among an unstable pair of couples, nobody gets hurt. The standard definition of a stable marriage precludes even more:

Definition 15.6.1. For a given marriage $M$, a man-wornan pair ( $m, w$ ) $\notin M$ is called unstable iff $m$ prefers $w$ to his mate in $M$ and $w$ prefers $m$ to her mate in $M$. A marriage is called unstable iff there exists an unstable pair, and stable otherwise.

For example, the marriage $\left\{m_{1} w_{1}, m_{2} w_{3}, m_{3} w_{2}^{\prime}\right\}$ is stable since each woman gets their first pick, and hence there are no unstable pairs. When two women have the same first choice and two men have the same first choice, another strategy to find a stable marriage is needed.

Can an unstable marriage be made stable by marrying unstable pairs (and marrying the remaining partners)? In each of the following marriages, an tustable pair
is identified in boldfacc, and the subsequent marriage is created by marrying the marked unstable pair:

$$
\begin{aligned}
M_{1} & =\left\{m_{1} w_{3}, m_{2} \mathbf{w}_{\mathbf{1}}, \mathbf{m}_{\mathbf{3}} w_{2}\right\} \\
M_{2} & =\left\{\mathbf{m}_{\mathbf{1}} w_{3}, m_{2} w_{2}, m_{3} \mathbf{w}_{\mathbf{1}}\right\} \\
M_{3} & =\left\{\mathbf{m}_{\mathbf{1}} w_{1}, m_{2} \mathbf{w}_{\mathbf{2}}, m_{3} w_{3}\right\} \\
M_{4} & =\left\{m_{1} \mathbf{w}_{2}, m_{2} w_{1}, \mathbf{m}_{\mathbf{3}} w_{3}\right\} \\
M_{5} & =\left\{m_{1} w_{3}, m_{2} \mathbf{w}_{\mathbf{1}}, \mathbf{m}_{\mathbf{3}} w_{2}\right\}=M_{1},
\end{aligned}
$$

arriving back at the original marriage $M_{1}$.
So it seems that marrying unstable pairs may not be a good strategy to find a stable marriage (recall that a stable marriage is a marriage of all men and women). Is there a strategy to find a stable marriage? The answer to this question is "yes", and the proof is in an algorithm that finds a stable marriage.

Theorem 15.6.2 (Stable marriage theorem). For any collection of $n$ men and $n$ women, each person with a ranking of all members of the opposite sex, there exists a stable marriage marrying all men and women.

An algorithm that proves the stable marriage theorem is called the Gale-Shapley algorithm, due to David Gale and Lloyd Stowell Shapley in 1962 [204]. First the algorithm is described (often called a "deferred acceptance algorithm"), and the proof that it works is left as an exercise.

Gale-Shapley algorithm: Men propose to women in rounds.
Round 1: Each man proposes to the favorite woman on his list. If every woman receives a proposal, then stop, and have each woman accept that proposal; this produces a perfect marriage (and easily seen to be stable, because all men got their first choice). If some woman has not been proposed to, procced to the next round. If any woman receives one or more proposals, she gives her favorite of these a "maybe" and rejects all others.

Suppose that $j>1$ and that the algorithm has not terminated in round $j-1$.
Round $j$ : Every man rejected in Round $j-1$ proposes to the next woman on his list. Again, any woman receiving more than one proposal keeps the highest proposer (among all rounds) as a "maybe" and rejects all others. Any man with "maybe" status can be rejected later if some more preferred man proposes to her on any later round and she upgrades.

At the end of each round, if every woman has received at least one proposal, (in the course of all rounds) terminate the algorithm and marry each woman to her "maybe".

Exercise 496. Prove that the Gale-Shapley algorithm terminates and produces a stable marriage.

It might be interesting to note that the Gale Shapley algorithm can be extended to the case where the number of men and women are different (sec, e.g., [380]), and to the case where some men or women have equal preferences for some other women or men. Another (solved) problem asks to find a stable marriage where each person gets a partner as high on his/her list as possible, a "minimum regret" problem.

One hint given in [462, Prob. 24, p. 293] for the next exercise is to use strong induction.
Exercise 497. Prove that the stable marriage provided by the Gale-Shapley algorithm is optimal for men, that is, in any other stable marriage any man could not get a woman preferable to the one he was paired up with.

The book Insights into Game Theory [241] has an easy-to-read chapter with many examples regarding stable matchings and the Gale-Shapley algorithm. The small ( 74 pages $+x i i i$ ) book, Stable Marriages and its Relation to other Combinatorial Problems: an Introduction to the Mathematical Analysis of Algorithms by Knuth [326] is a much more theoretical examination of the problem, providing many higher level connections to other problems and abstractions (including probability, hashing, the coupon collector problem, the shortest path, and data structures). Knuth's book also contains some key references.

The stable matching problem is also associated with the problem of university acceptance algorithms. Briefly, if certain schools have a quota, they might decide on whom they accept by first ranking them. Similarly, prospective students rank the universities they would like to attend. Some variants of the Gale Shapley algorithm are presently applied in placement of college students (e.g., the National Resident Matching Program). In fact, the title of the original Gale-Shapley paper is "College admissions and stability of marriage", but a version of their algorithm placing medical students had been in use since 1952. The algorithm is also in use in other countries for student placement (Singapore, for example). For more on placing students, see also [2], [9], [188], [381], and [495, pp. 245-246].

### 15.7 Graph coloring

A graph $G$ is $k$-colorable if there is an assignment of $k$ colors to the vertices of $G$, so that no two vertices connected by an edge receive the same color. For example, the triangle $K_{3}$ is 3 -colorable but not 2 -colorable; in fact, any cycle with an odd number of vertices is 3 -colorable but not 2 -colorable. The least number of colors $c$ for which a graph $G$ is $c$-colorable is called the chromatic number of $G$, usually denoted $\chi(G)$. For this next exercise, recall that $\Delta(G)$ is the maximum degree of vertices in $G$.
Exercise 498. Show that for any simple graph $G, \chi(G) \leq \Delta(G)+1$. Hint: Induct on $|V(G)|$, not on $\Delta(G)$.

A stronger result than Exercise 498 was proved by R. L. Brooks [75] in 1941, namely that if $G$ is neither the complete graph $K_{k+1}$ on $k+1$ vertices nor a cycle
with an odd number of vertices, then $\chi(G) \leq \Delta(G)$. Essentially, the proof of Brooks' theorem is also by induction on $\Delta(G)$, however one nceds to separate cases depending on whether or not $G$ has a cut-vertex (a vertex which upon removal disconnects the graph). This proof is slightly beyond the scope of this book, so it is recommended that the reader looks at any almost any text on graph theory, e.g., [566, pp. 197-199].

In the next exercise, the notation $\bar{G}$ denotes the complement of the graph $G$, that is, $V(G)=V(\bar{G})$ and edges [non-edges] in $G$ are replace by non-cdges [edges, resp.] in $\bar{G}$.

Exercise 499. Prove that for any graph $G$,

$$
\chi(G)+\chi(\bar{G}) \leq|V(G)|+1 .
$$

Hint: Induct on $|V(G)|$.
For a set $X$ and a positive integer $r$, a coloring $\Delta: S \rightarrow[r]$ is said to be onto iff for each $i \in[r], \Delta^{-1}(i) \neq \emptyset$. A coloring of $X$ is said to be a rainbou! coloring iff for all $s, t \in X, s \neq t$ implies $\Delta(s) \neq \Delta(t)$. Rainbow colorings are often called injective.

The result in the following exercise appears to be part of folklore:
Exercise 500. Prove that for $n \geq 3$, if $\Delta: E\left(K_{n}\right) \rightarrow[n]$ is an onto $n$-coloring, then there exists a triangle that is rainbow colored.

The following theorem is often called the de Bruijn-Erdös compactness theorem [80], and is intimately related to model theory.

Theorem 15.7.1. An infinite graph $G$ is $k$-colorable iff every finite subgraph of $G$ is also $k$-colorable.

Exercise 501. Prove Theorem 15.7.1 using Zorn's lemma.
For morc exercises regarding chromatic number, see Chapter 21.

### 15.8 Planar graphs

A graph is called planar if it can be drawn in the Euclidean plane with no edges crossing. A face is a connected region of the plane not crossing any edges; the outside inflinite region is counted as a face.

Although it is somewhat obvious that any tree is planar, one formal proof of this fact is by induction. [Recall that a plane tree is a tree together with a planar drawing; this next excrcise shows that every tree can be drawn as a plane tree.]

Exercise 502. Prove that any tree is planar.
The next theorem might be considered the most important theorem regarding planar graphs and has many proofs.

Exercise 503 (Euler's formula for planar graphs). If $G$ is a connected planar graph with $v=|V(G)|$ vertices, $e=|E(G)|$ edges, and $f$ faces (in some planar drawing), then

$$
v-e+f=2 \quad \text { (Euler's formula). }
$$

Note that Euler's formula implies that any planar drawing of a graph has the same number of faces.

Exercise 504. Show by induction that if a planar graph has $n$ components, then

$$
v-e+f=n+1 .
$$

The following basic facts about planar graphs might be helpful in later excrcises.
Lemma 15.8.1. If $G$ is a planar graph on $v$ vertices with e edges, then

$$
\begin{equation*}
e \leq 3 v-6 \tag{15.2}
\end{equation*}
$$

Proof: Let $G$ be a planar graph on $v$ vertices, with $e$ edges and $f$ faces and fix some planar drawing of $G$. Let $k$ be the number of edge-face incidences, that is, count pairs (edge, face), where the edge forms a border of the corresponding face. Since each edge is adjacent to at most two faces, $k \leq 2 e$. On the other hand. since every face has at least 3 edges, $3 f \leq k$. Thus

$$
\begin{equation*}
3 f \leq 2 e \tag{15.3}
\end{equation*}
$$

Multiplying Euler's formula by 3 gives $3 v+3 f=3 e+6$, and so (15.3) yields $3 v+2 e \geq 3 e+6$, whence the result follows.

Lemma 15.8.2. Every planar graph contains a vertex of degree at most 5; that is, if $G$ is planar, then $\delta(G) \leq 5$.

Proof: Let $G$ be planar; it suffices to consider only when $G$ is connected. If every vertex of $G$ has degree at least 6 , then $2 e=\sum_{x \in V(G)} \operatorname{deg}(x) \geq 6 v$, and so $e \geq 3 v$, which violates Lemma 15.8.1.

Using Lemma 15.8.2, the next exercise has an almost immediate solution by induction on the number of vertices of a planar graph.

Exercise 505. Prove that every planar graph is 6 -colorable.
If $G=(V, E)$ is a planar graph, it has a dual, or planar dual. If $G$ has faces $F_{1}, F_{2}, \ldots, F_{f}$, then the dual of $G$, denoted $G^{*}=\left(V^{*}, E^{*}\right)$, is defined with vertices $V^{*}=\left\{v_{1}^{*}, \ldots, v_{f}^{*}\right\}$, and edge set defined by $\left\{v_{i}^{*}, v_{j}^{*}\right\} \in E^{*}$ if and only if faces $F_{i}$ and $F_{j}$ share a common border. Note that $G^{*}$ might not be simple, that is, it might
have multiple edges or loops, but that it is still planar. To color the regions of a map is equivalent to coloring the vertices of its dual.

The next exercise has a proof also by induction on the number of vertices, but is considerably more complicated than the 6 -colorable case. It is generally attributed separately to Kempe and Heawood, and is a precursor to the famous "four color conjecture" for map colorings which said that any map with contiguous countries could be colored with four colors so that neighboring countrics were colored differently. The four color conjecture is now a theorem, first proved by Appel, Haken, and Koch (see [21], [22] or see [573] for a description of the problem and its history) with a rather difficult proof involving hundreds of cases; it was recently proved again by Neil Robertson, Daniel Sanders, Paul Seymour, and Robin Thomas [457], apparently in a more elegant and efficient fashion; both proofs were accomplished with the aid of computers. Another substantial (but earlier) reference for the four color theorem (4CT) is a book by Oystein Ore [418].

Exercise 506. Prove that every planar graph is 5-colorable.
Exercise 507. Prove that if $G$ is a planar graph, its faces can be properly 2-colored (that is, its dual is 2-colorable) if and only if every vertex in $G$ has even degree.

### 15.9 Extremal graph theory

An area of graph theory; called extremal graph theory, is concerned with thresholds at which certain substructures or properties occur. For example, if a graph on $n$ vertices has $n$ edges, the graph contains a cycle, and there are cxamples (trees) that have one less edge and no cycle. So the threshold for cycles is $n$ edges.

In the following excrcise, the graph $K_{1}+K_{n-1}$ is an $n$-vertex graph with two components, an isolated vertex and a complete graph.

Exercise 508. Prove that the maximum number of edges in a disconnected simple n-vertex graph is $\binom{n-1}{2}$, with equality only for $K_{1}+K_{n-1}$.

The following exercise is usually one of the first studied in extremal graph theory.
Exercise 509 (Martel's theorem [362]). If a simple graph $G$ on $n \geq 3$ vertices has more than $\frac{n^{2}}{4}$ edges, then $G$ contains a triangle.

The energetic reader might notice that in fact two triangles are formed under the condition of Exercise 509, (try to prove it!). The addition of one more edge actually forces two triangles tied together:

Exercise 510. Prove that if a simple graph $G$ on $n \geq 5$ vertices has more than $\frac{n^{2}}{4}+1$ edges, then $G$ contains tuo triangles joined at a single vertex. Hint: an inductive proof has onc case that requires special treatment.

Exercise 511. Prove that a graph on $n$ vertices with more than $\left\lfloor n^{2} / 3\right\rfloor$ edges contains the graph of a tetrahedron (a $K_{4}$ ).

Both Mantel's theorem (Exercise 509) and the result in Exercise 511 are special cases of a much stronger theorem proved by Paul Turán (1910-1976). [Some say that he proved this while in a concentration camp, although I can not recall the source for this story.] Turán was also known for his work in number theory and analysis. To state this theorem, a few definitions help.

For positive integers $n, k$, let $T(n, k)$ be the complete $k$-partite graph on $n$ vertices whose partite sets have sizes that are as nearly equal as possible. Denote the number of edges in $T(n, k)$ by $|E(T(n, k))|=t(n, k)$. If $n=q k+r$, where $q$ and $r$ are non-negative integers with $0 \leq r<k$, then $r$ of the partite sets in $T(n, k)$ have $q+1=\lceil n / k\rceil$ vertices, and the remaining $k-r$ have $q=\lfloor n / k\rfloor$ vertices (sec Figure 15.4).


Figure 15.4: The Turan graph $T(n, k)$
Hence

$$
t(n, k)=\binom{r}{2}(q+1)^{2}+r(k-r)(q+1) q+\binom{k-r}{2} q^{2} .
$$

Theorem 15.9.1 (Turán [536, 537]). Let $k \geq 1$. Then ex $\left(n ; K_{k+1}\right)=t(n, k)$ and $T(n, k)$ is the unique extremal $K_{k+1}-$ free graph.

Exercise 512. Prove Turán's theorem by induction on n. Hint: One proof has an inductive step that leaps from $m$ to $m+k$ vertices.

Erdös [165] has related results for certain multipartite hypergraphs. The following theorem is due to Erdös [166]:

Theorem 15.9.2. Let $G=(V, E)$ be a graph containing no $K_{r+1}$. Then there exists an $r$-partite graph $H$ on vertex set $V$ so that for each $z \in V, d_{G}(z) \leq d_{H}(z)$. If $G$ is not a complete $r$-partite graph, then there exists at least one $z$ for which $d_{G}(z)<d_{H}(z)$.

Exercise 513. Prove Theorem 15.9.2 by induction on $r$.
The observant reader may notice that Turan's theorem (Theorem 15.9.1) follows from Theorem 15.9.2.

### 15.10 Digraphs and tournaments

The term digraph denotes a graph with directed edges. To be precise, a digraph $D=(V, E)$ is a set $V$ of vertices, and a collection $E$ of ordered pairs from $V$. Elements of $E$ are called directed edges, or sometimes arcs. Directed edges are usually drawn with an arrow; if $(x, y) \in E$, the arrow usually goes from $x$ to $y$, in which case say that $x$ dominates $y$.

A digraph $D$ is called simple iff for every $x, y \in V$, precisely one of $(x, y)$ or $(y, x)$ is in $E$, any ordered pair occurs as a directed edge at most once, and there are no loops, that is, arcs of the form ( $x, x$ ). So a simple digraph $D$ can be obtained from a simple graph $G=(V, E)$ by simply orienting each edge in $E$, that is. for cach $\{x . y\} \in E$, choosing either $(x, y)$ or $(y, x)$ to be a directed edge in $D$. Another way to say this is that $D$ is an orientation of some graph $G$. A path in a digraph must follow the arrows, so one might say, for example, that there is a directed path from $v_{4}$ to $v_{1}$, but there might not be one from $v_{1}$ to $v_{4}$.

If $x \in V$ is a vertex of some digraph $D$, then the outdegrec of $x$, denoted $d^{+}(x)$, is the number of edges of the form $(x, z)$, that is, in the case of a simple digraph,

$$
d^{+}(x)=|\{z \in V:(x, z) \in E(D)\}| .
$$

Similarly define the indegree $d^{-}(x)$.
A digraph $D$ is called Eulerian if there is a closed (directed) trail (called an Eulerian circuit) containing all the edges of $D$. The following version of Euler's theorem was found by Good [221] in 1946.

Exercise 514. Prove that a digraph is Eulerian if and only if the underlying (undirected) graph has one non-trivial component and for each vertex $v, d^{+}(v)=d^{-}(v)$. Hint: If $D$ is a digraph with minimum outdegree at least 1 , then $D$ comtains a directed cycle; then use strong induction on the number of directed edges.

In graph theory, a tournament is an orientation of a complete graph, that is, a tournament $T$ on vertex set $V$ is a collection $E(T) \subset V \times V$ of ordered pairs so that for every pair of distinct vertices $a, b \in V$, preciscly one of $(a, b) \in E(T)$ or $(b, a) \in E(T)$ holds. The reason for the name is that if in a real (romnd-robin)
tournament with $n$ players where every player mects every other in a match precisely once, the winner of each match can be recorded by an appropriate arrow.

If $T$ is a tournament, a fixed vertex $v \in V(T)$ is a king iff for every other vertex $y \in V(T) \backslash\{v\}$, there is a directed path from $v$ to $y$ with at most two edges. So a king can be thought of as a person in a tournament so that for every other player, the king either beat that player, or beat someone who beat that player. There are at least three proofs of the result in the following exercise, two of which are by induction.

Exercise 515. Prove that every tournament on finitely many vertices has a king.
Exercise 516. Let $p_{1}, p_{2}, \ldots, p_{n}$ be integers with $0 \leq p_{1} \leq p_{2} \leq \cdots \leq p_{n}$, and for each $k=1, \ldots, n$, denote the partial sums by $s_{k}=\sum_{i=1}^{k} p_{i}$. Prove that there exists a tournament with outdegrees $p_{1}, \ldots, p_{n}$ if and only if for cach $k<n, s_{k} \geq\binom{ k}{2}$ and $s_{n}=\binom{n}{2}$. Hint: Use induction on $\sum_{k=1}^{n}\left(s_{k}-\binom{k}{2}\right)$.

The result in the following exercise is known as Redei's theorem, published by L. Redei in 1934 [449].

Exercise 517. A lournament among $n$ players is held, where every pair meets. Prove that there is a listing of all the players $a, b, c, \ldots$, so that $a$ beats $b, b$ beats $c$, and so on, continuing until the last player.

In graph theory parlance, Exercise 517 says that every finite tournament has a directed hamiltonian path; such a listing of players is also called a ranking.

Exercise 518. Prove that for any $n \geq 3$, if a tournament has a (directed) cycle on $n$ vertices, then it contains a directed cycle on three vertices.

A related exercise occurred as a Putnam problem in 1958, with inductive solution published in the Monthly [90]:

Exercise 519. For $n \geq 3$, let $T$ be a tournament on vertices $x_{1}, \ldots, x_{n}$ and for each $i=1, \ldots, n$, let $d^{+}\left(x_{i}\right)$ denote the outdegree of $x_{i}$ (the number of players that $x_{i}$ beat). Prove that there exists a directed cycle on three vertices if and only if

$$
\sum_{i=1}^{n}\left(d^{+}\left(x_{i}\right)^{2}<\frac{(n-1) n(2 n-1)}{6}\right.
$$

### 15.11 Geometric graphs

This short section is an introduction to an area of combinatorial geometry that concerns graphs, each graph considered together with a drawing of that graph in the plane. For many more combinatorial geometry problems with solutions by induction
(along with countless other results that might seem beautiful and amazing), see, e.g., the comprehensive textbooks [372] or [421].

A geometric graph is a collection of points in the plane in general position together with line segments (edges) drawn between pairs of points; a geometric graph on $n$ points is complete if each of the $\binom{n}{2}$ pairs of points is joined by an edge. Note that because the points are in general position (no three on a line), each edge contains only two of the given points. More simply put, a geometric graph is a graph that has been drawn in the plane so that the structure is completely visible.

The results in the next two exercises were published with elegant solutions by Károlyi, Pach, and Tóth in 1997 [304, Thm. 1.1]. Analogous results for convex patterns of points were known by Bialostocki and Dierker, and appeared in an exercise in Combinatorial Geometry [421, 14.9, p. 240] by Pach and Agarwal. (Sce also [304] for more details.) The results for ordinary graphs analogous to those in the next two exercises were known some time earlier (again, see [304] for details), the first being trivial.

Recall that a tree is a connected acyclic graph; a plane tree is a tree drawn in the plane with no crossing edges.

Exercise 520. Prove by strong induction on $n \geq 2$ that if the edges of a complete geometric graph on $n$ vertices are 2-colored, there exists a plane spanning tree that is monochromatic.

The result of the next, exercise was also proved by induction in [304]; no solution is given here, but the proof idea is similar to that from Exercise 520.

Excrise 521. Prove that if the edges of a complete geometric graph on $3 n \cdots 1$ vertices are 2-colored, there exist n pairwise disjoint cdges of the same color.

## Chapter 16

# Recursion and algorithms 

recursive adj. See RECURSIVE.

- Stan Kelly-Bootie,
the Devil's DP Dictionary.

Many common operations in mathematics are defined recursively, that is, some initial values are given, and then some rule is repeated successively. For example, in Definition 2.5 .9 , the product of $n$ numbers is defined by successively multiplying a number by the previous product.

In a proof by mathematical induction, suppose that some base step $S(\mathbf{1})$ is proved, and for any $k \geq 1$, the induction step $S(k) \rightarrow S(k+1)$ is also proved. The induction step can be thought of as a rulc that generates a true $S(k+1)$ from a true $S(k)$. In the inductive step, the proof of the statement $S(k+1)$ usually depends, in a critical way, on the truth of some previous statements, either the base case, or from the output of some previous application of the rule. Then for any large $n$, the truth of $S(n)$ follows by beginning at $S(1)$, and applying the rule $n-1$ times. Applying the rule just once might be called "inducting" and the application of the rule many times might be called "induction". Analogously, recursion is the repeated application of a recurrence relation.

In this chapter, only some elementary aspects of recursion are considered. For more on pure recursion theory, as applied to model theory and language, including the theory of recursive invariance, recursively enumerable sets, recursive functions and decidability questions, see., e.g., [460].

Nany exercises elsewhere in this text could also fall under the heading "recursion": for example, see Exercises 122, and 123 (trig identities), Exercise 427 (inclusion-exclusion), Fxercises 595, 596 (counting functions), and Exercise 719 (counting triangles).

### 16.1 Recursively defined operations

Many operations are really defined recursively from binary operations. For example, exponentiation can be defined recursively by defining $x^{2}=x \cdot x$ and for $n \geq 3, x^{n}=$ $\left(x^{n-1}\right) \cdot x$. Another way to define exponentiation is to first show that multiplication is associative and thus an expression of the form $x_{1} \cdot x_{2} \cdots x_{n}$ is meaningful; proving associativity can often be done by induction (see Excrcise 4 for associativity for multiplication of natural numbers). The definition of $n$ ! can be given in two ways. Onc way is $n!=\prod_{i=1}^{n} i$, and another way is recursively: $0!=1$, and for $n \geq 1$, $n!=n(n-1)!$. Keeping in mind this recursive nature of many definitions, one can prove results extending those at the end of Section 2.3. Here are a couple (presented without solution).

Exercise 522. For $n \geq 3,1 \leq r<n$, and real numbers $x_{1}, x_{2}, \ldots, x_{r}, x_{r+1}, \ldots, x_{n}$, prove that

$$
\left(x_{1}+x_{2}+\cdots+x_{r}\right)+\left(x_{r+1}+\cdots+x_{n}\right)=x_{1}+x_{2}+\cdots+x_{r}+x_{r+1}+\cdots+x_{n} .
$$

Exercise 523. For $n \geq 3,1 \leq r<n$, and real numbers $x_{1}, x_{2}, \ldots, x_{r}, x_{r+1}, \ldots, x_{n}$, prove that

$$
\left(x_{1} x_{2} \cdots x_{r}\right)\left(x_{r+1} \cdots x_{n}\right)=x_{1} x_{2} \cdots x_{r} x_{r+1} \cdots x_{n}
$$

### 16.2 Recursively defined sets

This book is filled with recursively defined sets, elements of which may be, for example, numbers, vectors; functions, geometric shapes, edges (in the graph sense) or words. It doesn't seem practical to cven attempt to list the various examples here. For more on recursively defined sets (and induction), sce, e.g., [464] or [462]. Some recursively defined structures are discussed later in this chapter. In the following Section 16.3, recursively defined sequences are examined in more detail.

Instead, here are slightly different examples of recursively defined sets and one sequence. In the first example, one can not enumerate the set nor ascertain too many properties of the set:

Define the set $A$ recursively by
(i) $1 \in A$,
(ii) if $n \in A$, then $2 n \in A$, and
(iii) if $n$ is odd and $3 n+1 \in A$ then $n \in A$.

Question 16.2.1. Is $A$ the set of positive integers?
As of this writing, Question 16.2 .1 is still notoriously unsolved (see, e.g., [464, p. 395]). Question 16.2 .1 is more famously known as the " $3 n+1$ problem" (or the

Collatz conjecture, the Ulam conjecture, or....), but is often stated in terms of sequences, as follows:

To test whether or not some fixed $n \in \mathbb{Z}^{+}$is in $\Lambda$, recursively (or inductively) define the sequence of positive integers $s_{1}, s_{2}, s_{3}, \ldots$ by setting $n=s_{1}$, and for $k \geq 1$, having defined $s_{k}$, define

$$
s_{k+1}= \begin{cases}\frac{s_{k}}{2} & \text { if } s_{k} \text { is even } \\ 3 s_{k}+1 & \text { if } s_{k} \text { is odd }\end{cases}
$$

For example, starting with $n=9$, the sequence is

$$
9,28,14,7,22,11,34,17,52,26,13,40,20,10,5,16,8,4,2,1,4,2,1,4,2,1, \ldots
$$

Since by (i), $1 \in A$, the above sequence shows that $9 \in A$. So the $3 n+1$ problem is to show whether or not for every starting number $n$, the corresponding sequence eventually hits 1 (in finitely many steps). There is an immense amount of literature on this problem; one starting point may be, for example, [335]. [I think that the preponderance of opinions is that Question 16.2.1 has an affirmative answer.]

This next example might be of interest to Ramsey theorists or combinatorial number theorists.

Exercise 524. Define sets $S_{n}$ and $T_{n}$ as follows: Let $S_{1}=\{1\}=T_{1}$. For $n>1$, recursively define.

$$
\begin{aligned}
& S_{n}=\left\{3^{n-2}+x: x \in T_{n-1}\right\}, \\
& T_{n}=S_{n} \cup T_{n-1} .
\end{aligned}
$$

Prove that $T_{1}$ does not contain any 3-term arithmetic progression and that $\left|T_{n}\right|=$ $2^{n-1}$, with the largest element in $T_{n}$ being $\left(3^{n-1}+1\right) / 2$.

### 16.3 Recursively defined sequences

A sequence $s_{0}, s_{1}, s_{2}, s_{3}, \ldots$, perhaps infinite: is called recursively defined if and only if for some $i \geq 1$, some initial values, say $s_{0}, s_{1}, s_{2}, \ldots, s_{i-1}$ are defined individually, and for every $n \geq i, s_{n}$ is defined by a rule which depends only on previous values $s_{0}, s_{1}, \ldots, s_{n-1}$. This "rule" can be viewed as a function of previous values, sometimes depending on more and more inputs, and is sometimes called a recurrence relation (or simply, a recurrence) and the process of executing the recurrence relation repeatedly is called recursion; however, it is common to use these expressions interchangeably.

Note: Doubly indexed sequences like the Stirling numbers of the second kind (and many others in this book, too many to list) also can be defined recursively (sec equation (12.7)), however, only linearly ordered sequences are discussed here.

For example, consider the sequence of positive integers $a_{0}, a_{1}, a_{2}, a_{3}, \ldots$ defined by $a_{0}=2$, and having defined $a_{0}, \ldots, a_{n}$, let, $a_{n+1}$ be the product $a_{0} \cdot a_{1} \cdot a_{2} \cdots \cdots a_{n}$. One can work out the first few terms:

$$
a_{0}=2, a_{1}=a_{0}=2, a_{2}=a_{0} a_{1}=2 \cdot 2=4, a_{3}=a_{0} a_{1} a_{2}=2 \cdot 2 \cdot 4=16
$$

Is there a simple general formula for $a_{n}$ that depends only on $n$ ? Working out a few more terms,

$$
a_{4}=a_{0} a_{1} a_{2} a_{3}=2^{1} \cdot 2^{1} \cdot 2^{1} \cdot 2^{2} \cdot 2^{4}=2^{1+1+2+4}=2^{8}
$$

and

$$
a_{5}=a_{0} a_{1} a_{2} a_{3} a_{4}=2^{1} \cdot 2^{1} \cdot 2^{2} \cdot 2^{4} \cdot 2^{8}=2^{1+1+2+4+8}=2^{16}
$$

It seems like for $n \geq 1$ a general formula for $a_{n}$ might be

$$
\begin{equation*}
a_{n}=2^{2^{n-1}} \tag{16.1}
\end{equation*}
$$

which has been verified for $n=1,2,3,4,5$.
Exercise 525. Use Exercise 47 to give a simple inductive proof that in the sequence defined above, for each $n \geq 1$, cquation (16.1) is true.

Is there an expression for $a_{n}$ that applies also for $n=0$ ? If so, it is not clear how to find such an expression.

The above formula was found by "inspection"; are there formal rules about how to find such a formula (provided one exists)? In general, recursively defined sequences do not necessarily have a "closed form", a general formula for $a_{n}$ that uses finitely many simple operations, including addition, multiplication, exponentiation, and inverses. (See Section 18.5 for discussion of primitive recursive functions, ones that can be written in closed form). For some recurrences (for example, see the Ackermann function, Section 18.6), the only "adequate" way to describe the sequence is by the recursion itself. Most recurrence relations here, however, yield a closed form for the $n$th term in the resulting sequence.

Given some initial values and some recurrence, finding a general formula for the $n t h$ term of the sequence is called "solving the recurrence". For some functions sometimes an exact value for each term in a recursively defined sequence is not required, but only some loose bound or approximation. This is especially true in the study of complexity (the study of run-times of algorithms: see Section 16.6 below).

Just as in the theory of differential equations, or difference equations, there is a variety of specialized techniques to solve various kinds of recurrences. [I am told that many of the ways to solve recurrences came directly from differential equations.]

In many of the problems below, the recurrence has been solved and it only remains to verify the solution by induction. In general, mathematical induction
is well suited to verifying solutions to recursion, but is virtually useless in solving recursions (except for proving parts of some general methods for solving them). The general theory of how each was solved is not included here (see nearly any book on combinatorics).

In the recursion given above for $a_{n}$, for terms later in the sequence, an increasing number of previous terms are used. This chapter focusses on recursions where some maximum number of previous terms is required.

Perhaps some of the easiest recurrences involve a dependence on only the one previous term. For example, if $P=P_{0}$, and for $n \geq 1$, define $P_{n}=(1.07) P_{n-1}$, after executing the recurrence a couple of times, the solution is clear, as in this next. excrcise.

Exercise 526. Let $r$ denote an interest rate expressed as a decimal (e.g., $7 \%=.07$ ). If an initial principle $P$ is deposited in an account that pays intercst $r$ compounded annually, prove by mathematical induction that the amount $A(n)$ in the account at the end of $n \geq 0$ years is

$$
A(n)=P(1+r)^{n}
$$

A recursively defined sequence $\left\{x_{i}\right\}_{i=1}^{\infty}$ is called recursive of order $p$ if for some $p \geq 1$, the initial values $x_{1}, x_{2}, x_{3}, \ldots, x_{p}$ are given, and there exists function $f$ : $\mathbb{R}^{p} \rightarrow \mathbb{R}$ of $p$ variables (that uses all variables) so that for each $n>p$, the recurrence relation (or brietly; the recurrence)

$$
x_{n}=f\left(x_{n-p}, \ldots, x_{n-1}\right)
$$

holds; one also defines such a recurrence relation to be of order $p$. [Notice that, for convenience of exposition, the sequence $x_{1}, x_{2}, \ldots$ started with index 1 ., whereas in many situations, calculations are easier if the sequence begins with index 0 .]

### 16.3.1 Linear homogeneous recurrences of order 2

A recurrence $f$ of order $p$ is called linear (with constant coefficients) if and only if there exist non-zero constants $c_{0}, c_{1}, \ldots, c_{p}$ so that

$$
f\left(y_{1}, y_{2}, \ldots, y_{p}\right)=c_{0}+c_{1} y_{1}+c_{2} y_{2}+\cdots+c_{p} y_{p}
$$

A linear recurrence of finite order is said to be homogeneous if $c_{0}=0$.
For example, since Fibonacci numbers are defined by $F_{n}=F_{n-2}+F_{n-1}$, the recursion is of order 2, linear (with both $c_{1}=c_{2}=1$ ), and homogeneous. Similarly, the recursion behind the Lucas numbers is also linear homogenenus of order 2. A recurrence relation of order 1 given by $s_{n}=s_{n-1}+3^{n}$ is not linear because $3^{n}$ is not a constant. Catalan numbers can be defincd by the recursion $C_{n+1}=$ $C_{0} C_{n}+C_{1} C_{n-1}+\cdots C_{n} C_{0}$, which is not linear. The recurrence (12.3) for Schröder numbers is also not linear.

Questions regarding recurrences can often be answered without solving the recursion.

Exercise 527. Define the sequence $a_{0}, a_{1}, a_{2}, \ldots$, by $a_{1}=a_{2}=1$, and for $n \geq$ 2, define $a_{n+1}=3 a_{n}+a_{n-1}$. Prove by induction that for each $n=1,2,3, \ldots$, $\operatorname{gcd}\left(a_{n}, a_{n+1}\right)=1$, that is, consecutive elements are relatively prime.

### 16.3.2 Method of characteristic roots

Linear homogeneous recurrences are "casy to solve", that is, there is a method, called the "method of characteristic roots" (a simple case of which is shown below), by which a closed form for the $n$th term can be found. Any closed form that arises from this method can usually be verified by induction rather easily, since the given recurrence is the key to the inductive step. Thus choosing arbitrary linear homogeneous recurrences of order 2 provides an endless source of exercises of the form "here is a recurrence, and a general form for the $n$th term; prove this form by induction."

The method of characteristic roots also has analogues for many higher order linear homogeneous recursions, however only the case $p=2$ is discussed here in detail. Also, generating functions can be used to solve linear homogeneous recurrences of higher order, but these methods are not presented here. See many texts on combinatorics for these additional techniques and results (e.g., [455]).

Suppose that $a_{0}, a_{1}, a_{2}, \ldots$ is a recursively defined sequence, where initial values $a_{0}$ and $a_{1}$ are defined, and for non-zero constants $c_{1}$ and $c_{2}$, consider the lincar homogeneous recurrence of order 2 given by, for $n \geq 2$,

$$
\begin{equation*}
a_{n}=c_{1} a_{n-2}+c_{2} a_{n-1} . \tag{16.2}
\end{equation*}
$$

The trick is to first "guess" that there may be a mumber $x \in R$ so that the sequence $1, x, x^{2}, x^{3}, \ldots$ satisfies the recurrence (16.2), ignoring the initial values. Such a sequence is called a general solution to the recurrence. For the moment, suppose that such an $x$ exists. Then for any $n>2$,

$$
\begin{equation*}
x^{n}=c_{1} x^{n-2}+c_{2} x^{n-1} . \tag{16.3}
\end{equation*}
$$

Further assuming that $x \neq 0$, cancelling $x^{n-2}$ from each side of the last equation gives

$$
x^{2}=c_{1}+c_{2} x
$$

or

$$
\begin{equation*}
x^{2}-c_{2} x-c_{1}=0 . \tag{16.4}
\end{equation*}
$$

Equation (16.4) is called the characterisiic equation for the recurrence (16.2), and roots of this equation are called characteristic roots. [The case for $p>2$ is handled similarly.] By the quadratic equation, the characteristic equation has two (perhaps complex) roots, say $\alpha$ and $\beta$, not necessarily distinct.

Some critical observations enable the next, step in the method, the first few of which are easy to confirm.

Observation 1: If $\alpha$ is a root of the characteristic equation (16.4), then the sequence $1, \alpha, \alpha^{2}, \alpha^{3}, \ldots$ is a solution to the recurrence (16.2). So both sequences $\left\{\alpha^{n}\right\}_{n=0}^{\infty}$ and $\left\{\beta^{n}\right\}_{n=0}^{\infty}$ satisfy the recurrence.

Observation 2: If two sequences $\left\{s_{n}\right\}_{n=0}^{\infty}$ and $\left\{t_{n}\right\}_{n=0}^{\infty}$ both satisfy the recurrence (16.2), then the sequence $\left\{s_{n}+t_{n}\right\}_{n-0}^{\infty}$ also does.

Observation 3: If a sequence $\left\{s_{i}\right\}_{i=0}^{\infty}$ satisfies (16.2), then for any constant $A \in \mathbb{C}$ : so does the sequence $\left\{A s_{i}\right\}_{i=1}^{\infty}$.

Combining Observations 1, 2, and 3:
Observation 4: For any (constant) complex numbers $A$ and $B$, a general solution to the recurrence (16.2) is $\left\{A \alpha^{n}+B \beta^{n}\right\}_{n=0}^{\infty}$.

Can one find suitable $A$ and $B$ so that the initial values $a_{1}$ and $a_{2}$ are the first two terms of the above sequence? The answer depends on $\alpha$ and $\beta$ (and hence on $c_{1}$ and $c_{2}$ ). In some cases, one more observation is required:

Observation 5: Let $\alpha$ be a root of (16.4). Then the sequence $\left\{n \alpha^{n}\right\}_{n=0}^{\infty}$ is a solution to the recurrence (16.2).

Proof of Observation 5: There are many ways to show this; however, the simplest way might be just to take derivatives (with respect to $x$ ) of each side of (16.3), yielding

$$
n x^{n-1}=c_{1}(n-2) x^{n-3}+c_{2}(n-1) x^{n-2},
$$

and then multiplication through by $x$ gives

$$
n x^{n}=c_{1}(n-2) x^{n-2}+c_{2}(n-1) x^{n-1},
$$

from which Observation 5 now follows directly.
The method now breaks down into cases:
Case 1: Let $\alpha \neq \beta$ be real roots of (16.4). Replacing $n=0$ and $n=1$ respectively in $a_{n}=\left\{A \alpha^{n}+B \beta^{n}\right\}_{n=0}^{\infty}$. gives $a_{1}=A+B$ and $a_{2}=A \alpha+B \beta$, two equations in $A$ and $B$ that have solutions since $\alpha \neq \beta$. Thus for each $n \geq 0, a_{n}=A \alpha^{n}+B \beta^{n}$ is a specific solution to the recurrence that agrees also with the initial values.

Case 2: Let $\alpha=\beta$ be a repeated root of (16.4). Then it suffices to find $A$ such that for each $n \geq 0, a_{n}=A \alpha^{n}$. Using the two initial valucs $a_{0}$ and $a_{1}$, seek $A$ such that both $a_{0}=A$ and $a_{1}=A \alpha$. Unless $\alpha=\frac{a_{1}}{a_{0}}$, these equations do not have a simultaneous solution for $A$. What if there is no such $A$ ?

Combining the Observations $1,2,3$, and 5 , if $\alpha$ is a solution to (16.3), then for any constants $A$ and $B$, the sequence $\left\{A \alpha^{n}+B n \alpha^{n}\right\}_{n-0}^{\infty}$ is also a general solution to (16.3). To find the particular solution, use $n=0$ and $n=1$ respectively in

$$
a_{n}=A \alpha^{n}+B n \alpha^{n},
$$

get $a_{0}=A$, and $a_{1}=A a+B \alpha$, in which case one can solve for $B=\frac{a_{1}}{\alpha}-a_{0}$.

Case 3: Let $\alpha$ and $\beta$ be complex numbers (where $\alpha \neq \beta$ ). This case proceeds nearly identically to that of Case 1, however with some extra work at the end. Polar coordinates and DeMoivre's formula are used.

From the quadratic formula, it follows that these two roots are complex conjugates (that is, if $\alpha=c+d i$, then $\beta=c-d i$ ). Recall that $|\alpha|=\sqrt{c^{2}+d^{2}}=|\beta|$. Let $\theta \in[0,2 \pi)$ be such that $\cos \theta=c$ and $\sin \theta=d$. Then $\alpha=|\alpha|(\cos \theta+i \sin \theta)$ and $\beta=|\alpha|(\cos \theta-i \sin \theta)$.

Continuing from Case 1 , seek $A$ and $B$ so that for every $n \geq 0$, the particular solution to the recurrence is

$$
a_{n}=A \alpha^{n}+B \beta^{n}
$$

the difference now is that $A$ and $B$ may be complex. Replacing the above expressions for $\alpha$ and $\beta$, and using DeMoivre's theorem (see Exercise 115) from the second to third line below:

$$
\begin{aligned}
a_{n} & =A(|\alpha|(\cos \theta+i \sin \theta))^{n}+B(|\alpha|(\cos \theta-i \sin \theta))^{n} \\
& =|\alpha|^{n}\left[A(\cos \theta+i \sin \theta)^{n}+B(\cos \theta-i \sin \theta)^{n}\right] \\
& =|\alpha|^{n}[A(\cos (n \theta)+i \sin (n \theta))+B(\cos (n \theta)-i \sin (n \theta))] \\
& =|\alpha|^{n}[A(\cos (n \theta)+i \sin (n \theta)\rangle+B(\cos (n \theta)-i \sin (n \theta))] \\
& =|\alpha|^{n}[(A+B)(\cos (n \theta)+i(A-B) \sin (n \theta)] .
\end{aligned}
$$

Using $n=0, n=1$, and the initial valucs $a_{0}, a_{1}$ respectively,

$$
\begin{aligned}
& a_{0}=A+B \\
& \left.a_{1}=|\alpha| \mid(A+B) \cos (\theta)+i(A-B) \sin (\theta) .\right]
\end{aligned}
$$

Reducing the equation for $a_{1}$ by

$$
a_{1}=c(A+B)+i d(A-B)=(c+i d) A+(c-i d) B=\alpha A+\beta B,
$$

and since $\alpha \neq \beta$ and each is non-zero, such a solution for $A$ and $B$ exists. In fact, the solutions are found by simple reduction to be $B=\frac{a_{1}-a_{0} \alpha}{\beta-\alpha}$ and $A=a_{0}-B$. Having found the desired $A$ and $B$, the solution to the recurrence is complete, and is $a_{n}=A \alpha^{n}+B \beta^{n}$. In the more convenient form above, the solution is

$$
a_{n}=|\alpha|^{n}[(A+B)(\cos (n \theta)+i(A-B) \sin (n \theta)],
$$

where $A+B=a_{0}$ and $A-B=a_{0}-2\left(\frac{a_{1}-a_{0} \alpha}{3-\alpha}\right)$.
If one works out the various solutions for $A$ and $B$ needed above, the summary of outcomes of the method of characteristic roots can be expressed in a three part theorem:

Theorem 16.3.1 (2nd ordor linear homogeneous recurrence solutions). Let a recursively defined sequence $a_{0}, a_{1}, a_{2}, a_{3}, \ldots$ have initial values $a_{0}$ and $a_{1}$ given, and for non-zero constants $c_{1}$ and $c_{2}$, for $n \geq 2$, let $a_{n}=c_{1} a_{n-2}+c_{2} a_{n-1}$. Suppose that $\alpha$ and $\beta$ are the roots of the associated characteristic polynomial.

1. If $\alpha$ and $\beta$ are distinct and real, a general solution is of the form $a_{n}=A \alpha^{n}+$ $B \beta^{n}$. To find $A$ and $B$, solve the system of two equations found for $n=0$ and $n=1$ (and the two initial values), giving

$$
A=a_{0}-\frac{\alpha}{\beta-\alpha}\left(\frac{a_{1}}{a_{0}}-a_{0}\right), \quad B=\frac{\alpha}{\beta-\alpha}\left(\frac{a_{1}}{a_{0}}-a_{0}\right)
$$

2. If $\alpha=\beta$, then the solution is $a_{n}=a_{0} \alpha^{n}+\left(\frac{a_{1}}{\alpha}-a_{0}\right) n \alpha^{n}$.
3. If $\alpha$ and $\beta$ are distinct and complex, a general solution is still of the form $a_{n}=A \alpha^{n}+B B^{n}$, where $A$ and $B$ are described in Case 1. If $\alpha=(|\alpha|, \theta)$ in polar coordinates, an easier form of the solution to work with is

$$
a_{n}=|\alpha|^{n}\left[a_{0}(\cos (n \theta)+i L \sin (n \theta)]\right.
$$

where $L=a_{0}-2\left(\frac{a_{1}-a_{0} \alpha}{\beta-\alpha}\right)$.

### 16.3.3 Applying the method of characteristic roots

Exercise 528. Recursively define a sequence by $a_{0}=3, a_{1}=3$, and for $n \geq 2$, $a_{n}=2 a_{n-2}+a_{n-1}$. First prove by induction that every $a_{i}$ is odd. Use the method of charactcristic roots to solve this recursion, and then prove the result by induction.

Exercise 529. The recursive definition of the Fibonacci numbers is $F_{0}=0, F_{1}=1$, and for $n \geq 1, F_{n}=F_{n} 2+F_{n-1}$. Solve this recursion and obtain Binet's formula for $F_{n}$,

$$
F_{n}=\frac{1}{\sqrt{5}}\left[\left(\frac{1+\sqrt{5}}{2}\right)^{n}-\left(\frac{1-\sqrt{5}}{2}\right)^{n}\right]
$$

(which was to be proved by induction in Exercise 369).
Exercise 530. Solve the recurrence given by $a_{0}=2, a_{1}=5$, and for $n \geq 2$, $a_{n}=-16 a_{n-2}-8 a_{n-1}$.

Exercise 531. : Let $a_{0}=1, a_{1}=2$, and for $n \geq 3$, define $a_{n}=-2 a_{n-2}+$ $2 a_{n-1}$. First, prove by induction that all but the first term are even. Then solve the recursion.

Exercise 532. Define the sequence $a_{1}, a_{2}, a_{3}, \ldots$ by $a_{1}=1, a_{2}=3$ and for cach $k \geq 2$,

$$
a_{k+1}=3 a_{k}-2 a_{k-1}
$$

Pron:e that for all $n \geq 1, a_{n}=2^{n}-1$.
Exercise 533. For a constant $b \in \mathbb{R}^{+}$, define a sequence by $a_{1}=b, a_{2}=0$, and for $n \geq 3, a_{n}=b a_{n-2}-b^{2} a_{n-1}$. Solve this recursion, and then prove the solution by induction.

Exercise 534. Put $a_{0}=a_{1}=1$ and for $n \geq 1$, define $a_{n+1}=a_{n}+2 a_{n \cdot 1}$. Prove by induction that for each $n \geq 1$,

$$
\begin{equation*}
a_{n}=\frac{2^{n+1}+(-1)^{n}}{3} \tag{16.5}
\end{equation*}
$$

Confirm this solution by the method of characteristic roots.
Exercise 535. Define $a_{1}, a_{2}, a_{3}, \ldots$ by $a_{1}=2, a_{2}=3$ and for each $k \geq 2$,

$$
a_{k+1}=3 a_{k}-2 a_{k-1} .
$$

Show by the method of characteristic roots that for all $n \geq 1, a_{n}=2^{n}{ }^{1}+1$. Confirm this by mathematical induction.

### 16.3.4 Linear homogeneous recurrences of higher order

The method of characteristic roots also applies to solving linear homogeneous recurrences of order $p>2$. Repeating the method of characteristic roots given above for $p=2$, the following generalization is obtained (given here without proof): Suppose that some characteristic equation of degree $p \geq 2$ has roots $\alpha_{1}, \ldots, \alpha_{r}$ each respectively occurring with multiplicities $m_{1}, \ldots, m_{r}$ (where $m_{1}+\cdots+m_{r}=p$ ). Then for each $i=1, \ldots, r$ a particular solution to the given recursion is of the form

$$
A_{1} \alpha_{1}^{n}+A_{2} u \alpha_{1}^{n}+A_{3} n^{2} \alpha^{n}+\cdots+A_{m_{i}} n^{m_{i}-1} \alpha_{2}^{n}:
$$

and so a general solution can be found by forming linear combinations of the $r$ expressions above.

In this section, only a few examples are given, and solving recurrences of higher order is not asked for.

Exercise 536. Let $x_{1}=x_{2}=1, x_{3}=4$, and for $n>1$, define

$$
x_{n+3}=2 x_{n+2}+2 x_{n+1}-x_{n} .
$$

Using mathematical induction, prove that for each $n \geq 1, x_{n}$ is a perfect square.
Exercise 537. Define the sequence of integers $s_{0}, s_{1}, s_{2}, \ldots$, by $s_{0}=s_{1}=s_{2}-1$ and for $n \geq 3$.

$$
s_{n}=s_{n-1}+s_{n-3}:
$$

prove by induction that for all $n \geq 0, s_{n-2} \geq(\sqrt{2})^{n}$.
Exercise 538. Define the sequence $s_{0}=1, s_{1}=2, s_{2}=3$, and for $n \geq 3$,

$$
s_{n}=s_{n-3}+s_{n-2}+s_{n-1} .
$$

Prove by induction that for $n \geq 0, s_{n} \leq 3^{n}$.

Exercise 539. Define the sequence $s_{1}, s_{2}, s_{3}, s_{4}, \ldots$ by $s_{1}=s_{2}=s_{3}=1$, and for $n \geq 1$,

$$
s_{n+3}=s_{n}+s_{n+1}+s_{n+12} .
$$

Prove by induction that for each $n \geq 1, s_{n}<2^{n}$.
Excrcise 540. Define the sequence $s_{1}, s_{2}, s_{3}, s_{4}, \ldots$ by $s_{1}=2, s_{2}=4, s_{3}=7$, and for $n \geq 1$,

$$
s_{n+3}=s_{n}+s_{n+1}+s_{n+2}
$$

Prove that $s_{n}$ is the number of binary strings of length $n$ that do not contain the substring " 000 ". [A non-trivial formula for $s_{n}$ exists and has a proof by induction, however both the discovery and proof of the formula are more challenging exercises.]

### 16.3.5 Non-homogeneous recurrences

Non-homogeneous recurrences are common; for example, the recurrence $f(n)=$ $2 f(n-1)+1$ is found in Exercise 562 below (Towers of Hanoi). There are many specific techniques for solving various non-homogeneous recurrences; however, that theory is not covered here.

Exercise 541. Suppose that a function $f$ satisfies $f(1)=f(2)=1$, and for all $n \geq 3, f(n)=f(n-1)+2 f(n-2)+1$. Using mathematical induction, prove that for any positive integer $n$,

$$
f(n)=2^{n-1}-\frac{(-1)^{n}+1}{2}
$$

Exercise 542. Let $a$ and $b$ be fixed real numbers. Define the sequence $s_{0}, s_{1}, s_{2}, \ldots$. of real numbers by $s_{0}=a$ and

$$
s_{n}=2 s_{n \cdots 1}+b .
$$

Prove that for each $n \geq 1, s_{n}=2^{n} a+\left(2^{n}-1\right) b$.
The next theorem includes the result from Excrcise 542. For more on difference equations, see [159].
Theorem 16.3.2. Consider the first-order linear nonlomoyeneous difference equation defined for $t=0,1,2, \ldots$ by

$$
x_{t+1}=a_{t} x_{t}+b_{t} .
$$

If an initial value $x_{0}$ is known, then the solution is unique and is given by

$$
x_{t}=\left[\prod_{i * 0}^{t-1} a_{i}\right] x_{0}+b_{t-1}+\sum_{i=0}^{t-2}\left[\prod_{r=i+1}^{t-1} a_{r}\right] b_{i} .
$$

In particular:

- If $x_{t+1}=a x_{t}+b_{t}$, then

$$
x_{t}=a^{t} x_{0}+\sum_{i=0}^{t-1} a^{t-i-i-1} b(i) .
$$

- If $x_{t+1}=a x_{t}+b$, then

$$
x_{t}= \begin{cases}a^{t} x_{0}+b\left[\frac{a^{t}-1}{a-1}\right] & a \neq 1 \\ x_{0}+b t & a=1\end{cases}
$$

Exercise 543. Prove Theorem 16.3.2 by mathematical induction.
Exercise 544. Let $a_{1}, a_{2}, a_{3}, \ldots$ be a sequence of positive integers satisfying
(1) $a_{2 n}=a_{n}+n$, and
(2) if $a_{n}$ is prime, then so is $n$.

Prove that for each $n \geq 1, a_{n}=n$.

### 16.3.6 Finding recurrences

A problem that a computer scientist might run into is opposite in nature to solving a recurrence. Given a formula for the $n$-th term in a sequence, how can one arrive at a recursive definition? In general, the methods are quite ad hoc, varying according to the individual situation, and only one simple example is considered here.

Suppose the sequence $s_{1}, s_{2}, s_{3}, \ldots$ is defined by

$$
s_{n}=\frac{1}{4 n}
$$

(so $s_{1}=\frac{1}{4}, s_{2}=\frac{1}{8}$; and so on). Can one give a purely recursive definition for $s_{n}$ ? The reciprocals $t_{n}=\frac{1}{s_{n}}=4 n$ form an arithmetic progression with difference 4 and satisfy

$$
t_{n}=t_{n-1}+4=t_{n-1}+\left(t_{n-1}-t_{n-2}\right)=2 t_{n-1}-t_{n-2}
$$

It now follows that

$$
\begin{aligned}
s_{n} & =\frac{1}{t_{n}} \\
& =\frac{1}{2 t_{n-1}-t_{n-2}} \\
& =\frac{1}{\frac{2}{s_{n-1}}-\frac{1}{s_{n-2}}} \\
& =\frac{1}{\frac{2 s_{n-2}-s_{n-1}}{s_{n-1} s_{n-2}}}
\end{aligned}
$$

$$
=\frac{s_{n \cdots 1} s_{n \cdots 2}}{2 s_{n-2}-s_{n \cdots 1}} .
$$

Hence, the recursive definition for the sequence $\left\{\frac{1}{4 n}\right\}$ is

$$
s_{1}=\frac{1}{4}, \quad s_{2}=\frac{1}{8}, \quad \text { and for } n \geq 3, \quad s_{n}=\frac{s_{n-1} s_{n-2}}{2 s_{n} 2-s_{n-1}},
$$

nasticr looking than the closed form formula $s_{n}=\frac{1}{4 n}$. Ideally, a recursive definition first gives some initial values for the sequeuce, and then defines subsequent elements in terms of only previously defined elements. In [437, soln to 17-2, p.202], a "recursive definition" for this sequence was given by

$$
s_{n+1}=\frac{2 s_{n} s_{n+2}}{s_{n}+s_{n+2}}
$$

and $s_{1}=\frac{1}{4} \cdot s_{2}=\frac{1}{8}$. This definition fails to be an ideal recursive definition in two ways: it is not precisely recursive (one would have to solve for $s_{n+2}$ first, of course try recursively finding $s_{3}$, for example, using their formula), and initial values are given after the general formula for recursion.

To verify that indeed the correct (non-linear) recursive definition was found, one can use induction:

Exercise 545. Define the sequence of integers $s_{1}, s_{2}, s_{3}, \ldots$, recursively by $s_{1}=$ $\frac{1}{4}, s_{2}=\frac{1}{8}$, and for $n \geq 2$,

$$
s_{n}=\frac{s_{n \cdot 1} s_{n-2}}{2 s_{n-2}-s_{n-1}} .
$$

Prove by induction that $s_{n}=\frac{1}{4 n}$.

### 16.3.7 Non-linear recurrence

Exercise 546. Suppose that $c$ is a real number where $0<c \leq 1$. Define recursively the sequence $s_{1}, s_{2}, s_{3}, \ldots$ by $s_{1}=c / 2$, and for each $n \geq 1$, define

$$
s_{n+1}=\frac{s_{n}^{2}+c}{2} .
$$

Prove that the sequence is strictly increasing and strictly bounded above by 1 , that is, for each $n \geq 1, s_{n}<s_{n+1}<1$. [Then one can conclude that $\lim _{n \rightarrow \infty} s_{n}$ exists and is at most 1.]

Exercise 547. Define the sequence $a_{1}, a_{2}, a_{3}, \ldots$ by $a_{1}-1$ and for each $n \geq 1$,

$$
a_{n+1}=\sqrt{a_{n}+5} .
$$

Prove that for all $n \geq 1$, both $a_{n}<3$ and $a_{n+1}>a_{n}$. Since the sequence is bounded above and increasing, it has a limit: find it.

Exercise 548. Define the sequence $a_{1}, a_{2}, a_{3}, \ldots$ by $a_{1}=1$ and for each $n \geq 1$,

$$
a_{n+1}=1+\sqrt{a_{n}+5}
$$

Prove that for all $n \geq 1, a_{n}>4-\frac{4}{n}$.
Exercise 549. Define the sequence $a_{1}, a_{2}, a_{3}, \ldots$ by $a_{1}=1$ and for each $n \geq 1$,

$$
a_{n+1}=\sqrt{2 a_{n}+1}
$$

Prove that for all $n \geq 1$, both $a_{n}<4$ and $a_{n+1}>a_{n}$. Decide if the sequence converges or diverges, and if it converges, find the limit.

Exercise 550. Define the sequence $a_{1}, a_{2}, a_{3}, \ldots$ by $a_{1}=4$ and for each $n \geq 1$,

$$
a_{n+1}=\sqrt{a_{n}+2}
$$

Prove that for all $n \geq 1$, both $a_{n}>2$ and $a_{n+1}<a_{n}$. Find $\lim _{n \rightarrow \infty} a_{n}$ or show that it does not exist.

Exercise 551. Define the sequence $a_{1}, a_{2}, a_{3}, \ldots$ by $a_{1}=2$ and for each $n \geq 1$,

$$
a_{n+1}=1+\sqrt{a_{n}+5}
$$

Prove that for all $n \geq 1$, both $a_{n}<4$ and $a_{n+1}>a_{n}$. Then find $\lim _{n \rightarrow \infty} a_{n}$ if it exists.

Excrcise 552. Let $x_{1}=1$, and for $n \geq 1$, define $x_{n+1}=1+n / x_{n}$. Show that

$$
\sqrt{n} \leq x_{n} \leq \sqrt{n}+1
$$

Exercise 553. Let $s_{1}, s_{2}, s_{3}, \ldots$, be an integer sequence recursively defined by $s_{1}=0$ and for $n \geq 2$,

$$
s_{n}=1+s_{\lfloor n / 2\rfloor}
$$

Prove that for every $n \in \mathbb{Z}^{+}, s_{n}=\left\lfloor\log _{2}(n)\right\rfloor$.
Exercise 554. Let $s_{1}, s_{2}, s_{3}, \ldots$ be recursively defined by $s_{1}=3$, and for $n \geq 1$,

$$
s_{n+1}= \begin{cases}\text { the smallest odd integer } \geq s_{n}^{(n+1) / n} & \text { if } n+1 \text { is odd } \\ \text { the smallest even integer } \geq s_{n}^{(n+1) / n} & \text { if } n+1 \text { is even }\end{cases}
$$

Prove that $\left\{s_{n}\right\}$ is an increasing sequence of positive integers satisfying

$$
s_{n}^{(n+1) / n} \leq s_{n+1} \leq s_{n}^{(n+1) / n}+2
$$

and prove by induction that for each $n, s_{n} \geq 3^{n}$.

Exercise 555. Let $\alpha \neq \beta$ be reals. Define the sequence $u_{1}, u_{2}, u_{3}, \ldots$ by

$$
u_{1}=\frac{\alpha^{2}-\beta^{2}}{\alpha-\beta}, \quad u_{2}=\frac{\alpha^{3}-\beta^{3}}{\alpha-\beta}
$$

and for $k>2$, dcfine $u_{k}=(\alpha+\beta) u_{k-1}-\alpha \beta u_{k-2}$. Prove that for each $n \geq 1$,

$$
u_{n}=\frac{\alpha^{n+1}-\beta^{n+1}}{\alpha-\beta}
$$

Exercise 556. Let $a_{0}=9$, and for each $n \geq 0$, define $a_{n+1}=a_{n}^{3}\left(3 a_{n}+4\right)$. Show that the decimal representation of $a_{n}$ ends in $2^{n}$ nines.

Exercise 557. Put $f(x)=\frac{x+1}{x-1}$, and let $y_{1}=f(x)$. Then put

$$
y_{2}=f\left(y_{1}\right)=\frac{\frac{x+1}{x-1}+1}{\frac{x+1}{x-1}-1}
$$

and for cach $n \geq 1$, put $y_{n+1}=f\left(y_{n}\right)$. Prove that for each odd $n, y_{n}=\frac{x+1}{x-1}$ and for each even $n, y_{n}=x$.

For the next exercise, the reader is reminded of the product notation (see Definition 2.5.9)

$$
\prod_{i=1}^{n} x_{i}=x_{1} \cdot x_{2} \cdot \cdots \cdot x_{n}
$$

Exercise 558. Define the sequence $t_{1}, t_{2}, t_{3}, \ldots$ by $t_{1}=2$ and for $n \geq 1$, define

$$
t_{n+1}=1+\prod_{i=1}^{n} t_{i} .
$$

Prove by induction that for each $n \geq 1, t_{n}>n$ and

$$
\sum_{i=1}^{n} \frac{1}{t_{i}}=1-\frac{1}{t_{n}\left(t_{n}-1\right)}
$$

Exercise 559. Let $x_{0}=1$, and for $n \geq 0$, define $x_{n+1}=x_{n}+\frac{1}{x_{n}}$. Prove that as $n \rightarrow \infty, x_{n} \rightarrow \infty$ and that

$$
\sqrt{2 n}<x_{n}<\sqrt{2 n+\frac{1}{2} \log n} .
$$

The sequence in the next exercise is used by many pocket calculators to calculate square roots, and is based on an expression of the form $x=f(x)$, where $f(x)=$ $\frac{1}{2}(x+c / x)$. [Do you see the relation between this exercise and Newton's method? See nearly any calculus text for New'ton's method.]

Exercise 560. Let $c>0$ be a fixed real number. Define a sequence by selecting any $x_{0}>0$, and for each non-negative inleger $n$, define

$$
x_{n+1}=\frac{1}{2}\left(x_{n}+c / x_{n}\right)
$$

Prove that if $x_{n}$ is an approximation for $\sqrt{c}$ correct to $t$ decimal places, then $x_{n+1}$ is correct to at least $2 t-1$ places. Furthermore, $\lim _{n \rightarrow \infty} x_{n}=\sqrt{c}$, regardless of the choice for $x_{0}>0$.

For example, in the above exercise, for $c=2$, if $x_{0}=1.5$ is chosen, then $x_{1} \sim$ $1.416666 \ldots, x_{2}=1.414215686274 \ldots$, and $x_{3}=1.414213562375 \ldots$, compare favorably with

$$
\sqrt{2}=1.414213562373 \ldots
$$

Fxercise 561. Lct $0<b<a$ be positive reals. Put $a_{1}=\frac{a+b}{2}$ and $b_{1}=\sqrt{a b}$, the arithmetic and geometric means, respectively. For each $n \geq 1$, recursively define $a_{n+1}=\frac{a_{n}+b_{n}}{2}$ and $b_{n+1}=\sqrt{a_{n} b_{n}}$. Using induction, prove that

$$
b_{n}<b_{n+1}<a_{n+1}<a_{n}
$$

and show that both $\lim _{n \rightarrow \infty} a_{n}$ and $\lim _{n \rightarrow-\infty} b_{n}$ exist, and are equal.
Gauss called the limit in Exercise 561 the arithmetic-geometric mean of $a$ and b. (See $[513$, p. 703$]$.)

### 16.3.8 Towers of Hanoi

Many computer science students are taught the puzzle or game called "The Towers of Hanoi": usually in the context of recursive programming. Though some say that the Towers of Hanoi puzale was invented in India, it was apparently produced by Édouard Itucas in 1883 . It appeared in [358] (see [292, p. 229] or [42, p. 48]; also see [11] or [207]). [I once read that it was while Catalan was playing with this puzzle that he discovered Definition 12.5 .2 (the one using parentheses) for what are now called Catalan numbers.]

Here is how the game works. There are $n$ discs of increasing diameter, each with a hole in the center and three pegs on which dises can be positioned. Start with $n$ discs on the first peg, the dises in increasing size with the smallest disc on the top and the largest on the bottom (see Figure 16.1). The goal is to move all $n$ dises to another peg using the following rules: Discs are moved from peg to peg one at a time. At any stage, no larger disc can sit on any smaller one. In the original puzzle, there were $n=8$ disks.

Exercise 562 ('Iowers of Hanoi). Using all three pegs in the Towers of Hanoi game, show that the number of moves required to move all $n$ discs from the first peg to another peg is $2^{n}-1$.


Figure 16.1: Towers of Hanoi, with $n=3$ disks

A myth originally accompanied the puzzle: monks of Brahma were to transfer a tower of 64 discs, and when this task was complete, the world would end. Well, the tirne necessary for the

$$
2^{64}-1=18,446,744,073,709,551,615
$$

moves is certainly a long time-over 58 billion centuries at one move per second! For other interesting references or renditions of the stories regarding the Towers of Hanoi and the towers of Brahma, see [12], [99], [149], [193], [205, 20-23] [208], [209], [305, pp. 169-171], [329, §3.12.4, pp. 91-93] [436], [478], [552], and [574].

The following variation of the Towers of Hanoi problem was discovered by S. Althoen and his students [16], published in 2009. He says that his students inadvertently assumed two extra rules, thereby changing the game. [It would be surprising to me if this variation had not been previously discovered because this variation and its solution are so elegant.] In addition to the usual rules (move disks one at a time, a larger disk can never be placed upon a smaller one), further insist that $n$ disks start on peg 1 , the final position to have all disks on peg 3 , and disks can be moved only between adjacent pegs. With some simple experimentation, when $n=1,2$ moves ( $1 \rightarrow 2 \rightarrow 3$ ) are required, and when $n=2$, the following 8 -move sequence is optimal (and virtually forced): $1 \rightarrow 2,2 \rightarrow 31 \rightarrow 2,2 \leftarrow 3,1 \leftarrow 2,2 \rightarrow 3,1 \rightarrow 2$, and $2 \rightarrow 3$. When $n=3$, it turns out that 26 moves are required. Before looking below, can you guess the pattern (beginning $2,8,26, \ldots$ ) and prove it?

Exercise 563 (Hanoi revisited). Solve the game of Towers of Hanoi with $n$ disks with three pegs $A, B, C$, given in a row, subject to two additional rules: disks start on peg $A$, and must finish on peg $C$, and disks are moved only between adjacent pegs. Prove that $3^{n}-1$ is the minimum number of moves required to complete this altered Towers of Hanoi game.

### 16.4 Loop invariants and algorithms

The term "loop invariant" is frequently used in computer science. Some say that a loop invariant is a relationship among variables that is maintained in all itcrations of a loop. In fact, it is probably fair to say that a "loop invariant" is the same as
"a statement to be proved by induction", denoted throughout this book as $S(n)$, or some such. According to [119], the notion of a loop invariant is first due to due R. W. Floyd. [The basic reference for algorithms is [323].] The use of loop invariants in programming is the use of (finite) mathematical induction.

The importance of induction to computing scientists and engineers can not be overstated. It seems, however, that many engineering schonls give very limited instruction in formal mathematical induction. In [302] is a report on how mathematical induction is the basis for "verification and validation (V\&V) in modeling". They examined universities and collcges that taught courses in Modeling and Simulation (M\&S) and observed how few are teaching $V \& V$ and mathematical induction, yet how valuable M\&S is today. Here is a quote from that paper: "Upon contacting ten other universities, none were found that introduce any Formal technique [incl. MII] into their classrooms, ... This is an oversight that must be corrected, otherwise universities will be producing not engineers of technology, but users of technology."

The basic idea is that in most computer programs, there are while loops, and upon execution of each pass through a loop, some desired property continues to hold. This "property" could just be a number staying the same (invariant), or it could be the truth of a particular claim being maintained. Proving that some property continues to hold after all passes through the loop (and so outputs a correct result) is often easily done by mathematical induction. Many recursive procedures (algorithms) can be complicated, and in many cases, looking at an algorithm as an inductive machine makes clear whether or not the procedure outputs a correct result.

The textbooks [119], and [496], and [570] have been recommended to me for the modern study of algorithms. In the first, there are loop invariants for search algorithms, sorting algorithms, spanning-tree algorithms, merging, exponentiation, the simplex algorithm, and many more. Only a few basics are given here.

Some computer scientists say that checking loop invariants is like induction, and others say that this is just applying induction on the number of iterations of a loop. Since while loops are to be executed only finitely many times, induction here is finite. Some refer to the three stages of an induction proof, base case, inductive stcp, and conclusion, as initialization, maintenance, and termination, respectively. Aside from terminology, computer scientists are doing induction all the time.

Suppose at each iteration $i=0,1, \ldots, n$ through a loop in a program, there are variables $u_{i}, v_{i}, w_{i}$, and $S(i)$ is some statement about these three variables. In the initialization step, one checks that $S(0)$ is true prior to the iteration of the first loop. At the maintenance step, one shows that for any $k$, if $S(k)$ is true, then $S(k+1)$ is true. In the termination step, the loop invariant $S$ gives a property, namely $S(n)$ that is useful.

Examine the following pseudocode:

1. $x:=0$
2. $y:=0$
3. INPUT: a
4. while $y \neq a$

4a. $\quad x \leftarrow x+a$
4b. $\quad y \leftarrow y+1$
5. Output: $x$

What does it do? Working out a few steps, it seems to give $x=a^{2}$. To prove this, for each $i=0,1,2, \ldots$, let $x_{i}, y_{i}$ be the values of $x$ and $y$ after the $i$-th iteration of the while loop. Then for each $i=1,2, \ldots$, by line $4 \mathrm{a}, x_{i}=x_{i-1}+a$. Is there some property of $x_{i}$ that remains true throughout the program? It appears as if for each $i$ that $x_{i}=i a$, which, if true, after the $a$-th iteration, $x_{a}=a \cdot a$ as desired. Here is a formal proof of the loop invariant $S(i): x_{i}=i a$. It is hclpful to notice (also by an inductive proof, if need be) that $y_{i}=i$.

Initialization: For $i=0, S(0)$ states $x_{0}=0 \cdot a=0$, which is correct.
Maintenance: Fix $0 \leq k<a$, and assume that $S(k)$ is true. Then at the end of the $k$-th iteration, $x_{k}=k a$ and $y_{k}=k$. Since $k<a, y_{k} \neq a$, so the while loop is executed the $k+1$ time; then upon execution of 4 a,

$$
\begin{aligned}
x_{k+1} & =x_{k}+a \\
& =k a+a \\
& =(k+1) a .
\end{aligned} \quad(\text { by } S(k))
$$

Hence $S(k+1)$ is truc.
Termination: By mathematical induction, as long as the loop executes, the statement $S(i)$ remains true. However, when $i=a, y_{a}=a$, and so the while loop fails to be executed, and the program terminates. At that time, (by $S(a)$ ), $x=a^{2}$. Thus the program outputs the correct output, and so the program is the squaring function.

This book has a number of algorithms, each with a proof of correctness by induction. For example, some algorithms analyzed or used in this book are:

- Euclidean division algorithm for finding ged's (Exercise 211);
- greedy algorithm for Zeckendorf's theorem (Exercise 372):
- Prim's algorithm for finding minimum spanning trees (Exercise 487);
- Kruskal's algorithm for minimum spanning trees (Exercise 488);
- greedy coloring algorithm for graphs (Exercise 498);
- Gale--Shapley algorithm for finding stable marriages (Exercise 496);
- detecting a counterfeit coin (see Section 17.5).
- soldiers in a circle (see Exercise 588)
- greedy algorithm for producing Egyptian fraction representation (Exercise 317).

Not only can induction be used to check programs, but it can be used in determining the number of steps a program takes, also called the running time, or complexity of the algorithm. Counting steps in a recursive proof can often be done inductively-especially when a procedure calls itself and there are nested loops that complicate the picture.

One challenge in applying induction to programs, algorithms, or recursive procedures, is to select the proper variables upon which to induct. Another challenge is to separate the steps sufficiently so it is clear what properties are required of a given structure before a recursive step will succeed. Such dilemmas are usually solved after going through some loops manually a few times, keeping careful track of all variables. For example, when reading some of the standard proofs of Prim's algorithm, it is not immediately clear what magic property makes the algorithm work; it just seemed to work. [The solution to Exercise 487 is written so that it is clear what property is being preserved from step to step.]

### 16.5 Data structures

Computers are used to store information as well as to compute. Depending on how information is stored, modifying sets of data (like inserting, deleting, or sorting) or locating and retrieving data can be accomplished at different speeds. As a trivial example, if one million numbers are stored in a simple list, finding the largest of these numbers can be very easy if the list is already sorted in increasing or decreasing order. For some applications, it may be convenient to put one million numbers in a $1000 \times 1000$ array (a matrix). For other data sets, trees can be used to model relationships between individual entries. Loosely speaking a data structure is a way to store data in order to enable modification or retrieval. Many data structures are created or defined recursively, and so mathematical induction is a natural tool to analyze such structures; when induction is applied to a recursively defined structure, it is sometimes called structural induction, especially in computing science.

A few of the well-studied data structures are linked lists, rooted trees, arrays, heaps, red-blue trees, stacks, hash tables, and dictionarics. Data structures are often defined recursively; for example, one can imagine that a large binary tree can be created by adding a new root adjoining the roots of two smaller trees. It then seems like mathematical induction might be a natural choice to prove properties of various data structures. In the vernacular of computer science, these properties are proved by structural induction, which may be considered as an abbreviation for "mathematical induction on recursively defined structures".

Rooted trees have already been examined in Section 15.2 and elsewhere in this text. For example, Exercise 502 asks to show (the nearly obvious) that all trees are planar; plane binary trees and and the height of full binary trees are discussed in Exercises 482, 483, and 484; increasing trees occur in Exercises 486 and 485. Arrays are implicitly discussed in Chapter 19.

This section contains only a few other examples; to give any reasonably broad overview of data structures would take another chapter. For a more accurate picture of data structures, the reader may want to consult e.g., [334] (with Java), [346], [j29] or any of many more recent titles on data structures. In 1980, Musser published on proving inductive properties of abstract data types [398]. Sce also nearly any book on discrete mathematics, algorithms (e.g.,[119] or [496]) for more on data structures.

### 16.5.1 Gray codes

Let $B_{n}$ be the set of binary strings of length $n$. A Gray code for $B_{n}$ is a listing of the $2^{n}$ strings in $B_{n}$ so that any two adjacent strings differ in exactly one position. Compare this with the definition of a hamiltonian circuit in the unit $n$-cube (see Exercise 491).

Exercise 564. For every $n \geq 1$, prove that there is a Gray code for $B_{n}$ by finding a recursive construction.

Gray codes are named after F. Gray, who published a paper [233] where these codes are developed and applied in computing. For other information on Gray codes, see [51], [553], or [555]; for an mexpected application in combinatorial (polytope) geometry, see: [54].

### 16.5.2 The hypercube

The next exercise concerns a graph called the n-dimensional hypercube $Q_{n}$, also called the $n$-cube graph or the binary $n$-cube graph. The $n$-cube consists of vertices

$$
V=\left\{\left(\epsilon_{1}, \epsilon_{2}, \ldots, \epsilon_{n}\right): \forall i=1, \ldots, n, \epsilon_{i} \in\{0,1\}\right\},
$$

and for each $d=1, \ldots, n, d$-dimensional facets, each facet a collection of vertices determined by fixing $n-d$ coordinates, and letting the remaining $d$ coordinates vary over $\{0,1\}$. For example, the vertices of $Q_{3}$ are

$$
V=\{(0,0,0),(0,0,1),(0,1,0),(0,1,1),(1,0,0),(1,0,1),(1,1,0),(1,1,1)\}
$$

and the 2-dimensional facets are:

$$
\begin{array}{ll}
\{(0,0,0),(0,0.1),(0,1,0),(0,1,1)\}, & (\text { fixing }(0, *, *)) ; \\
\{(1,0,0),(1,0,1),(1,1,0),(1,1,1)\}, & \text { (fixing }(1, *, *)) ; \\
\{(0,0,0),(0,0,1),(1,0,0),(1,0,1)\}, & \text { (fixing }(*, 0, *)) ;
\end{array}
$$

$$
\begin{array}{ll}
\{(0,1,0),(0,1,1),(1,1,0),(1,1,1)\}, & \text { (fixing }(*, 1, *)) ; \\
\{(0,0,0),(0,1,0),(1,0,0),(1,1,0)\}, & \text { (fixing }(*, *, 0)) ; \\
\{(0,0,1),(0,1,1),(1,0,1),(1,1,1)\}, & \text { (fixing }(*, *, 1)),
\end{array}
$$

each corresponding to a face of the cube. One-dimensional facets of $Q_{3}$ are called "edges" and one can consider vertices as 0 -dimensional facets. Ordinarily, $Q_{n}$ simply refers to the simple graph formed by the vertices and the edges alone. See Exercises 491 ( $Q_{n}$ is hamiltonian), 492 ( $Q_{n}$ is $n$-connected) and 564 (Gray codes) for other properties of the graph $Q_{n}$.

Exercise 565. Let $v_{i}^{n}$ denote the number of $i$-dimensional facets of $Q_{n}$. If either $i>n$ or $i<0$ holds, put $v_{i}^{n}=0$. Prove that for each $n \geq 1, v_{0}^{n}=2^{n}$ and $v_{1}^{n}=n 2^{n-1}$. Give an inductive proof that for general $i$,

$$
v_{i}^{n}=2^{n-i}\binom{n}{i}
$$

### 16.5.3 Red-black trees

Red-black trees on $n$ vertices are a class of binary trees with height $O(\log n)$, nearly optimal.

Definition 16.5.1. A red-black tree is a binary search tree $T$ with nodes (vertices) 2-colored, say red and black, so that

1. Every node is either red or black.
2. The root is black.
3. Every leaf node is black.
4. If a node is red, then both its children are black.
5. For each nodc, all paths from that node to descendant leaves contain the same number of black nodes.

Figure 16.5.3 shows a red-black tree based on [119, p. 275].
The height of a node $v$ in a red-black tree is the length of a longest path from $v$ to any leaf. (For trees or other partial orders drawn with a root at the bottom, often the height of a node is defined to be the length of the path to the root.) Define the height of a red-black tree to be the height of the root. To confirm ideas, the height of the red-black tree in Figure 16.5.3 is 6.

By property 5 above, for any node $v$, the ummber of black nodes on any descending path to a leaf is the same. For each node $v$ in a red-black tree, define the black height of $v$, denoted bh(v), to be the number of black nodes, not including, $v$, on any descending path from $v$ to a leaf. So all leaves have black height 0 . Define the black height of a red-black tree to be the black height of the root. The black height of the tree in Figure 16.5.3 is 3.


Figure 16.2: A red-black tree with 20 internal vertices and 21 leaves

Lemma 16.5.2. A red-black tree with $n$ internal nodes has height at most

$$
2 \log _{2}(n+1)
$$

Proof: The proof is in two parts: first a claim (involving black height) is made and proved inductively, and then some calculations follow the claim.

Claim: For any red-black tree $T$ and any node $v$ of $T$, the subtree rooted at $v^{\prime}$ contains at least $2^{\mathrm{bh}(v)}-1$ internal nodes.

Proof of Claim: This is achieved by induction on the height of a node. [This is another example of structural induction; the usual formal style is partially abandoned here. This proof could have easily been given as an excrcise-if the hint to induct on height was given.]
BASE STEP: If the height of $v$ is 0 , then $v$ is a leaf (with $\operatorname{bh}(v)=0$ ). In this case, the subtree rooted at $v$ contains no internal nodes, and $2^{\mathrm{bh}(x)}-1=2^{0}-1=0$.
Induction Step: Let $r>0$ and suppose that for all nodes $w$ of height less than $r$, the subtree rooted at $w$ contains at least $2^{\mathrm{bh}(w)}-1$ internal nodes. Let $v$ have height $r>0$; then $v$ is an internal node with 2 children. If $v$ is black, then each of its children has black height $\operatorname{bh}(v)-1$; if $v$ is red, each of these children has black height $\operatorname{bh}(v)$. By the induction hypothesis (where each of these two children play the role of $w$ above), the subtrees rooted at these two children each have at least $2^{\text {bh }(v)-1}-1$ internal children. In all, the tree rooted at $v$ has at least

$$
2\left(2^{\mathrm{bh}(v)-1}-1\right)+1=2^{\mathrm{bh}(v)}-2+1=2^{\mathrm{bh}(v)}-1
$$

internal nodes, satisfying the claim for any vertex at height $r$, thereby completing the inductive step.

By mathematical induction on height, for all $v$, the Clairn is true.
Returning to the proof of Lemma 16.5.2, let $T$ be a red-black tree of height $h$ and with $n$ internal nodes.

Because of property 4 , where $v$ is the root of the tree, along any downward path from the root to a leaf, for every red, there is a black, and so the number of non-root blacks is at least the number of reds on that same path. Hence the black height of the root of $T$ is at least $h / 2$. By the claim above, since the tree ronted at $v$ is $T$ itself, $n \geq 2^{h / 2}-1$. Upon solving for $h$,

$$
h \leq 2 \log _{2}(n+1),
$$

as desired, completing the proof of Lemma 16.5.2.

### 16.6 Complexity

Recall that complexity is the "run-time" of an algorithm. Usually $n$ is the size of the input, and $f(n)$ is the number of operations performed by executing the algorithm upon such an input of size $n$.

### 16.6.1 Landau notation

Often one is not concerned with finding precisely values for some function $f: \mathbb{Z}^{+}$,, $\mathbb{Z}^{+}$, but only the "order of magnitude" of values $f(n)$. For example, in the study of run times for algorithms, one may care only that, for "large $n$ ", $f(n)$ bebaves more like $n^{2}$ or like $n \log _{2}(n)$. To compare functions and their asymptotic rates of growth, cortain notation is helpful (due to Landau).

For two functions $f$ and $g$, write $f=o(g)[$ read " $f$ is little oh of $g$ " $]$ or $f(n)=$ $o(g(n))$ if and only if $\lim _{n \rightarrow \infty} \frac{f(n)}{g(n)}=0$. For example, $\ln (x)=o\left(x^{2}\right)$, and $\frac{1}{n}=o(1)$. Hence, the notation $f(n)=(1+o(1)) g(n)$ means that $f$ and $g$ are approximately equal for large $n$, that is, $\lim _{n \rightarrow \infty} \frac{f(n)}{g(n)}=1$, in which case one often writes $f \sim g$.

For two functions $f$ and $g$, if there is a constant $C>0$ and some $n_{0}$ so that for every $n \geq n_{0}, f(n) \leq C \cdot g(n)$, say that $f$ is big Oh of $g$. One often writes $f(n)=\mathrm{O}(g(n))$, even though this is really an abuse of notation since $\mathrm{O}(g(n))$ is really the class of functions that are big Oh of $g$, and so one might more properly write $f(n) \in O(g(n))$. For example, $3 n(\ln (n)+1) \in O\left(n^{2}\right)$, or $n^{2}+1=O\left(3 n^{2}+14 n\right)$.

Turning the big oh notation inside out, detine $f=\Omega(g)$ if and only if $g=O(f)$. If both $f=O(g)$ and $f=\Omega(g)$, write $f=\Theta(g)$; this essentially describes the situation where $f$ and $g$ satisfy $c g \leq f \leq C g$ for some constants $c$ and $C$.

In analysis of algorithms, another notation is convenient: for a positive integer $k$ and positive reals $x, b$ with $b>1$, let $\log _{b}^{k}(x)$ denote the iterated logaritlim, i.e., $\log _{b}(x)=\log _{b}^{1}(x)$ and for $k>1, \log _{b}^{k}(x)=\log _{b}\left(\log _{b}^{k-1}(x)\right)$.

### 16.6.2 The master theorem

In many "divide and conquer" algorithms, one encounters a recurrence of the form $f(n)=2 f(n / 2)+h(n)$, where $h$ is usually a linear function of $n$. For example, when $n=2^{k}$, suppose that $f(n)$ is the number of comparisons necessary to find the maximum and minimum elements of a set of $n$ distinct real numbers. Split the set of numbers into two groups, find the max and min in each group, thereby using $2 f(n / 2)$ comparisons. To find the global max and mins, two more comparisons are necessary. So $f(1)=0, f(2)=1$, and for larger $n$, the recurrence $f(n)=2 f(n / 2)+2$ is found. How does one solve such a recurrence? With a little experimentation, one discovers that $f(4)=2, f(4)=2 f(2)+2=4, f(8)=2 f(4)+2=10, f(16)=22$; $f(32)=46$. It seems as if $f(n) \in O(n)$. In fact, this is true and follows from a special case of a more general "master theorem" explained below.

For many such recurrences, it is nearly hopeless to arrive at a closed form; however, an order of magnitude can be calculated in some cases. Some divide and conquer algorithms have simple run time (the basis for binary searches):

Exercise 566. If $A_{n}=\left\{a_{1}, a_{2}, \ldots, a_{2^{n}}\right\} \subset \mathbb{R}$ is a set of $2^{n}$ real numbers in increasing order (i.e., if $i<j$ then $a_{i}<a_{j}$ ) and $x \in \mathbb{R}$, then the number of comparisons necessary to determine whether or not $x \in A_{n}$ is $n+1$. Hint: divide and conquer.

The following, called "the master theorem", covers many cases of divide and conquer, even when the number of parts $b$ a job is divided into is larger than two. The proof of this master theorem has a proof which is largely based on induction (beginning with the case where $n$ is a power of $b$, and then a lot of careful detail to handle cases where $n / b$ is not an integer). There are many variations of this theorem in the literature, many more adapted for special cases. See, e.g., [119, pp. 73-84] (with complete proof), [346, p. 32], or [464, pp. 244ff] (for the case $a=b=2$ with a nice induction proof).

Theorem 16.6.1 (Master theorem). Let $a, b \in \mathbb{Z}^{+}$where $b>1$, and let some function $h: \mathbb{Z}^{+} \rightarrow \mathbb{Z}^{+}$be given. If $f$ is defined by the recurrence, $f(1)=1$, and for $n \geq b$,

$$
f(n)=a f(n / b)+h(n),
$$

where $f(n / b)$ is taken to mean either $f(\lfloor n / b\rfloor)$ or $f([n / b\rceil)$, then

1. If there exists a constant $\epsilon>0$ so that $h \in O\left(n^{\log _{b}(a)-\epsilon}\right)$, then $f(n)=$ $\Theta\left(n^{\log _{b}(a)}\right)$.
2. If there cexists a constant $K \geq 0$ so that $h \in \theta\left(n^{\log _{b}(a)} \log _{2}^{K} n\right)$, then $f(n)=$ $\theta\left(n^{\log _{b}(a)} \log _{2}^{K+1} n\right)$.
3. If there exists a constant $\epsilon>0$ so that $h(n)=\Omega\left(n^{\log _{b}(a)+\epsilon}\right)$, and if for some constant $c<1$ and sufficiently large $n, a \cdot h(n / b) \leq c \cdot h(n)$, then $f(n)=$ $\Theta(h(n))$.

In the problem above for finding both the maximum and minimum in a collection of $2^{k}$ distinct real numbers, use $a=b=2, h(n) \leq 2$, and $\epsilon=1$, Theorem 16.6.1 confirms that $f(n)=\theta(n)$.

An inductive proof for the case $a=b=2$ is similar to that of a proof by upward and downward induction as in Section 3.3, first solving the cases when $n$ is a power of 2 , and then filling in the steps going downward-however induction does not seem to be needed to fill in the gaps, only meticulous handling of floor and ceiling functions (which take a few pages).

### 16.6.3 Closest pair of points

The next example is a computational geornetry problem brilliantly solved with a divide and conquer approach as given by Shamos and Hoey [484] in 1975. The given case here is only for points on the plane, but a similar result can be obtained for points in any metric space.

Problem: Given $n$ points in the plane find a pair of points whose distance is closest.

One way to find such a closest pair of points is to simply compute and list each of the distances for all $\binom{n}{2}=O\left(n^{2}\right)$ pairs, and then in a single pass (with $n-1$ comparisons in a "take the best so far" algorithm), find a closest pair. [One may assume that no distance is repeated, and so only one such pair is found.] If computing a distance counts as an operation and if comparison is an operation, then the total number of operations in this "brute force" algorithm is $O\left(n^{2}\right)+n-1=$ $O\left(n^{2}\right)$. However, with a simple divide and conquer approach, an algorithm uses only $O\left(n \log _{2} n\right)$ steps.

Here is a brief explanation of the algorithm from [484] (also see [119] for the many details overlooked here.) Describe the procedure with run time $f(n)$ as follows: Put $f(1)=0, f(2)=0$, and $f(3)=3$, Let $n \geq 3$, and suppose that for all $m<n$, the procedure has been defined for $m$ points, taking $f(m)$ steps. Let $X$ be a set of $n$ points in the plane, and without loss of generality, suppose that all $x$-coordinates are different (if they are not, one can rotate them a bit, or use non-vertical lines in the algorithm). Let $X=X_{L} \cup X_{R}$ be a partition of $X$ into equal or alnost equal parts determined by some vertical line $\ell$. Now call the procedure twice, once for each of $X_{L}$ and $X_{R}$. Thus the closest pair in $X_{L}$ and and the closest pair in $X_{R}$ are found in $f(\lfloor n / 2\rfloor)+f(\lceil n / 2\rceil)$ steps. For simplicity, assume that $n$ is even. Then the two pairs are found in $2 f(n / 2)$ steps. Pairs with one point on each side of $\ell$ may have smaller distance than in either of $X_{L}$ or $X_{R}$, so such pairs must be checked. In all, there are $n^{2} / 4$ pairs, but they need not all be checked. The remarkable observation is that for any point near $\ell$, only six neighboring points need to be checked (essentially because if a point is at minimum distance to another, at most six other points can fit in a circle having the previous minimum distance as its radius)! So at, worst, $6 n / 2=3 n$
more pairs need to be checked. Thus $f(n) \leq 2 f(n / 2)+3 n$. By the master theorem, $f(n) \in O\left(n \log _{2}(n)\right)$.

Sce Exercise 700 for another exercise regarding distances in the plane.
Many other algorithms, like those finding a convex hull of points (see, e.g. [438] or [119, 947-957]), or other computational geometry problems (see, e.g. [48], [420]) can be analyzed in a similar "divide and conquer" method.

The following is the key behind "mergesort", where a linear order is found by splitting the input into two halves, sorting each, then gluing them together. The following two exercises might be considered typical applications of structural induction.

Exercise 567. Prove by induction that the number of comparisons needed to merge two disjoint sorted sets with $k$ and $\ell$ distinct elements respectively is at most $k+\ell+1$.

Exercise 568. Prove that the number of comparisons needed to place a set of $2^{n}$ different real numbers in order is bounded above by $n 2^{n}$.
-

## Chapter 17

## Games and recreations


#### Abstract

One day, when I was doing well in class and had finished my lessons, I was sitting there trying to analyze the game of tic-tac-toe... The teacher came along and snatched my papers on which I had been doodling... She did not realize that analyzing tic-tac-toe can lead inio dozens of non-trivial mathematical questions.


-Martin Gardner,
Math. Intell., 1997.

### 17.1 Introduction to game theory

Games have been played by humans for centuries, and until recently, the study of games seerns to have concentrated on some board games and games of chance. Presently, the study of games concentrates more on strategy and maximizing payoffs or minimizing losses, especially in business ventures or tactical situations. Early in the 20th century, Emile Borel is often credited as starting the new theory of games. In 1928, John von Neumann [554] published his first paper on game theory, with the more extensive treatise Theory of Games and Economic Behavior [393] co-authored with the economist Oskar Morgenstern appearing in 1944. Another soon to be classic The Compleat Strategyst [572] (primarily on two-person zero sum games), appeared in 1954 and 1966. Other "modern" texts on game theory include [41], [359], [379], and [447] (to name but a very few). Game theory today is now extensively studied in economics, operations research, military, political and other social seltings, with the foundational work of von Neumann and John Nash standing out. The book [530] gives an account of game theory in terms of hypergraphs.

Game theory is now a very broad subject, addressing many questions regarding (to list just a few) winning strategies, expected winnings, minimizing losses and
maximizing gains, zero-sums games, perfect and non-perfect information games, continuous or infinite games, equilibriums and saddle points, $n$-person games, games with no natural outcome, voting theory, and tree games. Much of modern game theory is represented with and analyzed by matrix theory, probability (for games of chance), and linear programming--mathematical induction seems to be only occasionally used explicitly in such discussions regarding game theory.

The paper [113] discusses extensively backward induction in game theory, including the centipede game, NIM, the Prisoner's dilemma, the chain-store game (a game with real world business implications), and essentially, the colored hats puzzle (with muddy children, instead). The "backward induction paradox" and many topics mentioned in that paper are not developed fully here. A second paper about induction in game theory is [127], about backward induction in mortgage analysis, with reference to Monte Carlo analysis in finance. The paper [301] addresses "inductive game theory" with respect to Nash equilibrium and other topics. In [530, $103-108]$ is an inductive proof of a major result due to Snevily regarding Chvátal points in a simple game (details go beyond the intended scope of this section).

The following sections on games only include the analysis of a small class of games where induction is highlighted. For many more examples of induction applied to games, see [462]. For a general introduction to games that has many carefully worked simple examples regarding matching algorithms, social justice issues (including voting theory and Arrow's theorem), cooperative games, and many others, sec [241].

In many simple finite two-person games, analysis of strategy can invoke inductive reasoning; after all, a player's next move often depends on the position that arose from previous moves. In On Numbers and Games [115], John Conway developed a notation for such games that is inductively defined.

### 17.2 Tree games

### 17.2.1 Definitions and terminology

Definition 17.2.1. A tree game is a two-player (White and Black) garne where the playors take alternate turns making a move, where
(i) at each turn the next player has only finitely many possible moves,
(ii) each player knows the moves of the opponent (the game is a "perfect information game"), and
(iii) the game takes at most a predetermined number of moves, and at or before the end of that number of moves, the outcome (one player wins or there is a draw) is determined.

Note: Some authors (e.g., see [533]) insist that there are no draws in their definition of a tree game.

For example, tic-tac-toe is a tree game, but poker is not. Bridge is a tree game, where a player is really a team of two players. Chess can be considered as a tree game, for under many systems of rules, if a position is repeated three times, a draw is declared. (Many chess games are timed, or have a limit of say, 52 moves.) The famous compilation Winning Ways [49] (the older version has two volumes, a more recent edition has four volumes) is perhaps the bible of two-person tree games; see also [246]. Backgammon, Hex, and NIM are all tree games. Rock-scissors-paper is not a tree game as players do not alternate moves. For topics covered here and more, the delightful book Excursions into Mathematics [42, Ch. 5] contains a very casy to read introduction to game theory, in particular, tree games. Similar comments can be made about [533], although it is probably harder to find outside of the Chicago area.

Tree games can be represented by a rooted tree (sce Section 15.2 for relevant terminology): the vertices of the tree are the possible positions of the game (where the root is a starting position) and there is a directed edge from position $p_{1}$ to $p_{2}$ iff there is a proper move from $p_{1}$ to $p_{2}$. [To get an actual tree structure, some positions may be repeated; also, a game may have many starting positions, so one null position might serve as a root for the tree-or could one call these "forest games"?] Condition (i) above ensures that the associated tree is locally finite (for each vertex $v$, there are only a finite number of positions $p_{i}$ so that $v \rightarrow p_{i}$ ). Condition (iii) above guarantees that the tree has only finite height (the length of its longest branch).

A strategy for playing a game is a set of rules that determine the moves of a player, that is, if $\mathcal{S}$ is the set of possible positions of a game, then a strategy is a function $\psi: \mathcal{S} \rightarrow \mathcal{S}$.

Convention dictates that White is the player who moves first. If it is possible for White to win no matter what Black then moves, one say's that "White to win" is a natural outcome, or that White has a winning strategy. Similarly, define the natural outcome "Black to win". If both players can prevent the other from winning, the natural outcone is a draw. If $\mathcal{G}$ is a game, then $\mathcal{G}^{\prime}$ is the game with the roles of Black and White reversed; $\mathcal{G}^{\prime}$ is called an inverted game, the inverse of $\mathcal{G}$. If $\mathcal{G}$ is a game with a natural outcome, then $\mathcal{G}^{\prime}$ also has a natural outcome.

A position of the game is called an N-position if the next player to move can force a win, and a position is called a P-position if the previous player can force a win. An N-position is often called a winning position and a P-position is called a losing position. These definitions avoid one having to say that a position is a winning or losing position for which player.

Remark: A position is an N -position iff every proper move results in a P -position, and a position is a P-position iff every proper move then results in an N -position.

Excrcise 569. Prove by induction on the length of the longest sequence of moves that cevery tree game has a natural outcome.

Exercise 570 (December 31 game). Two players alternately select from among the 365 dates in a calendar year. On any move, a player can increase the month, or
the day, but not both. The starting position is January 1, and the player naming December 31 is the winner. The first player can name any day in January, or the first of any month. Derive a winning strategy for the first player.

### 17.2.2 The game of NIM

The game of NIM is played by two players. To begin, some stones are presented in various piles. A move consists of one player removing any positive number of stones from any one pile. The players alternatcly make a move. The winner is the player who picks up the last stone(s). For example, if there are only two piles each consisting of two stones and the first player removes both stones from the first pile, the second player wins by removing both stones from the second pile. If however, the first player removes only one stonc from the first pile, the second player can force a win by removing only one stone from the second pile (because the first player can not remove both remaining stones on the next move).

Consider $p$ piles to be in some order, and at some point in the game, suppose that for cach $i$, let, $n_{i}$ denote the number of stones in the $i$-th pile. Such a position is denoted by ( $n_{1}, n_{2}, \ldots, n_{p}$ ). In the above example with starting position ( 2,2 ), the position ( 1,1 ) is a losing position (a P-position); the position ( 0,0 ) is also a P-position.

The game with starting position ( $1,3,5,7$ ) is now popular; a variant of it was played in the movic "Last year at Marienbad" (see [42, p. 341]). The word "NIM" apparently comes from the German word "nehmen", which means "to take". [In Germany, take-out food is ordered "nchmen mit", to "take with".]
Exercise 571. Prove that the position $(1, n, n \div 1)$ is a losing position in NIM if and only if $n$ is even.

The secret to finding a winning strategy in NM is in evaluating what are called "NIM-sums". For a position ( $n_{1}, n_{2}, \ldots, n_{t}$ ), define $\sigma_{i}=\sigma_{i}\left(n_{1}, \ldots, n_{t}\right)$ to be sum of the $i$-th binary digits of $n_{j}(1 \leq j \leq t)$. The following is well-known:
Theorem 17.2.2. A position $\left(n_{1}, n_{2}, \ldots, n_{t}\right)$ in NIM is a P-position iff for each $j=1, \ldots, t$, the NIM-sum $\sigma_{i}$ is cven.

So a winning strategy for a game of NIM is to remove stones from one pile that makes all NIM-sums even. One might notice that if a position already has all NIM-sums even, then it is impossible to remove any stones without destroying this pattern. The example ( $1,3,5,7$ ) is a losing position ( P -position) because $1=1,3=11$, $5=101$, and $7=111$; the NIM-sums are (from left to right) 2,2 , and 4 respectively.

As another example, $(41,58,26,9)$ is a P-position: $41=101001,58=111010$, $26=11010$, and $9=1001$. The sums of the six columns are (from left to right) $2,2,2,0,2,2$, respectively.

On the other hand, the position $(150,37,93,106)$ is an N-position:

$$
150=10010110.37=100101,93=1011101, \text { and } 106=1101010,
$$

and the column sums are $1,2,2,2,2,3,2,2$ respectively (so bad columns correspond to the digits in the $2^{7}$ column and the $2^{2}$ column). In fact, there is only one winning move, removing $132=128+4=2^{7}+2^{2}$ from the first pile:

$$
150=10010110 \rightarrow 00010010=18
$$

The following exercise is given without solution, however the same idea is used in Exercise 573, which does have a solution.

Exercise 572. Prove Theorem 17.2.2. Hint: Induct on the sum of the $n_{i}$ 's.
One can extend the game of NIM to $\operatorname{NIM}(k)$, where the rules are the same as NIM, except that a player may remove stones from up to $k$ different piles. (So NIM is the same as NIM(1).) Call a position in NIM $(k)$ satisfactory if for every $i, \sigma_{i} \equiv 0$ $(\bmod k+1)$.

The following exercise is non-trivial.
Exercise 573. Prove by induction on $n=n_{1}+\cdots+n_{t}$ that a position ( $n_{1}, \ldots, n_{t}$ ) in NIM(2) is a losing position (P-position) if and only if it is satisfactory.

For example, the position $(7,8,9,10)$ is an N -position for $\mathrm{NIM}(2)$; the move to $(1,8,9,9)$ creates a P -position.
'The reader might have already observed that Theorem 17.2.2 says that a position in NIM is a P-position iff for every $i, \sigma_{i} \equiv 0(\bmod 2)$, and so is a satisfactory position. The interested might guess that. NIM and NIM(2) are special cases of the following exercise (given without solution).

Exercise 574. Prove that for each $k \geq 1$, a position in $N I M(k)$ is a P-position iff it i.s satisfactory.

### 17.2.3 Chess

In chess, a knight's move consists in moving two squares vertically and one horizontally, or or two squares horizontally and one vertically.

Exercise 575. Suppose that a knight sits on a chessboard, infinite in every direction. Let $f(n)$ denote the number of squares the knight could reach after precisely $n$ moves. Observe that from Figure $17.2 .3, f(0)-\ddot{1}$ and $f(1)=8$. Prove that $f(2)=33$, and for $n \geq 3, f(n)=7 n^{2}+4 n+1$.

Exercise 576. Let an infinite chessboard have squares labelled ( $m, n$ ), where $m$ and $n$ are positive integers. Show that by starting at (1,1), a knight can reach any square on the chessboard in a finite number of moves.


Figure 17.1: Squares reachable by knight after 0 or 1 moves

### 17.3 Tiling with dominoes and trominoes

The next few problems fall under what are known as tiling problems. A polyomino of order $s$ is a shape consisting of $s$ identical squares attached by edges. Solomon W. Golomb introduced polyominoes in 1954 [218], and wrote a popular book [219] on the topic. For the interested reader, a standard modern reference is George Martin's book [365] on the subject. (Sce also [292, p. 45], for further references.)

A domino is a shape formed by joining two squares of same size along an cdge. (In actuality, dominoes have dots on them, but the dots will not be used here.) A standard problem regarding dominoes is found in Exercise 577, related to Fibonacci numbers.

Exercise 577. Show that the number of ways to place dominoes in a $2 \times n$ array is a Fibonacci number.

There are only two polyominoes of order 3, called trominoes, namely three squares in a row, and three forming the shape of an L. There are many tiling problems for polyominoes in general: however, only a small sample of problems for L-shaped trominoes is given here.

To gain familiarity with the general idea, the reader might first try to take threc L-shaped trominoes and form a perfect $3 \times 3$ square-it can't be done. How about a $3 \times 5$ rectangle? A $5 \times 5$ board with a missing square next to a corner can not be covered by L-shaped trominoes; however, such a board with a corner missing can be tiled.

The next exercise is rather easy, and does not really need induction:
Exercise 578. For any $m$ and $n$ that are multiples of 2 and 3 respectively, an $m \times n$ checkerboard (with no squares missing) can be covered with L-shaped trominoes.

Exercise 579. For any $n \geq 2$, $a \times n$ checkerboard can be covered by $L$-shaped trominoes.

Exercise 580. For each $n \in \mathbb{Z}^{+}$, a $2^{n} \times 2^{n}$ checkerboard with any one square removed can be covered with L-shaped trominoes.

The next two exercises are far more challenging; solutions are only outlined.
Exercise 581. For any even number $n \geq 14$ that is not a multiple of 3, an $n \times n$ checkerboard with any one square removed can be covered by L-shaped trominoes.

Exercise 582. For $n>5$, every $n \times n$ checkerboard with a square missing can be covered with $L$-shaped trominoes if $n$ is odd and 3 divides $n^{2}-1$.

### 17.4 Dirty faces, cheating wives, muddy children, and colored hats

Problems and puzzles in this section may be roughly described to be of the type I know that you know that I know that you know that I know ...

The remarkable feature of the puzzles in this section is that information is gained by people repeatedly saying "I don't know." Some authors might loosely classify the problems in this section as "knowledge propagation" problems, or "common knowledge" problems, falling into a modern area of epistemology some have recently called "reasoning about knowledge" (see [184]).

The variety of problems of this type now includes puzzles regarding (to name but a few) dirty faces, holding cards up to one's forehead, cheating wives, muddy children, and colored hats. (See [511] and other references below for examples.) Some of these problems are simply a restatement of others; some enjoy subtle differences. Only a very brief chronology of four such problems is given here, the first three of which are essentially the same problem, and the fourth a slight strengthening of the first three.

### 17.4.1 A parlor game with sooty fingers

According to [66], the history of the following problem goes back to at least 1832, from a game where people pinch their neighbor on the face, and some of the people have soot on their fingers. If two people end up with a smudge on their faces, everybody laughs, but each of the two with a smudge think that the rest are laughing at the other. Also according to [60], a version with three people was mentioned in the mathematical literature in 1935.

One of the popular variants appeared in Littlewood's 1953 A Mathematician's Miscellany [348, p.3] (or [349, p. 25]). Implicit, in Littlewood's story are the following rules or assumptions:

- Thrce intelligent and honest women $A, B$, and $C$, are riding together on a train.
- Some or all of the women have a dirty face, each woman not knowing the condition of their own face.
- If a woman sees dirt on the face of another, she begins to laugh.
- Any woman who is laughing stops laughing if and when she (correctly) deduces that she also has a dirty face.

The original statement of the problem starts out by saying that all three women have dirty faces, and hence all begin to laugh; can each deduce the condition of their own face?

Can $\boldsymbol{A}$ deduce that her face is dirty? She might argue as follows: Suppose that her face is not dirty. Then $B$ ought to know that $B$ has a dirty face because $C$ is laughing at someone other than $A$. Since $B$ is still laughing, $A$ deduces that her face must be dirty.

Littlewood points out that an extension to $n$ ladies, all laughing, is possible and is provable by induction. How would such an argument go? The induction essentially proceeds on the number of dirty ladies-and some kind of time-step for each logical conclusion: suppose that ladies $A_{1}, \ldots, A_{n}$ all have dirty faces. Then $A_{1}$ can conclude her face is dirty when the remaining $n-1$ women have not, after a reasonable amount of time, yet concluded what their own conditions are.

What is a "reasonable" amount of time? The next two variations of the dirty face puzzle have since clarified how long is reasonable by incorporating into the puzzle steps that can count the decisions and inferences being made.

### 17.4.2 Unfaithful wives

In 1958, George Garnow and Marvin Stern [206, pp. 20.23] published the problem (or puzzle, or paradox) of the "unfaithful wives".

The unfaithful wives problem highlights that the reasoning by the women in the train not only must take place in steps, but also that the reasoning also works when not all of the faces are dirty. [The analysis for dirty faces on the train also works when not all women are dirty.]

In the original version, Sultan Ibn-al-Kuz knows that 41 wives in a city are unfaithful, including the wife of his vizier, and decides that something needs to be done. The sultan proclaims that if a husband can correctly deduce that his wife is cheating, he should shoot her. The vizier was not so intelligent as the rest of the citizens in the city, and only 40 of these wives were discovered and shot. The version here only has 40 cheating wives. The assumptions are:

- A city has $n \geq 40$ married couples, and a Sultan who rules the city; the Sultan is not marricd.
- Precisely 40 of the wives are cheating on their husbands.
- The Sultan announces that at least one wife is cheating, but does not share precisely how many.
- If a particular wifc is cheating, everybody in the city except her husband is aware of the infidelity.
- Husbands never find out about their wives' activities through personal communication.
- All husbands are honest, intelligent, and think logically.
- If a husband of a cheating wife can logically (and correctly) deduce that his wife has been stepping out, then he makes such a deduction, and by an order from the Sultan of the city, shoots his wife.

Two more assumptions are implicit in the problem, but for clarity are given explicitly:

- All shootings are to occur at roughly the same time each evening.
- All husbands can hear precisely how many shots, if any, are fired cach evening.

On the day the proclamation was announced (day 1), no shots are fired (and all citizens "hear" no shots). Up to and including day 39 , no shots are fired, however, on the $40 t h$ day, there were 40 shots, all of the cheating wives being shot (and no more). [The version from [206] actually started on day 0 , and on day 40 , forty wives were shot, but one wife escaped execution because her husband was incapable of the logic required.]

What is the logic behind the unfaithful wives problem? Rather than totally expounding on such a morbid, insensitive, and politically incorrect puzzle, only a bricf discussion is given here. The "muddy children" puzzle in the next section has precisely the same ingredients, and so more of the logic is examined then.

Rather than forty wives cheating, suppose that only one wifc, $W$ is cheating on husband $H$. On day 1 , all but $H$ know that $W$ is cheating, and $H$ knows that no other wifc is cheating, but because of the announcement by the Sultan, knows that at least one wife is unfaithful, so it must be his wife.

The next simplest case is when two wives are cheating, say $W_{1}$ and $W_{2}$, married to $H_{1}$ and $H_{2}$ respectively. On day 1, both $H_{1}$ and $I_{2}$ know about each other's wife, but not about their own wives. At the end of the first day, no shots are fired, and so each concludes that at least two have been unfaithful (otherwise the scenario is like in the last paragraph, and someone would have been shot). Since, for example, $H_{1}$ knows that $W_{2}$ is cheating and at most one more is cheating (his own wife, $W_{1}$ ), $H_{1}$ deduces that his wife is cheating; $H_{2}$ arrives at a similar conclusion, so on day 2 , both $W_{1}$ and $W_{2}$ are shot.

An inductive argument then shows how it was that on the fortieth day, all cheating women were shot. See the next section (Exercise 583) for the proof.

### 17.4.3 The muddy children puzzle

A more sensitive variant of the cheating wives puzzle, which is "mathematically identical", has recently become a standard presentation. This variant is called the "muddy children puzzle", perhaps first formulated by Barwise [39] in 1981. A slight variation of this puzzle is as follows:

- $n \geq 1$ children are in a playground, all honest and very clever.
- Each child may or may not have a muddy forchead; each child cannot see mud on their own forehead, but can clearly see all other foreheads.
- There are $k \geq 0$ children with a muddy forehead.
- A teacher proclaims publicly that at least one child has a muddy forchead, that is, the teacher informs the group of children that $k \geq 1$. The teacher does not state the precise value of $k$.
- Once each minute, the teacher announces the same statement: "if any of you know for certain that your forehead is muddy, all at once, raise your handnow".

When $n=1$, then $k=1$ and so the one child knows before the first announcement by the teacher.

When $n=2$ and $k=1$, the muddy child sees no mud on the other, and so can raise a hand upon the first announcement; the non-muddy child sees mud on the other, and cannot yet tell the state of his/her own forchead. When $n=2$ and $k=2$, each of the two children see a muddy forehead, and so upon the first, announcement, neither can raise a hand. Upon the second announcement, each may conclude properly that their own forehead is muddy; each argues that if only one had a muddy forehead, one would see no muddy forehead and so that child would have been able to deduce mud on his/her forehead before the first announcement.

The general claim is that after $k-1$ announcements, nobody has yet put up a hand, and after the $k$ th announcement, only the $k$ muddy children raise a hand. However simple this clairn is, in order to prove it by induction, it is convenient to state the claim in much more detail:

Proposition 17.4.1. If $n \geq 1$ children play the above game, where precisely $k \geq 1$ of the children have muddy foreheads $(1 \leq k \leq n)$, then after each of the first $k-1$ repetitions of the teacher's announcement, no child raises a hand, but only after the $k$ th announcement, all of the $k$ muddy children raise their hand (and no others do) by using reasoning based on sceing only $k-1$ other muddy faces. Furthermore, after the $(k+1)$ st announcement, all children raise their hand, the non-muddy children basing their conclusions upon secing $k$ muddy faces (and those children raising their hands upon the kth announcement).

The solution to the following exercise is given:
Exercise 583. Prove Proposition 17.4.1 by induction on $k$.

### 17.4.4 Colored hats

In Martin Gardner's book Penrose Tiles to Trapdoor Ciphers [214, pp. 138-149], the dirty faces (or muddy children) puzzle is taken to yet another level.

Three men, $A, B$, and $C$ are in a dark room, and someone puts on each head either a red hat or a black hat. The lights are turned on, and each can see the hats of the other two men, but not his own. Any man seeing a red hat must raise his hand. The first person to deduce the color of his own hat is the winner.

If all three hats are red, everyone raises their hand, and the fastest thinker of the three, say $C$, could deduce the color of his own hat as follows: if $C$ 's hat were to have been black, $A$ would know that since $B$ sees a red hat, it must be $A$ 's, so $A$ would quickly announce that his hat was red, but he hasn't done so yet, so $C$ deduces that his hat is red.

Consider the case with four men, all with red hats, and suppose that $D$ is even quicker than the rest. He reasons as follows: "The other three have red hats. If I have a black hat, the remaining three have red hats, and they now are in the situation above. So if I have a black hat, the fastest of the remaining three, say $C$ again, will deduce his hat is red, but he doesn't, so mine must be red."

Arguing by induction, if $n$ mon have red hats, the fastest thinker, after waiting an appropriate time, would deduce that his hat is red. Of course, the fastest thinker would have to know how long it would take $C$ to make the first deduction, and failing that, how fast it would take $D$ to deduce his color, and so on, so in this solution, one assumes that the fastest thinker also knows how fast the others are.

To eliminate vague aspects of the aforementioned inductive solution, suppose that there are $n$ men seated in a column, one behind another, so that each can only see the color of hats on men in front of them. There only $n-1$ black hats and $n$ red hats (and the men know this). Each of the men are asked, in order (from the back of the column), if they know the color of their own hat. Assume that each is capable of making the deductive reasoning as above (and they are honest). For the case of three men, all with red hats, the man in the back, $A$, answers "no", because he sees two red hats, and knows that one remains, perhaps on his head or not. B sees one red hat and similarly can not deduce his color, so replies "no". Then $C$ deduces that, because $A$ said "no", there is at least one red hat in front of $C$, and if $B$ were to have seen only a black hat, $B$ would know that his was red; so $B$ 's negative response indicates that $B$ saw a red hat, and $C$ answers "yes".

Exercise 584. Extend this last scenario to $n$ men, ( $n$ red hats, $n-1$ black hats, and all receive red) and prove that the man sitting at the front can be blind and still deduce the that his hat is red.

Returning to the original scenario with three men $A, B$, and $C$, each being able to see the other two. If questioned in order, $A$ will say "no", $B$ will say "no" and then $C$ will say "yes". In fact, before $A$ is questioned, both $B$ and $C$ know that $A$ will say "no", so to ask $A$ provides no useful information. However, if the questioning begins with $B$ (skipping $A$ ), it seems that $C$ can not make his deduction. Is this a paradox? Not really, since when $A$ is asked, $C$ does not know that $B$ knows $A$ will say "no".

### 17.4.5 More related puzzles and references

See Gardner's book [214] for a more detailed and lively discussion of induction and colored hats. Gardner also expands on a wonderful paradox regarding cards with consecutive integers on opposite sides, taken from Littlewood's Mathematician's Miscellany [349, p. 26], a "monstrous hypothesis" attributed to the physicist Erwin Schrödinger. [Note: 'There is a mistake in Gardner's bibliography; the title he gave Littlewood's book was A Mathematician's Apology, the title of a book by G. H. Hardy (1877-1947).] Gardner also cites [81], [144], [211, prob. 87], [378], and [417], (among others) as references for further reading.

Terence Tao recently put a version of the muddy children puzzle (called the "blue-eyed islander puzzle") on his blog [526]. The comments posted might make very interesting reading, as many readers seem to try very hard to find a flaw in the language used to present the puzzle.

A recent (2009) article by E. Brown and J. Tanton [76] is an entertaining introduction to the colored hats problem (and many of its variants). The article [66] also has many other puzzles related to the muddy children puzzle, including the "consecutive integer game" (briefly mentioned above) the "arithmetic mean game" (by David Silverman), the "sum game" (by Andy Liu), and the powerful "Conway-Paterson game" (due to John Horton Conway and Mike Paterson), which generalizes the muddy children puzzle.

See [548] or [258] for on-line articles for more on "rcasoning about knowledge". As mentioned above, the book Reasoning About Knowledge [184] describes many applications of the kind of reasoning shown above to game theory, economics, and communication theory.

### 17.5 Detecting a counterfeit coin

One is given a collection of $m \geq 3$ coins that all look the same, but one of which is known to be counterfeit and has a weight slightly different from that of a genuine coin. Using only a balance scale (with two pans and equal arm lengths), how many weighings are necessary to find the coin? This problem can be stated in another way:

Question 17.5.1. For an integer $n \geq 1$, what is the maximum number of coins from among which a (single) counterfeit can be detected by at most $n$ weighings.

Since the actual weight of the counterfeit coin is unknown, but close to the original, the only kind of useful weighing is with the same number of coins are put in each pan (call them left and right). Note that for two coins, there is essentially only one weighing, and such a weighing docs not reveal which is counterfeit, only which is heavier. It follows then that in Question 17.5.1 only $n \geq 2$ and $m \geq 3$ need be examined.

A fairly simple argurnent shows that a counterfeit coin can be found from among at most $m=3$ coins with at most $n=2$ weighings: Suppose that one of thrce coins $C_{1}, C_{2}$, and $C_{3}$ is counterfeit. Setting one coin aside, say $C_{1}$, put $C_{2}$ in the left pan and $C_{3}$ in the right. If the scale balances, then neither of $C_{2}$ or $C_{3}$ is counterfeit, and so $C_{1}$ is the fake (found after only one weighing). If the scale tilts to one side, then $C_{1}$ is not counterfeit, and one more weighing with $C_{1}$ against $C_{2}$ gives enough information to to say which is the counterfeit (and whether or not it is heavy or light).

With a bit of work, one can see that two weighings are not sufficient to determine a counterfeit from among $m \geq 4$ coins, but three weighings are. So the answer to Question 17.5 .1 for $n=2$ is $m=3$ coins.

The next case, for three weighings, is already a bit complicated. It turns out that from among at most 12 coins, a counterfcit can be found with three weighings. There are essentially two different sequences of weighings, one sequence being contingent upon outcomes, and another sequence prescribed in advance.

For the contingency method, label 12 coins A, B, C, ..., J, and K. Follow the weighings in the chart below, depending on the outcomes; follow the left branch if the left side is heavy, the center branch if the scales balance, and the right branch if the right side is heavy.

Notice that there are only 24 possible outcomes, as three positions for the final weighing are impossible (due to information gained from first two weighings).

Examine more closely the second weighing; some information from the first is carried down. In the first case, where ABCD is heavier than EFGH, then I, J, K, and L are all genuine, so in the first weighing of the second row, I can be taken as a genuine (or test) coin. Furthermore. A, B, and C are not light, and E and F are not heavy.

For the second case in the second row (when ABCD-EFGH balances), eight coins are known to be gennine, leaving only I, J, K, and L, as unknown. Any one of the first coins, in this casc, A, can be used as a reference (or test) coin. The third case in the second row is symmetric with the first case.

These two patterns ( 3 not light, 2 not heavy, and 1 test coin, or, 4 unknown coins and a test coin) are actually early cases of some special variants of Question 17.5.1. 'Lo give a solution to Question 17.5.1, certain special cases or variants of the question are shown first (each by induction). Some variants of the counterfcit coin


Figure 17.2: Three weighings to find counterfeit among 12 coins
problem may now seem natural:

- The weight of the counterfeit coin is known (to be, say, lighter).
- One marked coin is known to be genuine (a reference, or labelled test coin, is one of the coins).
- All coins are either white or black; if the counterfeit is white, it is light, and if the counterfeit is black, it is heavy.
- Identify the $n$ weighings in advance (not using information from one weighing to decide what to weigh next). [Suppose that some algorithm successfully identifies a counterfeit coin from among $m$ coins using $n$ weighings. If this algorithm has steps that depend on previous weighings, such an algorithm is called a contingency algorithm. If a sequence of $n$ weighings can be prescribed in advance, then this sequence is called a prescriptive algorithm. So this variant is to insist upon a prescriptive algorithm.]
- At most one coin is counterfeit (as opposed to exactly one).
- After the counterfeit coin is identified, one must identify whether it is heavier or lighter than a genuine coin.
- There are two (or more) counterfeit coins.
- There are any number less than $m / 2$ counterfeit coins (there may be nonc).

The answer to the first variant (and including the sixth variant) is surprisingly simple:

Exercise 585. Suppose that a counterfeil coin is always lighter than a genuine coin. Use induction to prove that for each $n \in \mathbb{Z}^{+}, 3^{n}$ is the greatest number of coins for which a single counterfeit coin can identified by (at most) $n$ weighings. Hint: Partition $3^{n}$ coins into three equal groups.

The information that a counterfeit is always lighter is rather powerful; losing this information reduces the number of coins (to about half-see below) that work for $n$ weighings, but this number is still $3^{n}$ for the black-white variant above:

Lemma 17.5.2. Suppose that all coins are either white or black; if the counterfeit is white, it is light, and if the counterfeit is black, it is heavy. Furthermore, assume that the number of white coins and the number of black coins differ by at most one. Under these conditions, for each $n \in \mathbb{Z}^{+}$, a counterfeit coin can be identified and classified among $3^{n}$ coins by (at most) $n$ weighings.

Proof outline: For each $n \in \mathbb{Z}^{+}$, let $C(n)$ be the statement of the lemma.
Base step: For $n=1$, consider $3^{1}=3$ coins, and without loss of generality, suppose that two are black and one is white. Put a black on each pan and set the white aside; if the scale balances, the white coin is counterfeit, and since it is white, is lighter than a genuine coin. If the scales tips, say the left side down, then the black on the left is heavy (the black on the right can not be light). In any casc, the counterfeit coin is identified from among three coins and classified as heavy or light, so $C(1)$ holds.
Induction idea: To see how the induction works, it is helpful to look next at the case $n=3$, assuming, for the moment, that $C(2)$ has been shown. Consider $3^{3}=27$ coins, with, say, 14 black, and 13 white. Partition these 27 coins into three groups, say $G_{1}$ with 4 black and 5 white, and $G_{2}$ and $G_{3}$ each with 5 black and 4 white. Put $G_{2}$ on the left, weighed against $G_{3}$ on the right. If the scale balances, the counterfeit coin is in group $G_{1}$ and so $C(2)$ applies to a set of 9 coins, 4 black and 5 white. If the left pan goes down, either one of the 5 black from $G_{2}$ is heavy, or one of the 4 white from $G_{3}$ is light; the induction hypothesis $C(2)$ now applics to these $3^{2}=9$ coins. Similarly, if the scale tips to the right, the counterfeit is among the 4 white in $G_{2}$ or the 5 black in $G_{3}$, and again $C(2)$ applies.

Once the inductive step is proved (see Exercise 586 below), the result is true by mathematical induction.

Exercise 586. Finish the inductive step in the proof of Lemma 17.5.2.
Two points are to be made: First, Lemma 17.5.2 is still true for any distribution of black and white (sce [364]). Second, Lemma 17.5 .2 is optimal; if more than $3^{n}$ coins are used, then at least $n+1$ weighings are required (no matter what the distribution of black and white).

The following discussion might make the second assertion believable. Since each weighing yields one of $\mathrm{L}, \mathrm{R}$, or B (alance), and in $n$ weighings, there are $3^{n}$ (theoretically) possible outcomes, one could not expect to have gathered enough information when more coins are used.

In fact, when one coin is counterfeit, a sequence of $n$ balances does not help to find and classify the coin, so at most $3^{n}-1$ outcomes make sense. When the relative weight of the counterfeit is required, the number of different outcomes must be at least twice the number $m$ of coins (each could be light or heavy), $3^{n}-1 \geq 2 m$. In fact, $m$ must be slightly smaller, but before presenting the answer to Question 17.5.1, another variant is solved, where one coin is known as a test-coin.

Lemma 17.5.3. Fix $n \in \mathbb{Z}^{+}$, and consider a collection of coins, exactly one of which is counterfeit, and one genuine coin is marked "test-coin". Then $m=\frac{3^{n}-1}{2}$ is the maximum number of coins so that $n$ weighings identifies the counterfeit, coin and finds if it is light or heavy.

The following gives an answer to Question 17.5.1:
Theorem 17.5.4. For $n \in \mathbb{Z}^{+}, \frac{3^{n}-3}{2}$ is the maximum number of coins, one of which is counterfeit, so that $n$ weighings identifies the coin and finds if it is light or heavy. If one needs only locate a counterfeit coin, and not classify it as light or heavy, then one more coin can be used, giving $\frac{3^{n}-1}{2}$ coins (and this number is optimal).

### 17.6 More recreations

In this section, only four puzzles are given, the first two of which have solutions that involve iteration.

### 17.6.1 Pennies in boxes

Online sources say that this next problem is first found in [98, pp. 27-28], where there are many other applications and games that are solved by iterative processes.

Exercise 587. Suppose that $N$ pennies are distributed among $n$ boxcs labelled $B_{1}, B_{2}, \ldots, B_{n}$. If box $B_{i}$ and $B_{j}$ have $p_{i}$ and $p_{j}$ pennies respectively, with $p_{i} \leq p_{j}$, an allowable move is to transfer $p_{i}$ pennies from $B_{j}$ to $B_{i}$ (doubling the number of pennies in the less full box). Prove that no matler what the original distribution of pennies is, it is possible after only finitely many allowable moves, to transfer all pennies into one or two boxes, and if the total number $N$ of pennies is a power of 2, then all pennies can be transferred to just one box.

### 17.6.2 Josephus problem

The next problem is often called the "Josephus" problem, or the "Flavius" problem. Josephus ben Matthias was a Jewish "priest" who became an unwilling soldier in the

Jewish rebellion against the Romans (in fact, he was made commander of Galilee). The Jews were defeated in 66 A.D. and Josephus was taken prisoner under Vespasion Flavius. Two years later, Vespasion was named emperor, and subsequently, Josephus was released, took the emperor's family name (calling himself Josephus Flavius) and then became a soldier and historian for the Romans. Much of the history he writes about, he himself took part in.

The situation regarding the capture of Josephus is the basis of an intriguing [to some, at least] mathematical problem. Facing ultimate defeat, Josephus's men agreed that it would be better to commit suicide rather than to be captured and enslaved by the Romans; Josephus was of another mind-his men could not convirice Joscphus to join the mass suicide. In fact, some passages of Josephus's writings seem to indicate a certain animosity on behalf of his soldiers and they wanted him dead. Josephus seemed to agree to join in if there were some kind of rule that would determinc how they would all die, a rule which perhaps appeared random, however "allowed" himself (and one co-conspirator) to survive. In his own words [295, p. 787, 3.8.7, line 388]:
"And now" said he, "since it is resolved among you that you will die, come on, let us commit our mutual deaths to determination by lot. He whom the lot falls to first, let him be killed by him that hath the second lot, and thus fortune shall make its progress through us all: nor shall any of us perish by his own right hand, for it would be unfair if, when the rest are gone, somebody should repent and save himself."

Josephus did not say how lots were arranged --in his biography; he just continues (line 391) "yet was he [Josephus] with another [co-conspirator] left to the last, whether he must say it happened so by chance, or whether by providence of God;...", that he made a pact with another last survivor [whom I called the "co-conspirator" above, though he might have been innocent] and then the story moves on. [The order of execution might have been "everyone else first"!]

From this story, somehow a mathematical question arose; I have not located precisely who first invented this question, but somehow the story above has evolved (into many similar stories). Perhaps someone first asked "if the pattern of suicides is as follows, ..., where should Josephus place himself in the pattern to survive?" At least in the biographical-historical records of Josephus, there does not seem to be any evidence of Josephus applying mathematics to the problem.

So one story goes (see [267, pp. 121-126]) Josephus and 39 others remained in a cave, and to avoid their ultimate defeat and surrender, they formed a suicide pact. The soldiers were to stand around in a circle, say numbered $1-40$. Beginning with soldier number 7 , every seventh surviving soldier in rotation was to be killed. In one version, Flavius did not want to die, and so calculated where he must stand to be the last person standing. (The soldier to be killed was to be killed by the next soldier in the sequence, but for present purposes, it suffices to assume that each
commits suicide.) In order, soldiers numbered $7,14,21,28,35,2,10,18,27,36,4$, $13,25,32,1,12,24,34,6,19,31,5,20,37,11,29,8,26,9,33,17,3,40,39,15$, $22,38,16,25,30$ are to be killed, so Josephus stood in position 30. [Note: in [267], they claim position 24 is the right one; however, this must be because the soldier numbered 1 was the first to go.] One could ask a more general question: what if Josephus had a co-conspirator and both were to be spared? Where should the two of them stand to be in the last two positions standing?

In another version (see [230, 8-20]) there were 41 soldiers in all, and cvery third soldier is killed, in which case Josephus and his friend should then stand in positions 16 and 31 if to survive. For more history of this problem, further references, and other interpretations and generalizations, see [267] and [481].

For each $n \geq 2$, and $q \geq 2$ (it is possible that $q \geq n$ ) define $J(n, q)$ to be the last surviving position when $n$ soldiers are in a circle and beginning with position $q$, every $q$-th remaining soldier is killed. Apparently (see [267]), there is no closed formula for $J(n, q)$, however there is one for $J(n, 2)$ (given as an exercise below). Before looking at the result in the exercise below, here is a chart for some small values of $n$; can you spot the pattern?

| $n$ | 2 | 3 | 4 | 5 | 6 | 7 | 8 | 9 | 10 | 11 | 12 | 13 | 14 |
| ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $J(n, 2)$ | 1 | 3 | 1 | 3 | 5 | 7 | 1 | 3 | 5 | 7 | 9 | 11 | 13 |

An expression for $J(n, 2)$ is remarkably casy to compute (see Exercise 588 below), and one proof for this expression relies on an idea contained following more general lemma.

Lemma 17.6.1. For positive integers $n$ and $q$ (where $q>n$ is allowed),

$$
\begin{equation*}
J(n+1, q)=J(n, q)+q \quad(\bmod n+1) . \tag{17.1}
\end{equation*}
$$

Proof: Suppose that $n+1$ soldiers are in a circle, named $1,2, \ldots, n+1$. The first soldier to die is $q$ modulo $n+1$. The remaining $n$ soldiers are

$$
1,2, \ldots, q-1, q+1, \ldots, n+1 \quad(\bmod n+1)
$$

and starting with $q+1$, the soldiers

$$
q+1, q+2, \ldots, n, n+1,1, \ldots, q-1
$$

form a new "game" with $J(n, q)+q$ being the last to go.
Note that when $q=2$, equation (17.1) says that

$$
J(n+1,2)=J(n, 2)+2 \quad(\bmod n+1),
$$

a key inductive step to finding a formula for $J(n, 2)$.
Exercise 588. Prove that if $n=2^{a}+t$, where $t<2^{a}$, then $J(n, 2)=2 t+1$. Hint: First prove the resull by downward induction when $n$ is a power of 2 , and then apply upward induction between powers of 2.

### 17.6.3 The gossip problem

Consider a collection of $n$ people, each person with a secret unknown to all others. People phone each other sharing all information known at the time of the phone call. Conference calls are not allowed. What is the strategy that allows for the fewest number of phone calls that result in everybody knowing all the secrets?

For only one person, no phone calls are required; for two people, only one call is necessary; for three people, three phone calls are required. With four people, say $\mathrm{A}, \mathrm{B}, \mathrm{C}$, and D , four calls are sufficient, say A-B, C-D, then A-C and B-D.

One obvious way to communicate all secrets is to first order the people, say, $P_{1}, P_{2}, \ldots, P_{n}$. If $P_{1}$ calls $P_{2}$, then $P_{2}$ calls $P_{3}$, and so on until $P_{n-1}$ calls $P_{n}$, then $P_{n}$ is the only person knowing all the secrets. Then $P_{n}$ knows cverything, as docs $P_{n-1}$, so $P_{n}$ makes $n-2$ calls to inform the first $n-2$, giving $2 n-3$ calls in all. However, one can do slightly better.

In advance, the people are divided into four groups-to set ideas, portion the people into roughly quarters, however the same proof works when the four groups are lopsided. One person from each group is identified as a leader. Each leader places phone calls to all other members of his/her group; the four leaders in total placing $n-4$ phone calls. Four phone calls between the leaders then share all secrets, and each leader then returns to call everyone in their group. In all, there are $(n-4)+4+(n-4)=2 n-4$ phone calls.

Exercise 589. Show by induction that at most $2 n-4$ calls among $n$ people are required for the gossip problem.

### 17.6.4 Cars on a circular track

Exercise 590. There are $n$ identical cars (with engines off) stationed around a circular track. Only enough gas for one car to complete a lap is distributed among all cars. Show that there is a car that can make its way around a lap by collecting gas from the other cars on its way.

## Chapter 18

## Relations and functions

That flower of modern mathematical thought-- the notion of a function.
-Thomas J. McCormack,
On the nature of scientific law and scientific explanation.

### 18.1 Binary relations

For more definitions relating to this section, sec Section 2.6. Let $A$ and $B$ be sets. A binary relation from $A$ to $B$ is a subset of the ordered pairs $A \times B=\{(x, y)$ : $x \in A, y \in B\}$.

If $R$ is a binary relation from $A$ to $B$, and $S$ is a binary relation from $B$ to $C$, the composition of $R$ with $S$ is a binary relation from $A$ to $C$ defined by

$$
R \circ S=\{(x, z) \in A \times C: \exists y \in B[(x, y) \in R,(y, z) \in S \mid\}
$$

(Caution: this notation can differ with the common notation for composition of functions-see comments following that definition.) Note that if $R \subseteq A \times B, S \subseteq$ $B \times C$, and $T \subseteq C \times D$ are binary relations, then

$$
(R \circ S) \circ T=R \circ(S \circ T)
$$

so in a sense, composition of relations is associative.
If $R$ is a binary relation from $A$ to $A$ (that is, $R \subset A \times A=A^{2}$ ) $R$ is said to be a binary relation on $A$. For a binary relation on a set $A$, define $R^{1}$ to be simply $R$, and for each $n \geq 2$, define recursively another relation on $A$, called the $n$-th iterate of $R$, by

$$
R^{n}=\left\{(x \cdot z): \text { if there exists } y \in A \text { so that }(x, y) \in R^{n-1} \text { and }(y, z) \in R\right\} .
$$

Under this definition of $R^{n}, R^{n-1}$ is composed with $R$; the reader can check that if one were to define it recursively as the composition of $R$ with $R^{n-1}$ instead, the result is identical. For example, if $A=\{a, b, c, d\}$ and

$$
R=\{(a, b),(a, c),(b, a),(b, c),(c, d)\}
$$

then

$$
R^{2}=\{(a, a),(a, c),(a, d),(b, b),(b, c),(b, d)\}
$$

and

$$
R^{3}=\{(a, b),(a, c),(a, d),(b, a),(b, c),(b, d)\}
$$

Recall that a binary relation $R$ on $A$ is symmetric iff $(a, b) \in R \Rightarrow(b, a) \in R$.
Excrcise 591. Let $R$ be a symmetric relation on a set $A$. Prove that for each $n \geq 1$, the relation $R^{n}$ is also symmetric.

### 18.2 Functions

A binary relation $f$ from $A$ to $B$ is a function (or mapping) from $A$ to $B$ iff for every $a \in A$, there exists preciscly one $b \in B$ satisfying $(a, b) \in f$. If $(a, b) \in f$, one usually writes $f(a)=b$ and say " $f$ of $a$ is equal to $b$ ". In this case, $A$ is called the domain of $f$, and $\{f(a): a \in A\}$ is the range of $f$, sometimes abbreviated by "dom $(f)$ " and "rant $(f)$ " respectively. The set $B$ is sometimes called the codomain of $f$.

Exercise 592. Let $R \subset A \times B$ be a binary relation from $A$ to $B$ so that for every $a \in A$, there exists $b \in B$ with $(a, b) \in R$. (In other words, $A$ is the domain for the relation R.) Use Zorn's lemma to prove that there is a function $f \subset R$ that is a function from $A$ to $B$.
(Compare Exercise 592 to Exercise 594.)
Exercise 593. Find all functions $f: \mathbb{Z}^{+} \rightarrow \mathbb{Z}^{+}$that satisfy $f(2)=2$, and for every $n \in \mathbb{Z}^{+}$,

$$
f(n+1)=1+1 \cdot f(1)+2 \cdot f(3)+\cdots n \cdot f(n)
$$

The next, exercises use the notation for composition for functions: if $f: A \rightarrow B$, and $g: B \rightarrow C$, then the composition of $f$ with $g$ is $g \circ f: A \rightarrow C$ defined by $(g \circ f)(x)=g(f(a))$ for each $a \in A$.
 is reversed so that in $(f \circ g)(x)=g(f(x))$; in this case, the function notation would agree with the relation notation and ordered pairs, and to many students is the most natural notation. The usage defined for this text, however, seems to be the most common in American freshman texts; it also agrees with algebraic notation: the order of action on $x$ starts from the operator closest to $x$.

Recall that a function $f: A \rightarrow B$ is called surjective (or is called a surjection) (or onto $B$ ) if for every $b \in B$ there exists $a \in A$ so that $f(a)=b$. The notation $I_{B}$ is also used to denote the identity function on $B$, that is, for every $b \in B, I_{B}(b)=b$. (Notation for the identity function on a set $X$ varies widely, including $\iota_{X}$ and $I d_{X}$.)

Exercise 594. Let $A$ and $B$ be sets and let $f: A \vee B$ be a function. Prove, using the Axiom of Choice, that if $f$ is surjective, there is a function $g: B \rightarrow A$ so that $f \circ g=I_{i 3}$.

Exercise 595. Let $O_{m, n}$ be the number of surjections (onto functions) from an $m$ element set onto an $n$ element set. Counting onto functions, establish the recursion

$$
O_{m+1, n}=n O_{m, n}+n O_{m, n-1}
$$

and use it to prove by induction that for each $m, n \geq 0$,

$$
O_{m . n}=\sum_{i=0}^{n}\binom{n}{i}(-1)^{n-i} i^{m}
$$

Prove also that this number is equal to $n$ ! times $S_{m, n}$ (the Stirling number of the second kind, see Exercise 413). Then derive the formula for $O_{m, n}$ directly using the definition of $S_{m . n}$ (see Section 12.9).

Recall that a function $f: A \rightarrow B$ is one-to-one (or is injective or is an injection) if for any $a_{1}, a_{2} \in A$, then $f\left(a_{1}\right)=f\left(a_{2}\right) \Rightarrow a_{1}=a_{2}$. Alternatively, stating this in the contrapositive, $f$ is one-to-one if $a_{1} \neq a_{2} \Rightarrow f\left(a_{1}\right) \neq f\left(a_{2}\right)$.

Exercise 596. Let $X$ and $Y$ be fixed sets, each with $n$ elements. Let $m_{n}$ be the number of injections from some subset of $X$ into $Y$. Prove the recursion

$$
m_{n}=n m_{n-1}+1
$$

and use this to show by induction that

$$
m_{n}=n!\sum_{k=0}^{n} \frac{1}{k!} .
$$

Can you prove this result by a direct argument? Remember that $0!=1$.
If the domains and ranges of functions are appropriate, then composition of functions is associative, that is, for appropriate $f, g$, and $h, f \circ(g \circ h)=(f \circ g) \circ h$. In the special case where $f: A \rightarrow A$, define $f^{n}$ to be $f$ composed with itself $n$ times (by associativity, it matters not in what order the composition is carried out). The function $f^{n}$ is often called the $n$-th iterate of $f$. For example, if $f$ is a function $f^{n}: \mathbb{R} \rightarrow \mathbb{R}$, defined recursively by $f^{1}=f$ and for any $n \geq 2$ (and each $x \in \mathbb{R}$ ). $f^{n}(x)=f\left(f^{n-1}(x)\right)$.

Exercise 597. For fixed real numbers a and b, define $f: \mathbb{R} \rightarrow \mathbb{R}$ by $f(x)=a(x+$ $b)-b$. Prove that for every $n \in \mathbb{Z}^{+}, f^{n}(x)=a^{n}(x+b)-b$.

Exercise 598. Prove that for any function $f: X \rightarrow X$ and all $m, n \in \mathbb{Z}^{+}, f^{m} \circ f^{n}=$ $f^{m+n}$.

Excrcise 599. Assume that a function $f: \mathbb{R} \rightarrow \mathbb{R}$ is so that for every $x, y \in \mathbb{R}$,

$$
f(x+y)=f(x)+f(y)
$$

Show that $f(0)=0$ and for every $n \in \mathbb{Z}^{+}, f(n)=n f(1)$.
In part of the solution to the next exercise, induction is used:
Exercise 600. Find all functions $\int: \mathbb{R}^{+} \rightarrow \mathbb{R}^{+}$so that for all $x, y \in \mathbb{R}^{+}$, (i) $f\left(x(f(y))=y f(x)\right.$, and $(i i) \int(x) \rightarrow 0$ as $x \rightarrow \infty$.

The next function has the properties of the derivative operator.
Exercise 601. Assume that $f: \mathbb{R} \rightarrow \mathbb{R}$ is so that for ewery $x, y \in \mathbb{R}$,

$$
f(x y)=x f(y)+y f(x)
$$

Show that $f(1)=0$ and for every $n \in \mathbb{Z}^{+}, f\left(x^{n}\right)=n x^{n-1} f(x)$.
A function $f$ is called convex on $[a, b]$ if for every $x, y \in[a, b]$, and for any $t \in(0,1), f(t x+(1-t) y) \leq t f(x)+(1-t) f(y)$. (Often this definition is stated just for the case $t=1 / 2$.)

Exercise 602. Prove that if $f$ is convex on some closed interval $[a, b]$, then for any $x_{1}, \ldots, x_{n} \in[a, b]$,

$$
f\left(\frac{\sum_{i=1}^{n} x_{i}}{n}\right) \leq \frac{\sum_{i=1}^{n} f\left(x_{i}\right)}{n}
$$

One can extend Excrcise 602 to the following:
Exercise 603 (Jensen's inequality). Prove that for $p_{1}, p_{2}, \ldots, p_{n} \in \mathbb{R}^{+}$. if $f$ is convex, then

$$
f\left(\frac{\sum_{i=1}^{n} p_{i} x_{i}}{\sum_{i=1}^{n} p_{i}}\right) \leq \frac{\sum_{i=1}^{n} p_{i} f\left(x_{i}\right)}{\sum_{i=1}^{n} p_{i}}
$$

Exercise 604. Fix some positive integer $m$. For any vector with positive integer entries $\mathbf{x}=\left(x_{0}, x_{1}, x_{2}, \ldots, x_{\ell}\right)($ regardless of length $)$, put $s(\mathbf{x})=\sum_{i=0}^{\ell} i x_{i}$. Prove that over all vectors $\mathbf{x}=\left(x_{0}, x_{1}, x_{2}, \ldots, x_{\ell}\right)$ with positive integer entries that satisfy $x_{0}+x_{1}+x_{2}+\cdots+x_{\ell}=m$, the function $s(\mathbf{x})$ is at most $\binom{n}{2}$, and reaches this maximum precisely for the vector $(1,1, \ldots, 1)$ (of length $m$ ).

The next problem uses $\mathbb{C}$, the complex numbers. If $z=a+b i$ (where $i^{2}=-1$ ), the complex conjugate of $z$ is $\bar{z}=a-b i$.

Exercise 605. Prove that for any $z \in \mathbb{C}$ and any $n \in \mathbb{Z}$,

$$
(\bar{z})^{n}=\overline{z^{n}} .
$$

Perhaps the above exercise can be used as a warm-up for the following:
Exercise 606. Prove that for $z_{1}, z_{2}, \ldots, z_{n} \in \mathbb{C}$, if $f\left(z_{1}, z_{2}, \ldots, z_{n}\right)$ is obtained by a. finite number of rational operations (i.e., addition, subtraction, multiplication, and division), then

$$
f\left(\overline{z_{1}}, \overline{z_{2}}, \ldots, \overline{z_{n}}\right)=\overline{f\left(z_{1}, z_{2}, \ldots, z_{n}\right)}
$$

The following few definitions are necessary to state a theorem that is central in functional analysis.

A norm on a vector space $V$ over some field $\mathbb{F}$ is a function $\|\cdot\|: V \rightarrow \mathbb{R}$ that satisfies the following three conditions: (1) $\forall \alpha \in \mathbb{F}$ and $\forall \mathbf{v} \in V,\|\alpha \mathbf{v}\|=|\alpha|\|\mathbf{v}\|$; (2) $\|\mathbf{v}\|=0$ if and only if $\mathbf{v}=\mathbf{0}$; (3) $\forall \mathbf{v}, \mathbf{w} \in V,\|\mathbf{v}+\mathbf{w}\| \leq\|\mathbf{v}\|+\|\mathbf{w}\|$. If $\mathbb{F}=\mathbb{R}$. a real linear functional on $V$ is a function $f: V \rightarrow \mathbb{R}$ so that for all $\mathbf{v}, \mathbf{w} \in V$ and all $\lambda \in \mathbb{R}$, both $f(\mathbf{v}+\mathbf{w})=f(\mathbf{v})+f(\mathbf{w})$ and $f(\lambda \mathbf{v})=\lambda f(\mathbf{v})$. (So a linear functional on $V$ is a linear transformation $f: V \rightarrow \mathbb{R}$.) The set of linear functionals on $V$ is a vector space, called the dual space, denoted $V^{*}$. The norm on $V^{*}$ is defined by

$$
\|f\|=\sup \{|f(\mathbf{x})|: \mathbf{x} \in V,\|x\| \leq 1\}
$$

and a linear functional $f$ on a real vector space is said to be bounded if there exists $c>0$ so that for every $\mathbf{v} \in V,|f(\mathbf{v})| \leq c\|\mathbf{v}\|$.

If $X \subseteq Y$ are sets and $f_{0}: X \rightarrow \mathbb{R}$ is a function, then say that a function $f: Y \longrightarrow \mathbb{R}$ extends $f_{0}$ if for every $x \in X, f(x)=f_{0}(x)$.

The next theorem is one of the so-called "three pillars of functional analysis". The theorem has a complex analogue, yet is given here only for reals.

Theorem 18.2.1 (Hahn Banach Theorem). Let $X$ be a real normed linear space (i.e., a vector space over the field $\mathbb{R}$ with a norm) and $M \subset X$ be a subspace. If $f$ is a bounded (real) linear functional on $M$, then $f$ can be extended to a bounded. linear functional $F$ on $X$ so that $\|F\|=\|f\|$.
[Notes: $M$ need not be closed, that is, $M$ need not be finite dimensional. Also, norms are relative to their own domains. The IIahn-Banach theorem cian be used to give a separating hyperplane defined by $F(x)=0$, and $F(y)$ is positive or negative depending on which side $y$ lies on.]

Exercise 607. Prove the Hahn-Banach Theorem using Zorn's lemma (or Hausdorff's Maximality Principle) by extending $f$ onc dimension at a time.

### 18.3 Calculus

There are a few other problems in this volume that use or mention calculus; for example, see Exercises 601 and 684.

### 18.3.1 Derivatives

Exercise 608. For $m \geq n$, the $n$-th derivative of $x^{n}$ with respect to $x$ is

$$
\frac{d^{n}}{d x^{n}}\left[x^{m}\right]=\frac{m!}{(m-n)!} x^{m-n}
$$

Exercise 609. If $u_{1}, u_{2}, \ldots, u_{n}$ are differentiable functions of $x$, prove that

$$
\frac{d}{d x}\left(u_{1}+u_{2}+\cdots+u_{n}\right)=\frac{d u_{1}}{d x}+\frac{d u_{2}}{d x}+\cdots+\frac{d u_{n}}{d x}
$$

Exercise 610. Let $f_{1}, f_{2}, \ldots, f_{n}$ be functions where for each $i, \lim _{x \rightarrow a} f_{i}(x)$ exists. Prove that

$$
\lim _{x \rightarrow a} \prod_{i=1}^{n} f_{i}(x)=\prod_{i=1}^{n} \lim _{x \rightarrow a} f_{i}(x)
$$

and

$$
\lim _{x \rightarrow a} \sum_{i=1}^{n} f_{i}(x)=\sum_{i=1}^{n} \lim _{x \rightarrow a} f_{i}(x)
$$

Recall the basic product rule for derivatives: For differentiable real functions $f$ and $g$ of a single real variable, the derivative of their product is

$$
\begin{equation*}
(f g)^{\prime}=f^{\prime} g+f g^{\prime} \tag{18.1}
\end{equation*}
$$

The result in the next exercise might be called "the gencral product rule for derivatives".

Exercise 611. Assuming the product rule in (18.1), prove by induction on $n \geq 2$ that if $f_{1}, \ldots, f_{n}$ are differentiable functions then the derivative of their product is

$$
\begin{equation*}
\left(f_{1} f_{2} \cdots f_{n}\right)^{\prime}=f_{1}^{\prime} f_{2} f_{3} \cdots f_{n}+f_{1} f_{2}^{\prime} f_{3} \cdots f_{n}+\cdots+f_{1} f_{2} \cdots f_{n-1} f_{n}^{\prime} \tag{18.2}
\end{equation*}
$$

The next exercise shows a different way to write the general product rule for derivatives. (See Exercise 611 and its solution.)

Exercise 612. If $u_{1}, u_{2}, \ldots, u_{n}$ are differentiable functions of $x$ and

$$
y=u_{1} u_{2} \cdots u_{n}
$$

then $y$ is a differentiable function of $x$ and

$$
\frac{y^{\prime}}{y}=\frac{u_{1}^{\prime}}{u_{1}}+\frac{u_{2}^{\prime}}{u_{2}}+\cdots+\frac{u_{n}^{\prime}}{u_{n}}
$$

Exercise 613. Prove that if $y=\ln x$, (the natural logarithrn), then

$$
\frac{d^{n} y}{d x^{n}}=\frac{(-1)^{n-1}(n-1)!}{x^{n}}
$$

A similar exercise is found in Pólya's book Mathematical discovery [435, Prob 3.85, pp. 97-98, Vol I]:

Exercise 614. Using induction, show that the $n$th derivative $f^{(n)}$ of the function $f(x)=\frac{\ln x}{x}$ is of the form

$$
f^{(n)}(x)=(-1)^{n} \frac{n!\ln x}{x^{n+1}}+(-1)^{n-1} \frac{c_{n}}{x^{n+1}}
$$

where $c_{n}$ is an integer depending only on $n$ (and not on $x$ ); express $c_{n}$ in terms of $n$.

Exercise 615 (Leibniz's theorem). Prove that if $u$ and $v$ are differentiable functions of $x$, then (using the notation $\frac{d^{0}}{d x^{0}}[f(x)]=f(x)$ )

$$
\frac{d^{n}}{d x^{n}}[u v]=\sum_{i=0}^{n}\binom{n}{i} \frac{d^{i} u}{d x^{i}} \cdot \frac{d^{n-i} v}{d x^{n-i}}
$$

### 18.3.2 Differential equations

The field of differential equations relies, in many ways, upon induction. The exposure given here is only very brief.

If $y$ is an unknown function of $x$, but some information is known about $\frac{d y}{d x}$, the method of undetermined coefficients is often successful. Set $y=c_{0}+c_{1} x+c_{2} x^{2}+$ $c_{3} x^{3}+\cdots$, and find the constants $c_{0}, c_{1}, c_{2}, c_{3}, \ldots$ by manipulating this power series, multiplying it, and most often, by differentiating (at least once).

The following example was given by Pólya (see Problem 3.81 in [435, Vol I, pp. 96-97]). If $x$ and $y$ satisfy $y=1$ when $x=0$ and

$$
\begin{equation*}
\frac{d y}{d x}=x^{2}+y^{2} \tag{18.3}
\end{equation*}
$$

Express $y$ in powers of $x$ as follows: For unknown constants $c_{i}$, put $y=c_{0}+c_{1} x+$ $c_{2} x^{2}+c_{3} x^{3}+\cdots$. Then equation (18.3) becones

$$
\begin{equation*}
c_{1}+2 c_{2} x+2 c_{3} x^{2}+4 c_{3} x^{3}+\cdots=c_{0}^{2}+2 c_{0} c_{1} x+\left(2 c_{0} c_{2}+c_{1}^{2}+1\right) x^{2}+\cdots \tag{18.4}
\end{equation*}
$$

Comparing coefficients of terms with the same power of $x$,

$$
\begin{aligned}
c_{1} & =c_{0}^{2} \\
2 c_{2} & =2 c_{0} c_{1}
\end{aligned}
$$

$$
\begin{aligned}
& 3 c_{3}=2 c_{0} c_{2}+c_{1}^{2}+1 \\
& 4 c_{4}=2 c_{0} c_{3}+2 c_{1} c_{2}
\end{aligned}
$$

Using the initial condition $y=1$ when $x=0, c_{0}=1$, and from the above system, it is not difficult to recursively compute the next few constants: $c_{1}=1, c_{2}-1$, $c_{3}=4 / 3$, and $c_{4}=7 / 6$. What is the general expression?
Exercise 616. In the above example, prove by mathernatical induction that for each $n \geq 3, c_{n}>1$.

Although the following is not exactly a question specifically requiring induction, solving it familiarizes one with the method of undetermined coefficients.
Exercise 617. Show that the power series in $x$ for the function $y$ satisfying the differential equation

$$
\frac{d^{2} y}{d x^{2}}=-y
$$

and the initial conditions $y(0)=1$ and $\left.\frac{d y}{d x}\right|_{x=-0}=0$, has coefficients $c_{2 n}=\frac{(-1)^{n}}{2 n!}$ and $c_{2 n-1}=0$.

This next exercise was kindly written by Julien Arino for inclusion here, as my knowledge of differential equations forms nearly an empty set. He informs me that induction is a fundamental frequently used tool in differential equations. A standard reference he gave me was [46].

An initial value problem of the form

$$
\begin{align*}
x^{\prime} & =f(t, x(t), x(t-1))  \tag{18.5}\\
x(t) & =\phi_{0}(t), \quad t \in[-1,0]
\end{align*}
$$

involves the delay differential equation $x^{\prime}=f(t, x(t), x(t-1))$, with delay here equal to 1 , and the initial data $\phi_{0}$. The next exercise addresses the existence, uniqueness and regularity of the solutions to a delay differential equation.
Exercise 618. Use the so-called method of steps to prove that if $f$ is a $C^{1}$ (continuously differentiable) function, then the solution to (18.5) exists and is unique for all $t \geq 0$, given $\phi_{0}$ a $C^{0}$ (continuous) function on $[-1,0]$, and that if $\phi_{0}$ is a function of class $C^{p}$ on $[-1,0]$, then the solution $x(t)$ to (18.5) is of class $C^{p+k}$ on the interval $[k-1, k]$, for all $k \in \mathbb{N} \backslash\{0\}$.

### 18.3.3 Integration

Mathematical induction can sometimes be used when integrands have an integer exponent. Recall that integration by parts (for either definite or indefinite integrals) is applying the rule

$$
\int u d v=u v-\int v d u
$$

for appropriate choices of $u$ and $d v$ that make the second integral "simpler", either simpler to solve or easier to approximate. For example, if $n$ is a positive integer,

$$
\int|\ln x|^{n} d x=|\ln x|^{n} x-\int x n|\ln x|^{n-1} \frac{1}{x} d x\left[\begin{array}{ll}
u=|\ln x|^{n} & d v=d x \\
d u=n|\ln x|^{n-1}\left(\frac{1}{x}\right) d x & v=x
\end{array}\right.
$$

whence one arrives at

$$
\begin{equation*}
\int|\ln x|^{n} d x=|\ln x|^{n} x-n \int|\ln x|^{n-1} d x \tag{18.6}
\end{equation*}
$$

The equation (18.6) is called a reduction formula as it reduces an integral to an expression with another integral of the same form, however with a smaller exponent in the integrand. A more general form, derived in a similar manner is

$$
\int x^{m}|\ln x|^{n} d x=\frac{1}{m+1} x^{m+1}|\ln x|^{n}-\frac{n}{m+1} \int x^{m}|\ln x|^{n-1} d x .
$$

Reduction formulae can be found for some trigonometric integrals; for example, where $n \geq 2$,

$$
\begin{aligned}
& \int \sin ^{n}(x) d x \cdot \begin{array}{l}
u=\sin ^{n-1}(x) \\
d u=(n-1) \sin ^{n-2}(x) \cos (x) d x
\end{array} \quad \begin{array}{l}
d v=\sin (x) d x \\
v=\cos (x)
\end{array} \\
&= \sin ^{n-1}(x)(-\cos (x))-\int(-\cos (x))(n-1) \sin ^{n-2}(x) \cos (x) d x \\
&=-\sin ^{n-1}(x) \cos (x)+(n-1) \int \cos ^{2}(x) \sin ^{n-2}(x) d x \\
&=-\sin ^{n-1}(x) \cos (x)+(n-1) \int\left(1-\sin ^{2}(x)\right) \sin ^{n-2}(x) d x \\
&=-\sin ^{n-1}(x) \cos (x)+(n-1) \int \sin ^{n-2}(x) d x-\int \sin ^{n}(x) d x
\end{aligned}
$$

and bringing the last term to the other side and dividing by $n$ gives the reduction formula

$$
\begin{equation*}
\int \sin ^{n}(x) d x=-\frac{1}{n} \sin ^{n-1}(x)+\frac{n-1}{n} \int \sin ^{n-2}(x) d x . \tag{18.7}
\end{equation*}
$$

Application of (18.7) can be iterated until the most complicated integral remaining is cither $\int \sin (x) d x$ (when $n$ is odd) or $\int d x$ (when $n$ is even).

Sometimes, integration by parts needs to be used twice to find a reduction formula. Other reduction formulae, also derived using integration by parts, include

$$
\int \cos ^{n}(x) d x=\frac{1}{n} \cos ^{n-1}(x) \sin (x)+\frac{n-1}{n} \int \cos ^{n \cdot 2}(x) d x
$$

$$
\begin{array}{rlr}
\int \sec ^{n}(x) d x & =\frac{1}{n-1} \tan (x) \sec ^{n-2}(x)+\frac{n-2}{n-1} \int \sec ^{n-2}(x) d x & (n \neq 1) \\
\int x^{n} e^{x} d x & =x^{n} e^{x}-n \int x^{n-1} e^{x} d x ; \\
\int\left(x^{2}+a^{2}\right)^{n} d x & =\frac{x\left(x^{2}+a^{2}\right)^{n}}{2 n+1}+\frac{2 n a^{2}}{2 n+1} \int\left(x^{2}+a^{2}\right)^{n-1} d x & \left(n \neq-\frac{1}{2}\right) ; \\
\int \tan ^{n}(x) d x & =\frac{1}{n-1} \tan ^{n-1}(x)-\int \tan ^{n-2}(x) d x ; \\
\int \cot ^{n}(x) d x & =-\frac{1}{n-1} \cot ^{n-1}(x)-\int \cot ^{n-2} d x & (n \neq 1) ; \\
\int x^{n} \sin (x) d x & =x^{n} \cos (x)+n \int x^{n-1} \cos (x) d x \\
\int x^{n} \cos (x) d x & =x^{n} \sin (x)-n \int x^{n-1} \sin (x) d x
\end{array}
$$

The last two equations are not precisely reduction formulae, but combining them produces actual reduction formulae:

$$
\begin{aligned}
& \int x^{n} \sin (x) d x=\cdots x^{n} \cos (x)+n x^{n-1} \sin (x)-n(n-1) \int x^{n-2} \sin (x) d x \\
& \int x^{n} \cos (x) d x=x^{n} \sin (x)+n x^{n \cdot 1} \cos (x)-n(n-1) \int x^{n-2} \sin (x) d x
\end{aligned}
$$

Successive applications of a reduction formula sometimes reveal a pattern that is provable by induction, however to spot such a pattern often takes a few applications and a lot of paper (try this for (18.6)). Once the pattern is observed, the reduction formula makes short work of the inductive step in proving the pattern. For example, the reduction formula

$$
\int x^{m} e^{-x} d x=-x^{n} e^{-x}+n \int x^{n-1} e^{x} d x
$$

is easily proved with one application of integration by parts with $u=x^{n}$ and $d v=$ $\epsilon^{-x} d x$. For each $n \geq 0$, put

$$
I_{n}=\int_{0}^{1} x^{n} e^{-x} d x
$$

Then $I_{0}=-e^{-1}+1$, and $I_{n}=n I_{n-1}-e^{-1}$. Working out a few values suggests that

$$
\begin{equation*}
I_{n}=n!-\frac{n!}{e} \sum_{j=0}^{n} \frac{1}{j!} . \tag{18.8}
\end{equation*}
$$

Exercise 619. Prove equation (18.8) by mathematical induction.
The next exercise is a challenging application of induction (and is given without solution; see [534, p. 594]).
Exercise 620. Use a reduction formula to prove that

$$
\int x^{n} \cos (x) d x=\sin (x) \sum_{i=0}^{\lfloor n / 2\rfloor} \frac{(-1)^{i} n!}{(n-2 i)!} x^{n-2 i}+\cos (x) \sum_{i=0}^{\lfloor(n-1) / 2\rfloor} \frac{(-1)^{i} n!}{(n-2 i-1)!} x^{n-2 i-1}+C .
$$

The next two exercises occur in many calculus texts.
Exercise 621. Prove that for any even integer $n \geq 2$,

$$
\int_{0}^{\pi / 2} \sin ^{n}(x) d x=\int_{0}^{\pi / 2} \cos ^{n}(x) d x=\frac{1 \cdot 3 \cdot 5 \cdot 7 \cdots(n-1)}{2 \cdot 4 \cdot 6 \cdots n} \cdot \frac{\pi}{2}
$$

Exercise 622. Prove that for any odd integer $n \geq 1$,

$$
\int_{0}^{\pi / 2} \sin ^{n}(x) d x=\int_{0}^{\pi / 2} \cos ^{n}(x) d x=\frac{2 \cdot 4 \cdot 6 \cdots(n-1)}{1 \cdot 3 \cdot 5 \cdots n}
$$

Applying Exercises 621 and 622 gives a strange formula for $\pi$ : put

$$
I_{n}=\int_{0}^{\pi / 2} \sin ^{n}(x) d x
$$

and discover that for each $n, I_{n} \geq I_{n+1}$. Also find that, for each $k$.

$$
\frac{I_{2 k+2}}{I_{2 k}}=\frac{2 k+1}{2 k+2} .
$$

It follows that

$$
\frac{2 k+1}{2 k+2} \leq \frac{I_{2 k+1}}{I_{2 k}} \leq 1,
$$

and so $\lim _{k \rightarrow \infty} \frac{I_{2 k-1}}{I_{2 k}}=1$. Applying the Exercises, arrive at

$$
\lim _{k \rightarrow \infty} \frac{2}{1} \cdot \frac{2}{3} \cdot \frac{4}{3} \cdot \frac{4}{5} \cdot \frac{6}{5} \cdot \frac{6}{7} \cdots \frac{2 k}{2 k \cdots-1} \cdot \frac{2 k}{2 k+1}=\frac{\pi}{2}
$$

which is called the Wallis formula for $\pi$, which has many applications (see, e.g. [182]: this formula can also be derived using continued fractions).
Exercise 623. For a positive integer n, derive the reduction forminula

$$
\int_{-1}^{1}\left(1-x^{2}\right)^{n} d x=\frac{2 n}{2 n+1} \int_{-1}^{1}\left(1-x^{2}\right)^{n-1} d x
$$

and conclude by induction that

$$
\int_{-1}^{1}\left(1-x^{2}\right)^{n} d x=\frac{2^{2 n!1}(n!)^{2}}{(2 n+1)!}
$$

### 18.4 Polynomials

Many other exercises could appear in this section; for example, see Excrcises 229, 292, and 684. See also Section 9.6.2 on Bernoulli numbers.

Exercise 624. Prove that if polynomials $p$ and $q$ in any number of variables are of degrees $m$ and $n$ respectively, then the product $p q$ is of degree $m+n$.

The result in the next exercise may seem rather surprising. For example, consider the quadratic $q(x)=x^{2}+3 x-1$. Letting the roots of $q$ be $\alpha=\frac{-3+\sqrt{13}}{2}$ and $\beta=\frac{-3-\sqrt{13}}{2}$, notice that $\alpha+\beta=-3$ (an integer) and $\alpha^{2}+\beta^{2}=11$, another integer, and relatively prime to -3 . Is there a pattern?

Exercise 625. Let $p$ be an odd positive integer and let $\alpha$ and $\beta$ be roots of the equation $x^{2}+p x-1=0$. For each $n \geq 0$, set $y_{n}=\alpha^{n}+\beta^{n}$. Prove that for each $n \geq 0, y_{n}$ is an integer and $y_{n}$ and $y_{n+1}$ are relatively prime.

Exercise 626. Prove that, for any $n \geq 1$, a, polynomial $p\left(x_{1}, x_{2}, \ldots, x_{n}\right)$ in $n$ variables vanishes everywhere if and only if it vanishes in a neighborhood of a point.

Exercise 627. Prove that a polynomial in any number of variables vanishes everywhere if and only if all of its coefficients are zero.

Related to the above problem is Exercise 229, where arithmetic is done modulo p. Also see Exercise 684.

Exercise 628. Prove that for an 12 -th degree polynomial

$$
f(x)=a_{n} \cdot x^{n}+a_{n-1} x^{n-1}+\cdots+a_{1} x_{1}+a_{0}
$$

there exist unique constants $\alpha_{1}, a_{2}, \ldots, \alpha_{n}$ so that

$$
f(x)=a_{n}\left(x-\alpha_{1}\right)\left(x-\alpha_{2}\right) \cdots\left(x-\alpha_{n}\right) .
$$

From [91], "To prove this theorem by complete induction one needs the fundamental theorem of algebra that there is at least one value of $x$ for which such a polynomial $f(x)$ vanishes."

The following problem was recently posed by D. Marghidanu in The College Mathematics Journal "Problems and Solutions" section (number 879):

Problem: Suppose that $a, b, c$, and $d$ are positive real numbers so that the polynomial $f(x)=x^{4} \cdots 4 a x^{3}+6 b^{2} x^{2}-4 c^{3} x+d^{4}$ has four positive distinct roots. Show that $a>b>c>d$.

The solution given in the May 2009 issue of the same journal proves a generalization of the above problem. The statement in this generalization was also proved in 1729 by Maclaurin (see the book Inequalities [259, Thm. 52]), but the (inductive) proof supplied in [117, p.219] is due to, independently, R. Mosier and J. Nieto.

Exercise 629. For $n \geq 2$, let $u_{1}, \ldots, u_{n}$ denote positive real numbers. Show that if the polynomial

$$
f(x)=x^{n}+\sum_{i=1}^{n}(-1)^{i}\binom{n}{i} u_{i}^{i} x^{n-i}
$$

has $n$. distinct positive roots, then $u_{1}>u_{2}>\cdots>c_{n}$.
Let $\mathbb{F}$ be a ficld and let $\mathbb{F}[x]$ be the ring of finite polynomials in the indeterminate $x$ with coefficients chosen from $\mathbb{F}$. The following exercise might be viewed as a generalization of Exercise 229. See also Exercise 684.
Exercise 630. Prove that if $p(x) \in \mathbb{F}[x]$ is of degree $n \geq 1$, then $\dot{p}(x)$ has at most $n$ roots in $\mathbb{F}$.
Excrcise 631. Let $p(x, y)$ be a polynomial with $x$-degree mand $y$-degree $n$. Prove that $p\left(x, e^{x}\right)$ can have at most $m n+m+n$ real zeros.

The next problem appeared in [91], however it is a standard question in many algebra texts. A function $f$ of $n$ variables is called symmetric iff for any permutation (see Section 19.2) $\sigma:\{1, \ldots, n\} \rightarrow\{1, \ldots, n\}$,

$$
f\left(x_{1}, \ldots, x_{n}\right)=f\left(x_{\sigma(1)}, \ldots, x_{\sigma(n)}\right)
$$

For example, if $f$ is defined by

$$
f(x, y, z)=4 x^{2} y^{2} z+4 x^{2} z^{2} y+4 x y^{2} z^{2}-\frac{1}{(x y z)^{3}},
$$

then $f(x, y, z)=f(y, z, x)$. In particular, a polynomial in $n$ variables is symmetric iff permuting variables gives back the same polynomial. Among the symmetric polynomials in $n$ variables, there are $n$ polynomials called elementary symmetric polynomials (or functions) denoted by

$$
\begin{aligned}
s_{1}= & x_{1}+x_{2}+\cdots+x_{n} \\
s_{2}= & x_{1} x_{2}+x_{1} x_{3}+\cdots+x_{n-1} x_{n} \\
s_{3}= & x_{1} x_{2} x_{3}+x_{1} x_{2} x_{4}+\cdots+x_{n-2} x_{n-1} x_{n} \\
\vdots & \vdots \\
s_{n}= & x_{1} x_{2} \cdots x_{n}
\end{aligned}
$$

where for cach $k=1,2, \ldots, n$, the elementary symmetric polynomial $s_{k}$ is formed by summing all possible products of $k$ different variables. Observe that any polynomial in symmetric functions is again a symmetric function. For example, with $n=2$, $s_{1}^{2}-2 s_{2}=(x+y)^{2}-2 x y=x^{2}+y^{2}$ is symmetric. The following is a standard theorem with proofs given in many advanced algebra books (e.g., [23, p. 166]).
Exercise 632. Prove that a symmetric polynomial in $n$ variables can be expressed as a polynomial in elementary symmetric functions. Hint: Examine $p\left(x_{1}, \ldots, x_{n-1}, 0\right)$.

In fact, the polynomial of elementary symmetric functions mentioned in Exercise 632 is unique, however this fact is not asked to be proved.

### 18.5 Primitive recursive functions

A certain class of (number theoretic) functions are defined from $\omega=\{0,1,2, \ldots\}$ to $\omega$ recursively. For example, the successor function defined by, for each $x \in \omega$, $s(x)=x+1$, gives a recursive definition of positive integers. Let $x_{1}, x_{2}, \ldots$ denote non-negative integers, $n$ be a positive integer; then for any (constant) $y \in \omega$,

$$
f\left(x_{1}, \ldots, x_{n}\right)=y
$$

is called a constant function. The function defined by

$$
\pi_{i}\left(x_{1}, \ldots, x_{n}\right)=x_{i}
$$

is called the $i$-th projection function.
Define a class $P$ of functions recursively. First, let the successor function be in $P$. Put all constant functions (of a finite number of variables) in $P$. For each positive integer $n$ and each $i=1, \ldots, n$, put all projection functions $\pi_{i}: \omega^{n} \rightarrow \omega$ in $P$. If $f_{1}, \ldots, f_{m} \in P$ are functions of $n$ variables, and $g \in P$ is a function in $m$ variables, then the composition function $g\left(f_{1} \ldots, f_{m}\right)$ is also a function (of $n$ variables) in $P$. Finally, any function recursively defined by a finite number of compositions of functions in $P$ is also in $P$.

The functions in $P$ are called primitive recursive. With some work (all by induction, as in Chapter 2), a very large class of functions is proved to be primitive recursive, including all bounded sums and products (and so all finite polynomials in any finite number of variables) and even those with, say, 7 levels of exponents. Primitive recursive functions are, essentially, those that can be written in a finite form that does not depend on the input.

Examples of functions that are not primitive recursive arise out of attempts to solve very difficult computing or combinatorial problems where often double induction is used and bounds are of the form where a tower of exponents grows exponentially fast in height. See the comments surrounding the Hales-Jewett theorem in Chapter 21 on Ramsey theory (and further comments in [231]).

For a more formal and complete discussion of primitive recursive functions, see, e.g., $[118, \mathrm{pp} .8 \mathrm{ff}]$ or $[316, \mathrm{pp} .43 \mathrm{ff}]$. Also see [470, pp. 416 ff$]$ for a recent discussion of primitive recursive functions (and relations to Turing machines and DNA computers).

### 18.6 Ackermann's function

Wilhelm Ackermann (1896-1962) was a student of David Hilbert (1862-1943). The next exercises involve Ackermann's function (as described in, e.g., [238] or [292]). The range of an Ackermann function is an example of a sequence that grows faster than can be described by any closed-form formula (it is not primitive recursive), and so it has been of interest to computer scientists, mathematicians, and logicians.

It has been used as a kind a measure of how fast certain algorithms run. There are many equivalent definitions of the Ackermann function; see [118] and [231] for forms other than the one given below.

For non-negative integers $m, n$ define $A(m, n)$ recursively as follows: for $n \geq 0$, $A(0, n)=n+1$, and for $m, n \geq 1$,

$$
\begin{aligned}
& A(m, 0)=A(m-1,1), \text { and } \\
& A(m, n)=A(m-1, A(m, n-1))
\end{aligned}
$$

So, for example, $A(0,1)=2$ and

$$
A(1,1)=A(0, A(1,0))=A(0, A(0,1))=A(0,2)=3
$$

Exercise 633. Prove by induction that for $n \geq 0$,

$$
A(1, n)=n+2
$$

Exercise 634. Prove by induction that for $n \geq 0$,

$$
A(2, n)=2 n+3
$$

Exercise 635. Prove by induction that for $n \geq 0$,

$$
A(3, n)=2^{n+3}-3
$$

Exercise 636. Use double induction to prove that for all $m, n \geq 0$,

$$
A(m, n)>n
$$

.

## Chapter 19

## Linear and abstract algebra

If you don't like your analyst, see your local algebraist.
-- Gert Almkvist,
founder and director of The Institute for Algebraic Meditation.

### 19.1 Matrices and linear equations

Unless otherwise montioned, all matrices here are real-valued; however, many theorems and exercises given here apply to matrices over any field (including complex numbers).

The following exercise is proved in nearly every text on elementary linear algebra, and is shown in an article by Yuster [584].

Exercise 637. Prove that a reduced row cchelon form of a matrix is unique (justifying the expression "the reduced rou echelon form of a matrix"). Hint: induct on the number of columns.

The next exercise might be called "the marked matrix problem", and may be considered a classic old problem. [ 1 do not know the original source.]
Exercise 638. In an $m \times n$ matrix of real numbers, mark at least $p$ of the largest numbers in each column ( $p \leq m$ ), and at least $q$ of the largest numbers in cach row. Prove that at least pq of the numbers are marked at least turice. Hint: induct on $m+n$.

Exercise 639. Let $A$ and $B$ be matrices with $A B=B A$. Show that for each positive integer $n,(A B)^{n}=A^{n} B^{n}$.

If $A=\left[a_{i j}\right]$ is an $n \times m$ matrix, the transpose of $A$ is an $m \times n$ matrix $B$ defined by $B=\left[b_{i j}\right]$ where $b_{i j}=a_{j i}$. The transpose of a matrix $A$ is denoted $A^{T}$.

Exercise 640. Show that for each positive integer $n$, if $A_{1}, A_{2}, \ldots, A_{n}$ are matrices of the same size, then

$$
\left(A_{1}+A_{2}+\cdots+A_{n}\right)^{T}=A_{1}^{T}+A_{2}^{T}+\cdots+A_{n}^{T}
$$

Exercise 641. Prove that if $A_{1}, A_{2}, \ldots, A_{n}$ are square matrices of the same size, then

$$
\left(A_{1} A_{2} \cdots A_{n}\right)^{T}=A_{n}^{T} \cdots A_{2}^{T} A_{1}^{T}
$$

Exercise 642. Show that for each positive integer $n$, if $A_{1}, A_{2}, \ldots, A_{n}$ are matrices with sizes so that the product $A_{1} A_{2} \cdots A_{n}$ is defined, then

$$
\left(A_{1} A_{2} \cdots A_{n}\right)^{T}=A_{n}^{T} \cdots A_{2}^{T} \Lambda_{1}^{T}
$$

Exercise 643. Show that if $A_{1}, A_{2}, \ldots, A_{n}$ are invertible matrices of the same size, then (letting $A^{-1}$ denote the inverse of $A$ )

$$
\left(A_{1} A_{2} \cdots A_{n}\right)^{-1}=A_{n}^{-1} \cdots A_{2}^{-1} A_{\mathrm{l}}^{-1}
$$

For the next excrcises, some definitions are needed (some of which probably come from linear programming). A non-invertible square matrix (with zero determinant) is called singular (so an invertible matrix is also called "non-singular"). A square matrix with integer entries is called unimodular if its determinant is 1 or -1 . A principal submatrix of a matrix is one obtained by deleting rows and/or columns. An $m \times n$ integer matrix is totally unimodular iff every square non-singular principal submatrix of $A$ is unimodular.

Exercise 644. Let $A$ be an $m \times n$ matrix with the following properties: The rows of $A$ can be partitioned into disjoint sets $R_{1}$ and $R_{2}$ so that
(i) Every column of $A$ contains at most two non-zero entries.
(ii) Every entry in $A$ is either -1, 0 , or 1 .
(iii) For $i \neq j$, if $a_{i k}$ and $a_{j k}$ are non-zero and have the same sign, then row $i$ is in $R_{1}$ and row $j$ is in $R_{2}$, or row $i$ is in $R_{2}$ and row $j$ is in $R_{1}$.
(iv) For $i \neq j$, if $a_{i k}$ and $a_{j k}$ are non-zero and have different signs, then row $i$ and row $j$ are both in $R_{1}$, or row $i$ and row $j$ are both in $R_{2}$.

Prove that $A$ is totally unimodular.
Some of the following statements have direct proofs using the definition of determinant as the sum of signed elementary products, however, if one defines the determinant recursively by cofactor expansions (also called Laplace expansions, named after Pierre-Simon Laplace (1749-1827)), inductive proofs are natural. 'lo quickly review this latter definition, here is some terminology. For an $n \times n$ matrix $A$, for each $i, j \in\{1, \ldots, n\}$ let $A_{i j}$ denote the principal $(n-1) \times(n-1)$ submatrix of $A$ formed by deleting the $i$-th row and $j$-th column. The determinant $\operatorname{det}\left(A_{i j}\right)$ is called the $(i, j)$ minor of $A$, and the $(i, j)$-cofactor of $A$ is $C_{i j}=(-1)^{i+j} \operatorname{det}\left(A_{i j}\right)$. Letuing
$a_{i j}$ denote the $(i, j)$-entry of $A$, the cofactor expansion (or Laplace expansion) along row $i$ is

$$
a_{i 1} C_{i 1}+a_{i 2} C_{i 2}+\cdots+a_{i n} C_{i n}
$$

and the cofactor expansion along column $j$ is

$$
a_{1 j} C_{1 j}+a_{2 j} C_{2 j}+\cdots+a_{n j} C_{n j}
$$

A main theorem in linear algebra is that the determinant of a matrix is its cofactor expansion along any row or column.

Exercise 645. Prove by induction that if $A$ is an $n \times n$ matrix containing a row of zeros, then $\operatorname{det}(A)=0$.

Exercise 646. Prove by induction that if $A$ is an $n \times n$ matrix with two columns equal, then $\operatorname{det}(A)=0$.

The following result is one key result in proving that the Laplace expansion along any row or column always yields the same number, the determinant.

Exercise 647. Let $A$ be an $n \times n$ matrix with columns $\mathbf{a}_{1}, \ldots, \mathbf{a}_{n}$. For a fixed $k$, let $B$ and $C$ be $n \times n$ matrices given by

$$
B=\left\{\mathbf{a}_{1}|\ldots| \mathbf{a}_{k-1}\left|\mathbf{b}_{k}\right| \mathbf{a}_{k+1}|\ldots| \mathbf{a}_{n}\right\},
$$

and

$$
C=\left[\mathbf{a}_{1}|\ldots| \mathbf{a}_{k-1}\left|\mathbf{c}_{k}\right| \mathbf{a}_{k+1}|\ldots| \mathbf{a}_{n}\right]
$$

(where the $\mathbf{a}_{i}$ 's, $\mathbf{b}_{k}, \mathbf{c}_{k}$ are all $n \times 1$ column vectors). Prove that if for some $\beta$ and $\gamma, \mathbf{a}_{k}=\beta \mathbf{b}_{k}+\gamma \mathbf{c}_{k}$ then $\operatorname{det}(A)=\beta \operatorname{det}(B)+\gamma d c t(C)$.

Excrcise 648. Prove by induction that for every $n \geq 1$. if $A$ is an $n \times n$ matrix, then $\operatorname{det}\left(A^{T}\right)=\operatorname{det}(A)$.

A square matrix is called upper triangular if all entries below the main diagonal are zero, and lower triangular if all entries above the main diagonal are zero. A matrix is triangular if it is either upper or lower triangular.

Exercise 649. Prove by induction that the determinant of a triangular matrix is the product of the entries on the main diagonal.

A matrix $A$ has an $L U$-decomposition if and only if there exists an invertible lower-triangular matrix $L$ and an upper-triangular matrix $U$ so that $A=L U$. [Note: in this definition, letters $L$ and $U$ have two different roles; in "LU-decomposition", they simply stand for "Lower" and "Upper", respectively, whereas in " $A=L U$ ", $L$ and $U$ denote specific matrices.] Not, all matrices have an LU-decomposition; it, turns out that if $A$ can be row-reduced (to an upper triangular matrix) without, using the row operation that switches rows, then $A$ has an LU-decomposition ( $L$ is
found by writing the row reduction as a product $R=E_{k} E_{k-1} \cdots E_{1} A$ ). The next exercise determines preciscly those matrices having an LU-decomposition.

Recall that a principal submatrix of a matrix $A$ is a submatrix formed by deleting rows and or columns; a leading principal submatrix of $A$ is a square principal submatrix formed by the first rows and columns; in notation, if $A=\left[a_{i j}\right]_{m \times n}$, then $A_{k}=\left[a_{i j}\right]_{k \times k}$ is the $k$-th leading principal submatrix.

Exercise 650. Prove that a non-singular matrix has an LU-decomposition iff every one of its leading principal submatrices is invertible (non-singular).

Recall that a square matrix $A$ is diagonalizable iff there exists an invertible matrix $Q$ so that $D=Q^{-1} A Q$ is diagonal; equivalently, $A$ is diagonalizable iff there exists an invertible matrix $A$ and a diagonal matrix $D$ so that $A=Q D Q^{-1}$. It follows that if $A$ is diagonalizable, then $Q$ is found with eigenvectors as columns. [Note: Some texts replace $Q$ with $Q^{-1}$, so then $D=Q A Q^{-1}$ is used.]

The next few exercises concern complex matrices. For positive integers $m, n$, let $M_{m \times n}(\mathbb{R})$ denote the set (or vector space) of all $m \times n$ matrices with real entries. This notation extends to any field, not just $\mathbb{R}$. So $M_{m \times n}(\mathbb{C})$ denotes the set of all $m \times n$ matrices with complex entries. For any $A \in M_{n \times n}(\mathbb{C})$. define the complex conjugate transpose $\mathrm{A}^{*}=\left[a_{i j}^{*}\right]$ by $a_{i j}^{*}=\overline{a_{j i}}$.

A complex matrix $P$ is called unitary iff $P$ is invertible with inverse $P^{-1}=P^{*}$, its complex conjugate transpose, that is, $P$ is unitary iff $P^{*} P=I$.

Exercise 651. Prove Schur's decomposition theorem: For any $A \in M_{n \times n}(\mathbb{C})$, there exists a unitary matrix $U \in M_{n \times n}(\mathbb{C})$ and an upper triangular matrix $T \in M_{n \times n}(\mathbb{C})$ so that $T=U^{*} A U$. Note that an equivalent consequence is $A=U T U^{*}$, calle.d the "Schur decomposition of $A$ ".

As a corollary to the proof given for Exercise 651, by induction, the main diagonal of $T$ (in Schur's decomposition theorem) consists of eigenvalues for $A$.

A matrix $A$ is called Hermitian iff $A=A^{*}$. [Real Hermitian matrices are symmetric.] Corollaries of Schur's decomposition theorem include the following central results in linear algebra (see e.g. $[561,337-339]$ for more details):

Theorem 19.1.1 (Spectral theorem, Hermitian matrices). Let $A \in M_{n \times n}(\mathbb{C})$ be Hermitian. Then there cxists a unitary matrix $U \in M_{n \times n}(\mathbb{C})$ and diagonal matrix $D \in M_{n \times n}(\mathbb{C})$ so that $D=U^{*} A U$; furthermore, diagonal elements of $D$ are eigenvalues of $A$, and corresponding columns of $U$ are associated eigenvectors for A.

Proof outlinc: By Schur's decomposition theorem, there exists a unitary $U$ and triangular $T$ so that $T=U^{*} A U$. Then $T^{*}=\left(U^{*} A U\right)^{*}=U^{*} A^{*} U^{* *}=U^{*} A^{*} U=$ $U^{*} A U$, and so $T$ is Hermitian, hence diagonal. From the corollary to Schur's theorem mentioned above, diagonal entries of $T$ are eigenvalues for $A$. To see that columns
of $U$ are cigenvectors, repeat the proof that a matrix $A$ is diagonalizable iff there exist a basis for $\mathbf{C}^{n}$ consisting of eigenvectors of $A$.

Corollary 19.1.2. Hermitian $n \times n$ matrices have real eigenvalues and an orthonormal set of $n$ eigenvectors.

A real unitary matrix is called orthogonal; in other words, a real matrix $A$ is orthogonal iff $A^{-1}=A^{T}$. Two complex matrices $A$ and $B$ are unitarily similar iff there exists a unitary matrix $P$ such that $A=P B P^{*}$. A complex matrix $A$ is unitarily diagonalizable iff $A$ is unitarily similar to some diagonal matrix $D$ (so then $A=P D P^{*}$ ).

Which matrices are unitarily diagonalizable? Which real matrices are unitarily diagonalizable? Which real matrices are orthogonally diagonalizable?

Recall that a complex matrix $M$ is called normal iff $M^{*} M=M M^{*}$.
Exercise 652. Prove that a complex matrix $A$ is unitarily diagonalizable iff $A$ is normal.

As a corollary to the result in Exercise 652, an $n \times n$ matrix $A$ is normal iff $A$ has a set of $n$ orthonormal eigenvectors.

A matrix $A \in M_{n \times n}(\mathbb{C})$ is called semisimple or non-defective iff $A$ has $n$ linearly independent eigenvectors. As a consequence of the above exercises, a matrix is normal iff it is semisimple, and unitary matrices are semisimple. [In fact, even skew-Hermitian matrices, those satisfying $A^{*}=-\Lambda$, are also semisimple.] Following the above proofs also shows that real symmetric matrices are orthogonally diagonalizable, and they have a complete orthonormal set of real eigenvectors (and real cigenvalues); this fact is often called the "Spectral theorem for real symmetric matrices"..

Recall that a real symmetric $n \times n$ matrix $A$ is positive definite iff for all non-zero $n \times 1$ column vectors $\mathbf{x}, \mathbf{x}^{T} A \mathbf{x}>0$.

Exercise 653. Let $A$ be a real, symmetric and positive definite matrix. Prove that there exists a unique upper triangular $R$ with positive diagonal entries such that $A=R^{T} R$ (called the Cholesky decomposition of $A$ ).

Exercise 654. For any constant $c$, prove that for each $n \geq 1$,

$$
\left[\begin{array}{ll}
1 & c \\
0 & 1
\end{array}\right]^{n}=\left[\begin{array}{cc}
1 & c n \\
0 & 1
\end{array}\right] .
$$

Exercise 655. For any fixed constants $a, b$, prove that for each $n \geq 1$,

$$
\left[\begin{array}{ll}
a & 0 \\
0 & b
\end{array}\right]^{n}=\left[\begin{array}{cc}
a^{n} & 0 \\
0 & b^{n}
\end{array}\right]
$$

Exercise 656. Prove that for each $n \geq 2$,

$$
\left[\begin{array}{ll}
4 & 2 \\
2 & 1
\end{array}\right]^{n}=5^{n-1}\left[\begin{array}{ll}
4 & 2 \\
2 & 1
\end{array}\right]
$$

The following exercise involves the standard rotation matrix for $\mathbb{R}^{2}$.
Exercise 657. For arty $\theta \in \mathbb{R}$ prove that for each $n \geq 1$,

$$
\left[\begin{array}{cc}
\cos (\theta) & -\sin (\theta) \\
\sin (\theta) & \cos (\theta)
\end{array}\right]^{n}=\left[\begin{array}{cc}
\cos (n \theta) & -\sin (n \theta) \\
\sin (n \theta) & \cos (n \theta)
\end{array}\right] .
$$

For any $n \geq 1$, let $I_{n}$ denote the $n \times n$ identity matrix and let $J_{n}$ be the $n \times n$ matrix whose every entry is 1 . For example,

$$
I_{3}=\left[\begin{array}{lll}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 1
\end{array}\right], \quad \text { and } \quad J_{3}=\left[\begin{array}{lll}
1 & 1 & 1 \\
1 & 1 & 1 \\
1 & 1 & 1
\end{array}\right]
$$

Note that $J_{n}^{2}=n J_{n}$. Put $M_{n}=J_{n}-I_{n}$, the adjacency matrix for the complete graph $K_{n}$ (see Fxercise 490). By Exercise 490, if $K_{n}$ has vertex set $v_{1}, v_{2}, \ldots, v_{n}$, the $(i, j)$ entry of $M_{n}^{k}$ is the number of walks from vertex $v_{i}$ to $v_{j}$. For example,

$$
\begin{aligned}
M_{n}^{2} & =\left(J_{n}-J_{n}\right)^{2} \\
& =J_{n}^{2}-2 J_{n}+I_{n} \\
& =n \cdot J_{n}-2 J_{n}+I_{n} \\
& =(n-2) J_{n}+I_{n} \\
& =\left[\begin{array}{llll}
n-1 & n-2 & \cdots & n-2 \\
n-2 & n-1 & \cdots & n-2 \\
& & \ddots & \\
n-2 & n-2 & & n-1
\end{array}\right]
\end{aligned}
$$

and the number of walks of length 2 between distinct vertices is $n-2$ (for example, $v_{1} v_{3} v_{2}, v_{1} v_{4} v_{2}, \ldots, v_{1} v_{n} v_{2}$ are the walks between $v_{1}$ and $v_{2}$ ), and the number of walks from $v_{i}$ to $v_{i}$ is $n-1$.

Excrcise 658. Let $n \geq 1$ be fixed. Prove by induction on $k$ that for each $k \in \mathbb{Z}^{\dagger}$;

$$
M_{n}^{k}=\left(\frac{(n-1)^{k}-(-1)^{k}}{n}\right) J_{n}+(-1)^{k} I_{n}
$$

A Hadamard matrix of order $n$ is any $n \times n$ matrix $H$ that satisfles $H H^{7}=n I$. For example,

$$
H=\left[\begin{array}{ll}
+1 & +1 \\
+1 & -1
\end{array}\right]
$$

is a Hadamard matrix.

Exercise 659. Prove that for any $k \geq 0$, there crists a Hadamard matrix of order $2^{k}$.

Exercise 660. For each $n \geq 1$, lot $A_{n}$ be the $n \times n$ matrix with 0s on the main diagonal, 1's above the main diagonal, and -1 's below. Prove by induction that if $n$ is odd then $\operatorname{det}(A)=0$, and if $n$ is even then $\operatorname{det}(A)=1$.

The following exercise is about a kind of matrix called a Vandermonde matrix, named after Alexandre-Théophile Vandermonde (1735-1796), a significant contributor to the study of roots of equations and determinants. For each $n \geq 1$ and real numbers $c_{0}, \ldots, c_{n}$, a Vandermonde matrix is one of the form:

$$
M=\left[\begin{array}{ccccc}
1 & c_{0} & c_{0}^{2} & \cdots & c_{0}^{n}  \tag{19.1}\\
1 & c_{1} & c_{1}^{2} & \cdots & c_{1}^{n} \\
\vdots & \vdots & \vdots & & \vdots \\
1 & c_{n} & c_{n}^{2} & \cdots & c_{n}^{n}
\end{array}\right],
$$

or its transpose.
Exercise 661 (Vandermonde determinant). Prove that for a Vandermonde: matrix: of the form in (19.1),

$$
\operatorname{det}(M)=\prod_{0 \leq i<j \leq n}\left(c_{j}-c_{i}\right) .
$$

Exercise 662. Let $x \neq 1$. Show that for each $n>1$,

$$
\left[\begin{array}{cc}
+1 & -1 \\
0 & x
\end{array}\right]^{n}=\left[\begin{array}{cc}
+1 & \frac{x^{n}-1}{1-x} \\
0 & x^{n}
\end{array}\right] .
$$

What if $x=1$ ?
Exercise 663. For each $n \geq 1$, prove that the determinant of the $n \times n$ matrix

$$
A_{n}=\left[\begin{array}{cccccc}
2 & -1 & 0 & \ldots & 0 & 0 \\
-1 & 2 & -1 & \ldots & 0 & 0 \\
0 & -1 & 2 & \ldots & 0 & 0 \\
0 & 0 & -1 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \\
0 & 0 & 0 & \ldots & -1 & 2
\end{array}\right]
$$

is $n+1$.

Exercise 664. For each $k \geq 1$, and scalars $a_{0}, \ldots, a_{k-1}$, prove that the $k \times k$ matrix of the form

$$
A=\left[\begin{array}{cccccc}
0 & 0 & 0 & \ldots & 0 & -a_{0} \\
1 & 0 & 0 & \ldots & 0 & -a_{1} \\
0 & 1 & 0 & \ldots & 0 & . \\
0 & 0 & 1 & \ldots & 0 & . \\
\vdots & \vdots & \vdots & \ddots & \vdots & \\
0 & 0 & 0 & \ldots & 1 & -a_{k-1}
\end{array}\right]
$$

has characteristic polynomial

$$
\operatorname{det}(A-x I)=c_{A}(x)=(-1)^{n}\left(a_{0}+a_{1} x+\cdots+a_{n-1} x^{n-1}+x^{n}\right) .
$$

(In this case, $A$, or its transpose, is called a companion matrix for $c_{A}(x)$.)
The following is an application in economics. In a paper [580] by Xie entitled "Mathematical induction applied on Lcontief systems" the abstract reads [definitions appear after the quote]: "This note establishes a necessary and sufficient condition for a matrix to be positive. The recursive nature of the condition allows one to use mathematical induction to greatly simplify the proof of the existence and the solvability conditions of the Leontief system."

For notational convenience, if $\mathbf{x}$ is a vector (or column or row matrix) in $\mathbb{R}^{n}$, write $\mathbf{x} \geq \mathbf{0}$ iff every entry in $\mathbf{x}$ is non-negative. To state this next problem, a few definitions from Xie's work are needed. Define a square matrix $B=\left[b_{i j}\right]$ to be Leontief iff for every $i \neq j, b_{i j} \leq 0$, and define a matrix $B$ to be positive iff $B$ is Leontief and $B \mathbf{x} \geq \mathbf{0}$ implies $\mathbf{x} \geq \mathbf{0}$. [This definition does not appear to be universal; e.g., compare [101].]

Here are two lemmas from Xie's paper that have relatively simple proofs (but omitted here).
Lemma 19.1.3. The necessary and sufficient condition for a (square) matrix $H$ of order $n+1$ to be positive is:

$$
H=\left[\begin{array}{cc}
G & -A \\
-B & \gamma
\end{array}\right]
$$

where $G$ is Leontief of order $n, A$ and $B$ are non-negative $(n \times 1)$ and $(1 \times n)$ matrices respectively, and $\gamma$ is a positive number. Furthermore, $G-\frac{1}{\gamma} A B$ is a positive matrix of order $n$.

Recall that a permutation matrix is a square $0-1$ matrix with exactly one 1 in each row and in each column. Such a matrix obtains its name because multiplying one on the right by a column vector permutes the elements in the vector (or multiplication on the left by a row vector giving another permutation). See Section 19.2 for definitions surrounding permutations.

Lemma 19.1.4. A matrix $B$ is positive iff for any (appropriately sized) permutation matrix $P, P^{-1} B P$ is positive.

The following theorem [524, Thm 4.C.4]) was first proved without induction (and Xie reports that the early proof was more difficult than his inductive proof).

Theorem 19.1.5. For any Leontief matrix $H$, the follouing conditions are equivalent.
(1) There exists a vector $\mathbf{x} \geq 0$ so that $H \mathbf{x}>0$.
(2) $H$ is a positive matrix.
(3) $H$ is nonsingular and all of the entries of $H^{-1}$ are non-negative.

Exercise 665. Using Lemmas 19.1 .3 and 19.1.4, prove implications (1) $\Rightarrow$ (2) and (2) $\Rightarrow$ (3) of Theorem 19.1.5 by induction on the order of B. [That (3) implies (1) is trivial.]

For the next excrcise, recall that $\omega$ is the first infinite ordinal, and $\omega+\omega$ is an ordinal formed by following one copy of $\omega$ by another.

For positive integers $m$ and $n$ with $m \leq n$, an $m \times n$ latin rectangle is an $m \times n$ array (or matrix) $A=\left(a_{i j}\right)$, where each entry $a_{i j} \in\{1,2, \ldots, n\}$ and no element is repeated in any row or in any column. [In fact, one can use any $n$ symbols to choose entrics from; however, integers in $[1, n]$ are the most convenient.] A latin square is an $m \times n$ latin rectangle where $m=n$. In 1944, Marshall Hall [254] published the result in the next exercise. The solution uses a farnous theorem in graph theory (covered in Chapter 15).

Exercise 666. Use (Philip) Hall's theorem (Theorem 15.5.1) and induction to show that for $m<n$, any $m \times n$ latin rectangle can be completed to an $n \times n$ latin square by the addition of $n-m$ rows.

See Exercise 667 below for an exercise showing the existence of an infinite latin square. For more on latin squares, see [129] or [130].

Exercise 667. Show that it is possible to have an infinite matrix of size $(\omega+\omega) \times$ ( $\omega+\omega$ ) so that cuery positive integer occurs in each row precisely once and in each column precisely once.

Such an infinite matrix in Exercise 667 is called an infinite latin square. See also Section 19.4 for more exercises regarding eigenvalues and eigenvectors and linear independence.

The next exercise relies on something called a Hankel matrix and on the Catalan numbers (see Section 12.5). Given any sequence $a_{1}, a_{2}, a_{3}, \ldots$ of integers, and for any positive integer $n$, define the $n \times n$ Hankel matrix $H_{n}=\left[h_{i, j}\right]$ by $h_{i, j}=a_{i+j+1}$. Define the shifted Hankel matrix $I_{n}^{\prime}$ defined to be the IIankel matrix for the shifted sequence $a_{2}, a_{3}, a_{4}, \ldots$. This next non-trivial exercise has a solution by induction, which was donated kiudly by Michacl Doob for inclusion here.

Exercise 668. Prove that the Catalan sequence sequence $1,1,2,5,14, \ldots$ is the only sequence so that for cvery $n \geq 1$, both its Hankel matrix $H_{n}$ and shifted Hankel matrix $H_{n}^{\prime}$ have determinant 1 .
Exercise 669. Prove that for each $m, n \geq 1$, there exists an $m \times n$ matrix $A$ so that all mn entries of $A$ are different, each a perfect square, and all row sums and column sums are also perfect squares. Hint: induct on $m+n \geq 2$.

### 19.2 Groups and permutations

### 19.2.1 Semigroups and groups

For more detailed discussion on the following topics, the reader might consult one of the standard references for algebra (e.g., [152], [283]).

A closed binary operation on a set $S$ is a function from $S \times S$ to $S$. Examples of binary operations are multiplication and addition of real numbers. The notation for the binary operation varies according to the situation; common notations are $a+b, a * b, a \cdot b, a b$, or ( $a b$ ). A semigroup is a non-empty set together with a binary operation that is associative. The reader interested in semigroups might take a look at Seth Warner's article [559] to consider mathematical induction over an arbitrary commutative semigroup.

A monoid is a semigroup with a two-sided identity, and a group is a monoid with inverses. A group is called abelion iff the binary operation is commutative.
Exercise 670. Let $G$ be an abelian group, that is, $G$ is a group and for every $x, y \in G, x y=y x$. Prove that for every positive integer $n,(a b)^{n}=a^{n} b^{n}$.
Definition 19.2.1. For a prime $p$, a group $G$ is a $p$-group if every element of $G$ has order which is a power of $p$.

The following is a standard result in group theory:
Theorem 19.2.2 (Cauchy's theorem). If $G$ is a group and $p$ is a prime dividing $|G|$, then $G$ has an element of order $p$.

As a consequence of Cauchy's theorem, if $p$ divides $|G|$, then $G$ contains a subgroup of order $p$ (namcly one generated by an element of order $p$ ) and hence a $p$-group. In fact, much more is true; namely, for any prime power dividing the order of a group, there is a subgroup whose order is that prime power:
Theorem 19.2.3 (Sylow's first theorem, 1872). Let $G$ be a finite group and let $p$ be a prime. If $p^{k}$ is the largest power of $p$ that divides $|G|$, then for each $i-1 \ldots, k$, there exists a subgroup $H_{i}$ of order $p^{i}$.

Sylow's first theorem is often cited as also saying that for each $i=1, \ldots, k-1$, $H_{i}$ is a normal subgroup of $H_{i+1}$.
Exercise 671. Prove part of Sylow's first theorem, namely that if $p^{k}$ divides $|G|$, then for each $i=1,2, \ldots, k, G$ contains a subgroup of order $p^{i}$.

### 19.2.2 Permutations

In general, a permutation on a set $X$ is a bijection from $X$ to itself, but this definition can be stated in many ways. One can denote a permutation by functional notation; in this setting, say that a permutation on $\{1,2, \ldots, n\}$ is a bijection

$$
\sigma:\{1,2, \ldots, n\} \rightarrow\{1,2, \ldots, n\}
$$

and represent $\sigma$ by an ordered $n$-tuple $(\sigma(1), \sigma(2), \ldots, \sigma(n))$, where for $i \neq j, \sigma(i) \neq$ $\sigma(j)$. In this fashion, a permutation of the symbols $1,2, \ldots, n$ is seen as a linear (re)arrangement of these symbols.

By simple counting, there are $n$ ! permutations on $n$ symbols; however, this result also has an easy inductive proof.

Exercise 672. Prove by induction that for each $n \geq 1$, there are $n$ ! distinct permutations of the symbols $1,2, \ldots, n$.

An inversion in a permutation $\tau=(\tau(1), \ldots, \tau(n))$ is is any pair of the form ( $\tau(i), \tau(j))$ where $i<j$ and $\tau(i)>\tau(j)$.

For example, the permutation $(2,3,4,7,5,1,6)$ has seven inversions: $(2,1),(3,1)$, $(4,1),(7,1),(5,1),(7,5)$, and $(7,6)$. Define $I_{n, k}$ to be the number of permutations on $\{1,2, \ldots, n\}$ with exactly $k$ inversions.

Exercise 673. Prove $I_{n, 0}=1 ; I_{n, 1}=n-1$; for $k \geq n, I_{n, k}=0 ; I_{n,\binom{n}{2}-k}=I_{n, k}$; and for $k<n, I_{n, k}=I_{n, k-1}+I_{n-1, k}$.

Permutations with an even [odd] number of permutations is called even [resp. odd]. Even and odd permutations are used in one way to define a determinant.

One of the most common groups is the symmetric group $\mathfrak{S}_{n}$. The symmetric group is commonly represented by permutations, $\mathcal{G}_{n}$ being the set of all permutations on $n$ given elements, with composition as the operation (see below for notation on composition). For example, when $n=3$, there are six permutations on $\{1,2,3\}$; eliminating set brackets and commas, these can be denoted by $123,132,213,231$, 312,321 .

Notation for permutations varies. For example, the permutation denoted by 132 is the bijection

$$
\sigma:\{1,2,3\} \longrightarrow\{1,2,3\}
$$

given by $\sigma(1)=1, \sigma(2)=3$, and $\sigma(3)=2$. Another standard way to describe a permutation on a set $A$ is using two rows, the top row being an arbitrary (but fixed) ordering of the elements in $A$, and the second row showing the images:

$$
\sigma=\left(\begin{array}{ccccc}
1 & 2 & 3 & \ldots & n \\
\sigma(1) & \sigma(2) & \sigma(3) & \ldots & \sigma(n)
\end{array}\right)
$$

For example, the above permutation denoted by 132 would be written as

$$
\left(\begin{array}{lll}
1 & 2 & 3 \\
1 & 3 & 2
\end{array}\right)
$$

Yet another way to denote permutations is by cycle notation. Perhaps the easiest way to describe the notation is first by an example:

Example 19.2.4. Let

$$
\tau=\left(\begin{array}{lllllllll}
1 & 2 & 3 & 4 & 5 & 6 & 7 & 8 & 9 \\
2 & 5 & 4 & 9 & 7 & 1 & 6 & 8 & 3
\end{array}\right)
$$

If one follows where elements are moved, cycles arise:

$$
1 \rightarrow 2 \rightarrow 5 \rightarrow 7 \rightarrow 6 \rightarrow 1 \rightarrow 2 \cdots
$$

and starting from the first unused element, in the above cycle,

$$
3 \rightarrow 4 \rightarrow 9 \rightarrow 3 \rightarrow 4 \ldots ;
$$

the element 8 remains fixed by $\sigma$. In cycle notation, one writes

$$
\tau=(12576)(349)(8)
$$

or simply $\tau=(12576)(349)$. Note that the cycle notation (57612)(934) describes the same permutation.

If $\rho$ and $\sigma$ are both permutations on the same set, define the composition of $\rho$ with $\sigma$ by

$$
\sigma \circ \rho(x)=\sigma(\rho(x))
$$

for each element $x$ in the set. Rather than write $\sigma \circ \rho$, it is common to use product notation $\sigma \rho$. Since permutations can be viewed as functions, composition of permutations inherits all properties of composition of functions, for example, associativity. In the above example, $\sigma$ is the product (composition) of disjoint cycles of length 5,3 , (and 1) respectively. A cycle of length two is called a transposition, that is, a permutation $\sigma$ on $\{1,2, \ldots, n\}$ is a transposition if and only there exist $j$ and $k$, $j \neq k$ so that $\sigma(j)=k, \sigma(k)=j$, and if $i \neq j$ and $i \neq k$ then $\sigma(i)=i$.
Exercise 674. Prove that for cach $r \geq 2$, every cycle of length $r$ can be written as a product of transpositions, as in

$$
\left(x_{1}, \ldots, x_{r}\right)=\left(x_{1}, x_{2}\right) \circ\left(x_{1}, x_{3}\right) \circ \cdots \circ\left(x_{1}, x_{r}\right) .
$$

Exercise 675. Prove that every permutation of a finite set that is not the identity permutation and is not itself a cycle, can be written as a product of disjoint cycles of length at least two. Show also that the decomposition into cycles is unique except for the order of the cycles.

Exercise 676. Show that for each positive integer $n$, if $\sigma$ is a permutation on a finite set $A$, then so too is $\sigma^{n}=\underbrace{\sigma \circ \sigma \circ \ldots \circ \sigma}_{n \text { times }}$.

A derangement is a permutation that fixes no elements, that is, a derangement of the (ordered) symbols $1,2, \ldots, n$ is a permutation

$$
(\sigma(1), \sigma(2), \ldots, \sigma(n))
$$

so that for cvery $i, \sigma(i) \neq i$. For example, $(3,1,4,2)$ is a derangement of four clements. The number of derangements on $n$ symbols is denoted by $D_{n}$. Counting derangements can be done by the inclusion-exclusion principle, but since that principle has an inductive proof (see Excrcise 427), it might be no surprise that so does the following:
Exercise 677. Prove that for $n \geq 1$,

$$
D_{n}=n!\sum_{i=0}^{n} \frac{(-1)^{i}}{i!}
$$

Fxercise 678. Denote the number of permutations of $\{1,2, \ldots, n\}$ that fix precisely $p$ points by $e_{p}(n)$. Prove that

$$
e_{p}(n)=\sum_{j=p}^{n}(-1)^{j \cdot p}\binom{j}{p}\binom{n}{j}(n-j)!
$$

Exercise 679. Prove that the number of permutations $\pi$ of $\{1,2, \ldots, n\}$ that satisfy (for each $k=1,2, \ldots, n$ )

$$
|\pi(k)-k| \leq 1
$$

is precisely $F_{n}$, the $n$-th Fibonacci number (where $F_{0}=0, F_{1}=1$, and for $n \geq 2$, $\left.F_{n}=F_{n}^{\prime}{ }_{2}+F_{n-1}\right)$.

An extension of Exercise 679 is as follows.
Exercise 680. Lel $S_{n}$ denote the set of permutations of $\{1,2, \ldots, n\}$. For any $f, g \in S_{n}$, define $\delta(f, g)=\max _{1 \leq i \leq n}|f(i)-g(i)|$. (So $\delta$ is a metric on $S_{n}$.) for $n, r \in \mathbb{Z}^{+}$, and $f \in S_{n}$, define

$$
a_{f}(n, r)=\left|\left\{g \in S_{n}: \delta(f, g) \leq r\right\}\right|
$$

Prove that the numbers $a_{f}(n, r)$ are independent of $f$, and so $a(n, r)=a_{f}(n, r)$ is well defined. Show that for $n \geq 6$,

$$
a(n, 2) \div 2 a(n-1,2)+2 a(n-3,2)-a(n-5,2)
$$

and that $a(n, 1)=F_{n+1}$, the $(n+1)$-st Fibonacci number (where $I_{0}=0, F_{1}=1$, and for $n \geq 2, F_{n}=F_{n-2}+F_{n-1}$ ).

For more on permutations, see also Section 12.7 on Eulerian numbers, where permutations are counted according to the number of ascents, descents, rises, and falls.

### 19.3 Rings

A ring $(R,+, \cdot)$ is a set $R$ together with two binary operations addition ( + ) and multiplication $(\cdot)$ so that $(R,+)$ is an abelian group, $R$ is closed and associative under multiplication. and both distributive laws hold. A ring with unity is a ring containing a multiplicative identity $1_{R}$. Multiplication is not necessarily commutative, nor need there be multiplicative inverses or cancellation laws. The set $\mathbb{Z}$ of integers is the most common example of a ring. Another common example is the ring $\mathbb{Z}[x]$ of finite polynomials in an indeterminate $x$ with integer coeflicients. More generally, if $R$ is a ring, then $R[x]$ is also a ring, as is the set of all functions on $R$ with ordinary addition and multiplication of functions.

Exercise 681. Prove that if $f:(R,+, \cdot) \rightarrow(S, \oplus, \odot)$ is a ring homomorphism, then for every $n \geq 1$ and every $a \in R, f\left(a^{n}\right)=[f(a)]^{n}$.

An ideal in a ring $R$ is a subring $I \subseteq R$ such that $I R=R I=I$ (that is, for every $i \in I$ and $r \in R$, ir $\in I$ and $r i \in I$ ). An ideal $I$ is proper if $I \neq R$. A maximal ideal in a ring is an ideal $I$ with the property that if $J$ is an ideal satisfying $I \subseteq J \subseteq R$, then $J=I$ or $J=R$.

Exercise 682. Use Zorn's lemma to show that in a commutative ring $R$ with unity, ever proper ideal is contained in a maximal ideal.

An algebraic integer is a number $\alpha \in \mathbb{C}$ that is a root of a monic polynomial $f \neq 0$ in $\mathbb{Z}[x]$ (the ring of finite polynomials with integer coefficients). Let $\mathbb{Z}[\alpha]$ be the smallest subring containing $\alpha$.

Exercise 683. Prove that if $\alpha \in \mathbb{C}$ is an algebraic integer, then the additive group $\mathbb{Z}[0]$ is finitely gencrated.

### 19.4 Fields

A set $\mathbb{F}$, together with two binary operations, addition and multiplication, usually denoted by + and $\cdot$, is called a field if it satisfies the following axioms:

A1 $\forall a, b \in \mathbb{F},(a+b) \in \mathbb{F}$. (closure under addition)
A2 $\forall a, b, c \in \mathbb{F}(a+b)+c=a+(b+c)$. (associativity of addition)
A3 There exists an element called 0 so that $\forall a \in \mathbb{F}, a+0=a=0+a$. (In an additive group, this element is unique; 0 is called an additive identity)

A4 $\forall a \in \mathbb{F}, \exists b \in \mathbb{F}$ so that $a+b=0=b+a$. (In an additive group, such a $b$ is unique and is denoted by $b=-a$, the additive inverse of $a$.)

A5 $\forall a, b \in \mathbb{F}, a+b=b+a$.

M1 $\forall a, b \in \mathbb{F},(a \cdot b) \in \mathbb{F}$. (closure under multiplication)
M2 $\forall a, b, c \in \mathbb{F},(a \cdot b) \cdot c=a \cdot(b \cdot c)$. (multiplication is associative)
M3 There exists an element called 1 so that $\forall a \in \mathbb{F}, a \cdot 1=a=1 \cdot a$. ( 1 is called a multiplicative identity)

M4 $\forall a \in \mathbb{F}, \exists b \in \mathbb{F}$ so that $a \cdot b=1=b \cdot a$. (In a group, such a $b$ is unique and is denoted by $b=a^{-1}$, the multiplicative inverse of $a$.)

M5 $\forall a, b \in \mathbb{F}, a \cdot b=b \cdot a$. (multiplication is commutative)
LD $\forall a, b, c \in \mathbb{F}, a \cdot(b+c)=a \cdot b+a \cdot c$. (left distributivity)
$\mathrm{RD} \forall a, b, c \in \mathbb{F},(a+b) \cdot c)=a \cdot c+b \cdot c$. (right distributivity)
II $0 \neq 1$.
The axiom $[\mathrm{RD}]$ follows from [LD] and [M5], so is sometimes not mentioned. The axioms [A1] [A5] show that ( $\mathbb{F},+$ ) is an abelian (commutative) group; setting $\mathbb{F}^{*}=$ $\mathbb{F} \backslash\{0\}$, axioms $[\mathrm{M} 1]-[\mathrm{M} 5]$ show that $\left(\mathbb{F}^{*}, \cdot\right)$ is an abelian group.

The number of elements in any finite field is a prime power (i.e., the field has prime power order), and for each prime $p$ and positive integer $s$, the field of order $p^{s}$ is unique, called the Galois field of order $p^{s}$, denoted $\mathrm{GF}\left(p^{s}\right)$. For any $z \in \mathrm{GF}\left(p^{s}\right)$, $p z=0$, where $p z$ means $z+z+\cdots+z$ with $z$ repeated $p$ times. $\left[\mathrm{GF}\left(p^{s}\right)\right.$ has characteristic $p$.

As in Section 18.4, if $R$ is a ring, $R[x]$ denotes the ring of polynomials in indeterminate $x$ with cocfficients in $R$. In many situations, $R$ is a field. For a field $\mathbb{F}$ and $f(x) \in \mathbb{F}[x]$, let $f^{(\ell)}(x)$ denote the $\ell$-th derivative of $f(x)$ with respect to $x$.

Exercise 684. Let $p$ be a prime and let $\mathbb{F}=G F(p)$. For $L \leq p$, if $x_{0} \in \mathbb{F}$ and $f(x) \in F[x]$ are so that for $0 \leq \ell<L, f^{(\ell)}\left(x_{0}\right)=0$, then $x_{0}$ is a zcro of $f$ with multiplicity at least $L$.

The next exercise relies on the division algorithm for polynomials, similar to Theorem 11.1.2 for integers: Let $K$ be a field and let $f, g \in K[x]$, where $\operatorname{deg}(g) \leq$ $\operatorname{deg}(f)$. Then there exist polynomials $q, r \in K[x]$ with $\operatorname{deg}(r)<\operatorname{deg}(g)$ so that $f=q q+r$. Furthermore, when $1_{K} \in K[x]$ is viewed as a constant polynomial, if $f$ and $g$ are relatively prime, then there exist polynomials $s, t \in K[x]$ so that $1=s f+t g$ (similar to Bezout's Lemma 11.1.3). The following question might bring the method of partial fractions to mind.

Exercise 685. Let $K$ be a field and let $f, g \in K[x]$. Let $g=g_{1} g_{2} \cdots g_{m}$, where the $g_{i}$ 's are relatively prime. Prove that there exists $a_{1}, \ldots, a_{m} \in K[x]$ so that

$$
\frac{f(x)}{g(x)}=\sum_{i=1}^{m} \frac{a_{i}(x)}{g_{i}(x)} .
$$

Exercise 686. Let $K$ be a field, $b(x) \in K[x]$ with $\operatorname{deg}(b) \geq 1$. Prove that each $f(x) \in K[x]$ has an expression

$$
f(x)=d_{m}(x) b(x)^{m}+d_{m-1}(x) b(x)^{m-1}+\cdots+d_{0}(x)
$$

where for each $j, d_{j}(x) \in K[x]$ and either $d_{j}(x)=0$ or $\operatorname{deg}\left(d_{j}\right)<\operatorname{deg}(b)$.
A field $K$ can be ordered (or is orderable) iff there exists a subset $P \subset K$ (called a domain of positivity) satisfying (i) $a, b \in P \Rightarrow a b, a+b \in P$; (ii) $0_{K} \notin P$; (iii) $\{-p: p \in P\} \cup\{0\} \cup P=K$. An ordered field has a fixed domain of positivity. A field $\mathbb{F}$ is defined to be formally real iff -1 can not be represented as the sum of squares. An equivalent definition of a formally real field is one that satisfies

$$
\left[a_{1}^{2}+\cdots+a_{n}^{2}=0\right] \Rightarrow\left[a_{1}=\cdots=a_{n}=0\right] .
$$

The next exercise uses Zorn's lemma.
Exercise 687 (Artin Schreier). Every formally real field can be ordered.
For the next exercise, some basics abont field extensions are reviewed. For more details, see, e.g., Stewart's Galois Theory [509, 512] or [261, p. 418]. If $K$ is a field and a degree $n$ polynomial $p(x) \in K[x]$ is irreducible, then for any zero $a$ of $p(x)$, the extension $K(a)$ formed by adjoining $a$ to $K$ is a vector space over $K$ with dimension $n$.

Lemma 19.4.1. If $a$ is a root of an irreducible polynomial over $K$, then every $b \in K(a)$ is a zero of an irreducible polynomial in $K[x]$ (in other words, $b$ is algebraic over $K$ ).

Proof of lemma: Since $K(a)$ is a ring, the elements $b^{0}=1, b^{1}=b, b^{2}, \ldots, b^{n}$ are elements in $K(a)$, but since $K(a)$ has dimension $n$, these must be linearly dependent over $K$, and so for some constants $c_{i} \in K$ not all zero, $c_{0} b^{0}+c_{1} b^{1}+\cdots+b^{n}=0_{K}$.

An extension $K^{\prime}$ of $K$ is said to be algebraic (over $K$ ) if every element $b \in K^{\prime}$ is algebraic over $K$. An extension $E$ of $K$ is called finite over $K$ if $E$ is a vector space of finite dimension over $K$. Then Lemma 19.4.1 implies:

Theorem 19.4.2. If $K$ is a field and $E$ is a finite field extension of $K$, then $E$ is algebraic over $K$.

Exercise 688. Let $K$ bc a field. Prove by induction that every extension of $K$ formed by adding finitely many algebraic (over $K$ ) elements is finite and therefore algebraic over $K$.
[Conversely, every finite extension of $K$ can be generated by adding finitely many elements each algebraic over $K$.

The result in the next exercise guarantees a "splitting field", and is due to Kronecker (1823-1891). The following fact is needed (and given without proof):
Fact: If $K$ is a field and $p(x) \in K[x]$ is irreducible, then the quotient field $K[x] /\langle p(x)\rangle$ is a field containing (an isomorphic copy of) $K$ and a root $z$ of $p(x)$.

Exercise 689. Let $K$ be a field and $f(x) \in K[x]$. Prove that there exists a field $E$ containing $K$ as a subfield so that $f(x)$ is a product of linear polynomials in $E[x]$.

### 19.5 Vector spaces

Given a field $\mathbb{F}$, a vector space over $\mathbb{F}$ is a set $V$ of objects (called vcctors), together with two operations, addition " + " and scalar product "." so that for cvery $\mathbf{u}, \mathbf{v}, \mathbf{w} \in$ $V$ and $\alpha, \beta \in \mathbb{F}$,

1. $\mathbf{u}+\mathbf{v} \in V$. [closure of addition]
2. $\alpha \cdot \mathbf{v} \in V$. [closure of scalar product]
3. $\mathbf{u}+\mathbf{v}=\mathbf{v}+\mathbf{u}$. [addition is commutative]
4. $(\mathbf{u}+\mathbf{v})+\mathbf{w}=\mathbf{u}+(\mathbf{v}+\mathbf{w})$. [addition is associative]
5. There is a vector $\mathbf{0} \in V$ so that for all $\mathbf{v} \in V, \mathbf{0}+\mathbf{v}=\mathbf{v}$. [additive identity exist.s]
6. If $1_{\mathbb{F}}$ is the identity in $\mathbb{F}$, then $1_{\mathbb{F}} \cdot \mathbf{v}=\mathbf{v}$. [scalar product identity]
7. $\alpha \cdot(\mathbf{u}+\mathbf{v})=\alpha \cdot \mathbf{u}+\alpha \cdot \mathbf{v}$. [distributive property over vector addition]
8. $(\alpha+\beta) \mathbf{v}=\alpha \cdot \mathbf{v}+\beta \cdot \mathbf{v}$. [distributive property over field addition]
9. $(\alpha \beta) \cdot \mathbf{v}=\alpha \cdot(\beta \cdot \mathbf{v})$. [associativity of scalar product]

A vector space is sometimes called a linear space. The elements of $\mathbb{F}$ are called scalars. Vectors are often written in boldface, and scalars are in math italics. Notation for vectors varies: $v, \bar{v}, \bar{v}, \vec{v}$, and $\psi$ are all common notations for the vectors. (The squiggly line underneath a letter is a typesetter's notation for making something bold-this notation is oftell employed when writing math by hand.)

Perhaps the most common example of a vector space is, for a positive integer $n$, the Euclidean vector space $V=\mathbb{R}^{n}$, the set of $n$-tuples of real numbers, considered as a vector space over the field $\mathbb{R}$. For a set $X$, and a positive integer $n$, define $X^{n}=\left\{\left(x_{1}, x_{2}, \ldots, x_{n}\right): x_{1}, x_{2}, \ldots, x_{n} \in X\right\}$, the set of all ordered $n$-tuples whose coordinates are in $X$. This notation is often used when $X$ is one of the ficlds $\{0,1\}$, $\mathbb{R}$, or $\mathbb{C}$. Elements of $X^{n}$ can be called vectors, and are occasionally written as column matrices. The zero vector $\mathbf{0}$ is the vector all of whose coordinates are 0 .

A subspace of a vector space $V$ is a non-emply subset $W \subset V$ that is itself a vector space under the same operations as in $V$. .

For a vector space $V$ over a field $\mathbb{F}$, a linear combination of vectors $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k} \in$ $V$ is an expression of the form

$$
c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{k} \mathbf{v}_{k}
$$

where the $c_{i}$ 's are elements (scalars) of the field $\mathbb{F}$.
A collection of vectors $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k} \in \mathbb{C}^{n}$ is called linearly independent (over $\mathbb{C}$ ) iff the only complex numbers $c_{1}, \ldots, c_{k}$ for which the equation

$$
c_{1} \mathbf{v}_{1}+c_{2} \mathbf{v}_{2}+\cdots+c_{k} \mathbf{v}_{k}=\mathbf{0}
$$

has a solution are $c_{1}=c_{2}=\cdots=c_{k}=0$. (The vectors are said to be linearly dependent if they fail to be linearly independent, that is, if there exists some nontrivial linear combination of these vectors that vanishes.)

The definitions for eigenvalues and eigenvectors from Section 19.1 apply in general; they are repeated here for convenience. Let $A$ be an $n \times n$ matrix with entries from $\mathbb{C}$ (actually, any field will do). An element $\lambda \in \mathbb{C}$ is called an eigenvalue for $A$ if there exists a non-zero column matrix $\mathbf{x}$ so that $A \mathbf{x}=\lambda \mathbf{x}$; such an $\mathbf{x}$ is called an eigenvector associated with $\lambda$.

Exercise 690. Let $A$ be an $n \times n$ matrix that has distinct eigenvalues $\lambda_{1}, \ldots, \lambda_{r}$. Prove that if $\mathbf{v}_{\mathbf{1}}, \ldots, \mathbf{v}_{r}$ are eigenvectors each associated with a different eigenvalue, then they are linearly independent.

Given two vector spaces $V$ and $W$ over a field $\mathbb{F}$, a function $T: V \rightarrow W$ is called a linear transformation. iff for any $\mathbf{u}, \mathbf{v} \in V$ and any $k \in \mathbb{F}$,

$$
T(k \mathbf{u}+\mathbf{v})=k T(\mathbf{u})+T(\mathbf{v}) .
$$

(Equivalently, $T$ is a linear transformation iff for any $\mathbf{u}, \mathbf{v} \in V$ and any $k \in \mathbb{F}$, both $T(\mathbf{u}+\mathbf{v})=T(\mathbf{u})+T(\mathbf{v})$ and $T(k \mathbf{u})=k T(\mathbf{u})$ hold.) A linear transformation $T: V \rightarrow V T$ is called a linear operator on $V$.

Let $T$ be a linear operator on a vector space $V$ over a field $\mathbb{F}$. For $\lambda \in \mathbb{F}$, if there exists a non-zero $\mathbf{v} \in V$ with $T(\mathbf{v})=\lambda \mathbf{v}$, then $\lambda$ is an eigenvalue for $T$ and $\mathbf{v}$ is an eigenvector associated with $\lambda$. A subspace $W$ of $V$ is called $T$-invariant iff for any $\mathbf{w} \in W, T(\mathbf{w}) \in W$.

Exercise 691. Let $T$ be a linear operator on a finite dimensional vector space $V$ and let $W$ be a $T$-invariant subspace of $V$. Suppose that $\mathbf{v}_{\mathbf{1}}, \ldots, \mathbf{v}_{k}$ are eigenvectors of $T$ that correspond to distinct eigenvalues. Prove that if $\mathbf{v}_{1}+\cdots+\mathbf{v}_{k} \in W$, then each $\mathbf{v}_{i} \in W$.

Recall that if $S$ is a subset of a vector space $V$ over a field $\mathbb{F}$, the span of $S$ is the set (denoted $\operatorname{span}(S)$ ) of all finite linear combinations of vectors from $S$ (where coefficients in any linear combination occur in $\mathbb{F}$ ). It is not hard to show that for any $S \subset V, \operatorname{span}(S)$ is itself a vector space (and so is a subspace of $V$ ). If $\operatorname{span}(S)=W$, the set $S$ is said to "span $W$ ".

If $V$ is a vector space, a subset $B \subset V$ of vectors is called a basis for $V$ iff $B$ is linearly independent and $\operatorname{span}(B)=V$.

One standard application of Zorn's lemma is the following.

Theorem 19.5.1. Every vector space has a basis.
Proof idea: Let $V$ be a vector space and let $\mathcal{B}$ be the set of all linearly independent subsets of $V$. Then show that the union of any chain of independent sets is again independent.

Exercise 692. Fill in the details to the proof of Theorem 19.5.1.
The dimension of a vector space is the number of elements in a basis for that space.

Exercise 693. Let $A \in M_{n \times n}(\mathbb{F})$. Prove that $\operatorname{dim}\left(\operatorname{span}\left(I_{n}, A, A^{2}, \ldots\right)\right) \leq n$.
An inner product on a vector space $V$ over a field $\mathbb{F}$ is a function $\langle\cdot, \cdot\rangle: V^{2} \rightarrow \mathbb{F}$ that satisfies (for all $\mathbf{a}, \mathbf{b}, \mathbf{c} \in V$, and $k, \ell \in \mathbb{F}$ )
(i) $\langle\mathbf{a}, \mathbf{b}\rangle=\overline{\langle\mathbf{b}, \mathbf{a}\rangle}$ (the complex conjugate, in the case that $\mathbb{F}=\mathbb{C}$ ).
(ii) $\langle k \mathbf{a}+\ell \mathbf{b}, \mathbf{c}\rangle=k\langle\mathbf{a}, \mathbf{c}\rangle+\ell\langle\mathbf{b}, \mathbf{c}\rangle$.
(iii) $\langle\mathbf{a}, \mathbf{a}\rangle \geq 0$ and $\langle\mathbf{a}, \mathbf{a}\rangle=0$ if and only if $\mathbf{a}=\mathbf{0}$.

A vector space with an inner product is called an inner product space.
For any positive integer $n$, and vectors $\mathbf{a}=\left(a_{1}, a_{2}, \ldots, a_{n}\right) \in \mathbb{R}^{n}$ and $\mathbf{b}=$ $\left(b_{1}, b_{2}, \ldots, b_{n}\right) \in \mathbb{R}^{n}$, define the dot product of $\mathbf{a}$ and $\mathbf{b}$ to be

$$
\mathbf{a} \bullet \mathbf{b}=a_{1} b_{1}+a_{2} b_{2}+\cdots+a_{n} b_{n}
$$

Onc can easily verify that the dot product is indeed an inner product, and is sometimes called the Euclidean inner product.

In an inner product space $V$, for any $\mathbf{v} \in V$, definc the norm of $\mathbf{v}$ to be

$$
\|\mathbf{v}\|=\langle\mathbf{v}, \mathbf{v}\rangle^{1 / 2}
$$

When the inner product is the dot product, the norm is called the Euclidean norm; if $\mathbf{a}=\left(a_{1}, a_{2}, \ldots, a_{n}\right) \in \mathbb{R}^{n}$, then the Euclidean norm of $\mathbf{a}$ is

$$
\|\mathbf{a}\|=\sqrt{\mathbf{a} \bullet \mathbf{a}}=\sqrt{a_{1}^{2}+a_{2}^{2}+\cdots+a_{n}^{2}} .
$$

When $n=1$, the norm is just the absolute value.
Consider the famous "Cauchy Schwarz" inequality, named after Augustin Louis Cauchy and Karl Herman Amandus Schwarz. Its proof given here is not inductive, however it is a very useful inequality in most areas of mathematics, and it is needed later. The proof might also give one ideas as to how to prove some later results by induction.

Theorem 19.5.2 (Cauchy-Schwarz inequality for dot products). For each positive integer $n$ and real numbers $a_{1}, a_{2}, \ldots, a_{n}, b_{1}, b_{2}, \ldots, b_{n}$, then

$$
\left(a_{1}^{2}+a_{2}^{2}+\cdots+a_{n}^{2}\right) \cdot\left(b_{1}^{2}+b_{2}^{2}+\cdots+b_{n}^{2}\right) \geq\left(a_{1} b_{1}+a_{2} b_{2}+\cdots+a_{n} b_{n}\right)^{2}
$$

or equivalently,

$$
\mathrm{a} \bullet \mathrm{~b} \leq\|\mathrm{a}\| \cdot\|\mathrm{b}\| .
$$

Proof: One common proof is to examine $\|\mathbf{a}+t \mathbf{b}\|^{2} \geq 0$, and after some simplification, use known properties of quadratic polynomials. Such a proof is easily duplicated to prove the general inner product version of Cauchy-Schwarz: $|\langle\mathbf{a}, \mathbf{b}\rangle| \leq$ $\|\mathbf{a}\| \cdot\|\mathbf{b}\|$. Here is another proof of Cauchy-Schwarz for the dot product: When $n=1$, the theorem is true since it says $a^{2} b^{2} \leq(a b)^{2}$. When $n \geq 2$, relying on the fact that for any real numbers $x$ and $y, 0<(x-y)^{2}=x^{2}+y^{2}-2 x y$,

$$
\begin{equation*}
2 x y \leq x^{2}+y^{2} . \tag{19.2}
\end{equation*}
$$

In particular, for $\mathbf{a}=\left(a_{1}, a_{2}, \ldots, a_{n}\right)$ and $\mathbf{b}=\left(b_{1}, b_{2}, \ldots, b_{n}\right)$, in the following sequence of inequalities, Equation (19.2) is used for each $i=1, \ldots, n$, using $x=\frac{a_{i}}{\|a\|}$ and $y=\frac{b_{1}}{\|b\|}$ :

$$
\begin{aligned}
\mathbf{a} \cdot \mathbf{b} & =\sum_{i=1}^{n} a_{i} b_{i} \\
& =\left(\sum_{i=1}^{n} \frac{a_{i}}{\|\mathbf{a}\|} \frac{b_{i}}{\|\mathbf{b}\|}\right)\|\mathbf{a}\| \cdot\|\mathbf{b}\| \\
& \leq \frac{1}{2} \sum_{i=1}^{n}\left[\left(\frac{a_{i}}{\|\mathbf{a}\|}\right)^{2}+\left(\frac{a_{i}}{\|\mathbf{a}\|}\right)^{2}\right]\|\mathbf{a}\| \cdot\|\mathbf{b}\| \\
& =\frac{1}{2}\left[\frac{1}{\|\mathbf{a}\|^{2}} \sum_{i=1}^{n} a_{i}^{2}+\frac{1}{\|\mathbf{b}\|^{2}} \sum_{i=1}^{n} b_{i}^{2}\right]\|\mathbf{a}\| \cdot\|\mathbf{b}\| \\
& =\frac{1}{2}(\mathbf{1}+1)\|\mathbf{a}\| \cdot\|\mathbf{b}\|,
\end{aligned}
$$

and so $\mathbf{a} \bullet \mathbf{b} \leq\|\mathbf{a}\| \cdot\|\mathbf{b}\|$.
An apparently stronger result also holds $\cdot$ for real numbers $a_{1}, a_{2}, \ldots, a_{n}$, and $b_{1}, b_{2}, \ldots, b_{n}$,

$$
\left(a_{1}^{2}+a_{2}^{2}+\cdots+a_{n}^{2}\right) \cdot\left(b_{1}^{2}+b_{2}^{2}+\cdots+b_{n}^{2}\right) \geq\left(\left|a_{1} b_{1}\right|+\left|a_{2} b_{2}\right|+\cdots+\left|a_{n} b_{n}\right|\right)^{2},
$$

though one sees that this follows from the Cauchy-Schwarz inequality directly: for all $a_{i} b_{i}$ that are negative, replace $a_{i}$ with $-a_{i}$ and apply Cauchy Schwarz; the left
side remains unchanged. On the other hand, this stronger-looking inequality implies Cauchy-Schwarz immediately because

$$
\left(\left|a_{1} b_{1}\right|+\left|a_{2} b_{2}\right|+\cdots+\left|a_{n} b_{n}\right|\right)^{2} \geq\left(a_{1} b_{1}+a_{2} b_{2}+\cdots+a_{n} b_{n}\right)^{2}
$$

In the case that $\mathbf{b}=(\mathbf{1}, \mathbf{1}, \ldots, 1)$, the Cauchy-Schwarz inequality yields

$$
a_{1}+a_{2}+\cdots+a_{n} \leq \sqrt{a_{1}^{2}+a_{2}^{2}+\cdots+a_{n}^{2}} \sqrt{n}
$$

and thus gives an upper bound for the arithmetic mean

$$
\frac{a_{1}+a_{2}+\cdots+a_{n}}{n} \leq \sqrt{\frac{a_{1}^{2}+a_{2}^{2}+\cdots+a_{n}^{2}}{n}} .
$$

In $\mathbb{R}^{2}$ and $\mathbb{R}^{3}$, if $\mathbf{u}$ and $\mathbf{v}$ are vectors with angle $\theta$ between them, then the dot product is often first defined by

$$
\mathbf{u} \bullet \mathbf{v}=\|\mathbf{u}\|\|\mathbf{v}\| \cos \theta
$$

Thus in dimensions 2 and 3, Cauchy-Schwarz (for dot products) follows directly from this definition. (The cosine law is then used to show that this definition of dot product agrees with the more usual definition.) In higher dimensions, the dot product is defined first, then

$$
\theta=\cos ^{-1}\left(\frac{\mathbf{u} \bullet \mathbf{v}}{\|\mathbf{u}\|\|\mathbf{v}\|}\right)
$$

is defined to be the angle between the vectors-so the Cauchy Schwarz inequality guarantees that the argument of $\cos ^{-1}$ is bounded between -1 and 1 and hence the angle is defined.

The next exercise generalizes the triangle inequality (see Exercise 193) to $n$ dimensions; it is one form of what is known as "Minkowski's inequality"; Hermann Minkowski (1864.1909) was one of Einstein's mathematics teachers.
Excrcise 694 (Minkowski's inequality). Fix some non-negative integer n. Use the Cauchy-Schwarz inequality and induction on $m$ to prove that for every $n \geq 1$, and every collection of vectors $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}$ in $\mathbb{R}^{n}$,

$$
\left\|\mathbf{v}_{1}+\mathbf{v}_{2}+\cdots+\mathbf{v}_{m}\right\| \leq\left\|\mathbf{v}_{1}\right\|+\left\|\mathbf{v}_{2}\right\|+\cdots+\left\|\mathbf{v}_{m}\right\| .
$$

Mnother form of Minkowski's inequality that generalizes the triangle inequality occurs when the notion of norm is generalized. If $\mathbf{a}=\left(a_{1}, a_{2}, \ldots, a_{n}\right) \in \mathbb{R}^{n}$ is a vector, and $p>1$ is a real number, define

$$
\|\mathrm{a}\|_{p}=\left(\left|a_{1}\right|^{p}+\left|a_{2}\right|^{p}+\cdots+\left|a_{n}\right|^{p}\right)^{1 / p}
$$

called the $p$-norm of a. Just as the Cauchy- Schwarz inequality was required to prove Minkowski's inequality, something called Hölder's inequality (for vectors) is used to generalize Minkowski's inequality for $p$-norms. First a uscful lernma (which appears in, for example, [74]) is given:

Lemma 19.5.3. For real numbers $x, y>0$ and $0<\alpha<1$,

$$
x^{\alpha} y^{1-\alpha} \leq \alpha x+(1-\alpha) y .
$$

Proof outline: For $u>0$, consider the function $f(u)=u^{\alpha}-\alpha u-1+\alpha$. Simple calculus shows that on the interval ( $0, \infty$ ), $f$ achieves a maximum of 0 at $u=1$, that is, $f(u) \leq 0$ for all $u>0$. Putting $u=\frac{x}{y}$ and a little algebra yields the desired inequality.

Theorem 19.5.4 (Hölder's inequality for vectors). If $p>1$ and $q>1$ are real numbers with $\frac{1}{p}+\frac{1}{q}=1$, then

$$
\left|\sum_{i=1}^{n} x_{i} y_{i}\right| \leq\left(\sum_{i=1}^{n}\left|x_{i}\right|^{p}\right)^{1 / p}\left(\sum_{i=1}^{n}\left|y_{i}\right|^{q}\right)^{1 / q},
$$

that is, if $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n}$, then $|\mathbf{x} \bullet \mathbf{y}| \leq\|\mathbf{x}\|_{p}\|\mathbf{y}\|_{q}$.
Proof: If $\mathbf{x}=\mathbf{0}$ or $\mathbf{y}=\mathbf{0}$, then the result is trivial, so suppose that both $\|\mathbf{x}\|_{p}>0$ and $\|y\|_{q}>0$. In the following sequence of inequalities, Lemma 19.5.3 is used $n$ times, each time with $\alpha=\frac{1}{p}, x=\frac{\left|x_{i}\right|^{p}}{\left(\|\times\|_{p}\right)^{p}}$, and $y=\frac{\left|y_{y}\right|^{q}}{\left(\|y\|_{q}\right)^{q}}$ :

$$
\begin{aligned}
\frac{\left|\sum_{i=1}^{n} x_{i} y_{i}\right|}{\|\mathbf{x}\|_{p}\|\mathbf{y}\|_{q}} & \leq \frac{\sum_{i=1}^{n}\left|x_{i}\right| \cdot\left|y_{i}\right|}{\|\mathbf{x}\|_{p}\|\mathbf{y}\|_{q}} \quad \text { (by the triangle inequality) } \\
& =\sum_{i=1}^{n}\left(\frac{\left|x_{i}\right|}{\|\mathbf{x}\|_{p}}\right)\left(\frac{\left|y_{i}\right|}{\|\mathbf{y}\|_{q}}\right) \\
& =\sum_{i=1}^{n}\left(\frac{\left|x_{i}\right|^{p}}{\left(\|\mathbf{x}\|_{p}\right)^{p}}\right)^{1 / p}\left(\frac{\left|y_{i}\right|^{q}}{\left(\|\mathbf{y}\|_{q}\right)^{q}}\right)^{1 / q} \\
& \leq \sum_{i=1}^{n}\left[\frac{1}{p}\left(\frac{\left|x_{i}\right|^{p}}{\left(\|\mathbf{x}\|_{p}\right)^{p}}\right)+\frac{1}{q}\left(\frac{\left|y_{i}\right|^{q}}{\left(\|\mathbf{y}\|_{q}\right)^{q}}\right)\right] \text { (by Lemma 19.5.3) } \\
& =\frac{1}{p\left(\|\mathbf{x}\|_{p}\right)^{p}} \sum_{i=1}^{n}\left|x_{i}\right|^{p}+\frac{1}{q\left(\|\mathbf{y}\|_{q}\right)^{q}} \sum_{i=1}^{n}\left|y_{i}\right|^{q} \\
& =\frac{1}{p}+\frac{1}{q} \\
& =1
\end{aligned}
$$

and so

$$
\left|\sum_{i=1}^{n} x_{i} y_{i}\right| \leq\|\mathbf{x}\|_{p}\|\mathbf{y}\|_{q}
$$

as desired. In fact, it was proved that $\sum_{i=1}^{n}\left|x_{i} y_{i}\right| \leq\|\mathbf{x}\|_{p}\left\|_{\mathbf{y}}\right\|_{q}$.

Exercise 695 (Minkowski's inequality for $p$-norm). Use. Hölder's inequality to prove that for any real $p>1$, and any vectors $\mathbf{x}, \mathbf{y} \in \mathbb{R}^{n}$,

$$
\|\mathbf{x}+\mathbf{y}\|_{p} \leq\|\mathbf{x}\|_{p}+\|\mathbf{y}\|_{p}
$$

Then prove by induction that for any vectors $\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots \mathbf{x}_{n} \in \mathbb{R}^{n}$,

$$
\left\|\mathrm{x}_{1}+\mathrm{x}_{2}+\cdots+\mathrm{x}_{n}\right\|_{p} \leq\left\|\mathrm{x}_{1}\right\|_{p}+\left\|\mathrm{x}_{2}\right\|_{p}+\cdots+\left\|\mathrm{x}_{n}\right\|_{p}
$$

Two vectors $\mathbf{u}$ and $\mathbf{v}$ in an inner product space $V$ are said to be orthogonal if and only if $\langle\mathbf{u}, \mathbf{v}\rangle=0$. A set of vectors is called orthogonal iff any two vectors in the set are orthogonal.
Lemma 19.5.5. Let $V$ be an inner product space. Any set of non-zero orthogonal vectors in $V$ is linearly independent.
Proof: Suppose that $\left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{r}\right\}$ is a set of non-zero pairwise orthogonal vectors and let $c_{1}, \ldots, c_{r}$ be real constants so that

$$
c_{1} \mathbf{v}_{1}+\cdots+c_{r} \mathbf{v}_{r}=\mathbf{0}
$$

For each $i \in\{1, \ldots, r\}$, taking the inner product of both sides with $\mathbf{v}_{i}$ yields $c_{i}\left\|\mathbf{v}_{i}\right\|^{2}=0$, and so cach $c_{i}=0$.

In the next theorem, the construction of the orthogonal sct $\left\{\mathbf{v}_{1}, \ldots, v_{n}\right\}$ is called the "Gram-Schmidt orthogonalization process".
Theorem 19.5.6 (Gram-Schmidt process). Let V be an inner product space, and let $S=\left\{\mathbf{w}_{1}, \ldots, \mathbf{w}_{n}\right\} \subset V$. For each $i=1, \ldots, n$ define $\mathbf{v}_{i}$ recursively as follows: Put $\mathbf{v}_{1}-\mathbf{w}_{1}$, and for each $k-2, \ldots, n, p u t$

$$
\mathbf{v}_{k}=\mathbf{w}_{k}-\sum_{j=1}^{k-1} \frac{\left\langle\mathbf{w}_{k}, \mathbf{v}_{j}\right\rangle}{\left\|\mathbf{v}_{j}\right\|^{2}} \mathbf{v}_{j} .
$$

Then $T=\left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}\right\}$ is an orthogonal set of non-zero vectors with $\operatorname{span}(T)=$ $\operatorname{span}(S)$.

So the Gram-Schmidt orthogonalization process produces an orthogonal basis for $\operatorname{span}(S)$. A a set $W$ of vectors is called orthonormal if and only if $W$ is orthogonal and each $\mathbf{v} \in W$ is a unit vector, that is. $\|\mathbf{v}\|=1$. Any orthogonal basis $T$ can be transformed to an orthonormal basis by simply taking multiples of vectors in $T$ that are unit vectors (if $\mathbf{w} \in T$, use $\mathbf{v}=\frac{1}{\|\mathbf{w}\|} \mathbf{w}$ ).
Exercise 696. Prove Theorem 19.5.6 by induction on $n$, and conclude that every finite dimensional vector space with an inner product has an orthonormal basis.
Exercise 697. Let $V$ be a vector space, $T: V \rightarrow V$ be a linear operator on $V$, and let. $W$ be a $T$-invariant subspace of $V$. If $\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}$ are eigenvectors of $T$ corresponding to distinct eigenvalues, prove that if $v_{1}+\cdots+v_{k} \in \mathcal{W}$ then for each $i=1, \ldots, k$, $\mathbf{v}_{i} \in W$. Hint: Induct on $k$.

## Chapter 20

## Geometry

Geometry supplies sustenance and meaning to bare formulas... One can still believe Plato's statement that "Gcometry draws the soul toward truth."

- Morris Kline

Exercise 698. If $a, b, c$ are sides of a right angle triangle withe being the hypotenuse, prove that for every natural number $n \geq 3$,

$$
a^{n}+b^{n}<c^{n} .
$$

Exercise 699. For every $n \geq 2$, given a line segment of length 1 and using a straightedge and compass only, inductively construct a line segment of length $\sqrt{n}$.

One area of combinatorial geometry that Erdős seemed to love was the study of the frequency of the distances between points in the plane. For example, in 1946 [163], he conjectured that, in the real euclidean plane $\mathbb{R}^{2}$, with the usual distance metric the $n$ vertices of any convex $n$-gon determine at least $\lfloor n / 2\rfloor$ distances. A regular $n$-gon shows that this number can not be increased. This conjecture was finally proved in 1963 by Altrnan [17]. In the 1946 paper, Erdös gave the solution to the following problem:

Exercise 700. Show that for each $n \geq 1$, the greatest distance among a set of $n$ points is realized by at most $n$ different pairs of points.

For many more problems of the above type, the reader is recommended to begin with [ 250 , pp. $21-25,47-50$ ]. There are many more modern surveys. The list of mathematicians producing results in distance-realization problems is very impressive.

It is fairly easy to see that the maximum number $k$ of points that can be chosen in the real interval $[-\sqrt{2}, \sqrt{2}]$ so any two are more than distance 2 apart is $k=2$. At most $k=3$ points can be chosen in a 2-D circle of radius $\sqrt{2}$ so that each of the $k$ points has distance greater than 2 from all others. This pattern continues.

Exercise 701. Prove by induction on $d$ that if $n$ points in $\mathbb{R}^{d}$ are contained in a ball of radius $\sqrt{2}$ so that every pair of points are at distance greater than 2, then $n \leq d+1$.

Exercise 702. Mark $n$ points around a circle and label them either red or blue. Prove that there are at most $\lfloor(3 n+2) / 2\rfloor$ chords that join differently labelled points and that do not intersect inside the circle.

Exercise 703. Given $n \geq 2$ squares with respective side lengths $a_{1} \leq a_{2} \leq \cdots \leq a_{n}$, show that one can dissect the squares each into at most four pieces so that the pieces can be reassembled into a single square.

### 20.1 Convexity

For information on convex sets not given here, see nearly any of the many books titled Convex sets.... (e.g., [343]). Throughout this discussion, $n$ is a positive integer and $\mathbb{R}^{n}$ is cudowed with the usual metric (in which case, this space is often denoted by $\mathbb{E}^{n}$; the $n$-dimensional Fuclidean space). If $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$, then $\|\mathbf{x}\|=$ $\sqrt{x_{1}^{2}+\cdots+x_{n}^{2}}$. The distance between points (or vectors) $\mathbf{x}$ and $\mathbf{y}$ is $\|\mathbf{x}-\mathbf{y}\|$.

Recall that for points $x_{1}, \ldots, x_{k}$ in $\mathbb{R}^{n}$, a linear combination of these points is any expression of the form

$$
\begin{equation*}
\lambda_{1} \mathbf{x}_{1}+\lambda_{2} \mathbf{x}_{2}+\cdots+\lambda_{k} \mathbf{x}_{k}, \tag{20.1}
\end{equation*}
$$

where each $\lambda_{i} \in \mathbb{R}$. The linear combination (20.1) is called an affine combination if and only if $\sum_{i=1}^{k} \lambda_{i}=1$, and is called a convex combination if and only if $\sum_{i=1}^{k} \lambda_{i}=1$ and each $\lambda_{i} \geq 0$.
$\Lambda$ set $C \subseteq \mathbb{R}^{n}$ is called affine if and only if for any two points $\mathbf{x}$ and $\mathbf{y}$ in $C$, for every $\lambda \in \mathbb{R}$, the affine combination $\lambda \mathbf{x}+(1-\lambda) \mathbf{y}$ is also in $C$. Intuitively, this says that if two points are in an affine set, the entire (infinite) straight line containing these two points is also in the set. One can show that the intersection of any two affine sets is again affine, and so by induction, that the intersection of finitely many affine sets is again affine.

A set $C \subseteq \mathbb{R}^{n}$ is called convex if and only if for every $\lambda \in[0,1]$, the convex combination $\lambda \mathbf{x}+(1-\lambda) \mathbf{y}$ is also in $C$. Intuitively, this says that if two points are in a convex set, then the straight line segment containing these two points is also in the set. One can prove that if $C_{1}, \ldots, C_{k} \in \mathbb{R}^{n}$ are convex sets, then their intersection $\cap_{i=1}^{k} C_{i}$ is also convex. An affine set is, by definition (restricting the $\lambda^{\prime} s$ ) convex, however a convex set need not be affine (a straightline segment is convex, but is not.
affine). An affine set in $\mathbb{R}^{n}$ is sometimes called an affine space (for reasons made apparent below).

Recall that a linear subspace of $\mathbb{R}^{n}$ is closed under arbitrary finite linear combinations. The similar staternents are true for affine and convex subspaces of $\mathbb{R}^{n}$.

Exercise 704. Let $C \subseteq \mathbb{R}^{n}$ be a convex set. Prove by induction on $m \geq 1$, that if $\mathbf{x}_{1}, \ldots, \mathbf{x}_{m} \in C$, then for any $\alpha_{1}, \ldots, \alpha_{m} \in[0,1]$ satisfying $\sum_{i=1} \alpha_{i}=1$, the convex combination

$$
\alpha_{1} \mathbf{x}_{1}+\cdots+\alpha_{m} \mathbf{x}_{m}
$$

is also in $C$. Repeat this exercise for affine sets.
It is not difficult to check that every plane, line, or point in $\mathbb{R}^{3}$ is an affine space. In fact, these are the only affine spaces in $\mathbb{R}^{3}$, as is stated in the next theorem (whose simple proof is omitted-sce [343, p. 14]).
Theorem 20.1.1. Let $A \subset \mathbb{R}^{n}$ be an affine space. Then there exists a linear subspace (containing the origin) $W \subseteq \mathbb{R}^{n}$ and a vector (or point) $\mathbf{v} \in \mathbb{R}^{n}$ so that

$$
A=\mathbf{v}+W=\{\mathbf{v}+\mathbf{w}: \mathbf{a} \in W\}
$$

When $W$ is a (linear) subspace and $\mathbf{v}$ is a vector, a set of the form $\mathbf{v}+W$ in Theorem 20.1.1 is called a translate of $W$, a shifted linear space, or a flat. The dimension of an affine space $A=\mathbf{v}+W$ is defined to be the dimension of $W$. A subspace $W \subseteq \mathbb{R}^{n}$ is called a hyperplane if $W$ has dimension $n-1$. The dimension of any set $S \subseteq \mathbb{R}^{n}$ is defined to be the dimension of the smallest flat containing $S$.

Recall from linear algebra, that vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}$ in a vector space $V$ (over the reals) are called linearly independent if and only if for any scalars $c_{1}, \ldots, c_{k} \in \mathbb{R}$, the equation

$$
\begin{equation*}
c_{1} \mathbf{v}_{1}+\ldots+c_{k} \mathbf{v}_{k}=\mathbf{0} \tag{20.2}
\end{equation*}
$$

is satisfied only when $c_{1}=\cdots=c_{k}=0$. If there exist $c_{i}$ 's not all zero satisfying the above equation, the vectors are linearly dependent. If there exist $c_{1}, \ldots, c_{k} \in \mathbb{R}$ not all zero but with $\sum_{i=1}^{k} c_{i}=0$ satisfying (20.2), then $\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}$ are called affinely dependent, and are affinely independent if the only $c_{i}$ 's satisfying $\sum_{i=1}^{k} c_{i}=0$ and (20.2) are all zeros. Recall from linear algebra that any $n+1$ vectors in $\mathbb{R}^{n}$ are linearly dependent.

Lemma 20.1.2. Any collection of $n+2$ vectors in $\mathbb{R}^{n}$ are affinely dependent.
Proof: Let $\mathbf{x}_{1}, \ldots: \mathbf{x}_{n+2} \in \mathbb{R}^{n}$. The $n+1$ vectors $\mathbf{x}_{2}-\mathbf{x}_{1}, \mathbf{x}_{3}-\mathbf{x}_{1}: \ldots, \mathbf{x}_{n+2}-\mathbf{x}_{1}$ are linearly dependent, so let $\lambda_{2}, \ldots, \lambda_{n+2} \in \mathbb{R}$ satisfy

$$
\lambda_{2}\left(\mathbf{x}_{2}-\mathbf{x}_{1}\right)+\lambda_{3}\left(\mathbf{x}_{3} \cdots \mathbf{x}_{1}\right)+\cdots+\lambda_{r i+2}\left(\mathbf{x}_{n+2}-\mathbf{x}_{1}\right)=\mathbf{0} .
$$

Rewriting,

$$
-\left(\sum_{i=2}^{n+2} \lambda_{2}\right) \mathbf{x}_{1}+\lambda_{2} \mathbf{x}_{2}+\lambda_{3} \mathbf{x}_{3}+\cdots+\lambda_{n+2} \mathbf{x}_{n+2}=\mathbf{0}
$$

The coefficients in this expression sum to 0 , so this expression shows the vectors $\mathbf{x}_{1}, \ldots, \mathbf{x}_{n+2}$ are affinely dependent.

From the proof of Lemma 20.1.2, observe that by multiplication of an appropriate constant, any one of the $n+2$ vectors can be written as an affine combination of the remaining ones.

For a set $S \subseteq \mathbb{R}^{n}$, define the convex hull of $S$, denoted $\operatorname{conv}(S)$, to be the intersection of all convex sets containing $S$. The convex hull of a set $S$ is the smallest convex set containing all of $S$. If $C$ is a convex set, then $\operatorname{conv}(C)=C$. By Exercise 704, the corrvex hull of $S$ is the set of all convex linear combinations of points in $S$; for later reference, this fact is identified as a lemma:

Lemma 20.1.3. A set $S$ is convex if and only if every convex combination of finitely many points in $S$ is also in $S$.

Theorem 20.1.4. Let $S$ be a set and let $T$ consist of all (finite) convex linear combinations of points in $S$. Then $\operatorname{conv}(S)=T$.

Proof: By definition, $S \subseteq T$. By Lemma 20.1.3, applied to the convex set conv( $S$ ), $T \subseteq \operatorname{conv}(S)$. It remains to show that $\operatorname{conv}(S) \subseteq T$, and for this, it suffices to show that $T$ is convex. Suppose that x and y are points in $T$, with

$$
\mathbf{x}=\sum_{i=1}^{r} \alpha_{i} \mathbf{x}_{i} \text { and } \mathbf{y}=\sum_{j=1}^{s} \beta_{i} \mathbf{y}_{j}
$$

where all the $\mathbf{x}_{i}$ 's and $\mathbf{y}_{j}$ 's are in $S$. Then for any $\lambda \in[0,1]$,

$$
\lambda \mathbf{x}+(1-\lambda) \mathbf{y}=\sum_{i=1}^{r} \lambda \alpha_{i} \mathbf{x}_{i}+\sum_{j=1}^{s}(1 \cdots \lambda) \cdot \xi_{i} \mathbf{y}_{j}
$$

is a linear combination of points in $S$, where the sum of the coefficients is

$$
\sum_{i=1}^{r} \lambda \alpha_{i}+\sum_{j=1}^{s}(1-\lambda) \beta_{i}=\lambda \sum_{i=1}^{r} \alpha_{i}+\left(\begin{array}{ll}
1 & \lambda
\end{array}\right) \sum_{j-1}^{s} \beta_{i}=\lambda(1)+(1-\lambda)(1)=1 .
$$

Thus $T$ is convex, and so $\operatorname{conv}(S) \subseteq T$.
The following theorem was proved by Caratheodory [96] in 1907.
Theorem 20.1.5 (Caratheodory). If $S \subseteq \mathbb{R}^{n}$; then every $\mathbf{x} \in \operatorname{conv(S)}$ can be expressed as a convex linear combination of at most $n+1$ points from $S$.

Proof outline: Let $\mathbf{x}$ be expressed as a convex combination of more than $n+1$ points in $S$. By Lemma 20.1.2, there is an affine combination of these points that equals 0 . Subtract suitable multiples of these two equations to eliminate one of
the points, and then with scaling, make make this new sum a convex combination. If necessary, continue by induction until a new representation uses at most $n+1$ points.

Another proof (see [61, p. 88]) of Caratheodory's theorem uses the following theorem due to Radon, published in 1921.

Theorem 20.1.6 (Radon's theorem [445]). Let $S=\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{r}\right\}$ be set of points in $\mathbb{R}^{n}$. If $r \geq n+2$, then $S$ can be partitioned into two disjoint sets $S=S_{1} \cup S_{2}$ so that $\operatorname{conv}\left(S_{1}\right) \cap \operatorname{conv}\left(S_{2}\right) \neq \emptyset$.

Proof: Suppose $r \geq n+2$. By Lemma 20.1.2, there exist $\lambda_{1}, \ldots, \lambda_{r}$, not all zero, with $\sum_{i=1}^{r} \lambda_{i}=0$ and $\sum_{i=1}^{r} \lambda_{i} \mathbf{x}_{i}=\mathbf{0}$. Since the $\lambda_{i}$ 's sum to zero, some are positive, and some are negative; without loss of generality, let $k \in\{1, \ldots, r-1\}$ be so that $\lambda_{1}, \ldots, \lambda_{k}$ are non-negative and $\lambda_{k+1}, \ldots, \lambda_{r}$ are all negative. Again since their sum is zero,

$$
\lambda_{1}+\cdots+\lambda_{k}=-\left(\lambda_{k+1}+\cdots+\lambda_{r}\right) .
$$

Letting $s=\lambda_{1}+\cdots+\lambda_{k}>0$, for each $i=1, \ldots, r$ put $\alpha_{i}=\frac{\lambda_{2}}{s}$; then $\sum_{i=1}^{k} \alpha_{i}=1$, $\sum_{i=k+1}^{r}-\alpha_{i}=1$, and

$$
\sum_{i=1}^{k} \alpha_{i} \mathbf{x}_{i}=\sum_{i=k+1}^{r} \cdots \alpha_{i} \mathbf{x}_{i}
$$

a vector expressed as a convex combination of $S_{1}=\left\{\mathbf{x}_{1}, \ldots, \mathbf{x}_{k}\right\}$ and as a convex combination of $S_{2}=\left\{\mathbf{x}_{k+1}, \ldots, \mathbf{x}_{r}\right\}$.

Exercise 705. Let $k \geq 2$ be an integer and $X=\left\{\mathbf{x}_{1}, \mathbf{x}_{2}, \ldots, \mathbf{x}_{k+1}\right\} \subset \mathbb{R}^{k-1}$. Prove that there exists a point $\mathbf{y} \in \mathbb{R}^{k-1}$ so that for any subcollection of $k$ of the points in $X, y$ is a convex linear combination of these $k$ points.

The following, perhaps surprising, theorem was published by Edward Helly (1884-1943) in 1923 [263], but appeared in a paper published by Radon in 1921. Helly actually discovered this theorem and told Radon of it in 1913, but was delayed in publishing by joining the Austrian army that year, getting wounded by Russians, taken prisoner to Siberia, and only finding his way back to Vienna two years after the war ended.

Theorem 20.1.7 (Helly's theorem). For $n \geq 1$, if convex sets $C_{1}, C_{2}, \ldots, C_{r}$ in $\mathbb{R}^{n}$ have the property that any $n+1$ of them share a common point, then some point is contained in all of the sets.

By a compactness argument (see, e.g. [250, p. 60]) the number of convex sets in Helly's theorem may also be infinite.

Using Exercise 705, one can show that Helly's theorem follows (sce [58, Ex. 2, p. 86]). Using Radon's theorem is relatively straightforward:

Exercise 706. Prove Helly's theorem by induction on r, using Radon's theorem.
For more references and a survey of applications of Helly's theorem, see the article by Danzer, Grünbaum, and Klee [126].

### 20.2 Polygons

Occasionally, the term " $n$-gon" abbreviates " $n$-sided polygon". A polygon is called convex if every line segment joining two interior points lies entirely inside the polygon. See Figure 20.1.




Convex
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Figure 20.1: Convex and non-convex polygons
A polygon is simple if every vertex is incident with precisely two edges (so, for example, something resembling a figure eight is not simple).

Exercise 707. Prove that for $n \geq 3$, the sum of interior angles of a simple convex $n$-gon is ( $n-2$ ) 180 degrees.

Does the result in Exercise 707 generalize to non-convex polygons?
Exercise 708. Prove that $n \geq 3$, the sum of the exterior angles of any polygon with $n$ sides is $\pi(n+2)$ (in radians).

A diagonal of a polygon is a line segment joining two non-consecutive vertices of the polygon. In a convex $n$-gon, each vertex is the endpoint of $n-3$ diagonals, so counting over all vertices, then dividing by 2 because each diagonal is counted twice shows that there are $n(n-3) / 2$ diagonals in a convex $n$-gon. Another way to
see the same result is to observe that the number of diagonals is the number of all segments minus those $n$ used for the $n$-gon, giving

$$
\binom{n}{2}-n=\frac{n(n-1)}{2}-n=\frac{n^{2}-n-2 n}{2}=\frac{n(n-3)}{2}
$$

diagonals. There is also a fairly simple inductive proof of the above result:
Exercise 709. Prove, by induction, that for $n \geq 4$, a convex $n$-gon has $n(n-3) / 2$ diagonals.

The next exercise is really covered by Exercise 405, but is stated here without mention of Catalan numbers. A polygon is said to be triangulated if the polygon is divided into triangles, each of which has vertices that are vertices of the polygon. For convex $n$-gons, it is fairly casy to triangulate them, for one adds $n-2$ diagonals that don't cross, say, all containing some fixed vertex, so induction is not really necessary in the next excrcise.

Exercise 710. Prove by induction that every convex polygon with three or more sides can be triangulated.

Although induction was not necessary to solve Exercise 710, when generalizing from convex polygons to arbitrary simple polygons, the following is very useful in an inductive proof for the more general simple polygons.

Lemma 20.2.1. Every simple polygon (convex or not) has at least one diagonal lying completely inside the polygon.

Proof: In any polygon, there exists at least one triple of vertices $v_{1}, v_{2}, v_{3}$ (taken in countcrclockwise order) so that the interior angle at $v_{2}$ is less than $\pi$. Fix such a triple. If segment $\overline{v_{1}} \overline{v_{3}}$ lies entirely inside $P$, then $\overline{v_{1} v_{3}}$ is a diagonal as desired. So suppose that $\overline{v_{1} v_{3}}$ is not entirely contained in $P$. Then $\triangle v_{1} v_{2} v_{3}$ contains additional points of $P$. Of these points, choose the one $w$ so that $m \angle v_{1} v_{2} w$ is smallest. Since
 so $\overline{v_{2} w}$ is the desired diagonal.

Exercise 711. Using the result in Lemma 20.2.1, prove that any simple n-gon can be triangulated with diagonals that lie inside the $n$-gon, producing $n-2$ triangles.

Exercise 712. Prove that in any triangulation of a simple polygon, there exists at least one triangle with two sides forming edges of the polygon. Hint: The solution is easier if one proves that there are always two such triangles!

Exercise 713. Finally, prove that the vertices of a triangulated $n$-gon can be colored with three colors so that no two vertices of the same color are connected by an edge.

Exercise 714. Suppose that $n \geq 1$ points are given in the interior of some square. Prove that the square can be divided into $2 n+2$ triangles with vertices chosen from the $n$ given points and the four vertices of the square.

Exercise 715. Prove that if a polygon $P$ is convex and contained in the polygon $Q$, the perimeter of $P$ is shorter than the perimeter of $Q$.

This next exercise asks to prove a famous problem in computational geometry; to find a solution without peeking might be challenging, however, the solution given is easy to read and may be entertaining.

Exercise 716 (The art gallery problem). An art gallery has walls forming a polygon with $n$ sides. Show that $\lfloor n / 3\rfloor$ guards can be placed so that all areas of the gallery are watched. For each $n \geq 3$, draw the floor plan of a gallery that requires $\lfloor n / 3\rfloor$ guards.

For present purposes, a lattice point is a point $(x, y) \in \mathbb{R}^{2}$ in the real cartesian plane whose coordinates $x, y$ are integers. In other words, a latites point is an element of $\mathbb{Z}^{2}$.

To calculate the area of an arbitrary polygon might be very cumbersome, however if the polygon has vertices that are lattice points, then finding its area is nearly trivial by the spectacular 1899 result of Georg Alexander Pick (1859-1942) [430].

Theorem 20.2.2 (Pick's theorem). Let $P$ be a simple (non-intersecting) polygon whose vertices are lattice points, let $I(P)$ be the number of lattice points in the interior of $P$, and let $B(P)$ be the number of lattice points.s occurring on the boundary of $P$. Then the area of $P$ is

$$
\begin{equation*}
A(P)=I(P)+\frac{1}{2} B(P)-1 . \tag{20.3}
\end{equation*}
$$

For example, in Figure 20.2, there are 4 interior points, and 9 boundary points, and the area is $4+\frac{1}{2} 9-1=\frac{15}{2}$.

Pick's theorem has many proofs, but (at least) one is by induction:
Exercise 717. Prove Pick's theorem in the following steps: (i) when $P$ is a simple rectangle with sides parallel to the axes; (ii) when $P$ is a right triangle with two legs parallel to the axes; (iii) when $P$ is any triangle (by first surrounding $P$ with a rectangle, then. subtracting the area of the outside right triangles and rectangles thereby formed); (iv) when $P$ is an arbitrary simple $n$-gon by induction on $n$ (using Lemma 20.2.1, either by splitting the polygon into two pieces or by adjoining a triongle).

The next few results show that the square is the only regular $n$-gon that can have all vertices as lattice points.

Lemma 20.2.3. No three points in the integer lattice $\mathbb{Z}^{2}$ form an equilateral triangle.


Figure 20.2: Pick's theorem: $I(P)=4, B(P)=9$; Area $=7.5$.

Proof: Let $T$ be an equilateral triangle with side length $c$, and suppose that the corners of $T$ are lattice points. If two of these points have (integer) coordinates $\left(x_{1}, y_{1}\right)$ and $\left(x_{2}, y_{2}\right)$, then by the distance formula, $c_{2}^{2}=\left(x_{1}-x_{2}\right)^{2}+\left(y_{1} \cdots y_{2}\right)^{2}$ is an integer. Hence the area $\frac{\sqrt{3}}{4} c^{2}$ is irrational. However, the area of any polygon with vertices on the integer lattice is rational (see Pick's theorem, if necessary).

For each $k \in \mathbb{Z}^{+}$, then no regular $3 k$-gon can have all vertices as integer lattice points (because such a polygon has vertices that determine an equilateral triangle). For example, no regular hexagon can have all integer lattice points for vertices. Of course, it is easy to find a square with integer lattice points. The result in the next exercise might seem rather strong, but one proof is surprisingly simple.

Exercise 718. Show that for each positive integer $n \geq \mathbf{5}$, no regular $n$-gon exists whose vertices are integer lattice points. Hint: Do not use induction on $n$, but instead use infinite descent.

The next challenging exercise is answered several ways in [341], including by "Induction or Recursion".

Exercise 719. Consider an equilateral triangle with side length $n$, drawn with a grid on it forming unit equilateral triangles whose sides are parallel to the large triangle (as in Figure 20.3). Prove that the number of triangles that can be counted in such a figure is

$$
\left\lfloor\frac{n(n+2)(2 n+1)}{8}\right\rfloor
$$

(For example, when $n=3$, there are 13 triangles.)


Figure 20.3: Count the triangles; $n=4$

Excrcise 720. For $n \geq 1$, suppose that $3 n$ points in a plane are given in general position (no three on a line). By induction on $n$, prove that these points form the vertices of $n$ mutually disjoint triangles.

### 20.3 Lines, planes, regions, and polyhedra

The first exercise in this section is an old classic; it asks to show that for any set of $n$ non-collinear points, there are at least $n$ different lines joining pairs of them. A very simple proof is available by induction if one first "notices" the following property:

Lemma 20.3.1. If a finite set of points in the plane has the property that any line that passes through two of the points also contains a third, then all the points are on a line.

This property was first posed by Sylvester [521] as a question in 1893. Erdös rediscovered the problem in 1933 (while reading the book Geometry and the Imagination by Hilbert and Cohn-Vossen), and Tibor Gallai found a proof the same year. (Gallai's name was previously Géza Grünwald.)

Some 10 years later, Erdös in posed the problem in the Amer. Math. Monthly [162], with the "ingenious proof" [167, p.208] due to Callai appearing (together with a proof by Steinberg) a year later [172]. See [79], [167], [309], and [396] for more history and generalizations of this problem. The following simpler solution, attributed to L. M. Kelly (appearing in a 1948 paper, but by Coxeter [121]), might make one wonder how the problem went unsolved for so long!

Proof of Lemma 20.3.1: [Kelly] Suppose that a set $S$ of points is given so that any line passing through two of these points also contains a third. In hope of a contradiction, suppose that this set is not collinear (and so some points do not lie on all lines).

Let $P \in S$ be a point not on a line $\ell$ (which contains three other points in $S$ ) so that the distance from $P$ to $\ell$ is minimum (but not \%ero). Let $X$ be the point (not
necessarily in $S$ ) on $\ell$ that is closest to $P$. Since $\ell$ contains at least three points from $S$, either two points are on one side of $F$, or the middle of these three is $F$ itself. Let $A, B, F$ occur in order on $\ell$ (where $B=F$ is allowed). Let $Y$ be the point on $A P$ closest to $B$ (see Figure 20.4). Since triangles $\triangle A P X$ and $\triangle A B Y$ are similar, the distance $\|B Y\|$ from $B$ to the line $A P$ is less than $\|P X\|$, the supposed minimal distance.


Figure 20.4: Kelly's proof using similar triangles
With Gallai's result in hand, the solution to the following exercise is nearly trivial by induction; this exercise is very popular, appearing in many modern works on problem solving (sce, e.g., [161, 8.35, p. 209]).
Exercise 721. Use mathematical induction and Lemma 20.3.1 to prove that if $n \geq 3$ points do not all lie on a line, then at least $n$ of the lines joining them are different.

Among the next exercises, many are often referred to as plane separation problems (which is ambiguous, as sometimes it is the plane being separated, or it is a plane doing the separating).

Exercise 722. Prove that if a convex region in the plane is crossed by $\ell$ lines with $p$ interior points of intersection, then the number of disjoint regions created is $r=\ell+p+1$. Hint: induct on $\ell$.

Using Exercise 722 helps to solve Exercise 29; this latter exercise is repeated next, but with a little more apparent conclusion. Lines in a geometry are called concurrent if they share a common point.

Exercise 723. Place $n$ points on a circle and draw in all possible chords joining these points. If no three chords are concurrent, show that the number of regions created is $\binom{n}{4}+\binom{n}{2}+1$.

Very much related to Exercise 722 is a problem (and solution) made famous by a young Lovász in a game show.

Lemma 20.3.2. Chords determined by $n \geq 4$ points around a circle intersect in at most $\binom{n}{4}$ poinls.

One proof of Lemma 20.3 .2 is trivial: every four points determine two intersecting chords, and by perturbing the points slightly, all of these intersections can be made to be distinct.

## Exercise 724. Prove Lemma 20.3.2 by induction.

A set of lines in the (Euclidean) plane are said to be in general position if no two are parallel and no three are concurrent.

Exercise 725. For $n \geq 0$ prove that $n$ lines in, general position in the plane partition the plane into $1+\binom{n+\overline{1}}{2}$ regions.

Although it is not inductive, Moore [392] gives a very elegant solution to Exercise 725 using Euler's formula for planar graphs (see Exercisc 503): Draw a circle around all the points of intersection of the $n$ lines in general position. Throw away the rays on the outside of this circle, and get a planar graph $G$. 'Then $G$ has $\binom{n}{2}$ interior points, and since each line cuts the circle in two points, there are $2 n$ exterior points. Since interior points have degree 4 and exterior points have degrec 3 , by the handshaking lemma, $G$ has

$$
\frac{1}{2}\left[4\binom{n}{2}+3 \cdot 2 n\right]=n(n-1)+3 n=n^{2}+n
$$

edges. The number of interior regions of $G$ is the same as the number of regions in the plane determined, so by Euler's formula $v+f=e+2$, the number of regions (disregarding the external face of $G$ ) is

$$
f-1=e+1-v=n^{2}+n+1-\left[\binom{n}{2}+2 n\right]=\frac{n^{2}+n+2}{2}=1+\binom{n+1}{2} .
$$

The next result has a similar solution using Euler's formula.
Exercise 726. Let $n$ circles be in the plane so that any two circles intersect in two points, and no three intersect in a single point. Prove by induction on $n$ that these circles divide the plane into $n^{2}-n+2$ regions.

It might be interesting to note that Exercise 726 has an unexpected consequence: since four circles divide the plane into at most 14 regions, there can never be a Venn diagram using precisely 4 circles, no matter what their sizes, because a Venm diagram on four sets requires $2^{4}=16$ regions. [Note, if three circles are concurrent, one gets fewer regions.]

Rather than use circles or lines to partition the plane, the next two exercises use "bent lines" and "zig-rag lines", as in Figure 20.5.

Let two rays originating from the same point be called a bent line. A continuous line made from one segment and two rays (and not self-intersecting) is called a zig$z a g$ line. Following notation from [230], let $Z_{n}$ be the maximum number of regions that $n$ bent lines can partition the plane into. It is not too difficult to check that $Z_{1}-2$ and $Z_{2}-7$.


Figure 20.5: Partitioning the plane with other shapes

Exercise 727. Prove that for each $n \geq 1, Z_{n}=2 n^{2}--n+1$.
The similar problem for zig-zag lines is slightly more difficult.
Exercise 728. Let $Z Z_{n}$ be the maximum number regions determined by $n$ zig-zags lines. For positive integers $n$, first prove the recursion $Z Z_{n}=Z Z_{n-1}+9 n-8$, and conclude that

$$
Z Z_{n}=\frac{9 n^{2}-7 n+2}{2}
$$

Recall that a point $(x, y)$ in the real plane is called a lattice point iff both $x$ and $y$ are integers.

Exercise 729. For each $n \geq 0$, consider the set $S_{n}$ of lattice points bounded by $x \geq 0, y \geq 0$, and $x+y \leq n$. Prove that $S_{n}$ can be covered by no fewer than $n+1$ lines.

Suppose the plane is divided into regions (by lines or curves). If one colors each region with one of $k$ colors so that any two regions sharing a (non-trivial) common border receive two different colors, such a coloring is called a proper $k$-coloring.

Exercise 730. For each $n \geq 0$ show that $n$ lines in the plane in general position divide the plane into regions that can be properly 2 -colored.

The very same idea occurs in the next exercise:
Excrcise 731. Prove that for $n \geq 0$ circles in the plane, the regions thereby determined can be properly 2 -colored.

Excrcise 732. Let $n=r+k$ lines be given in the plane with no three concurrent. and exactly $k$ of the lines are parallel (but no others). If $f(r, k$ ) is the number of regions the plane is partitioned into, prove that

$$
f(r, k)=\frac{r^{2}+r+2}{2}+k(r+1)
$$

Exercise 733. Given $N \geq 1$ lines in a plane in general position, prove that it is possible to assign a not-zero integer of absolute value at most $N$ to each region of the plane determined by these lines such that the sum of the integers on either side of any of the lines is 0 .

For use in the next exercise, a fairly easy lemma is provided (which does not need induction):

Lemma 20.3.3. Suppose that a line (for example, the real line) is covered by a finite collection of mays (half-lines). Then some two of these rays cover the entire line.

Proof: Let $p$ be the rightmost endpoint of all rays pointing to the left, and let $q$ be the leftmost endpoint of all rays pointing to the right. By assumption, all rays cover the line, and so $p$ is not to the left of $q$. So the two rays starting at $p$ and $q$ respectively cover the line.

For the next exercise, a half-plane is a region of the plane on one side of a line. [It does not matter if one considers only open half-planes or only closed half-planes.]

Exercise 734. Show by induction on $n$ that if a plane is covered with $n \geq 2$ halfplanes, then there cxist two or three half-planes that cover all of the plane.

Exercise 735. Prove that $n$ planes, passing through one point in a way that no three pass through the same line, divide space into $n(n-2)+2$ parts.

Planes in three dimensional space are said to be in general position if no three planes share a common line and no two planes are parallel.

Exercise 736. The maximum number of regions three dimensional space is divided into by $n$ planes in general position is

$$
\binom{n}{0}+\binom{n}{1}+\binom{n}{2}+\binom{n}{3}
$$

and the number of infinile (unbounded) regions is

$$
2\binom{n}{0}+2\binom{n}{2}
$$

Exercise 737. Show that $n \geq 2$ spheres, any two of which intersect, partition 3space into at most

$$
\frac{n\left(n^{2}-3 n+8\right)}{3}
$$

regions.

The result in Exercise 734 has a three-dimensional version, with a solution that follows the same idea (not included here; see [220, Ex. 35, pp. 120-121]). $\Lambda$ halfspace is a region on one side of a plane.

Exercise 738. Prove that if $n \geq 2$ half-spaces cover all of three-dimensional space, then there exist two, three, or four of them that cover the whole space.

Exercise 739 (Euler's formula for polyhedra). If $v$ is the number of vertices, e the number of edges, and $f$ the number of faces in a convex polyhedron, then

$$
v+f=e+2 .
$$

In fact, this formula is true for any simple polyhedron, that is, one with no holes and all faces intersecting only in edges.

Exercise 740. For $n \geq 0$, let $P_{1}, \ldots, P_{2 n+1}$ be $2 n+1$ points on a unit circle, all on the same side of some diameter. Using $O$ to denote the center of the circle, prove that

$$
\left\|\overrightarrow{O P}_{1}+\cdots+\overrightarrow{O P}_{2 n+1}\right\| \geq 1
$$

For an authoritative work on some of the fantastic applications of induction to (mostly) Euclidean geometry (inducting on points, lines, planes, spheres, dimension), the reader may be well rewarded with a glimpse at Induction in Geometry [220]. The more accessible book [161] contains a number of classic relations between induction and geometry. The textbooks Concrete Malhematics [230] and Discrete. Mathematics and its Applications, 6th ed., [462] collectively cover many of the popular [and not so popular] theorems in geometry that are provable by induction. These are all highly recommended.

### 20.4 Finite geometries

In the study of finite projective planes (FPP's--- briefly described below), there seem to be few inductive proofs, except for trivial ones like "if one line is finite, all are finite", after one shows that any two lines in a projective plane have the same number of points. There seem to be more inductive proofs in the theory of "block designs", a class of set systems that contain FPP's. (See [142] for surveys on design theory.) The only example presented there can also be thought of in terms of block designs; but comes from Lynn Batten's rich little book Combinatorics of finite geometries [40, pp. 15-16]. A few simple definitions are required. [I have changed the notation somewhat to be more consistent with general literature on designs and FPP's. The proof given in the solutions here seems far easier to read with this notation.]

For present purposes, define a finite geometry to be an ordered pair $(P, \mathcal{L})$, where $P$ is a finite set of points and $\mathcal{L}$ is a set, (so no repeats) of finite subsets of $P$, each subset $L \in \mathcal{L}$ called a line. A point $p \in P$ is said to be on a line $L \in \mathcal{L}$ (or incident with $L$ ) if and only if $p \in L$.

A finite geometry $\mathcal{S}=(P, \mathcal{L})$ is called a near linear space or partial plane if and only if
(i) Every line $L \in \mathcal{L}$ contains at least two points, and
(ii) For any distinct points $p, q \in P$, there exists at most one line incident with both.

In a near linear space, distinct lines intersect in at most one point (for if two lines intersect in two points, these two points violate (ii)).

A linear space is a near linear space where in addition, for every pair of points, there is a unique line containing them. One example of a linear space is a finite projective plane, a geometry that satisfies the following three axioms:

A1: For any pair of points, there exists a unique line containing them;
A2: For any pair of lines, there exists a unique point incident with both lines;
A3: There exist four points, no three of which are on a line.
So a linear space satisfies A1 and lines intersect in at most one point.
Theorem 20.4.1. Let $\mathcal{S}=(P, \mathcal{L})$ be a near linear space with $|P|=v$ points, and lines labelled $L_{1}, L_{2}, \ldots, L_{b}$, where each $L_{i}$ contains $\left|L_{i}\right|=k_{i}$ points. Then $\mathcal{S}$ is linear if and only if

$$
\sum_{i=1}^{b}\binom{k_{i}}{2} \geq\binom{ v}{2}
$$

Proof: Only one direction is proved here, the remaining direction left as Exercise 741 below. Assume that $\mathcal{S}$ is linear. Counting all pairs of points give $\binom{v}{2}$, but since no pair of points is contained on different lines, and for every pair there is a line containing them, counting all pairs of points by just looking at the pairs on each line gives $\sum_{i=1}^{b}\binom{k_{i}}{2}$. [So the inequality is actually an equality.]

Exercise 741. Prove the remaining direction of Theorem 20.4.1 by induction on $v$.

## Chapter 21

## Ramsey theory

Mocking the air with colours idly spread.
--Shakespeare,

King John.

Roughly speaking, Ramsey theory is the study of partitions or colorings of a set and properties preserved (or not) in some partition class or color. It may seem like nearly every theorem in Ramsey theory is provable by induction, however there are still some "Ramsey-type" theorems proved by, say, the probabilistic method, for which no inductive proof has yet been found. The collection of problems addressed here is rather eclectic, including both simple and difficult results. For a far more comprehensive look at Rarnsey theory and the many inductive proofs used in the ficld, see e.g, [231], [409], or [440]. Some of the material here is reproduced (with permission!) from [242].

An $r$-partition of a set $X$ is a decomposition as a union of $r$ sets,

$$
X=X_{1} \cup X_{2} \cup \cdots \cup X_{t}
$$

where for $i \neq j ; X_{i} \cap X_{j}=\emptyset$.
The above partition language can be couched in terms of colorings: An (ordered) $r$-partition of a set $X=X_{1} \cup X_{2} \cup \cdots \cup X_{r}$ can be viewed as a "coloring function" $c: X \rightarrow\{1,2, \ldots, r\}$, where for each $i, c^{-1}(i)=X_{i}$. Any subset $Y \subseteq X$ is called monochromatic if for some $i, Y \subset X_{i}$. The elements $1,2, \ldots, r$ are called colors, but any $r$-set can play the role of the colors; for example, when $r=2$, often \{red, blue\} is used. Note that any $r$-coloring of a set defines an ordered partition of that set. The symbols $\chi$ or $\Delta$ are also common choices to denote a coloring function $c$ as above. Often, the most common sets of $r$ colors are (using ordinals) $r=\{0,1,2, \ldots, r-1\}$, or $[r]=\{1,2, \ldots, r\}$.

For integers $a \leq b$, define the interval notation

$$
[a, b]=\{x \in \mathbb{Z}: a \leq x \leq b\}
$$

For convenience write $[1, n]=[n]$.
A set $X$ with $|X|=n$ is often called an $n$-set. For a set $X$ and a positive integer $k$, denote the collection of all $k$-subsets of $X$ by

$$
[X]^{k}=\{Y \subseteq X:|Y|=k\} .
$$

[A competing notation was once $\binom{X}{k}$.] The similar definition holds for any cardinal number $k$. The notation $[X]^{\omega}$ denotes the collection of all countably infinite subsets of $X$, and $[X]^{<\omega}$ denotes the family of finite subsets of $X$. Note that $[X]^{k} \neq X^{k}$, the expression $X^{k}$ denoting a cartesian product. When denoting all $k$-subsets of integers from $[n]$, write $[n]^{k}$ rather than the more accurate notation $[[n]]^{k}$.

Exercise 742. Prove that for $n \geq 1$ and any $n$-coloring of the $2^{n}$ subsets of $[n]$,

$$
\Delta: \mathcal{P}([n]) \rightarrow[n]
$$

there exist subsets $A, B \in \mathcal{P}(|n|)$ with $A \subsetneq B$ and $\Delta(A)=\Delta(B)$.
Perhaps the simplest of all combinatorial results having a "Ramsey flavor" is the pigeonhole principle, also called "Dirichlet's Schubfach Prinzip" (named after P. G. Lejeune Dirichlet (1805-1859)), or the "box" or "drawer" principle. If $r+1$ pigeons roost in $r$ holes, then (at least) two pigeons have to share a hole. In general, if $r m+1$ pigeons roost in $r$ holes, then there is at least one hole with at least $m+1$ pigeons in it. The easiest proof of this is by contradiction: if every hole has at most $m$ pigeons, then the total is at most $r m$, contradicting that there are $r m+1$ pigeons. An infinite version of the pigeonhole principle states that for any infinite set partitioned into finitely many parts, (at least) one part must be infinite.

The (finite) pigeonhole principle also has a fairly simple inductive proof:
Exercise 743 (Pigeonhole principic). Prove by induction that for any $n \geq 0$ and $k \geq 1$, if $X$ is a set with at least $n k+1$ elements, then for any $k$-partition $X=$ $X_{1} \cup X_{2} \cup \cdots \cup X_{k}$ there exists an $i$ so that $\left|X_{i}\right| \geq n+1$.

### 21.1 The Ramsey arrow

The main results in the next sections use special notation. For any positive integers $k, r$, and positive integers $p_{1}, p_{2}, \ldots, p_{r}$, write

$$
n \cdots\left(p_{1}, p_{2}, \ldots, p_{r}\right)_{r}^{k}
$$

iff for every $r$-partition $[n]^{k}=C_{1} \cup \cdots \cup C_{r}$. there exists an $i$ and a $p_{i}$-set $X \in[n]^{p_{2}}$ so that $[X]^{k} \subseteq C_{i}$. Any $X$ so that $\left\{\left.X\right|^{k}\right.$ is contained wholly in some $C_{i}$ is said to
be monochromatic (in color $i$ ). The above arrow notation is called a Ramsey arrow. In the Ramsey arrow notation, one often suppresses the subscript $r$ when it is clear how many $p_{i}$ 's there are. When all $p_{i}$ 's are the same, use the shorthand

$$
n \longrightarrow(p)_{r}^{k}
$$

to denote

$$
n \longrightarrow(\underbrace{p, p, \ldots, p}_{r})_{r}^{k}
$$

When $k=1$, a Ramsey arrow notation boils down a pigeonhole statement. To be precise

$$
\begin{equation*}
\left(p_{1}+\cdots+p_{r}\right)-r+1 \longrightarrow\left(p_{1}, p_{2}, \ldots, p_{r}\right)_{r}^{1} \tag{21.1}
\end{equation*}
$$

and no smaller number arrows $\left(p_{1}, p_{2}, \ldots, p_{r}\right)_{r}^{1}$ (for the partition into $r$ parts each of size $p_{i}-1$ fails the arrow). A simple proof of (21.1) is by contradiction; another is available by induction, either inducting on $r$ or on some $p_{i}$ (starting with all $p_{i}$ 's equal to 1 ).

### 21.2 Basic Ramsey theorems

Considering the Ramsey arrow when $k \geq 2$ is the starting point behind what is now called "Ramsey theory". The main theorem in the field is cponymous with Frank Plumpton Ramsey (1903-1930). It has two versions, the finite and the infinite; many authors prefer to first prove the infinite version (by induction) and derive the finite version from it by a compactness argument (using König's theorem which says that any infinite but locally finite rooted tree has an infinite branch the vertices of the tree are restricted colorings, and vertices are connected iff onc coloring extends another). The finite version also has an inductive proof, which is asked for as an exercise below after some initial observations.

The following theorern was proved in 1928, and published in 1930 [446].
Theorem 21.2.1 (Finite Ramsey theorem). For any positive integers $k, r$, and positive integers $p_{1} \cdot p_{2}, \ldots, p_{r}$, all at least $k$, there exists a least $n=R_{k}\left(p_{1}, p_{2}, \ldots, p_{r}\right)$ so that

$$
n \rightarrow\left(p_{1}, p_{2}, \ldots, p_{r}\right)_{r}^{k}
$$

By the pigeonhole principle, when $k=1$, the existence of such numbers is guaranteed.

When $k=2$ and $r=2$, the numbers $R_{2}\left(p_{1}, p_{2}\right)$ guaranteed above by Ramsey's theorem are called Ramsey numbers, and are abbreviated by simply $R\left(p_{1}, p_{2}\right)$, and are called diagonal Ramsey numbers when $p_{1}=p_{2}$. One could, by definition, for any $m \geq 2$, define $R(1, m)=1$. Observe that $R(a, b)=R(b, a)$, and for all $m \geq 2$, and $R(2, m)=R(m, 2)=m$. It is hclpful to view any 2 -coloring of the pairs $[n]^{2}$ as a 2-coloring of the edges of the complete graph $K_{n}$. For some $a . b$, and $n$, to
show that $R(a, b) \leq n$, it suffices to show that under any red-bluc coloring of edges of $K_{n}$, there exists either a copy of $K_{a}$ with all edges red or a copy of $K_{b}$ with all blue edges. To show that $R(a, b)>n-1$, it suffices to show a red-blue coloring of $E\left(K_{n-1}\right)$ for which there is no red $K_{a}$ or blue $K_{b}$. Proving both inequalities shows $R(a, b)=n$.

A standard proof shows that $R(3,3)=6$. First show that $R(3,3) \leq 6$ by the following: Consider any red-blue coloring of the edges in a copy of $K_{6}$ with vertices labelled $A, B, C, D, E, F$. Of the five edges from $A$, at least three are of the same color, say those joining $B, C, D$. If any of the three edges $B C, C D$, or $B D$ are of the same color as edges $A B, A C, A D$, get a monochromatic triple including $A$; if they are all of the opposite color, $B C D$ is a monochromatic triangle. To see that $R(3,3)>5$, consider a pentagon with inner edges red and outer edges blue.

In 1935, Erdös and Szekeres [173] discovered Ramsey theory, not by looking at, logic and Ramsey's proofs, but quite independently by looking at convex polygons. I think that their paper contained the first published proof of $R(3,3)=6$. One of the main contributions from that original paper was a recursion that showed all Ramsey numbers $R(s, t)$ exist by specifying an upper bound; Ramsey's proof only proved the existence of these numbers with no attention devoted to calculating how large they are.

Theorem 21.2.2 (Erdős-Szckeres recursion). For all s.t $\geq 2$,

$$
R(s, t) \leq R(s, t-1)+R(s-1, t) .
$$

For $k=2$, and $r=2$, Theorem 21.2.2 implies the Ramsey theorem:
Corollary 21.2.3. For each $s, t \geq 2, R_{2}(s, t)=R(s, t)$ exists.
The proof idea for Theorem 21.2.2 is to cxamine any 2-coloring of the edges of the complete graph on $R(s, t-1)+R(s-1, t)$ vertices, and fix some vertex $x$. Consider the two neighborhoods, those connected to $x$ by one color, and those connected to $x$ by the other color. By the pigeonhole principle, either the first neighborhood has at least $R(s, t-1)$ vertices or the sccond neighborhood has at least $R(s-1, t)$ vertices. The proof is complete by applying the appropriate Ramsey statement to each respective subgraph. [This proof is repeated below with more details.]

As an example,

$$
R(3,4) \leq R(3,3)+R(2,4)=6+4=10 .
$$

In fact, $R(3,4)=9$, proved in $1955[236]$-the proof is not difficult.
Exercise 744. Use the Erdös-Szekeres recursion to prove that for each $s, t \geq 2$,

$$
R(s, t) \leq\binom{ s+t-2}{t-1} .
$$

The Frdös-Szekeres recursion works analogously when partitioning subsets larger than just pairs:

Exercise 745. By induction, prove the finite Ramsey theorem (Theorem 21.2.1) for $r=2$ colors. IFint: Induct on $k$, and in the inductive step, look for a recursion formula similar to the Erdös-Szekeres recursion, then induct on $p_{1}+p_{2}$.

The technique used in the proof of Theorem 21.2.2 easily extends to give a many-color version of the Erdös-Szekeres recursion.

Theorem 21.2.4. For $r \geq 2$, and $s_{0}, s_{1}, \ldots, s_{r-1}$, each $s_{i}>2, R\left(s_{0}, s_{1}, \ldots, s_{r-1}\right) \leq$ $R\left(s_{0}-1, s_{1}, \ldots, s_{r-1}\right)+R\left(s_{0}, s_{1}-1, \ldots, s_{r-1}\right)+\ldots+R\left(s_{0}, s_{1}, \ldots, s_{r-2}, s_{r-1}-1\right)-r+2$.

Proof: For each $i \in r$, put $n_{i}=R\left(s_{0}, s_{1}, \ldots, s_{i-1}, s_{i}-1, s_{i+1} \ldots, s_{r-1}\right)$, and set $n=\left(\sum_{i \leq r} n_{i}\right)-r+2$. Let $\Delta: E\left(K_{n}\right) \rightarrow r$ be a given coloring, and fix $x \in V\left(K_{n}\right)$. For each $i \in r$, set $X_{i}=\{y: \Delta(x, y)=i\}$. There exists an $i$ so that $\left|X_{i}\right| \geq n_{i}$, since if not, $n=1+\sum_{i \in r}\left|X_{i}\right|=1+\sum_{i \in r}\left(n_{i}-1\right)=\sum_{i \in r} n_{i}-r+1$, a contradiction. Fix such an $i$ with $\left|X_{i}\right| \geq n_{i}$. If for every $j \neq i, X_{i}$ does not induce a $j$-monochromatic copy of $K_{s_{j}}$, then by the choice of $n_{i}$, there exists $Y_{i} \subset X_{i}$ which induces an $i$ monochromatic copy of $K_{s_{1}-1}$, and, in this case, $\{x\} \cup Y_{i}$ induces an $i$-monochromatic copy of $K_{s_{2}}$.

All elements of the inductive proof for the finite Ramsey theorem are now in place:

Exercise 746. By induction, prove the finite Ramsey theorem (Theorem 21.2.1) for any number of $r \geq 2$ colors. Hint: induct on $k$, and in the inductive step, then induct on the sum of the $p_{i}$ 's.

Exercise 747. Prove by induction on $r \geq 2$ that

$$
\begin{equation*}
R_{2}(\underbrace{3,3, \ldots, 3}_{r}) \leq\lfloor e r!\rfloor+1 . \tag{21.2}
\end{equation*}
$$

Hint (as in [59]): $\lfloor e r!\rfloor+1=\lfloor e(r-1)!\rfloor r+1$.
An infinite form of Ramsey's theorem has an inductive proof:
Theorem 21.2.5 (Ramsey's theorem, infinite, 2 colors). For any infinite set $X$ and any 2-coloring $\chi:[X]^{2} \rightarrow\{1,2\}$ there exists an infinite subset $Y \subseteq X$ so that $[Y]^{2}$ is monochromatic.

Proof: Fix a 2-coloring $\chi:[X]^{2} \rightarrow\{1,2\}$. Pick an arbitrary $x_{0} \in X$. Then $\chi$ induces a coloring $\chi_{0}: X \backslash\left\{x_{0}\right\} \rightarrow\{1,2\}$ by $\chi_{0}(x)=\chi\left(\left\{x, x_{0}\right\}\right)$. By the infinite pigeonthole principle, one of the two color classes $\chi_{0}^{-1}(\mathbf{1}), \chi_{0}^{-1}(2)$ is infinite; call this infinite set $A_{0}$. Hence $\chi$ is constant on

$$
\left\{x_{0}\right\} \times A_{0}=\left\{\left\{x_{0}, y\right\}: y \subset A_{0}\right\} \subset[X]^{2}
$$

say $\chi\left(\left\{x_{0}\right\} \times A_{0}\right)=r_{0} \in\{1,2\}$.
Select any element $x_{1} \in A_{0}$. Repeating the same argument as above, there exists an infinite set $A_{1} \subset A_{0}$ so that $\chi$ is constant on $\left\{x_{1}\right\} \times A_{1}$, say $\chi\left(\left\{x_{1}\right\} \times A_{1}\right)=r_{1} \in$ $\{1,2\}$. [Note: $r_{0}$ and $r_{1}$ may differ, while still $\chi\left(\left\{x_{0}\right\} \times A_{1}\right)=r_{0}$.]

Continue in this manner (inductively), and get a set $X^{*}=\left\{x_{i}: i=0,1,2, \ldots\right\} \subset$ $X$ so that for any $E$ and $E^{\prime}$ in $\left[X^{*}\right]^{2}, \chi(E)=\chi\left(E^{\prime}\right)$ whenever $\min (E)=\min \left(E^{\prime}\right)$. [If $i=\min \left\{j: x_{j} \in E\right\}$, write $\min (E)=x_{i}$.] This induces a 2 -coloring $\chi^{*}$ of $X^{*}$ by $\chi^{*}\left(x_{i}\right)=\chi(E)$ for any $E \in\left[X^{*}\right]^{2}$ satisfying $\min (E)=x_{i}$.

By the pigeonhole principle, there is an infinite set $Y \subset X^{*}$ so that $\chi^{*}$ is constant on $Y$, and since

$$
[Y]^{2} \subseteq\left\{E \in\left[X^{*}\right]^{2}: \min (E) \in Y\right\}
$$

the coloring $\chi$ is constant on $[Y]^{2}$.

Exercise 748. By induction on $r$, prove the following $r$-coloring version of the infinite form of Ramsey's theorem: Let $T$ be an infinite set and let $r \geq 2$ be an integer. For any $r$-coloring of $[T]^{2}$, there exists an infinite set $S \subseteq T$ so that $[S]^{2}$ is monochromatic.

Before looking at other classic Ramsey-type theorems, the Erdös-Szekeres result for polygons is given, and for this, a definition is needed.

Definition 21.2.6. Points $p_{1}, \ldots, p_{m}$ in $\mathbb{R}^{2}$ with strictly increasing $x$-coordinates, (so no two have the same $x$-coordinate, and they are given in order from left to right) form an $m$-cup iff for $i=1,2, \ldots, m-1$, the slopes of the line segments $p_{i} p_{i+1}$ are increasing; these points form an $m$-cap if the slopes are decreasing.

So an $m$-cup is a collection of points on a graph of a (strictly) convex function.
Theorem 21.2.7 (Erdös-Szekeres [173]). For each $k, \ell \geq 2$, if $\binom{k+\ell-4}{k-2}+1$ points in the plane have increasing $x$-coordinates, either some $k$ of these points forms a $k$-cup, or some $\ell$ of these points form an $\ell$-cap.

Exercise 749. Prove Theorem 21.2.7 by induction on $k+\ell$.
Twenty-five years later, the same two authors finally published the proof that Theorern 21.2.7 was optimal.
Theorem 21.2.8 ([174]). For each $k, \ell \geq 2$, there exists a configuration of $\binom{k+\ell-4}{k-2}$ points that contains no $k$-cup nor any $\ell$-cap.

Exercise 750. Study the proof in Exercise 749 and recover the inductive construction that proves Theorem 21.2.8.

Since any $k$-cap or $k$-cup forms the vertices of a convex $k$-gon, it follows that Firdős and Szekcres showed a Ramsey-type theorem for strictly convex (convex, and no three points in a straight line) $k$-gons.

Theorem 21.2.9. For any given $k \geq 3$, there exists a least number $f(k)$ so that if $f(k)$ points in $\mathbb{R}^{2}$ occur in general position (no three in a line.), then this set of points contains $k$ points that are the vertices of a strictly convex $k$-gon.

It is conjectured that $f(k)=2^{k-2}+1$, and if this is true, it is known to be best possible by an example on $2^{k-1}$ points containing no convex $k$-gon. TThis example may be constructed by induction. For other proofs of this result by Ramsey's theorem, see [231].]

Definition 21.2.10. For $d+1$ positive integers $x_{0}, x_{1}, \ldots, x_{d}$, the collection

$$
H\left(x_{0}, x_{1}, \ldots, x_{d}\right)=\left\{x_{0}+\sum_{i \in I} x_{i}: I \subseteq[d]\right\}
$$

is called a $d$-dimensional affine cubc, or simply, an affine $d$-cube.
In 1892, Hilbert [268] showed that for all positive integers $d$ and $r$, there exists a least number $h(d ; r)$ so that for every $r$-coloring $\chi:[1, h(d ; r)] \rightarrow[1, r]$, there exists an affine $d$-cube monochromatic under $\chi$. At first, proving Hilbert's "affine cube lemma" might appear daunting, but a proof by induction is surprisingly simple.
Exercise 751. Prove Hilbert's affine cabe lemma by induction on d. Hint: show that $h(d+1 ; r) \leq r^{h(d ; r)}+h(d ; r)$.

Historically, the next major result in Ramsey theory is known as "Schur's Theorem" [482], a slight strengthening of the original. [Other results are also called "Schur's theorem"; for example, see Excrcise 651.]
Theorem 21.2.11 (Schur's theorem). For any positive integer $r$, there exists a least positive integer $n=S(r)$ so that for any coloring $\Delta:[1, n] \longrightarrow[1, r]$, there exist positive integers $x, y \in[1, n]$ so that

$$
\Delta(x)=\Delta(y)=\Delta(x+y)
$$

Schur's theorem remains true when the condition $x \neq y$ is added. For a standard inductive proof of Schur's theorem that shows

$$
S(r) \leq r!\left(1+\frac{1}{1!}+\frac{1}{2!}+\cdots+\frac{1}{r!}\right)=\lfloor e \cdot r!\rfloor,
$$

see, e.g., $[266$, pp. 177-178]. (For a simple inodern proof of Schur's theorem using Ransey's theorem, see [231].) The interested reader might, be impressed as to how many more Ramscy-type theorems concern sums and "sum-sets"; only a tiny sample is given here but the books Additive Combinatorics by Tao and Vu [527] and Additive Number Theory: Inverse Problems and the Geometry of Sumsets [401] by Nathanson might be excellent references to begin further research in this area.

For sets $A$ and $B$ and a binary operation + , define $A+B=\{a+b: a \in A, b \in B\}$. The notation $a+B$ is also used to denote $\{a\}+B$. Martin Kneser [320] proved the following in 1953.

Theorem 21.2.12 (Kneser's theorem). Let $G$ be a non-trivial abelian group, and let $A$ and $B$ be non-empty finite subsets of $G$. If $|A|+|B| \leq|G|$, then there exists a proper subgroup $H$ of $G$ with

$$
|A+B| \geq|A|+|B|-|H|
$$

Exercise 752. Prove Kneser's theorem by induction on $|B|$.
One kind of affine cube is an arithmetic progression; in particular,

$$
H(a: \underbrace{d, d, \ldots, d}_{k-1})=\{a, a+d, a+2 d, \ldots, a+(k-1) d\}
$$

is called an arithmetic progression of $k$ terms with difference $d$. One often abbreviates " $k$-term arithmetic progression" by " $\mathrm{AP} P_{k}$ ". Hilbert's affine cubc lemma docs not prove the existence of monochromatic progressions.
B. L. van der Waerden attended a lecture given by Baudet in which he learned of a conjecture by Schur (for his own account of the story see [547]). He managed to give a proof [546] for the so-called "Baudet's conjecture", now becoming eponymous with van der Waerden. Here is one form of van der Waerden's theorem:

Theorem 21.2.13 (van der Waerden's theorem). For any positive integers $r$ and $k$, there exists a smallest integer $n=W(k ; r)$ so that for any coloring $\Delta:[r] \longrightarrow r$, there exists a monochromatic $A P_{k}$.

The original proof is inductive, and is now called "the block proof", or the "fan proof" (see [525] for a proof using fans). This proof is also given in [231]; another approach to the same proof is in \{337] and variants of this proof for $r=3$ are detailed in [243]. For the student of induction, this proof is a gem (but takes a few pages to describe well). Van der Waerden's theorem also follows from the more general Hales-Jewett theorem ('Theorem 21.3.1 below). Since the block proof is a double induction, no useful bounds for $W(k ; r)$ arise. Only in 1988 was it shown by Shelah [488] that the van der Waerden function $W(k ; r)$ is primitive recursive (see Section 18.5 for definition) (and the proof is inductive-unfortunately, not included here). More recently, Gowers showed that $W(k ; r)$ can be bounded above by a tower function (see, for one of many sources, [227]). For a survey of theorems relating to van der Waerden's theorem, see [291].

See also Exercise 524 for a related result (for arithmetic progressions of length 3).

In 1928, very soon after van der Waerden's original 1927 proof, Brauer published a paper proving that for each $k$, and sufficiently large primes $p$, there are $k$ consecutive integers that are quadratic residues modulo $p$, and there are $k$ consecutive integers that are quadratic nonresidues modulo $p$. In his proof, Brauer uses a result. whom he attributes to Schur: this result generalizes both van der Wacrden's theorem and Schur's theorem, and has a fairly straightforward inductive proof (based on van der Waerden's theorem):

Theorem 21.2.14. Let $k$ and $r$ be positive integers. There exists a least integer $S B(k ; r)$ so that for any $n \geq S B(k ; r)$ and any $r$-coloring of $[1, n]$, there exists $a, d$ so that $\{d, a, a+d, a+2 d, \ldots, a(k-\ldots 1) d\}$ is monochromatic.

Exercise 753. Using van der Waerden's theorem, prove Theorem 21.2.14 by induction on $r$.

Virtually the same proof as that for Theorem 21.2 .14 works to prove a slightly stronger theorem:

Theorem 21.2.15. For positive integers $k, r ; s$, there exists a least $n=n(k, r, s)$ so that for any coloring $\Delta:[1, n] \rightarrow[1, r]$, there exist positive integers $a$ and $d$ so that the set

$$
\{a, a+d, a+2 d, \ldots, a+(k-1) d\} \cup\{s d\}
$$

is monochromatic.
Exercise 754. Prove Theorem 21.2.15 by induction on $r$.
Proving lower bounds for Ramsey-type functions often consists in finding (or showing the existence of) examples of large structures that are somehow "balanced". This notion of balance is a central aspect of the next problem, although apparently it has not yet found application in Ramsey theory (if it has, this fact does not seem to be well-known).

The problem is called the Tarry-Escott problem, and has a long history (sce [85] for further references) going back to at least 1851, a generalization called "Prouhct's problem". The goal is to partition numbers of the form $0,1,2,3, \ldots, 2^{n+1}-1$ into two equal classes so that not only the sum of numbers in each class is the same, but the sums of squares, cubes, and so on up until nth powers, are also (respectively) equal. For example. with $n=2$, let $1,2,4,7$ be in one class, $0,3,5,6$ in the other. Then the sum in each class is 14 , and the sum of the squares in each class is 70 . In the following statement of the problem, the convention that $0^{n}=1$ is used.

Exercise 755. For each non-negative integer n, prove that there is a partition of $\left\{0,1,2, \ldots, 2^{n+1}-1\right\}$ into two classess $A_{n}$ and $B_{n}$ so that for each $j=0,1, \ldots, n$,

$$
\sum_{a \in A_{n}} a^{j}=\sum_{b \in H_{n}} b^{j}
$$

### 21.3 Parameter words and combinatorial spaces

The triple $200,210,220$ may be interpreted as words over the alphabet $\{0,1,2\}$, or as a horizontal line in some geometric space, or, if viewed as base 3 numbers, the arithmetic progression 18, 21, 24. This triple of words may be abbreviated by the "parameter word" $2 \lambda 0$, where the parameter $\lambda$ varies in $\{0,1,2\}$. One Ramseytype result for words, called the Halcs-Jewett theorem ('Theorem 21.3.1), not only
generalizes van der Waerden's theorem (Theorem 21.2.13), but perhaps surprisingly, one proof of the Hales-Jewett theorem gives better bounds on the van der Waerden function than could be previously obtained without the generalization. For the statement and proof the Hales-Jewett theorem, some notation is convenient.

Recall that for $n \in \mathbb{Z}^{+},[n]=\{1, \ldots, n\}$, or in ordinal notation, $n=\{0,1, \ldots, n-$ $1\}$ (so $i \in n$ means $0 \leq i \leq n-1$ ). An alphabet is a set of symbols; throughout this section, $A$ denotes an alphabet with a finite number of symbols. A word over $A$ is a sequence, usually written without commas, of symbols from $A$. For each $n \in \mathbb{Z}^{+}$, a word $\ell_{1} \ell_{2} \cdots \ell_{n}$ of length $n$ over $A$ can be viewed as a function $f:[n] \longrightarrow A$, where for each $i \in[n], f(i)=\ell_{i}$. As usual, $A^{n}=\{f:[n] \longrightarrow A\}$. Let $\lambda_{0}, \lambda_{1}, \ldots, \lambda_{m-1}$ be symbols not in $A$, called parameters. For $m \leq n$ define the set of $m$-parameter words of length $n$ over $A$ by

$$
\begin{aligned}
& {[A]\binom{n}{m}=\left\{f:[n] \longrightarrow\left(A \cup\left\{\lambda_{0}, \lambda_{1}, \ldots, \lambda_{m-1}\right\}\right):\right.} \\
& \left.\quad \forall j \in m, f^{-1}\left(\lambda_{j}\right) \neq \emptyset \text { and for } i<j, \min f^{-1}\left(\lambda_{i}\right)<\min f^{-1}\left(\lambda_{j}\right)\right\}
\end{aligned}
$$

The last condition (that the first occurrences of each parameter are in order) is not really required, although it helps to fix ideas. So $[A]\binom{n}{m}$ can be viewed as a set of ordered $n$-tuples containing each $\lambda_{i}$ at least once, and whenever $i<j$, the first occurrence of $\lambda_{i}$ must precede the first occurrence of $\lambda_{j}$. For convenience, these ordered $n$-tuples are often written as "strings" or "words" by omitting the parentheses and commas. For example, if $A=\{a, b, c\}, a b \lambda_{1} \lambda_{2}$ and $\lambda_{1} c \lambda_{2} \lambda_{1}$ are in $[A]\binom{4}{2}$ but $a \lambda_{2} \lambda_{1} \lambda_{2}$ and $a \lambda_{1} \lambda_{1} b$ are not. Note that $A^{n}=[A]\binom{n}{0}$.

For $f \in[A]\binom{n}{m}$ and $g \in[A]\binom{m}{k}$ define the composition $f \circ g \in[A]\binom{n}{k}$ by

$$
f \circ g(i)= \begin{cases}f(i) & \text { if } f(i) \in A \\ g(j) & \text { if } f(i)=\lambda_{j}\end{cases}
$$

For example if $f=a \lambda_{1} \lambda_{2} \lambda_{1}$ and $g=b \lambda_{1}$, then $f \circ g=a b \lambda_{1} b$.
It is not difficult to prove that the composition of parameter words is associative.
For $f \in[A]\binom{n}{m}$, define the space of $f$,

$$
\operatorname{sp}(f)=\left\{f \circ g: g \in[A]\binom{m}{0}\right\}
$$

sometimes denoted $f \circ[A]\binom{m}{0}$, to be the set of words from $[A]\binom{n}{0}$ that are formed by faithfully replacing parameters in $f$ with elements from $A$. Define an $m$-dimensional combinatorial subspace of $A^{n}$ to be the space of some word in $[A]\binom{n}{m}$. If $f \in[A]\binom{n}{1}$ then $\operatorname{sp}(f)$ is called a combinatorial line in $A^{n}$, or simply, a line. For example, if $f=a \lambda_{1} \lambda_{2} \lambda_{1}$, then $\operatorname{sp}(f)=\left\{a x_{1} x_{2} x_{1}: x_{1}, x_{2} \in A\right\} \subset A^{4}$. In this example $\operatorname{sp}(f)$ can be seen as a 2-dimensional subspace of $A^{4}$ where $f \in[A]\binom{4}{2}$.

The set $A^{n}=\{f:[n] \rightarrow A\}$ is often called an $n$-dimensional cubc. Elements of this cube can be vicwed as words. Note that if $A=\{0,1, \ldots, t-1\}$ and if
$A^{n}$ is viewed as a discrete "geometric" $n$-cube, then not all "geometric lines" are combinatorial lines. For example, ( $\{2,0,0\},\{1,1,0\},\{0,2,0\}$ ) is a geometric line with equations $x+y=2, z=0$ in the three dimensional cube over $\{0,1,2\}$ but 200 , 110,020 is not a combinatorial line in $\{\{0,1,2\}\}\binom{3}{0}$.

A type of concatenation of parameter words distinguishes between parameters from respective words. If $f \in[A]\binom{n}{m}$ and $g \in[A]\binom{k}{\ell}$ define $f^{\wedge} g \in[A]\binom{n+k}{m+\ell}$ as follows:

$$
f^{\wedge} g(i)= \begin{cases}f(i) & \text { if } i \in[n], \\ g(i-n) & \text { if } i>n \text { and } g(i-n) \in A \\ \lambda_{m+j} & \text { if } i>n \text { and } g(i-n)=\lambda_{j} .\end{cases}
$$

For example, $a \lambda_{1} b \lambda_{2}{ }^{\wedge} c \lambda_{1} \lambda_{2} \lambda_{1} a=a \lambda_{1} b \lambda_{2} c \lambda_{3} \lambda_{4} \lambda_{3} a$. Note that

$$
\operatorname{sp}\left(f^{\wedge} g\right)=\left\{f^{\prime} \wedge g^{\prime}: f^{\prime} \in \operatorname{sp}(f), g^{\prime} \in \operatorname{sp}(g)\right\}
$$

Another way to talk about combinatorial subspaces avoids the $[A]\binom{n}{m}$ notation and composition of functions. For any $m \leq n$, an $m$-dimensional combinatorial subspace of $A^{n}$ can be defined to be any subset $S \subset A^{n}$ obtained in the following manner:

Fix a partition $[n]=F \cup M_{1} \cup \cdots \cup M_{m}$ where each $M_{i} \neq \emptyset(F=\emptyset$ may occur $)$ and fix some $f_{0} \in F^{A}$, that is, for each $j \in F$, fix $f_{0}(j) \in A$. Now let $S$ be the set of all $g \in A^{n}$ satisfying
(1) for each $j \in F: g(j)=f_{0}(j)$, and
(2) for each $M_{i}$, if $j, k \in M_{i}$, then $g(j)-g(k)$.

In the above definition, $F$ is called the set of fixcd coordinates and each $M_{i}$ is called a set of moving coordinates. For example, when $A=\{0,1\}, n=5, m=2$, $F=\{3,4\}, M_{1}=\{1\}$, and $M_{2}=\{2,5\}, f_{0}=10$, the 2-dimensional combinatorial subspace determined is the set of all words of the form $x y 10 y$, that is, the set $\{00100.01101,10100,11101\}$.

A 1-dimensional combinatorial subspace is called a combinatorial line, and an $m$-dimensional combinatorial subspace is called a combinatorial $m$-space. A 0 dimensional combinatorial subspace of $A^{n}$ is a single word of length $n$ over the alphabet $A$. If one needs to identify $S$ by the partition and the constant portion, one might write $S=S\left(F, M_{1}, \ldots, M_{m}, f_{0}\right)$.

The following result is one of the main tools in Ramsey theory: The proof is too complicated to be given as an exercise; however, the result is so central in Ramsey theory that an inductive proof is given below.

Theorem 21.3.1 (Hales-Jewett Theorem [253]). Let $m, r \in \mathbb{Z}^{+}$and a finite alphabet A be given. There exists a smallest number $n=H J(|A|: m, r) \in \mathbb{Z}^{+}$so that for every coloring $\Delta: A^{n} \longrightarrow[r]$ there is an $f \in[A]\binom{n}{m}$ for which $s p(f)$ is monochromatic.

Proof: The proof given here is by mathematical induction; this proof uses an outer loop inducting on $t$, and for each fixed $t$, induction on both $m$ and $r$ is used.

For this proof, the induction is driven by the following two inequalities, whose proofs are delayed until after the induction is explained:

$$
\begin{align*}
& \mathrm{HJ}(t, m+1, r) \leq \mathrm{HJ}(t, 1, r)+\mathrm{HJ}\left(t, m, r^{t}{ }^{\mathrm{HJ}}(t, 1, r),\right.  \tag{21.3}\\
& \mathrm{HJ}(t+1,1, r+1) \leq \mathrm{HJ}(t, 1+\mathrm{HJ}(t+1,1, r), r+1) . \tag{21.4}
\end{align*}
$$

For each $t, m, r \in \mathbb{Z}^{+}$, let. $P(t, m, r)$ be the proposition that $\mathrm{HJ}(t, m, r)$ exists.
$\operatorname{Base} \operatorname{Step}(t=1)$ : For all $m$ and $r, \operatorname{HJ}(1, m, r)=m$ since for any $n \geq m$ the space of any word in $[\{a\}\}\binom{n}{m}$ is the only word in the trivial space $\{a\}^{n}$. Hence, for any $m$ and $r, P(1, m, r)$ holds true.
Inductive step: Fix $t_{0} \geq 1$ and suppose that for all $m$ and $r, P\left(t_{0}, m, r\right)$ holds. The first step is to show that for every $r, P\left(t_{0}+1,1, r\right)$ holds, and this is shown by induction on $r$. Since $P\left(t_{0}+1,1,1\right)$ holds trivially, the base step holds. For the inductive step, suppose that $r_{0} \geq 1$ is so that $P\left(t_{0}+1,1, r_{0}\right)$ is true. Then $H J\left(t_{0}+\right.$ $\left.1,1, r_{0}\right)$ exists, and using $m_{0}=1+H J\left(t_{0}+1,1, r_{0}\right)$ and $P\left(t_{0}, m_{0}, r_{0}+1\right)$ (which is part of the inductive hypothesis with $m=m_{0}$ and $r=r_{0}+1$ ), equation (21.4) implies $P\left(t_{0}+1,1, r_{0}+1\right)$, completing the inductive step, for $r$. By mathematical induction on $r$, for every $r, P\left(t_{0}+1.1, r\right)$ holds.

For a fixed $t$. a brief induction on $m$ using (21.3) implies

$$
\begin{equation*}
[\forall r, P(t, 1, r)] \Rightarrow[\forall m, \forall r, P(t, m, r)] . \tag{21.5}
\end{equation*}
$$

So with $t=t_{0}+1$ and for every $r, P\left(t_{0}+1,1, r\right)$, it follows from (21.5) that for every $m$ and $r, P\left(t_{0}+1, m, r\right)$ is true, completing the inductive step for $t$.

By mathematical induction on $t$, equations (21.3) and (21.4) imply that for all $t, m$ and $r, P(t, m, r)$ holds.

Thus it remains to prove (21.3) and (21.4). Throughout the remainder of the proof, fix $t, m$, and $r$.
Proof of (21.3): Set $M=\mathrm{HJ}(t, 1, r)$ and $N=\mathrm{HJ}\left(t, m, r^{t^{M}}\right)$. Fix a coloring

$$
\Delta: A^{M+N} \longrightarrow[r]
$$

and define $\Delta_{N}: A^{N} \longrightarrow\left[r^{t^{n i}}\right]$ by

$$
\Delta_{N}(f)=\left\langle\Delta\left(g^{\wedge} f\right): g \in A^{M}\right\rangle
$$

i.e., each $f$ is colored with a sequence induced by $\Delta$. Let $f_{N} \in[A]\binom{N}{m}$, guaranteed by the choice of $N$, be so that $\operatorname{sp}\left(f_{N}\right)$ is monochromatic with respect to $\Delta_{N}$. For any $h \in A^{m}$, define $\Delta_{M}: A^{M} \longrightarrow[r]$ by

$$
\Delta_{M}(g)=\Delta\left(g^{`}\left(f_{N} \circ h\right)\right) .
$$

By the choice of $f_{N}, \Delta_{M}(g)$ does not depend on $h$. So there exists $f_{M} \in[A]\binom{{ }^{A}}{1}$ so that $\operatorname{sp}\left(f_{M}\right)$ is monochromatic with respect to $\Delta_{M}$.

Setting

$$
f=f_{M^{\wedge}} f_{N} \in|A|\binom{M+N}{1+m}
$$

$\operatorname{sp}(f)$ is monochromatic with respect to $\Delta$ by the following: For any $l \in[A]\binom{1}{0}$ and $h \in[A]\binom{m}{0}$,

$$
f \circ\left(l^{\wedge} h\right)=\left(f_{M} \circ l\right)^{\wedge}\left(f_{N} \circ h\right)
$$

and so $\Delta\left(f \circ\left(l^{\wedge} h\right)\right)=\Delta_{M}\left(f_{M} \circ l\right)$ is constant. Hence (21.3) holds.
Proof of (21.4): In this part, put $M=\mathrm{HJ}(t+1,1, r)$ and $N=\mathrm{HJ}(t, 1+M, r+$ 1). With $|A|=t$, choose a symbol $b \notin A$ and put $B=A \cup\{b\}$. Fix a coloring

$$
\Delta: B^{N} \longrightarrow[r+1] .
$$

It remains to show there exists a monochromatic line in $B^{N}$, i.e., an $h \in[B]\binom{N}{\mathbf{1}}$ so that $\operatorname{sp}(h)=h \circ[B]\binom{1}{0}$ is monochromatic with respect to $\Delta$.

Define

$$
\Delta_{A}: A^{N} \longrightarrow[r+1]
$$

the restriction of $\Delta$ to $A$, in the natural way (i.e., for any $f \in A^{N}, \Delta_{A}(f)=\Delta(f)$ ). By the choice of $N$, there is $f_{A} \in[A]\binom{N}{1+M}$ that has $f_{A} \circ A^{1+M}$ monochromatic with respect to $\Delta_{A}$. Without loss, for every $f \in f_{A} \circ A^{1+M}$, let $\Delta_{A}(f)=r$.

If there is a $g \in B^{M}$ so that also $\Delta\left(f_{A} \circ\left(\langle b\rangle^{\wedge} g\right)\right)=r$ (i.e., if there is a word in $B^{N}$ containing $b$ 's that occur in the same positions as $\lambda_{1}$ occurs in $f_{A}$ and is colored the same as $\left.f_{A}\right)$. construct $h$ by replacing the occurrence of each $b$ in $f_{A} \circ\left(\langle b\rangle^{\wedge} g\right)$ with $\lambda_{1}$. Then $h \in[B]\binom{N}{1}$ and whenever $x \in A$,

$$
h \circ\langle x\rangle \in f_{A} \circ A^{1+M}
$$

and so in this case $\Delta(h \circ\langle x\rangle)=r$. Also

$$
h \circ\langle b\rangle=f_{A} \circ\left(\langle b\rangle^{\wedge} g\right)
$$

and so $\Delta(h \circ\langle b\rangle)=r$. So in this case $h \circ[B]\binom{1}{0}$ is monochromatic with respect to $\Delta$.

So suppose there is no such $g \in B^{M}$ satisfying $\Delta\left(f_{A} \circ\left(\langle b\rangle^{\wedge} g\right)\right)=r$. Define $\Delta_{M}:[B]\binom{M}{0} \longrightarrow[r]$ by

$$
\Delta_{M}(g)=\Delta\left(f_{A} \circ\left(\langle b\rangle^{\wedge} g\right)\right) .
$$

By the theorem, there is $f_{M} \in[B]\binom{M}{1}$ with $f_{M} \circ[B]\binom{1}{0}$ monochromatic. with respect to $\Delta_{M}$. For

$$
h=f_{A} \circ\left(\langle b\rangle^{\wedge} f_{M}\right) \in[B]\binom{N}{1}
$$

$h \circ[B]\binom{M}{1}$ is monochromatic with respect to $\Delta$, finishing the proof of (21.4).

### 21.4 Shelah bound

The inequalities (21.3) and (21.4) do not yield primitive recursive (see Section 18.5 for definition); bounds for $\mathrm{HJ}(t, m, r)$. In fact, it was not until 1988 before it was shown that the function HJJ is primitive recursive; this was accomplished by Shelah [488] (given here as Theorem 21.4.5, below) with an elcmentary inductive proof of the Hales-Jewett theorem that avoided the double induction used in the above proof, and yielded bounds that were expressible in terms of "simple" functions. Shelah's proof is a discovery that may already be deemed to be a classic example of an inductive proof that overcomes the weakness of a double induction and yields a much stronger result; the style in which induction is applied may also be very instructive. Also, since the Hales-Jewett theorem is a central theorem in Ramsey theory, Shelah's proof seemed worthy of inclusion here, even though it takes a nontrivial effort to work through the details.

The innovative tool that Shelah used in his proof of the Hales--Jewett theorem (Theorem 21.3.1) is now often called "Shelal's cube lemma"; to avoid confusion with other "cube lemınas", here it is called "Shelah's string lemma" (Lemma 21.4.1, below), a name that may be slightly more apt. The proof of the string lernma is elementary (although the proof requires special notation that makes it look unwieldy) and is by induction. Using this string lemma, a short inductive proof shows that $\mathrm{HJ}(t, 1, r)$ exists and is primitive recursive. The more general result for $\mathrm{HJ}(t, m, r)$ can be proven similarly, but also follows from the 1 -dimensional case with a simple observation.

Even for the case $m=1$, the bounds obtained for $\mathrm{HJ}(t, 1, r)$ are extremely large; one can see a more complete discussion in, e.g., [231, pp. 60f], together with many other Ramsey-type results related to the Hales-Jewett theorem. For a brief version of the Shelah proof, see [414], or for a variant of Shelah's proof, see [368]. (See also comments surrounding Theorem 21.2.13 concerning bounds on the van der Waerden function.) In the literature and on the web, Shelah's proof is explained in many different ways; the presentation here arose from lectures by Norbert Sauer [476] (who learned this proof from Deuber while in Germany in in 1988; also see [134] regarding a lecture in Norwich, 1989) for the case $m=1$, and uses standard parameter-set notation.

For a positive integer $n$, recall the notations $[n]=[1, n]=\{1,2, \ldots, n\}$ and $[n]^{2}=\{\{x, y\}: x, y \in[n], x \neq y\}$. The main objects of consideration in Shelah's string lemma are "strings" of the form (where $m, n \in \mathbb{Z}^{+}$and $i \in[m]$ )

$$
\left(\left\{x_{1}, y_{1}\right\},\left\{x_{2}, y_{2}\right\}, \ldots,\left\{x_{i-1}, y_{i-1}\right\},\left\{x_{i}\right\},\left\{x_{i+1}, y_{i+1}\right\}, \ldots,\left\{x_{m}, y_{m}\right\}\right)
$$

chosen from

$$
[n]^{2} \times[n]^{2} \times \cdots \times[n]^{2} \times \underbrace{[n]}_{i \text {-th position }} \times[n]^{2} \times \cdots \times \underbrace{[n]^{2}}_{m \text {-th position }} .
$$

Slightly abusing notation, subscripts are added to indicate position of each $[n]^{2}$ and $[n]$; so the set of such strings with a singleton in the $i$-th position (call them "type $i$ " strings) is indicated by

$$
[n]_{1}^{2} \times \cdots \times[n]_{i-1}^{2} \times[n]_{i} \times[n]_{i+1}^{2} \times \cdots \times[n]_{m}^{2}
$$

Lemma 21.4.1 (Shelah's string lemma [488]). For each $m, r \in \mathbb{Z}^{\dagger}$, there cxists a smallest $n=S h(m, r)$ so that for any family of $m r$-colorings,

$$
\Delta_{1}:[n]_{1} \times[n]_{2}^{2} \times[n]_{3}^{2} \times \cdots \times \cdots \times[n]_{m}^{2} \longrightarrow[r]
$$

$$
\Delta_{i}:[n]_{1}^{2} \times \cdots \times[n]_{i-1}^{2} \times[n]_{i} \times[n]_{i+1}^{2} \times \cdots \times[n]_{m}^{2} \longrightarrow[r]
$$

$$
\Delta_{m}:[n]_{1}^{2} \times[n]_{2}^{2} \times \cdots \times[n]_{m-1}^{2} \times[n]_{m} \longrightarrow[r]
$$

there exist $\left\{x_{1}, y_{1}\right\}, \ldots,\left\{x_{m}, y_{m}\right\} \in[n]^{2}$ so that for each $i=1, \ldots, m$, the two type $i$ uords have the same color:

$$
\begin{aligned}
& \Delta_{i}\left(\left\{x_{1}, y_{1}\right\}, \ldots,\left\{x_{i-1}, y_{i-1}\right\},\left\{x_{i}\right\},\left\{x_{i+1}, y_{i+1}\right\}, \ldots,\left\{x_{m}, y_{m}\right\}\right)= \\
& \\
& \Delta_{i}\left(\left\{x_{1}, y_{1}\right\}, \ldots,\left\{x_{i-1}, y_{i-1}\right\},\left\{y_{i}\right\},\left\{x_{i+1}, y_{i+1}\right\}, \ldots,\left\{x_{m}, y_{m}\right\}\right) .
\end{aligned}
$$

(Each $\Delta_{i}$ is "insensitive to a switch" in the $i$-th position of a string.)
Proof: Fix $r \in \mathbb{Z}^{+}$throughout the proof. The proof is by induction on $m$. For each positive integer $m$, let $C(m)$ denote that $\operatorname{Sh}(m, r)$ exists.

Base srep: When $m=1$, the theorem says only that there exists $n$ so that for any coloring $\Delta_{1}:[n] \rightarrow[r]$, there exists $\{x, y\} \in[n]^{2}$ so that $\Delta_{1}(x)=\Delta_{1}(y)$, which, by the pigeonhole principle, is true iff $n=r+1$; so, $\operatorname{Sh}(1, r)=r+1$, and so $C(1)$ is true.

Induction ster: Fix $\ell \geq 1$ and assume that $C(\ell)$ holds, i.e., $\operatorname{Sh}(\ell, r)$ exists. The statement $C(\ell+1)$ follows by proving the following claim:

$$
\begin{equation*}
\operatorname{Sh}(\ell+1, r) \leq 1+r^{\left(\frac{\operatorname{Sh}(\ell, r)}{2}\right)^{\ell}} \tag{21.6}
\end{equation*}
$$

To prove (21.6), set $n=1+r\left(\begin{array}{c}\binom{\text { Sh( } \ell, r)}{2}^{\ell}\end{array}\right.$, and consider any $\ell+1$ colorings

$$
\begin{gathered}
\Delta_{1}:[n]_{1} \times[n]_{2}^{2} \times[n]_{3}^{2} \times \cdots \times \cdots \times[n]_{\ell+1}^{2} \longrightarrow[r] \\
\vdots \\
\Delta_{i}:[n]_{1}^{2} \times \cdots \times[n]_{i-1}^{2} \times[n]_{i} \times[n]_{i+1}^{2} \times \cdots \times[n]_{\ell+1}^{2} \longrightarrow[r]
\end{gathered}
$$

$$
\Delta_{\ell+1}:\left[\left.n\right|_{1} ^{2} \times[n]_{2}^{2} \times \cdots \times[n]_{\ell}^{2} \times[n]_{\ell+1} \longrightarrow[r] .\right.
$$

Consider $\Delta_{\ell+1}$ restricted to the set

$$
\begin{equation*}
[\operatorname{Sh}(\ell, r)]_{1}^{2} \times \cdots \times[\operatorname{Sh}(\ell, r)]_{\ell}^{2} \times[n]_{\ell+1} . \tag{21.7}
\end{equation*}
$$

For each $z \in[n]_{\ell+1}$, there are $\binom{S h(\ell, r)}{2}^{\ell}$ strings in

$$
\begin{equation*}
T(z)=[\operatorname{Sh}(\ell, r)]_{1}^{2} \times \cdots \times[\operatorname{Sh}(\ell, r)]_{\ell}^{2} \times\{z\} \tag{21.8}
\end{equation*}
$$

and so for each $z$, the coloring $\Delta_{\ell+1}$ restricted to $T(z)$ can be represented by a "color-pattern" vector of length $|T(z)|=\binom{S h(\ell, r)}{2}^{\ell}$ with entries from $[r]$ (where the
 color-pattern vectors. Since there are $n>r\left(\begin{array}{c}\binom{\text { Sh(e,r) }}{2}^{\ell} \\ \text { choices for } z \text {, by the pigeonhole }\end{array}\right.$ ..principle, there are $z_{1}, z_{2} \in[n]_{\ell+1}, z_{1} \neq z_{2}$ such that the color-pattern vector of $\Delta_{\ell+1}$ restricted to $T\left(z_{1}\right)$ equals the color-pattern vector of $\Delta_{\ell+1}$ restricted to $T\left(z_{1}\right)$; that is, for each $\left\{x_{1}, y_{k}\right\} \in[\operatorname{Sh}(\ell, r)]^{2}, \ldots,\left\{x_{\ell}, y_{\ell}\right\} \in[\operatorname{Sh}(\ell, r)]^{2}$,

$$
\Delta_{\ell+1}\left(\left(\left\{x_{1}, y_{1}\right\}, \ldots,\left\{x_{\ell}, y_{\ell}\right\},\left\{z_{1}\right\}\right)\right)=\Delta_{\ell+1}\left(\left(\left\{x_{1}, y_{1}\right\}, \ldots,\left\{x_{\ell}, y_{\ell}\right\},\left\{z_{2}\right\}\right)\right) .
$$

Finally, consider the remaining $\ell$ colorings $\Delta_{1}, \ldots, \Delta_{\ell}$, and for each $i=1, \ldots, \ell$, the restriction of $\Delta_{i}$ to

$$
\Delta_{i}^{*}:[\operatorname{Sh}(\ell, r)]^{2} \times \cdots \times[\operatorname{Sh}(\ell, r)]_{i} \times \cdots \times\left[\left.\operatorname{Sh}(\ell, r)\right|_{\ell} ^{2} \times\left\{z_{1}, z_{2}\right\} \longrightarrow[r] .\right.
$$

By the definition of $\operatorname{Sh}(\ell, r)$ for each $i=1, \ldots, \ell$ select a pair $\left\{x_{i}, y_{i}\right\} \in[\operatorname{Sh}(\ell, r)]^{2}$ so that $\Delta_{i}^{*}$ (and so also $\Delta_{i}$ ) is insensitive to a switch in position $i$. Thus the pairs $\left\{x_{1}, y_{1}\right\}, \ldots,\left\{x_{\ell}, y_{\ell}\right\},\left\{z_{1}, z_{2}\right\}$ witness the conclusion of $C(\ell+1)$.

Thus (21.6) holds, completing the inductive step.
For a fixed $r$, by mathematical induction, for every $m \in \mathbb{Z}^{\dagger}, \operatorname{Sh}(m, r)$ exists. The theorem follows since $r$ was arbitrary.

Lemma 21.4.2. The function $S h(m, r)$ is primitive recursive.
Proof: Replacing $m$ by $m-1$ in the recursion (21.6),

$$
\begin{equation*}
\operatorname{Sh}(m, r)<2 r^{\operatorname{Sh}(m-1, r)^{2(m-1)}} . \tag{21.9}
\end{equation*}
$$

Applying (21.9) twice more gives

$$
2 r^{\left.2 r^{2 r^{\mathrm{Sh}}(m-3, r)^{2^{3}(m}} 3\right)(m \cdot 2)(m-1)} .
$$

An easy proof by induction then shows (again, with very loose bounds),

$$
\left.\operatorname{Sh}(m, r) \leq 2 r^{2 r} 2^{2 r^{2 r^{(r+1)^{2 m}}}}\right\} \text { a tower of height } m+2
$$

The next result by Shelah not only shows (by induction) that $\mathrm{HJ}(t, 1, r)$ exists, but it also leads to showing that $\mathrm{HJ}(t, 1, r)$ is primitive recursive.

Theorem 21.4.3 (Shelah [488]). For any positive integers $t, r$,

$$
\begin{equation*}
H J(t+1,1, r) \leq H J(t, 1, r) \cdot S h\left(H J\left(t, 1, r^{\left.(t+1)^{H J(t, 1, r)^{m+1}}\right)}\right)\right. \tag{21.10}
\end{equation*}
$$

Proof: Let $m=H J(t, 1, r)$ and $n=\operatorname{Sh}\left(m, r^{(t+1)^{m-1}}\right)$. Fix an alphabet $A$ with $|A|=t$ and let $a \in A$ and $b \notin A$ be given. Set $B=A \cup\{b\}$. Let $\Delta: B^{m n} \longrightarrow[r]$ be given. To prove the theorem, one must show the existence of a monochromatic line in $B^{m n}$. This is accomplished by first looking only at special words with $m-1$ parameters $\lambda_{1}, \ldots, \lambda_{m-1}$ so that for each $i$, all copies of $\lambda_{i}$ occur in a single block. These special words are constructed by concatenating words of only two kinds: For each pair of positive integers $x<y \leq n$, define the words

$$
\begin{aligned}
u_{x y} & =\underbrace{a a \cdots a}_{x} \underbrace{\lambda \lambda \cdots \lambda}_{y-x} \underbrace{b b \cdots b}_{n-y} \in[B]\binom{n}{1} \\
v_{x} & =\underbrace{a a \cdots a}_{x} \underbrace{b b \cdots b b b \cdots b}_{n-x} \in B^{n}
\end{aligned}
$$

For the moment, fix $i \in[m]$. For each positive integer sequence $c_{1}<d_{1} \leq n$, $c_{2}<d_{2} \leq n, \ldots, c_{m}<d_{m} \leq n$, define two words in $[B]\binom{m n}{m-1}$ :

$$
\begin{aligned}
& f_{1}=u_{c_{1} d_{1}}{ }^{\wedge} \cdots{ }^{\wedge} u_{c_{2-1} d_{i-1}}{ }^{\wedge} v_{c_{c_{i}}}{ }^{\wedge} u_{c_{i+1} d_{i+1}}{ }^{\wedge} \cdots{ }^{\wedge} u_{c_{m}, u_{m}}, \\
& f_{2}=u_{c_{1} d_{1}}{ }^{\wedge} \cdots{ }^{\wedge} u_{c_{i-1} d_{i-1}}{ }^{\wedge} v_{d_{i}}{ }^{\wedge} u_{c_{i}+1} d_{i+1}{ }^{\wedge} \cdots{ }^{\wedge} u_{c_{m}, u_{m}} .
\end{aligned}
$$

Say that these words are of "type $i$ ". Note that in the concatenation process, the $\lambda$ 's in the subword $u_{c_{j}, d_{j}}$ are replaced by $\lambda_{j}$ 's in either $f_{1}$ or $f_{2}$. A word in $\operatorname{sp}\left(f_{1}\right)$ is of the form $f_{1} \circ w$ for some $w \in B^{m-1}$. List $B^{m-1}=\left\{w_{1}, \ldots, w_{k}\right\}$, where $k=(t+1)^{m-1}$.

For any "type $i$ " sequence (or Shelah string) of the form

$$
\begin{aligned}
s & =\left(\left\{c_{1}, d_{1}\right\}, \ldots,\left\{c_{i-1}: d_{i-1}\right\},\left\{c_{i}\right\},\left\{c_{i+1}, d_{i+1}\right\}, \ldots,\left\{c_{m}, d_{m}\right\}\right) \\
& \in[n]^{2} \times \cdots[n]_{i} \times \cdots \times[n]^{2},
\end{aligned}
$$

where each $1 \leq c_{j}<d_{j} \leq n$, and $f_{1}$ as defincd above, define the vector

$$
\left.\Delta_{i}(s)=\left(\Delta\left(f_{1} \circ w_{1}\right)\right), \Delta\left(f_{1} \circ w_{2}\right), \ldots, \Delta\left(f_{1} \circ w_{k}\right)\right)
$$

So $\Delta_{i}$ is an $r^{k}=r^{(t+1)^{m-1}}$-coloring of all type $i$ Shelah strings.
So by the choice of $n$ and Lemma 21.4.1, there exists a fixed choice of $m$ pairs $\left\{x_{1}, y_{1}\right\} \in[n]_{1}^{2}, \ldots,\left\{x_{m}, y_{m}\right\} \in[n]_{m}^{2}$ so that for each $i \in[m]$,

$$
\begin{aligned}
& \Delta_{i}\left(u_{x_{1} y_{1}}{ }^{\wedge} \ldots u_{x_{i-1} y_{i-1}}{ }^{\wedge} v_{x_{i}}{ }^{\wedge} u_{x_{2+1} y_{i+1}}{ }^{\wedge} \ldots \wedge u_{x_{m} y_{n} n}\right) \\
& =\Delta_{i}\left(u_{x_{1} y_{1}}{ }^{\wedge} \ldots{ }^{\wedge} u_{x_{\imath-1} y_{i-1}}{ }^{\wedge} v_{y_{\imath}}{ }^{\wedge} u_{x_{i+1} y_{l+1}}{ }^{\wedge} \ldots{ }^{\wedge} u_{x_{m} y_{m}}\right) \text {. }
\end{aligned}
$$

Since these two color vectors agree, by the definition of $\Delta_{i}$, for each $w \in B^{m \cdot 1}$,

$$
\begin{equation*}
\Delta\left(f_{1} \circ w\right)=\Delta\left(f_{2} \circ w\right) . \tag{21.11}
\end{equation*}
$$

Consider the $m$-parameter word

$$
u=u_{x, y_{1}} \wedge \hat{\wedge}_{x_{m} y_{m}} \in[B]\binom{m n}{m} .
$$

Then $\Delta$ induces an $r$-coloring $\Delta_{u}: A^{m} \longrightarrow[r]$ defined by $\Delta_{u}(g)=\Delta(u \circ g)$. [Recall, $b \notin A$.] By the choice of $m=\mathrm{HJ}(t, 1, r)$, there exists a $\Delta_{u}$-monochromatic line $h \in[A]\binom{m}{1}$. In other words, for any $z_{1}: z_{2} \in A$,

$$
\Delta_{u}\left(h \circ z_{1}\right)=\Delta_{u}\left(h \circ z_{2}\right) \Rightarrow \Delta\left(u \circ h \circ z_{1}\right)=\Delta\left(u \circ h \circ z_{2}\right) .
$$

To show that $u \circ h$ is the required line in $[B]\binom{m n}{1}$ to finish the proof that $\mathrm{HJ}(t+$ $1,1, r) \leq m n$, it remains only to show for some $z \in A$ that $\Delta(u \circ h \circ b)=\Delta(u \circ h \circ z)$. The natural choice for $z$ is $a$, so to conclude the proof of (21.10), it remains to show that $\Delta(u \circ h \circ b)=\Delta(u \circ h \circ a)$.

Observe that for each $i \in[m], u_{x_{i}, y_{i}} \circ a=v_{y_{i}}$ and $u_{x_{i}, y_{i}} \circ b=v_{x_{i}}$. Letting $f_{1}$ and $f_{2}$ denote the type $i$ words as defined at the beginning of this proof but instead using the pairs $\left\{x_{1}, y_{1}\right\}, \ldots,\left\{x_{m}, y_{m}\right\}$, equation (21.11) says that for any $w \in B^{m-1}$, $\Delta\left(f_{1} \circ w\right)=\Delta\left(f_{2} \circ w\right)$. Write $h=(h(1), \ldots, h(m))$, and suppose that $h(i)=\lambda$ (there may be more $\lambda$ 's). Then $h \circ b$ is of the form $\alpha_{1} \cdots \alpha_{i-1} b \alpha_{i+1} \cdots \alpha_{m}$, where each $\alpha_{j} \in B$. The $w$ to be used when applying (21.11) below is $w=\alpha_{1} \cdots \alpha_{i-1} \alpha_{i+1} \cdots \alpha_{m}$.

$$
\begin{align*}
\Delta((u \circ h) \circ b) & =\Delta(u \circ(h \circ b)) \\
& =\Delta\left(u_{x_{1}, y_{1}} \circ \alpha_{1}{ }^{\wedge} \cdots{ }^{\wedge} u_{x_{i}, y_{i}} \circ b^{\wedge} \cdots u_{x_{m}, y_{m}} \circ \alpha_{m}\right) \\
& =\Delta\left(u_{x_{1}, y_{1}} \circ \alpha_{1}{ }^{\wedge} \cdots v_{x_{i}}{ }^{\wedge} \cdots u_{x_{m}, y_{m_{m}}} \circ \alpha_{m}\right) \\
& =\Delta\left(u_{x_{1}, y_{1}} \circ \alpha_{1}{ }^{\wedge} \cdots{ }^{\wedge} u_{y_{i}} \wedge \cdots u_{x_{m}, y_{m}} \circ \alpha_{m}\right)  \tag{21.11}\\
& =\Delta\left(u_{x_{1}, y_{1}} \circ{\alpha_{1}}^{\wedge} \cdots{ }^{\wedge} u_{x_{i}, y_{i}} \circ a^{\wedge} \cdots u_{x_{m}, y_{m}} \circ \alpha_{m}\right)
\end{align*}
$$

If there $h$ has another $\lambda$ in, say, position $j$, repeat the process above calculations as applied to words of $j$-type; continue so that every occurrence of $b$ in $h \circ b$ is changed to an $a$ in the above calculation, arriving at $\Delta((u \circ h) \circ b)=\Delta((u \circ h) \circ a)$ as desired. Hence (21.10) holds.

In the proof of Theorem 21.4.3, nowhere was it (essentially) relied upon that $m=1$, except in some details ncar the end. The interested reader can verify that the proof works for arbitrary $m$, but if this assertion is not convincing, the following Lemma 21.4.4 can be applied. This alternative method (see e.g. [231, p. 40]) relates the Hales-Jewett number for $m$-spaces to that for lines. The simple idea used is that if $B$ is an alphabet and $A=B^{m}$, then a combinatorial line in $A^{n}$ is an $m$-space in $B^{n m}$.

Lemma 21.4.4. For any $t, m, r \in \mathbb{Z}^{+}$,

$$
\begin{equation*}
H J(t, m, r) \leq m \cdot H J\left(l^{m}, 1, r\right) . \tag{21.12}
\end{equation*}
$$

Proof: Fix $t, m, r$. Let $B$ be an alphabet with $|B|=t$ and set $A=B^{m}=\{f$ : $m \rightarrow B\}$. Let $n=\operatorname{IIJ}\left(t^{m}, 1, r\right)$. If $g \in B^{n m}$, then for each $i=0,1, \ldots, n-1$, set $g_{i}=g(i m+1) g(i m+2) \ldots g((i+1) m)$, where

$$
g=90_{0}^{\wedge} g_{1}^{\wedge} \ldots g_{n-1} \in A^{n}
$$

showing $B^{n m} \subseteq A^{n}$. In fact. $B^{n m}$ can be viewed as preciscly $A^{n}$. Fix a coloring $\Delta: B^{n m} \longrightarrow[r]$ (which is also a coloring of $A^{n}$ ). By the choice of $n$, there exists $g \in[A]\binom{n}{1}$ so that $\Delta$ is constant on $\operatorname{sp}(g)$. But since the parameter of $g$ can be replaced by any $f: m \rightarrow B, g \in[B]\binom{n m}{m}$ and $\Delta$ is constant on $\operatorname{sp}(g)$, (21.12) holds.

Beginning with $\mathrm{HJ}(1,1, r)=1$, applying Theorem 21.4.3 $t-1$ times (and then Lemma 21.4.4), another inductive proof of the Hales Jewett theorem is achieved. This induction reveals an explicit (but very large) upper bound for $\mathrm{HJ}(t, m, r)$; see [231, pp. 60.68$]$ for discussion of just how large this bound is; it falls into a class of functions called "wowzer" functions (towers of towers). This outlines the proof for the theorem mentioned at the begiming of this section:

Theorem 21.4.5 (Shelah [488]). The function $H J(t, m, r)$ is primitive recursive.

### 21.5 High chromatic number and large girth

The next result concerns the existence of hypergraphs with high chromatic number and containing no small cycles. [Sce Chapter 15 for notation and definitions.] Naively, one might think that since short cycles force the chromatic number up, short cycles are necessary to do so. In fact, quite the opposite is true.

A simple construction produces triangle-free graphs with arbitrarily high chromatic number. The following construction is due to Mycielski [399]: given a graph $G$ on vertices $V=\left\{v_{1}, \ldots, v_{n}\right\}$. construct a graph $G^{*}$ as follows: let $U=\left\{u_{1}, \ldots, u_{n}\right\}$ 万 $V=\emptyset$, and let $x$ be a vertex not in $U \cup V$. Define $G^{*}$ on vertex set $U \cup V \cup\{x\}$ by including all edges of $G$, and for each $i-1, \ldots, n$, add edges joining $u_{i}$ to each of
the neighbors of $v_{i}$, and then finally join $x$ to each vertex in $U$. It is not difficult to verify that $K_{2}^{*}=C_{5}$, and $C_{5}^{*}$ is the graph in Figure 21.1, also called the Grötzsch graph (independently, Grötzsch found this graph just a few years later).


Figure 21.1: The Grötzsch graph and the Mycielski construction
Exercise 756. Using the Mycielski construction described above, let $G_{2}=K_{2}$, and recursively, for each $i \geq 3$, put $G_{i}=G_{i-1}^{*}$. Prove that for each $i \geq 2, G_{i}$ is triangle-free and $\chi\left(G_{n}\right) \geq n$.

There are graphs with both arbitrarily large girth and arbitrarily large chromatic number. According to [406], the study of such questions began with Tutte and Zykov (see [132]) in the 1940s. The question was finally answered by Erdös [164] and Erdös and Hajnal [170] in the 1960s using probabilistic methods. The first constructive proof was given by Lovás\% [352] in 1968.

A later inductive construction (given below) is due to Nešctril and Rödl [406] and is apparently an extension of an idea of Tutte [132]. This construction is a simple example of a more general technique called partite amalgamation, a technique developed to prove theorems in Ramsey theory. One may think of partite amalgamation as inductively gluing partite graphs together but only along certain partite sets or "coordinates"; this particular application consists of gluing only at a single partite set (part). Because of the difficulty of the general process of partite amalgamation, the proof given here of the existence of sparse (large girth) highly chromatic hypergraphs serves as an introduction to the process. [For more information on the powerful applications of partite amalgamation, see, e.g., [407], [408] or [409].]

As usual, let $\chi(G)$ denote the chromatic number of $G$. The girth of a hypergraph is the length of a smallest cycle contained in $G$.

Theorem 21.5.1. For positive integers $k \geq 2, n, p$ there exists a $k$-uniform hypergraph $G$ so that girth $(G)>p$ and $\chi(G)>n$.

Before seeing an inductive proof of Theorem 21.5.1, one might wonder why this result is in a section on Ramsey theory. The proof below follows that of a Ramsey
theorem (see above references) for cdge partitions. This is not surprising since one can interpret Theorem 21.5.1 as a Ramsey result. For a $k$-uniform graph $G$, let a copy of an edge of $G$ (all of which are isomorphic) be denoted by $E_{G}$. Also, let $C_{i}$ be a $k$-uniform hypergraph that is a cycle of length $i$ (cycles are not unique in a hypergraph setting, so further suppose that $C_{i}$ contains no smaller cycles, and so hyperedges intersect in at most one vertex, making $C_{i}$ unique). Then Theorem 21.5 . 1 can be restated as follows.

Theorem 21.5.2. For positive integers $k \geq 2, r$, and $p$, there exists a $k$-uniform hypergraph $G$ with girth $(G)>p$ so that $G \longrightarrow\left(E_{G}\right)_{r}^{1}$, that is, under any $r$-coloring of the vertices of $G$, at least one edge is monochromatic.

For a short probabilistic proof of Theorem 21.5.1, see, e.g., [13].
Proof of Theorem 21.5.1: For subscripts, ordinal notation ( $a=\{0,1, \ldots, a-1\}$ is convenient. For an $a$-partite $k$-uniform hypergraph $G=\left(\left(V_{i}\right)_{i \in a}, E\right)$ and some $r \in a$ with $\left|V_{r}\right|=\ell$, and an $\ell$-uniform hypergraph $I I=(X, D)$, define the $a$-partite $k$-uniform hypergraph $H_{r}^{*} G=\left(\left(V_{i}^{\prime}\right)_{i \in a}, E^{\prime}\right)$ as follows:

For $i \neq r$, set $V_{i}^{\prime}=V_{i} \times D$ and set $V_{r}^{\prime}=X$. For each $d \in D$ fix an injection $\psi_{d}: \cup_{i \in a} V_{i} \rightarrow \cup_{i \in n} V_{i}^{\prime}$ taking $V_{r}$ to $d \subset V_{r}^{\prime}$ and for $i \neq r: \psi_{d}\left(V_{i}\right)=\left\{(u, d): v \in V_{i}\right\}$. Define

$$
E^{\prime}=\left\{\left\{\psi_{d}\left(v_{1}\right), \ldots, \dot{\psi}_{d}\left(v_{k}\right)\right\}:\left\{v_{1}, \ldots, v_{k}\right\} \in E, d \in D\right\}
$$

An edge $e \in E^{\prime}$ will be denoted $\psi_{d}(e)$ for some $e \in E$, and $d \in D$. So $H_{r}^{*} G$ is formed by taking $|D|$ copies of $G$ and identifying the copies of $V_{r}$ with edges of $H$. Copies of $G$ have been amalyamated along the $r$-th part, using $H$ as a template for the new $r$-th part.

The theorem is proved by induction on $p$.
BASE STEP: For $p=1$, observe that any loopless hypergraph $G$ satisfies girth $(G) \geq$ 2 , and for each $k$, trivial examples of $k$-graphs exist with $\chi(C) \geq n$.
Inductive step: Fix $p>1$ and suppose that the theorem holds for every $q$ satisfying $1 \leq q<p$ and for all edge sizes $k^{\prime}$. Put $a=(k-1) n+1$ and let

$$
G^{0}=\left(\left(V_{i}^{0}\right)_{i \subset a}, E^{0}\right)
$$

be an $a$-partite $k$-uniform hypergraph so that for every set $A \in[a]^{k}$ and for every $i \in A$ there is an edge $e \in E^{0}$ with $e \cap V_{i}^{i} \neq \emptyset$ and has girth $\left(G^{0}\right)>p$. (One could take $G^{0}$ to be a collection of disjoint $k$-edges.)

For each $j=1, \ldots, a$, inductively define $a$-partite $k$-graphs $G^{j}=\left(\left(V_{i}^{j}\right)_{i \varepsilon a}, E^{j}\right)$, as follows. Having defined $G^{m}=\left(\left(V_{i}^{m}\right)_{i \in \Omega}, E^{m}\right),(m<a)$. put $\left|V_{m}^{m}\right|-\ell_{m}$ and let $H^{m}=\left(X^{m}, D^{m}\right)$ be an $\ell_{m}$-graph which satisfies girth $\left(H^{m}\right) \geq p$ and $\chi\left(H^{m}\right)>n$. (Such a hypergraph exists by induction hypothesis using a different value for $k$.) Put.

$$
G^{m: 1}=H^{m} *_{m} G^{m}=\left(\left(V_{i}^{m+1}\right)_{i \in \alpha}, E^{m+1}\right)
$$

Claim: The graph $G^{a}=\left(\left(V_{i}^{a}\right)_{i \in a}, F^{a}\right)$ satisfies the theorem.

To see that for each $j \leq a, \operatorname{girth}\left(G^{j}\right)>p$, induct on $j$ : suppose that for some fixed $j, \operatorname{girth}\left(G^{j}\right)>p$. In $E^{j+1}$, pick a sequence of vertices

$$
C=\left\{\psi_{d_{0}}\left(v_{0}\right), \ldots, \psi_{d_{q-1}}\left(v_{q-1}\right)\right\}
$$

of minimal length $q$ that determine a cycle. If all the $d_{i}, i \in q$ are equal, by the induction hypothesis there are no small cycles in a copy of $G^{j}$ and so $q>p$ holds as desired. So suppose that not all the $d_{i}$ are equal. In this case, the only way that $C$ can be a cycle is if $C$ uses vertices from $V_{j}^{j+1}$, the $j$-th part of $G^{j+1}$. Now use the fact that, by induction hypothesis, girth $\left(H^{j}\right) \geq p$ and conclude that $q>p$ (in fact, $q$, in this case, is at least $2 p$ ) as desired.

To see the proof of $\chi\left(G^{a}\right)>n$, fix a coloring $\Delta: V\left(G^{a}\right) \longrightarrow n$. The restriction of $\Delta$ to $X_{a-1}^{a}$, the last part of $G^{a}$, imposes a coloring on $X^{a-1}$, the vertices of $H^{a-1}$. By the inductive hypothesis $\chi\left(H_{a-1}\right)>n$, and so there exists a monochromatic edge $d_{a-1} \in D_{a-1}$. Setting $Z_{a-1}=d_{a-1} \in\left[X_{a-1}^{a}\right]^{\ell_{a-1}}$ to be the last part of a new graph $F^{a-1} \preceq G^{a-1}$, that is,

$$
F^{a-1}=\left(\left(X_{i}^{a-1}\right)_{i \in a-1}, Z_{a-1}, E^{a-1} \cap\left[\cup_{i \in a-1} X_{i}^{a-1} \cup Z_{a-1}\right]^{k}\right),
$$

look only at how $\Delta$ colors $V\left(F^{a-1}\right)$. Certainly $\Delta$ is constant on $Z_{a-1}$ by design. Repeat in this manner, using the vertices of a monochromatic edge of $H^{a-2}$ as a new part, a subset of $X_{a-2}^{a-1}$, create $F^{a-2}, \Delta$ being constant on the second last part thereof. Continuing inductively in this manner, get $F^{0}=\left(\left(Z_{2}^{0}\right)_{i \in a}, E\left(F^{0}\right)\right)$, a copy of $G^{0}$, the vertices of which have colors depending only on the part whence they came. By the choice of $a$, there exist $k$ parts all colored the samc. By the design of $G^{0}$, there exists a $k$-edge determined by those parts, guaranteed now to be monochromatic.

By MII, for any $p \geq 1$, the construction works.
Ramsey theory for graphs is a very popular area of research with hundreds of amazing [to me, at least] and deep theorems proved by induction. See [65] for an extensive survey of graph Ramsey theory available on-line. Other surveys occur in references cited above, but I neglected to mention some other excellent surveys and other areas in Ramsey theory (like Euclidean Ramsey theory, where induction is applied quite handily): other recommended surveys include those by Graham [228] and Nešetriil [405].

## Chapter 22

## Probability and statistics

It is remarkable that a science [probabilities] which began with the consideration of games of chance, should have become the most important object of human knowledge,
-- Pierre-Simon Laplace (1749-1827),
Théoric Analytique des Probabilités.
Here is an easy exercise to start.
Exercise 757. Show that if $x_{1}, x_{2}, \ldots, x_{n}$ are real numbers each satisfying $a \leq x_{i} \leq$ $b$, then the mean of the $x_{i}$ 's is also in the closed interval $[a, b]$.

The next exercise computes the mean of the binomial distribution.
Exercise 758. For non-negative $p$ and $q$ with $p+q=1$, prove that for each $n \geq 1$,

$$
\sum_{j=1}^{n} j\binom{n}{j} p^{j} q^{n-j}=n p
$$

Exercise 759. Let $a_{1}, a_{2}, \ldots, a_{k}$ be positive integers, and set

$$
S=\left\{x \in \mathbb{Z}^{+}: \forall i, a_{i} \text { does not divide } x\right\}
$$

Prove that the density of $S$ in $\mathbb{Z}^{+}$is at least

$$
\left(1-\frac{1}{a_{1}}\right)\left(1-\frac{1}{a_{2}}\right) \cdots\left(1-\frac{1}{a_{k}}\right) .
$$

### 22.1 Probability basics

This section is a collection of basic definitions and statements used in probability theory (and implicitly also in statistics). This section contains no exercises.

### 22.1.1 Probability spaces

For most purposes in combinatorics and computing science, a probability space is a pair ( $\Omega, P$ ) where $\Omega$ is a (usually finite) set (called a sample space) and $P: \mathcal{P}(\Omega) \rightarrow$ $[0,1]$ is a function satisfying

$$
\sum_{G \in \Omega} P(G)=P(\Omega)=1 .
$$

The function $P$ is called a probability function or probability measure. 'There are many notations for a probability function, including $\operatorname{Prob}[G]$ or $\operatorname{Pr}(G)$.

If $(\Omega, P)$ is a probability space where for each $\omega \in \Omega, P(\omega)=\frac{1}{|\Omega|}$, then the space is called a uniform probability space. [Infinite uniform probability spaces take a little more to definc.]

Definition 22.1.1. Let ( $\Omega, P$ ) be a probability space. An event is some subset $\mathcal{A} \subseteq \Omega$, and the probability of event $\mathcal{A}$ is $P(\mathcal{A})=\sum_{G \in \mathcal{A}} P(G)$.

One is often able to equate events (that is, certain subsets $\mathcal{A} \subseteq \Omega($ ) with qualities, as is shown in Section 22.1.2 and others below.

In a finite uniform probability space, calculating probabilities is tantamount to counting, that is, $P(\mathcal{A})=\frac{i \mathcal{A} \mid}{\mid\{\mid \text {. In an infinite "uniform probability space" (and many }}$ other infinite probability spaces): one must be a bit more careful about counting. For example, let $\Omega=\left\{G_{1}, G_{2}, G_{3}, \ldots\right\}$ be an infinite (but countable) sequence of graphs and put $\mathcal{A}=\left\{G_{2}, G_{3}, G_{4}, \ldots\right\}$. Then $P(\mathcal{A})=1=P(\Omega)$ but $\mathcal{A} \neq \Omega$. In other words, one says that a certain property of graphs in $\Omega$ holds with probability 1 , yet there are graphs (namely $G_{1}$ ) that do not satisfy that property: In such cases, one says that a property holds almost surely or almost always, or almost all graphs have the property.

Lemma 22.1.2. For cuents $\mathcal{A}$ and $\mathcal{B}$ in a probability spaces:

$$
P(\mathcal{A} \backslash \mathcal{B})=P(\mathcal{A})-P(\mathcal{A} \cap \mathcal{B})
$$

Lemma 22.1.3. For any events $\mathcal{A}$ and $\mathcal{B}$ in a probability space,

$$
P(\mathcal{A} \cup \mathcal{B})=P(\mathcal{A})+P(\mathcal{B})-P(\mathcal{A} \cap \mathcal{B}) .
$$

Proof idea?: For any sets $X$ and $Y$, by the inclusion-exclusion principle, $|X \cup Y|=$ $|X|+|Y|-|X \cap Y|$.

It follows that $P\left(\cup_{i \in I} \mathcal{A}_{i}\right) \leq \sum_{i \in I} P\left(\mathcal{A}_{i}\right)$.
Let $\Omega \backslash \mathcal{A}=\overline{\mathcal{A}}$ denote the complementary event to $\mathcal{A}$. Since events correspond to sets, often the script notation is dispensed with and an event is some $A \subseteq \Omega$. Also, events can be thought of "occurring", so the event $A \cap B$ can be taken as the event " $A$ and $B$ ", written $A \wedge B$, and the event $\mathcal{A}$ can be written $-\mathcal{A}$.

### 22.1.2 Independence and random variables

Two events $\mathcal{A}$ and $\mathcal{B}$ in a probability space are said to be independent iff $P(A \cap B)=$ $P(A) \cdot P(B)$.

Lemma 22.1.4. Let $\mathcal{A}$ and $\mathcal{B}$ be independent events. Then the events $\overline{\mathcal{A}}=\Omega \backslash \mathcal{A}$ and $\overline{\mathcal{B}}$ are also independent.

Proof: Let $P(\mathcal{A})=p_{1}$ and $P(\mathcal{B})=p_{2}$, and so $P(\overline{\mathcal{A}})=1-p_{1}$ and $P(\overline{\mathcal{B}})=1-p_{2}$. Since $\mathcal{A}$ and $\mathcal{B}$ are independent, $P(\mathcal{A} \cap \mathcal{B})=p_{1} p_{2}$. Then

$$
\begin{aligned}
P(\overline{\mathcal{A}} \cap \overrightarrow{\mathcal{B}}) & =P((\Omega \backslash \mathcal{A}) \cap(\Omega \backslash \mathcal{B})) \\
& =P(\Omega \backslash(\mathcal{A} \cup \mathcal{B})) \\
& =1-P(\mathcal{A} \cup \mathcal{B}) \\
& =1-(P(\mathcal{A})+P(\mathcal{B})-P(\mathcal{A} \cap \mathcal{B})) \quad \text { (by Lemma 22.1.3) } \\
& =1-\left(p_{1}+p_{2}-p_{1} p_{2}\right) \\
& =\left(1-p_{1}\right)\left(1-p_{2}\right) \\
& =P(\tilde{\mathcal{A}) \cdot P(\overline{\mathcal{B}}) .}
\end{aligned}
$$

which shows that $(\overline{\mathcal{A}})$ and $(\overline{\mathcal{B}})$ are independent.

Definition 22.1.5. An event $A$ is mutually independent of events $B_{1}, \ldots, B_{d}$ iff $A$ is independent of any boolean combination of the $B_{i}$ 's.

As mentioned by Jukna [296; p. 222], an event $A$ can be independent of each of $B_{1}$ and $B_{2}$, but not mutually independent of $B_{1}$ and $B_{2}$. For example, flip a fair coin twice; let $B_{1}$ be the event that the first flip is heads, $B_{2}$ be the event that the second flip is heads, and let $A$ be the event that both flips are the same. Then $P(A)=\frac{1}{2}$, $P\left(B_{1}\right)=P\left(B_{2}\right)=\frac{1}{2}, P\left(A \cap B_{1}\right)=P\left(A \cap B_{2}\right)=\frac{1}{4}$, and so $A$ is independent of each $B_{1}$ and $B_{2}$, but

$$
\frac{1}{4}=P\left(A \cap B_{1} \cap B_{2}\right) \neq P(A) P\left(B_{1} \cap B_{2}\right)=\frac{1}{8}
$$

so $A$ is not independent of $B_{1} \cap B_{2}$.
Definition 22.1.6. A (real valued) random variable is a function $X: \Omega \rightarrow \mathbb{R}$.
If a randon variable $X$ takes on exactly two values, then $X$ is called a Bernoulli random variable. For an event $\mathcal{A} \subset \Omega$, an indicator random variable $X=X_{\mathcal{A}}$ of the event $\mathcal{A}$ is the $0-1$ Bernoulli random variable $X$ defined by

$$
X(G)=\left\{\begin{array}{l}
1 \text { if } G \in \mathcal{A} \\
0 \text { if } G \notin \mathcal{A} .
\end{array}\right.
$$

Indicator random variables are often used to count the number of sets with a given property $Q$. For example, suppose that $\Omega$ is a set of graphs $G_{1}, \ldots, G_{m}$, and let $\mathcal{A}$ be the set of all graphs with some property $Q$. Letting each of $X_{1}, \ldots, X_{m}$ be indicator random variables defined by $X_{i}=X_{i}\left(G_{i}\right)=1$ iff $G_{i}$ has property $Q$, then $X=X_{1}+\cdots+X_{m}$ counts the number of graphs with property $Q$, that is, $|\mathcal{A}|$.

In general, if the image of $X$ is a finite (or countable) set, $X$ is called a discrete random variable. If for some $k \in \mathbb{R}$, some $X$,

$$
\mathcal{A}=\{G \in \Omega: X(G) \geq k\}
$$

then $P(\mathcal{A})$ can be written $P(X \geq k)$.
Given a real valued random variable $X$, define the function $F_{X}: \mathbb{R} \longrightarrow[0,1]$ by $F_{X}(x)=P(X<x)$; then $F_{X}$ is called the distribution function for $X$. For example, it might be that for some $f: \mathbb{R} \rightarrow \mathbb{R}$, that $F_{X}(x)=\int_{-\infty}^{x} f(z) d z$. In such a case, $f$ is called the density function for $X$. Often, when a random variable $X$ arises from a probability experiment, $f$ is called the probability density function for $X$. A sequence of random variables, $X_{1}, X_{2}, \ldots$ is said to converge in distribution to that of $X$ if for each $t \in \mathbb{R}, \lim _{n \rightarrow \infty} P\left(X_{n}<t\right)=P(X<t)=F_{X}(t)$.

### 22.1.3 Expected value and conditional probability

The expected value (or mean valuc) of a random variable $X$ in a probability space $(\Omega, P)$ is

$$
E[X]=\sum_{G \in \Omega} X(G) P(G) .
$$

The expected value $E[X]$ is often denoted by $\mu$. Expectation is linear, that is, for any random variables $X, Y$, and $c \in \mathbb{R}$,

$$
E[c X+Y]=c E[X]+E[Y] .
$$

For an cvent $\mathcal{B}$ with $P(\mathcal{B})>0$, the conditional probability of an event $\mathcal{A}$ given that event $\mathcal{B}$ has occurred (or relative to $\mathcal{B}$ ) is defined to be

$$
\begin{equation*}
P(\mathcal{A} \mid \mathcal{B})=\frac{P(\mathcal{A} \cap \mathcal{B})}{P(\mathcal{B})} . \tag{22.1}
\end{equation*}
$$

Equation (22.1) is sometimes called "Bayes' formula", and Bayes' theorem is an extension of this (see Lemma 22.6.1). A common application of conditional probability is the following:

Lemma 22.1.7. If $P(\mathcal{B})>0$, then $\mathcal{A}$ and $\mathcal{B}$ are independent if and only if $P(\mathcal{A} \mid$ $\mathcal{B})=P(\mathcal{A})$.

### 22.1.4 Conditional expectation

Just as expectation is defined in terms of probability, one can define "conditional expectation" in terms of conditional probability.
Definition 22.1.8. Given an event $\mathcal{E}$ in a probability space and a discrete random variable $X$, define the conditional expectation of $X$ conditioned on the event $\mathcal{E}$ by

$$
E[X \mid \mathcal{E}]=\sum_{G \in \omega} X(G) P(G \mid \mathcal{E})
$$

. Note that depending on the event $\mathcal{E}$, many of the summands in the above definition might be zero. Written another way,

$$
E[X \mid \mathcal{E}]=\sum_{x} x P(X=x \mid \mathcal{E}) .
$$

Lemma 22.1.9. For any random variables $X$ and $Y$,

$$
\begin{equation*}
E[Y]=\sum_{x} P(X=x) E[Y \mid X=x] \tag{22.2}
\end{equation*}
$$

where the sum is laken over $x \in\{X(G): G \in \Omega\}$ and all of the expectations exist. Proof: Beginning with the right-hand side of equation (22.2),

$$
\begin{aligned}
\sum_{x} P(X=x) E[Y \mid X=x] & =\sum_{x} P(X=x) \sum_{y} y P(Y=y \mid X:=x) \\
& =\sum_{y} \sum_{x} y P(Y=y \mid X=x) P(X=x) \\
& =\sum_{y} \sum_{x} P((Y=y) \wedge(X=x)) \quad \text { (by Bayes') } \\
& =\sum_{y} P(Y=y) \\
& =E[Y] .
\end{aligned}
$$

It follows from the above that conditional expectation is also linear. and so for any random variables $X_{1}, X_{2} \ldots, X_{n}$ and $Y$ where each $E\left[X_{i}\right]<\infty$,

$$
E\left[\sum_{i=1}^{n} X_{i} \mid Y=y\right]=\sum_{i=1}^{n} E\left[X_{i} \mid Y=y\right] .
$$

For a fixed $X, E[X \mid Y]$ is a function of the randon variable $Y$, and hence is itself a random variable.
Lemma 22.1.10. For random variables $X$ and $Y$,

$$
E[X]=E[E[X \mid Y]] .
$$

### 22.2 Basic probability exercises

No discussion of probability might seem complete without at least one "urn problem".

Exercise 760. Suppose that an urn initially contains one red and one black marble and that, at each time $n=1,2, \ldots$, you randomly select a ball from the urn and replace it with two balls of the same color. Let $X_{n}$ denote the number of red balls in the urn at time $n$ (note $X_{0}=1$ ).
a) What is $E\left(X_{1}\right)$ ?
b) What is $E\left(X_{2}\right)$ ?
c) What is $E\left(X_{3}\right)$ ?
d) Conjecture a formula for $E\left(X_{n}\right)$.
e) Using mathematical induction, prove the conjectured formula.
f) Suppose that instead of replacing the ball with an additional ball of the same color, you rcplace it with an additional ball of the opposite color. Conjecture and prove.

The following simple lemma sets the stage for a famous problem.
Lemma 22.2.1. Let $X_{1}, X_{2}, \ldots$ be distinct real numbers chosen at random from the interval $[0,1]$ and define $N=\min \left\{n \geq 2: X_{n-1}<X_{n}\right\}$. Then $E[X]=e$.

Proof: For each $n \geq 2$, there are $n$ ! possible orderings of $X_{1}, \ldots, X_{n}$, and only the ordering $X_{1}>X_{2}>\cdots>X_{n}$ has no increasing adjacent pair, so $\operatorname{Prob}(N>n)=\frac{1}{n!}$. Thus

$$
E[N]=\sum_{n=0}^{\infty} \operatorname{Prob}(N>n)=\sum_{n=0}^{\infty} \frac{1}{n!}-c,
$$

which concludes the proof.
The following exercise is quite popular, appearing in many settings. For example, the case $x=1$ appeared as a Putnam problem I. 3 from the 1958 contest (see [90]) and a restricted version appears in [491]. This next exercise also appears in [467, 120-121], where it is combined with Lemma 22.2.1, and stated with $a=1$, but proved more generally. The solution given here uses integrals.

Exercise 761. Let $X_{1}, X_{2}, \ldots$ be distinct and chosen at random from the interval $[0,1]$, and let $a \in(0,1]$ be fixed. Define. $M_{a}=\min \left\{n \geq 2: X_{1}+\cdots+X_{n}>a\right\}$. Prove by induction that for any positive integer $n$,

$$
\operatorname{Prob}\left(M_{a}>n\right)=\frac{a^{n}}{n!} .
$$

Setting $a=1$ and $M_{1}=M$ in Exercise 761, by the same reasoning in Lemma 22.2.1, conclude that $E[M]=e$. It may be somewhat surprising to have $N$ and $M$ with precisely the same distribution.

### 22.3 Branching processes

Exercise 762. A microbe either splits into two perfect copies of itself or it disintegrates. If the probability of splitting is $p>\frac{1}{2}$, prove that the probability one microbe will produce an everlasting colony is at least $2-\frac{1}{p}$.

This next example appears in Stochastic processes [466] by Sheldon Ross. Consider organisms that don't split, but yet have finitely many offspring (of the same kind). Such reproduction is considered to be asexual, so the number of offspring from a particular organism in no way depends on the number of offspring of another. To each individual, there is the same probability, $P_{j}$, that it will produce $j \geq 0$ descendants.

Let $G_{0}$ be an initial population (the " 0 -generation) of organisms, and for each $j \in \mathbb{Z}^{+}$, let $G_{j}$ be the generation (called the $j$-th generation) of offspring collectively produced by all of those in the previous generation $G_{j-1}$.

For each $i=0,1,2, \ldots$, let $X_{i}=\left|G_{i}\right|$, the random variable denoting the population size after $i$ generations. The Markov chain $X_{0}, X_{1}, X_{2}, \ldots$ is called a branching process. One can calculate the expected value of each $X_{n}$ as follows. For any individual $x$, let $d(x)$ be the number of descendants of $x$. Then for each $n \geq 1$,

$$
X_{n}=\sum_{x \in G_{n-1}} d(x) .
$$

For simplicity, consider only the case $X_{0}=1$, where a population starts from a single individual. Let $\mu$ be the expected value of $d(x)$. Then conditioning on $X_{n-1}$,

$$
\begin{aligned}
E\left[X_{n}\right] & =E\left[E\left[X_{n} \mid X_{n}-1\right]\right] \\
& =\mu E\left[X_{n-1}\right] \\
& =\mu^{2} E\left[X_{n-2}\right] \\
& \vdots \\
& =\mu^{n-1} E\left[X_{1}\right\} \\
& =\mu^{n} .
\end{aligned}
$$

Let $\pi$ be the probability that (with $X_{0}=1$ ) the population dies out. Then

$$
\pi=\sum_{j=0}^{\infty} \operatorname{Prob}\left(\text { population dies out. } \mid X_{1}=j\right) P_{j}
$$

For the population to die out, given $X_{1}=j$, all the $j$ members of $G_{1}$ must spawn families that also die out. The $d(x)$ 's are independent, and since the probability that the family started by $x$ dies out is $\pi$ (applying the model to that sub-family),

$$
\pi=\sum_{j=0}^{\infty} \mu^{j} P_{j} .
$$

Theorem 22.3.1. [466, p. 192] Let $P_{0}>0$, and $P_{0}+P_{1}<1$. Then $\pi$ is the smallest number satisfying

$$
\pi=\sum_{j=0}^{\infty} \pi^{j} P_{j} .
$$

Exercise 763. Prove Theorem 22.3.1 by induction.

### 22.4 The ballot problem and the hitting game

Consider an election for one of two candidates, $A$ and $B$, where $A$ wins. How likely is it that after each vote, $A$ has more votes than $B$ ? The result in the following exercise is often called the "ballot problem", or "ballot theorem", sometimes attributed to Joseph Bertrand [50] in a half-page article published in 1887, with generalizations due to many authors. See e.g., the 2007 article by Renault [450] for references, proofs, and the connection to Catalan numbers.

Exercise 764 (Ballot problem). Let $a$ and $b$ be non-negative integers with $a>b$. In an election suppose that $a+b$ ballots are cast, $a$ votes for candidate $A$ and $b$ votes for candidate $B$. Let $N(a, b)$ be the number of ways $a+b$ votes can be ordered so that after each vote, candidute $A$ is winning. Prove that for $a+b \geq 1$,

$$
N(a, b)=\frac{a-b}{a+b}\binom{a+b}{a} .
$$

Considering all $(a+b)$ ! possible orderings of votes, the ballot problem result shows that the probability $A$ stayed ahead during the entire vote is $N(a, b) /(a+b)$ !. Variants of the ballot problem occur in the study of branching processes; random walks, Markov chains, and martingales, but little discussion of these topics is given here. Very briefly, if an individual is taking a walk on the integers, a vote for $A$ can be interpreted as a step to the right, and a vote for $B$ as a step to the left. Then the position in the walk measures the advantage of $A$ over $B$; analysis similar to that used for the ballot probien can be used to find the probability (given a certain probability distribution of right-vs.-left steps) that a walk starting at. 0 stays to the right of 0 , even if the walk is infinite. Related questions might ask what is the expected time for the individual to first return to 0 (see the hitting time problem in Exercise 767 below) or what is the probability that a random walk ever extends past sorne threshold $k$ (at which time, the walk may terminate, like falling off a cliff).

The following cxercise can be given in many disguises (see Exercise 404, for example), and establishes a connection to the Catalan numbers. A solution to the next exercise is nearly direct from Exercise 764; however, an inductive proof is available by nearly duplicating the solution to Exercise 764. [The simple proof follows the exercise.]

Exercise 765 (Ballot problem weakened). Let $a$ and $b$ be non-negative integers with $a>b$. In an election suppose that $a+b$ ballots are cast, $a$ votes for candidate $A$ and $b$ votes for candidate $B$. Let $N^{*}(a, b)$ be the number of ways $a+b$ votes can be ordered so that after each vote, candidate $A$ is not behind (so is either tied or is ahead). Prove by induction that for $a+b \geq 1$,

$$
N *(a, b)=\frac{a-b+1}{a+1}\binom{a+b}{a}
$$

Note that $N^{*}(a, a)=\frac{1}{2 a+1}\binom{2 a}{a}$, the Catalan number $C_{a}$. The weakencd ballot problem follows from the ballot problem fairly easily: If an ordering of votes keeps $A$ at least cven, then by adding one mote vote for $A$ at the beginning, get an ordering for $a+1+b$ votes where $A$ (receiving $a+1$ votes) is always ahead. So

$$
N^{*}(a, b)=N(a+1, b)=\frac{a+1-b}{a+1+b}\binom{a+1+b}{a+1}=\frac{a-b+1}{a+1}\binom{a+b}{a} .
$$

This tidy little proof uses a technique quite common to these problems. Another is called the "reflection principle", or the "reversing technique", which essentially looks at the votes occurring in precisely the opposite order; see [450] for more details (or the solution to Exercise 668 here).

Essentially repeating the solution to Exercise 764 also solves a stronger version of the ballot problem, first mentioned by Barbier [37] in the same year (and journal) as the Bertrand note.

Exercise 766 (Ballot problem, generalized). Let $a$ and $b$ be non-negative integers and let $m \in \mathbb{Z}^{+}$, where $a>m b$. In an election suppose that $a+b$ ballots are cast, $a$ votes for candidate $A$ and $b$ votes for candidate $B$. Let $N_{m}(a, b)$ be the number of ways $a+b$ votes can be ordered so that after each vote, candidate $A$ is winning with $a$ margin of more than $m$ times the number of votes for $B$. Prove that for $a+b \geq 1$,

$$
N_{m}(a, b)=\frac{a \cdots m b}{a+b}\binom{a+b}{a} .
$$

Sce also the solution to Exercise 668, wherc the ballot problem terminology reveals a useful identity for a matrix theory problem involving Catalan numbers.

The result in the next exercise is sometimes called the "hitting time theorem" or the "first, return to 0 " theorem. For a recent paper including many references (as well as relationships with the ballot problem and branching process) and applications,
see [545]. The hitting time theorem is equivalent to the ballot problem result (each can be easily derived from the other). The "elementary" solution in [545] to this exercise is not quite so elementary for the novice, and so is not included here; their inductive solution docs, however, show that the distributions for different starting points need not be the same.

Exercise 767. Let $Y_{1}, Y_{2}, Y_{3}, \ldots$ be integers chosen independently and at random from $\{-1,1,2,3, \ldots\}=[-1, \infty)$, and let $k$ be a positive integer. Denote the position in a random walk starting at $k$ after $n$ steps by $S_{n}=k+Y_{1}+\cdots+Y_{n}$. Given that such a walk eventually lands on 0 , prove that the conditional probability that the walk hits 0 at time $n$ is $\frac{k}{n}$.

As an easy example of the hitting time theorem, let $k=1$ and $n=3$. The only three sequences of steps $\left(Y_{1}, Y_{2}, Y_{3}\right)$ that return to 0 are $(-1,-1,1),(-1,1,-1)$, and $(1,-1,-1)$, and all are equally likely, so the conditional probability desired is $1 / 3$.

### 22.5 Pascal's game

The next result is due to Pascal himself and regards a gambling problem. Some of the details presented here come from [91]. For an easy to read account of Pascal's dealings with Chevalier de Méré and probability problems arising from casino games. see [4, pp. 209-212]. It seems that Pascal might have had help from Fermat in solving such problems. You might have heard of this problem under the name problem of the points. In fact, this problem goes back to Luca Pacioli (1445-ca. 1509), who wrote about it in his Sūma [422] of 1494. According to [180], Girolamo Cardano (1501-1576) and Nicola Fontana (ca. 1499 1557), also known as Tartaglia, discussed the mathematics of this problem as well.

Exercise 768 (Pascal's game). Two players $A$ and $B$ of equal skill are playing for a stake of $P$, and wish to leave the game table before finishing their game. Their scores and the number of points that constitute the game are given indirectly: Player A lacks $\alpha$ points of winning and player $B$ needs $\beta$ points. If $\alpha+\beta=n$, Pascal says that the stakes should be divided between $B$ and $A$ in the ratio

$$
\sum_{i=0}^{\alpha-1}\binom{n-1}{i}: \sum_{j=\alpha}^{n-1}\binom{n-1}{j} .
$$

Since $\sum_{i=0}^{n-1}\binom{n-1}{i}=2^{n-1}$, this is the same as saying that $A$ 's share is

$$
\frac{P}{2^{n-1}} \sum_{i=\alpha}^{n-1}\binom{n-1}{j}
$$

and $B$ 's share is

$$
\frac{P}{2^{n-1}} \sum_{i=0}^{\alpha-1}\binom{n-1}{i}
$$

Use Pascal's identity (see Exercise 90) to prove this result by induction (on n) for all $n \geq 2$.

### 22.6 Local Lemma

The main result in this section, called the "Lovass\% Local Lemma" is a tool developed for some questions in Ramsey theory. Its proof is by induction and relies heavily on an extension of Bayes' formula. For more detailed examination of this topic, see either [13] or [391]; most of the material here is taken from these two classics.

Recall that Bayes' formula for conditional probability says that for a probability $P, P(A \mid B)=P(A \cap B) / P(B)$. Bayes' theorem can take on many forms; one form is useful here, where I now use the notation "Prob" instead of " $P$ " for clarity later:

Lemma 22.6.1.

$$
\operatorname{Prob}(A \mid B \wedge C)=\frac{\operatorname{Prob}(A \wedge B \mid C)}{\operatorname{Prob}(B \mid C)}
$$

Proof outline: Expand the left side by Bayes' formula, then divide both numerator and denominator by $\operatorname{Prob}(C)$.

Let $A_{1}, \ldots, A_{n}$ be events in a probability space $\Omega$. Let $G=(V, E)$ be a graph on $V=\{n\}=\{1,2, \ldots, n\}$. If for each $i \in V, A_{i}$ is mutually independent of all $A_{j}:\{j, i\} \notin E$, then $G$ is a dependency graph for the events $A_{1} \ldots, A_{n}$. [Note: A digraph could have been used here.]

The following appeared in [171], a paper co-authored with Erdös, however, is now eponymous with its second author:

Theorem 22.6.2 (Lováš Local Lemma). Let $A_{1}, \ldots, A_{n}$ bee events in some probability space ( $\Omega, P$ ), and let $G$ be a dependency graph for these events. If there cxist reals $x_{1}, \ldots, x_{n} \in[0,1)$ such that for each $i=1, \ldots, n$,

$$
P\left(A_{i}\right) \leq x_{i} \prod_{\{i, j\} \in E}\left(1-x_{j}\right),
$$

then

$$
P\left(\bigwedge_{i \times 1}^{n} \overline{A_{i}}\right) \geq \prod_{i=1}^{n}\left(1-x_{i}\right)
$$

In particular, the probability that no event $A_{i}$ occurs is positive.
Proof: The following claim is central:
Claim: For any $S \subseteq[m], S \neq[n]$, and any $i \notin S$,

$$
P\left(A_{i} \mid \bigwedge_{j \in S} \overline{A_{j}}\right) \leq x_{i} .
$$

Exercise 769. Prove the above claim by induction on $|S|$. Hint: Use Lemma 22.6.1.
Using $P(A \wedge B)=P(A) P(B \mid A)$ and $P(A \wedge B \mid C)=P(B \mid C) \cdot P(A \mid B \wedge C)$ repeatedly,

$$
\begin{aligned}
P\left(\bigwedge_{i=1}^{n} \overline{A_{i}}\right) & =P\left(\overline{A_{1}}\right) \cdot P\left(\bigwedge_{i=2}^{n} \overline{A_{i}} \mid \overline{A_{1}}\right) \\
& =P\left(\overline{A_{1}}\right) \cdot P\left(\overline{A_{2}} \mid \overline{A_{1}}\right) P\left(\bigwedge_{i=3}^{n} \overline{A_{i}} \mid \overline{A_{1}} \wedge \overline{A_{2}}\right) \\
& \vdots \\
& =P\left(\overline{A_{1}}\right) \cdot P\left(\overline{A_{2}} \mid \overline{A_{1}}\right) \cdots P\left(\overline{A_{n}} \mid \bigwedge_{i=1}^{n-1} \overline{A_{i}}\right) \\
& =\left(1-P\left(A_{1}\right)\right)\left(1-P\left(A_{2} \mid \overline{A_{1}}\right)\right) \cdots\left(1-P\left(A_{n} \mid \bigwedge_{i:=1}^{n-1} \overline{A_{i}}\right)\right) \\
& >\left(1-x_{1}\right)\left(1-x_{2}\right) \cdots\left(1-x_{n}\right) \quad(\text { by claim with } S=\{1, \ldots, i-1\})
\end{aligned}
$$

In the following well-known inequality, $e$ is the base of the natural logarithm: for any positive real $d$,

$$
\begin{equation*}
\left(1-\frac{1}{d+1}\right)^{d}>\frac{1}{e} \tag{22.3}
\end{equation*}
$$

Here is one way to see equation (22.3): The Maclaurin expansion $e^{x}=1+x+x^{2} / 2+$ $x^{3} / 3!+\ldots$ shows that $e^{x} \geq 1+x$ for $x>0$. Set $x=\frac{1}{d}$; then $e^{1 / d}>1+\frac{1}{d}=\frac{d+1}{d}$; this implies $e>\left(\frac{d+1}{d}\right)^{d}$, and thus

$$
\frac{1}{e}<\left(\frac{d}{d+1}\right)^{d}=\left(1-\frac{1}{d+1}\right)^{d}
$$

as desired. Another way to see this inequality is to observe that equation (22.3) is equivalent to $\ln (1+1 / d)<1 / d$, and using the series expansion of $\ln (x)$ confirms this last inequality.

Corollary 22.6.3. Suppose that $G$ is a dependency graph for events $A_{1}, \ldots, A_{n}$, $0<\Delta(G) \leq d$, and for eucry i, $P^{\prime}\left(A_{i}\right) \leq p$. If $\operatorname{ep}(d+1) \leq 1$, then $P\left(\bigwedge_{i=1}^{n} \overline{A_{i}}\right)>0$.
Proof: Let $d>0$, where $\left|\left\{j:\{i, j\} \in E\left(G^{\prime}\right)\right\}\right| \leq d$. For each $i$, let $x_{i}-\frac{1}{d+1}$. Then for every i. $P\left(A_{i}\right) \leq p$, but

$$
x_{i} \prod_{\{i . j\} \in E(G)}\left(1-x_{\jmath}\right)=\frac{1}{d+1}\left(1-\frac{1}{d+1}\right)^{d}>\frac{1}{e} \cdot \frac{1}{d+1} .
$$

So if $\frac{1}{e(d+1)} \geq p$, LLL applies, that is, if $e p(d+1) \leq 1$. In this case, LLL, yields $P\left(\bigwedge_{i=1}^{n} \overline{A_{i}}\right) \geq\left(1-\frac{1}{d+1}\right)^{n}>0$.

Note: 'The inequality $\epsilon p(d+1)<1$ is often relaxed to $4 p d \leq 1$. Shearer [486] proved that the $e$ cannot be replaced by a smaller constant.

## Part III

## Solutions and hints to exercises

Everything should be made as simple as possible, but not simpler.
--Albert Einstein

It may be that most mathematical exercises have more than one solution; the ones given here might serve as only a beginning to any investigations. As Erdös might have said, not all solutions here are necessarily proofs from "The Book" (a book in the "heavens" containing the most elegant proofs, see [7] for more about The Book).

## Chapter 23

## Solutions: Foundations

To think the thinkable-that is the mathematician's aim.
-C. J. Keyser,
The universe and beyond; Hibbert Journal.

### 23.1 Solutions: Properties of natural numbers

Exercise 1: (Multiplication is well defined) This exercise asks to show that there exists a unique function $g: \mathbb{N} \times \mathbb{N} \rightarrow \mathbb{N}$ so that for all $x, y \in \mathbb{N}$
(c) $g(x, 1)=x$;
(f) $g\left(x, y^{\prime}\right)=x+g(x, y)$.

The proof parallels that given for Theorem 2.5.4. There are two parts to this proof, the first showing existence and the second showing uniqueness.
(Existence) Define $B \subseteq \mathbb{N}$ to be the set of those $x$ for which there exists a set $\{g(x, y): y \in \mathbb{N}\}$ such that for all $y \in \mathbb{N}$ (and the fixed $x$ ) both (e) and (f) hold. It suffices to show that $B=\mathbb{N}$; this is done by induction on $x$.
BASt; STEP $(x-1)$ : First, for every $y \in \mathbb{N}$, define $g(1, y)=y$. Then by definition, $g(1,1)=1$, and so (e) holds for $x=1$. Also, by definition, $g\left(1 . y^{\prime}\right)=y^{\prime}=1+y=$ $1+g(1, y)$, and so (f) holds for $x=1$. Hence, $1 \in B$.

IndCCTive step: Suppose that $x \in B$, that is, for all $y \in \mathbb{N}, g(x, y)$ is defined so that (e) and (f) hold for this fixed $x$. For all $y \in \mathbb{N}$, define $g\left(x^{\prime}, y\right)=y+g(x, y)$. Then $g\left(x^{\prime}, 1\right)=1+g(x, 1)=g(x, 1)^{\prime}$ and so (e) holds for $x^{\prime}$. Also, for all $y \in \mathbb{N}$, for all $y \in \mathbb{N}$ :

$$
\begin{aligned}
g\left(x^{\prime}, y^{\prime}\right) & =y^{\prime}+g\left(x, y^{\prime}\right) & & \text { (by definition) } \\
& =y^{\prime}+(x+g(x, y)) & & (\text { by }(\mathrm{f})), \text { since } x \in B)
\end{aligned}
$$

$$
\begin{array}{ll}
=\left(y^{\prime}+x\right)+g(x, y) & \\
=\left(x+y^{\prime}\right)+g(x, y) & \\
=\left(x^{\prime}+y\right)+g(x, y) & \\
=\text { (additition is associative) }^{\prime} \text { (by (b) and (d') } \\
=x^{\prime}+(y+g(x, y)) & \\
=x^{\prime}+g\left(x^{\prime}, y\right) & \text { (addition is associative) } \\
\text { (by definition), }
\end{array}
$$

showing that (f) holds for $x^{\prime}$. Hence $x^{\prime} \in B$, completing the inductive step.
Hence, by P5, $B=\mathbb{N}$. This completes the existence proof.
(Uniqueness) Suppose that $g$ is defined so that for all $x, y \in \mathbb{N}(e)$ and ( $f$ ) hold, and further suppose that $h$ is a function satisfying the corresponding equalities (for all $x, y \in \mathbb{N}$ ):
(e') $h(x, 1)=x$, and
( $\mathrm{f}^{\prime}$ ) $h\left(x, y^{\prime}\right)=x+g(x, y)$.
Let $x \in \mathbb{N}$ be fixed and put $A_{x}=\{y \in \mathbb{N}: g(x, y)=h(x, y)\}$. Induction is now used to show that $A_{x}=\mathbb{N}$ :

BaSE STEP: By assumptions (c) and (e'),

$$
g(x, 1)=x=h(x, 1),
$$

and so $l \in A_{x}$, proving the base case.
Inductive step: For some $y \in \mathbb{N}$, assume that $y \in A_{x}$, that is, $g(x, y)=h(x, y)$. By (f) and ( f '),

$$
\begin{align*}
g\left(x, y^{\prime}\right) & =x+g(x+y) & & \text { (by (f)) }  \tag{f}\\
& =x+h(x+y) & & \text { (by induction hypothesis) } \\
& =h\left(x, y^{\prime}\right) & & \text { (by (f) }),
\end{align*}
$$

and so $y^{\prime} \in A_{x}$, completing the inductive stcp.
Thus, by P5, $A_{x}=\mathbb{N}$, and since $x$ was arbitrary, this completes the uniqueness part of the proof, and hence the whole proof.

Note: It was probably clear to the reader that the notation " $g(x, y)$ " really denoted the product of $x$ and $y$. Now that it has been established that multiplication is well defined (for natural numbers), one can replace the notation " $g(x, y)$ " with any of the more familiar notations, " $x \times y$ ", " $x \cdot y$ " or simply " $x y$ ". Also, the above proof shows that for every natural number $x, 1 \cdot x=x=x \cdot 1$, so 1 is truly a multiplicative identity.

Exercise 2: (Distributivity in $\mathbb{N}$ ) The proof is by induction on $x$ that for any $x, y, z \in \mathbb{N}$,

$$
x(y+z)=x y+x z
$$

Fix natural numbers $y$ and $z$. Let

$$
A=\{x \in \mathbb{N}: x(y+z)=x y+x z\}
$$

(Below, it is convenient to use notation " $g$ " from Exercise 1.)
Base step: Since $1(x+y)=g(1, x+y)=x+y$, it follows that $1 \in A$.
Inducidve step: For some $x \in \mathbb{N}$, assume that $x \in A$. Then

$$
\begin{aligned}
x^{\prime}(z+y) & =g\left(x^{\prime}, y+z\right) \\
& =y+z+g(x, y+z) \\
& =y+z+x(y+z) \\
& =y+z+x y+x z \\
& =y+g(x, y)+z+g(x, z) \\
& =g\left(x^{\prime}, y\right)+g\left(x^{\prime}, z\right) \\
& =x^{\prime} y+x^{\prime} z
\end{aligned}
$$

$$
=y+z+x y+x z \quad \text { (by induction hypothesis) }
$$

so $x^{\prime} \in A$, completing the inductive step.
By Pz, $A=\mathbb{N}$, finishing the proof of $x(y+z)=x y+x z$. The proof of the other equality is similar and is left to the reader.

Exercise 3: (General distributivity in $\mathbb{N}$ ) For $n \geq 1$, let $S(n)$ be the statement that for any $x_{1}, x_{2}, \ldots, x_{n}, c \in \mathbb{N}$,

$$
c\left(\sum_{i=1}^{n} x_{i}\right)=\sum_{i=1}^{n} c x_{i}
$$

The one inductive proof given here is to induct upon $n$ and apply the recursive definition of the sum. To be consistent with previous notation, the proof here shows

$$
\{n: S(n) \text { is true }\}=\mathbb{N}
$$

without naming the set on the left as $A$. (For another proof, one could induct on, say, $x_{1}$, as in the solution to Exercise 2, where each step is for all $n$.)
Base step: When $n=1, S(1)$ says that $c x_{1}=c x_{1}$, which is truc, so $S(1)$ holds. Also, by Exercise 2, $S(2)$ is also true.

Inductivis step: Fix $k \geq 1$ and assume that $S(k)$ is true. Let $x_{1}, x_{2}, \ldots, x_{k}, x_{k+1}$ and $c$ be natural numbers. To see that,

$$
S(k+1): \quad c\left(\sum_{i=1}^{k+1} x_{i}\right)=\sum_{i=1}^{k+1} c x_{i}
$$

holds, beginning with the left side,

$$
\begin{aligned}
c\left(\sum_{i=1}^{k+1} x_{i}\right) & =c\left(\left(\sum_{i=1}^{k} x_{i}\right)+x_{k+1}\right) & & \text { (by def'n of sum) } \\
& =c\left(\sum_{i=1}^{k} x_{i}\right)+c x_{k+1} & & \text { (by } S(2)) \\
& =\left(\sum_{i=1}^{k} c x_{i}\right)+c x_{k+1} & & \text { (by } S(k)) \\
& =\left(\sum_{i=1}^{k+1} c x_{i}\right) & &
\end{aligned}
$$

the right side of $S(k+1)$ is arrived at. Thus $S(k+1)$ is also true, completing the inductive step.

Thereforc, by P 5 , the set of all positive integers $n$ for which $S(n)$ is true is indeed all of $\mathbb{N}$.

Exercise 4: (Multiplication in $\mathbb{N}$ is associative) The exercise asks to prove that for any $x, y, z \in \mathbb{N}$,

$$
(x y) z=x(y z)
$$

Let $x$ and $y$ be fixed natural numbers and put

$$
A=\{z \in \mathbb{N}:(x y) z=x(y z)\} .
$$

Since $x$ and $y$ are arbitrary, it suffices to show that $A=\mathbb{N}$; this is done by induction. BASE STEP: Using the notation from Exercise 1,

$$
\begin{align*}
(x y) \cdot 1 & =g(x y, 1) \\
& =x y  \tag{e}\\
& =x \cdot g(y, 1)  \tag{e}\\
& =x(y \cdot 1),
\end{align*}
$$

and so $1 \in A$.
Inductive step: Suppose that $z \in A$. Then

$$
\begin{align*}
(x y) z^{\prime} & =g\left(x y, z^{\prime}\right) & & \\
& =x y+g(x y, z) & & \text { (by (f)) }  \tag{f}\\
& =x y+(x y) z & & \\
& =x y+x(y z) & & \text { (because } z \in \Lambda) \\
& =x(y+y z) & & \text { (by distributivity) }
\end{align*}
$$

$$
\begin{align*}
& =x(y+g(y, z))  \tag{f}\\
& =x \cdot g\left(y, z^{\prime}\right) \\
& =x\left(y z^{\prime}\right)
\end{align*}
$$

showing that, $z^{\prime} \in A$, completing the inductive step.
Thus, by $\mathrm{P}^{5}, A=\mathbb{N}$; this completes the proof that multiplication is associative.

### 23.2 Solutions: Well-ordered sets

Exercise 5 (Law of trichotomy): To be shown is that for any $x, y \in \mathbb{N}$, exactly one of $x<y, x=y$, or $y<x$ holds. (There may be a more elegant solution than the one given here.)

Let $P(x)$ be the property that for each $y \in \mathbb{N}$, at least one of $x<y, x=y$, or $y<x$ holds. Let $A=\{x \in \mathbb{N}: P(x)$ is true $\}$. The first goal is to show that $A=\mathbb{N}$.
Base ster ( $1 \in A$ : To show $1 \in A$ one must show that for each $y \in \mathbb{N}$, exactly one of $1<y .1=y$, or $y<1$ holds.

Begin by showing that, $y<1$ never holds: Suppose, in hopes of a contradiction, that $y<1$; then for some $n \in \mathbb{N}, y+n=1$. If $n=1$, then 1 has a predecessor, contrary to P3. If $n \neq 1$ then, by Theorem $2.5 .3, n$ has a unique predecessor, $z$ so that, $z^{\prime}=n$, that is, $z+1=n$; in this case, $y+(z+1)=1$ implies $(y+z)+1=1$, again violating P3. So $y<1$ can never occur.

Fix some $y \in \mathbb{N}$. It remains to show that either $y=1$ or $1<y$. If $y \neq 1$, then $y$ has a predecessor $n \in \mathbb{N}$, in which case $n+1=y$, or equivalently (by commutativity), $1+n=y$ : but this satisfies the definition for $1<y$. This completes the base step, showing $1 \in A$.
Inducrive step: For some fixed $x \in \mathbb{N}$, assume that $x \in A$, that is, for any $y \in \mathbb{N}$, one of $x<y, x=y$, or $y<x$ holds. To be shown is that $x^{\prime} \in A$. Fix some $y \in \mathbb{N}$. If $x=y$, then by the observation just before Lemma 2.5.1, $x^{\prime}=y^{\prime}$, and so $x^{\prime}=y+1$; hence, by definition of " $<$ ", $y<x^{\prime}$.

Consider the situation where $x \neq y$. Since $x \in A$, one of $y<x$ or $x<y$. Suppose that $y<x$, that is, there is an $n \in \mathbb{N}$ so that $y+n=x$. Then $(y+n)^{\prime}=x^{\prime}$, and so $y+(n+1)=x^{\prime}$, showing that $y<x^{\prime}$.

Suppose that $x<y$. There are two cases: $x^{\prime}=y$ and $x^{\prime} \neq y$. If $x^{\prime}=y$, then $x^{\prime} \in A$ : so assume that $x^{\prime} \neq y$ (and $x<y$ ). Since $x<y$, there is some $m \in \mathbb{N}$ so that $x+m=y$. However, $x^{\prime} \neq y$, and so $m \neq 1$. Then $m$ has a unique predecessor (again, by Theorem 2.5.3), say $\ell$, where $\ell+1=m$. Then $x+\ell+1=y$ inplies $x^{\prime}+\ell=y$, giving $x^{\prime}<y$. This finishes the proof of $x^{\prime} \in A$. and hence the inductive step.

Therefore, by $\mathrm{P} 5, A=\mathbb{N}$.

It remains to show that for any $x, y \in \mathbb{N}$, exactly one of $x<y, x=y, y<x$ holds. Suppose that $x, y \in \mathbb{N}$ and $x \neq y$. It suffices to show that at most one of $x<y$ and $y<x$ hold. Begin by assuming (in hopes of a contradiction) that both $x<y$ and $y<x$ hold, and that $m, n \in \mathbb{N}$ are so that

$$
x+m=y \quad \text { and } \quad y+n=x .
$$

Replacing the $y$ with $x+m$ from the first equation into the second gives $x+m+n=x$. By Theorem 2.5.8 (using $m+n$ instead of $y$ in the statement of that theorem), this is impossible. Therefore, abandon the assumption that both $x<y$ and $x>y$ hold.

Exercise 6 (Addition preserves order): There are two directions to prove.
$(\rightarrow)$ : Let $x$ and $y$ be fixed natural numbers with $x<y$. Let $A_{x, y}=\{p \in \mathbb{N}$ : $x+p<y+p\}$. Since $x<y$, there is some $m \in \mathbb{N}$ so that $x+m=y$. Then $(x+m)^{\prime}=y^{\prime}$, and by property ( $\mathrm{d}^{\prime}$ ), $x^{\prime}+m=y^{\prime}$; hence $x^{\prime}<y^{\prime}$, that is, $x+1<y+1$. This says that $1 \in A_{x, y}$. Assume that $p \in A$, that is, $x+p<y+p$. Then there exists an $n$ so that $x+p+n=y+p$. Using properties ( $\mathrm{b}^{\prime}$ ), $\left(\mathrm{d}^{\prime}\right),(x+p+n)^{\prime}=x+p^{\prime}+n$ and $(y+p)^{\prime}=y+p^{\prime}$, so $x+p^{\prime}+n=y+p^{\prime}$ and therefore $x+p^{\prime}<y+p^{\prime}$. Hence $p^{\prime} \in A_{x, y}$. By P5, $A_{x, y}=\mathbb{N}$. Since $x$ and $y$ were arbitrary, this finishes the proof of the forward direction.
$(\leftarrow)$ : Suppose that $x+p<y+p$. If $x=y$, then since the addition function $f$ produces a unique number, $x+p=y+p$, contradicting (by the Law of trichotomy) that $x+p<y+p$. If $y<x$, there is some $n$ so that $y+n=x$; then $x+p=$ $y+n+p=y+p+n$ shows that $y+p<x+p$, contradicting $x+p<y+p$. Hence $x=y$ and $y<x$ do not occur and so by the Law of trichotomy, $x<y$.

Exercise 7: This proof appears in [95, Lemma 2.1, p. 41].
Let ( $X, \leq$ ) be a well-ordered set and let $Y \subseteq X$. Suppose $f: X \longrightarrow Y$ is an isomorphism (an order preserving bijection).

Let $W=\{x \in X: f(x)<x\}$. If $W \neq \emptyset$, then $W$ has a least element, call it $w_{0}$. Since $f$ is order preserving, $f\left(w_{0}\right)<w_{0}$ implies that $f\left(f\left(u_{0}\right)\right)<f\left(w_{0}\right)$, and so $f\left(w_{0}\right) \in W$. But $f\left(w_{0}\right)<w_{0}$ contradicts that $w_{0}$ is the least element of $W$. Hence, $W=\emptyset$.

### 23.3 Solutions: Fermat's method of infinite descent

Exercise 8: This exercise occurred in [437, 20-4, Challenge 2, pp. 61, 230], however the solution there is more direct, not using infinite descent.

Suppose, in hopes of a contradiction, that $n$ is so that $\sqrt{4 n-1}$ is rational, say,

$$
\sqrt{4 n-1}=\frac{p}{r}
$$

Squaring each side, $4 n-1=\frac{p^{2}}{q^{2}}$, and so $(4 n-1) q^{2}=p^{2}$.
If $q$ is even, say $q=2 \ell$, then $(4 n-1) 4 \ell^{2}=p^{2}$ implies that $p$ is even, say $p=2 k$. So, if $q$ is ceven, $\frac{k}{\ell}=\frac{p}{q}$ with $k<p$ and $\ell<p$.

Examine the case when $q$ is odd, say $q=2 b+1$. Then $q^{2}$ is odd, and since $4 n-1$ is odd, then so too is $(4 n-1) q^{2}=p^{2}$, and thus also $p$ is odd, say $p=2 a+1$. Then

$$
(4 n-1)\left(4 b^{2}+4 b+1\right)=4 a^{2}+4 a+1,
$$

and multiplying out,

$$
4 n\left(4 b^{2}+4 b+1\right)-4 b^{2}-4 b-1=4 a^{2}+4 a+1
$$

The left side has remainder 3 (or -1 ) when divided by 4 , and the right side has remainder 1 when divided by 4 . Hence, $q$ can not be odd.

So, return to the only possibility, namely that $q$ is even. In this case, it has been shown that one can find $\frac{k}{\ell}=\frac{p}{q}$ with $k<p$ and $\ell<q$. If $\ell$ is odd, then a contradiction is arrived at by the second part above. If $\ell$ is even, then continuc to find yet another representation for $\frac{p}{q}$ with even smaller mumerator and denominator. Applying the same reasoning, this process can continue ad infinitum (if every new denominator produced is even). Since the natural numbers are well-ordered. such a process must stop, the final desired contradiction.

## Chapter 24

## Solutions: Inductive techniques applied to the infinite

### 24.1 Solutions: More on well-ordered sets

Exercise 9: Let ( $W_{:}<$) be a well-ordered set, and let $X \subseteq W$. Put

$$
S=\cup_{x \in X} \operatorname{seg}_{W}(x) .
$$

Since each initial segment in $W$ is a subset of $W, S \subseteq W$. Suppose that $S \neq W$, and put $Y=W \backslash S$. Since $\emptyset \neq Y \subset W$ and $W$ is well-ordered, $Y$ has a least element $y$. Then $S=\operatorname{seg}(y)$. The proof for closed segments is similar.

### 24.2 Solutions: Axiom of choice and equivalent forms

Exercise 10: Assume that version 1 of 'Zon's lemma holds, and suppose that $\mathcal{F}$ is a family of subsets of some set $X$ has the property that for every chain $\mathcal{C} \subseteq \mathcal{F}$, $\cup \mathcal{C} \in \mathcal{F}$. Order $\mathcal{F}$ by inclusion; then every chain in $\mathcal{C} \subseteq \mathcal{F}$ is a totally ordered set, and $\cup C$ is an upper bound for $\mathcal{C}$. The proof is complete by applying version 1 of Zorn's lemma.

## Chapter 25

## Solutions: Paradoxes and sophisms

### 25.1 Solutions: Trouble with the language?

Exercise 11: To think about: Can one prove a statement about a particular language using that same language? Richard's paradox is discussed at length in [400, pp. 1686-1688]; 1 recommend the reader to have a look at that article, from the beginning, to become familiar with the kinds of questions that arise surrounding this paradox. Richard's paradox is also treated in Kleene's Introduction to Metamathematics [316, p. 38]. Also see [274] and [275], popular readings for "self reference:" in logic and logic in general. You might be drawn into learning things like Gödel's incompleteness theorem, a result which says, roughly, if a language is rich enough so as to be able to decide the truth (in a finite mechanistic way) of any statement in the language, then contradictions arise; it also says that, essentially, any consistent system is not complete enough so as to be able to prove (from within the system) all the truths expressible in that system. For example, second order logic (where quantification is allowed over subsets, rather than just individual clements) is not complete, and so there are statements in mathematics whose truth is never decidable. See, for example, Section 6.12 for the discussion of such a truth.

The amount of literature on these phenomena is incredible (phenomenal?), so to gain a bit more understanding of these issues, see almost any text in formal logic, or, say, [95], for a fairly complete, yet concise and readable introduction.

Exercise 12: (The unexpected exam) For an expository article on this paradox, see [185, pp. 161-166]. This paradox was first published in the British logic journal Mind (1918). A Swedish professor of mathematics, Lennart Fkbom, apparently first noticed the paradoxical aspect of a similar claim made on Swedish radio regarding a civil defouse exercise.

It seems that no satisfactory resolution to this paradox has been found; however,
there might be some recent references shedding more light on this paradox.

### 25.2 Solutions: Missed a case?

Exercise 13: The statement $S(1)$ does not follow from $S(0)$.
Exercise 14: This example is apparently due to Pólya. The "proof" does not prove the case that two horses are the same color, that is, one can not get from the base case (one horse is the same color) to the first non-trivial case, since the induction hypothesis used implicitly requires two. The faulty reasoning is similar to that in Exercises 13 and 15.

Exercise 15: The inductive step does not work when $k=2$; a fourth line is necessary in the "proof" of the inductive step.

### 25.3 Solutions: More deceit?

Exercise 16: This example appears in [462, 48, p.281]. In fact, the base case does not hold. The left side of $A(1)$ is $\sum_{i=1}^{1} i=1$. The right side of $A(1)$ is $\left(1 \left\lvert\, \frac{1}{2}\right.\right)^{2} / 2=9 / 8$.

Exercise 18: Since the number of weighings (in this case, four) does not seem to be used in the proof, the same "proof" seems to reveal the stronger statement:
$S(m)$ : For any $m$ coins, at most one weighing is required to identify the lighter counterfeit coin.

When $m=2$, exactly one weighing determines the ersatz coin, so $S(2)$ is true. Assume that for some $k \geq 2, S(k)$ holds. Consider $k+1$ coins, and set one coin aside. There are two cases:

Case 1: The coin set aside is genuine.
Casc 2: The coin set aside is counterfeit.
In Case 1 , the remaining $k$ coins contain one counterfeit, and so $S(k)$ applies to this set, and the counterfeit coin is found in one weighing. In Case 2, the remaining $k$ coins are identical, so $S(k)$ can not be applied. One can verify directly that $S(3)$ holds by any weighing with one coin in each pan. However, with four coins, if the coin set aside is the counterfeit coin, the truth of $S(3)$ can not be applied to the remaining three genuine coins.

Perhaps a stronger statement could be proved:
$S^{\prime}(m)$ : For any $m$ coins. at most one weighing is required to determine if there is a lighter counterfeit coin among these, and if so, to identify it.

Since one weighing of two coins determines whether or not they are the same or which is lighter, $S^{\prime}(2)$ remains true. Consider the case with three coins; if any
two coins are put on the scale and the scale balances, the third coin set aside is not identifiable as either genuine or counterfeit. So $S^{\prime}(3)$ fails, and thus the stronger statement is not true either.

In general, by Exercise 585, $3^{n}$ is the most number of coins so that $n$ weighings identify the lighter counterfeit coin; so the statement in this exercise (with four weighings) is false for 82 coins.

## Chapter 26

## Solutions: Empirical induction

### 26.1 Solutions: Introduction

Exercise 19: There are many obvious choices for such a statement. Here is one (albeit not terribly inventive): $S(n): n \leq 1,000,000$.

### 26.2 Solutions: A sequence of integers?

Exercise 20: This problem was given in a lecture by (the late) Dr. Fric Milner, 9 October 1987; I do not know the original source. The solution presented here might not be the intended one. It turns out that this sequence is well-known, called a Göbel sequence and is related to a family of sequences called Somos sequences. For reference, sce E15 of Guy's book [248] Unsolved Problems in Number Theory (pp. 214-5). (Also, an article by Frit: and Lenstra appeared in, I think, Crux Mathematicorum perhaps volume 15 (1989), however, I can not now find this reference]. No, it is not always an integer; the hint given in the lecture was to work modulo 43. My guess is that what was intended was the following idea: if each of $s_{0}, s_{1}, \ldots, s_{42}$ is indeed an integer, calculate them modulo 43, then find the numerator of $s_{43}$ is not divisible by 43 (the denominator of $s_{43}$ is 43 ). [For those not familiar with modulo notation, see Section 11.2 (Congruences).

Define $t_{n}=1+s_{0}^{2}+\cdots+s_{n-1}^{2}$, the numerator of $s_{n}$. Then $t_{n+1}-t_{n}+s_{n}^{2}$. The following table will help to verify the technique given later:

| $n$ | $s_{n}$ | $s_{n} \bmod 43$ | $s_{n}^{2} \bmod 43$ | $t_{n}$ | $t_{n} \bmod 43$ |
| :---: | ---: | ---: | ---: | ---: | ---: |
| 0 | 1 | 1 | 1 |  |  |
| 1 | 2 | 2 | 4 | 2 | 2 |
| 2 | 3 | 3 | 9 | 6 | 6 |
| 3 | 5 | 5 | 25 | 15 | 15 |
| 4 | 10 | 10 | 14 | 40 | 40 |
| 5 | 28 | 28 | 10 | 140 | 11 |
| 6 | 154 | 25 | 23 | 924 | 21 |
| 7 | 3520 | 37 | 36 | 24640 | 1 |
| 8 |  | 10 | 14 | 12415040 | 37 |
| 9 |  | 20 | 13 |  | 8 |
| 10 |  | 15 | 10 |  | 21 |

Since 43 is prime, every number $n \in\{1,2,3, \ldots, 42\}$ has a unique inverse $n^{-1}$ modulo 43 , that is, the number $m$ so that $m n \equiv 1(\bmod 43)$. These inverses can found by the Euclidean algorithm. For example, since 5 is relatively prime to 43, $\operatorname{gcd}(5,43)=1$ and so, by the Euclidean division algorithm, (see Exercise 211) there are integers $x$ and $y$ so that $1=5 x+43 y$. (The fact that if $\operatorname{gcd}(a, b)=d$, there exists $x$ and $y$ so that $d=a x+b y$ is a standard consequence of the Euclidean division algorithm, and is called Bézout's Lemma see Lemma 11.1.3.)

To find these $x$ and $y$, the Euclidean division algorithm yields

$$
\begin{aligned}
43 & =8(5)+3 \\
5 & =1(3)+2 \\
3 & =1(2)+1
\end{aligned}
$$

and undoing this sequence, beginning at the bottom,

$$
\begin{aligned}
1 & =3-2 \\
& =3-(5-3) \\
& =2(3)-5 \\
& =2(43-8(5))-5 \\
& =2(43)-17(5) .
\end{aligned}
$$

Hence, $1 \equiv 2(43)-17(5) \equiv-17(5) \equiv 26(5)(\bmod 43)$ shows that $5^{-1}=26$. This establishes the existence of inverses modulo 43, however calculating them is a different story. In practice, one might write a computer program to do this, especially when one requires all inverses modulo some large number. (Actually, one can cut the calculations in half, since $(-x)^{-1}=-x^{-1}$.)

Since

$$
s_{n+1}=\frac{t_{n}+s_{n}^{2}}{n+1}
$$

write $s_{n+1}=\left(t_{n}+s_{n}^{2}\right)(n+1)^{-1}$. Then calculating modulo 43,

$$
s_{n}=\left(\left[t_{n-1}+s_{n-1}^{2}\right) n^{-1}=t_{n} n^{1}\right.
$$

helps to extend the table above without ever actually having to find $s_{n}$ for larger $n$. Remember, the values are calculated as if each previous $s_{n}$ is an integer; they would be meaningless if, say, $s_{30}$ was not an integer (in which case this would answer the question anyway). The results are tabulated in the next chart; these should be checked by a computer program, since calculations were performed individually (checking by hand took a few hours!). All values (except $n$ ) are calculated modulo 43:

| $n$ | $s_{n-1}$ | $s_{n-1}^{2}$ | $t_{12}$ | $n^{-1}$ | $s_{n}$ | $n$ | $s_{n--1}$ | $s_{n \cdots 1}^{2}$ | $l_{n}$ | $n^{-1}$ | $s_{n}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 0 |  |  |  |  | 1 | 22 | 2 | 4 | 3 | 2 | 6 |
| 1 | 1 | 1 | 2 | 1 | 2 | 23 | 6 | 36 | 39 | 15 | 26 |
| 2 | 2 | 4 | 6 | 22 | 3 | 24 | 26 | 31 | 27 | 9 | 28 |
| 3 | 3 | 9 | 15 | 29 | 5 | 25 | 28 | 10 | 37 | 31 | 29 |
| 4 | 5 | 25 | 40 | 11 | 10 | 26 | 29 | 24 | 18 | 5 | 4 |
| 5 | 10 | 14 | 11 | 26 | 28 | 27 | 4 | 16 | 34 | 8 | 14 |
| 6 | 28 | 10 | 21 | 36 | 25 | 28 | 14 | 24 | 15 | 20 | 42 |
| 7 | 25 | 23 | 1 | 37 | 37 | 29 | 43 | 1 | 16 | 3 | 15 |
| 8 | 37 | 36 | 37 | 27 | 10 | 30 | 15 | 10 | 26 | 33 | 41 |
| 9 | 10 | 14 | 8 | 24 | 20 | 31 | 37 | 36 | 18 | 25 | 20 |
| 10 | 20 | 13 | 21 | 13 | 15 | 32 | 20 | 13 | 31 | 39 | 5 |
| 11 | 15 | 10 | 31 | 1 | 38 | 33 | 5 | 25 | 13 | 30 | 3 |
| 12 | 38 | 25 | 13 | 18 | 19 | 34 | 3 | 9 | 22 | 19 | 31 |
| 13 | 19 | 17 | 30 | 10 | 42 | 35 | 31 | 15 | 37 | 16 | 33 |
| 14 | 42 | 1 | 31 | 40 | 36 | 36 | 33 | 14 | 8 | 6 | 5 |
| 15 | 36 | 6 | 37 | 23 | 34 | 37 | 5 | 25 | 33 | 7 | 16 |
| 16 | 34 | 38 | 32 | 35 | 2 | 38 | 16 | 41 | 31 | 17 | 11 |
| 17 | 2 | 4 | 36 | 38 | 35 | 39 | 11 | 35 | 22 | 32 | 16 |
| 18 | 35 | 21 | 14 | 12 | 39 | 40 | 16 | 41 | 19 | 14 | 8 |
| 19 | 39 | 16 | 30 | 34 | 31 | 41 | 8 | 23 | 42 | 21 | 22 |
| 20 | 31 | 15 | 2 | 28 | 13 | 42 | 22 | 11 | 10 | 42 | 33 |
| 21 | 13 | 40 | 42 | 41 | 2 | 43 | 33 | 14 | 24 |  |  |

So, if each of $s_{0}, s_{1}, \ldots, s_{42}$ is an integer, (and assuming that calculations are correct) then the numerator of $s_{43}$ is congruent to 24 modulo 43 . but the denominator of $s_{43}$ is 43 , hence $s_{43}$ is not an integer.

### 26.3 Solutions: Sequences with only primes?

Exercise 21: (Last digit in Fermat numbers) Let $S(t)$ be the statement "The last digit of $F_{t}$ is a 7. ."
BASE STEP $(t=2): F_{2}=2^{2^{2}}+1=2^{4}+1=16+1=17$, which shows $F(2)$ is true.
Inductive step: Suppose that for some $k \geq 2, S(k)$ is true, that is, the last digit of $F_{k}$ is indeed 7 , say $F_{k}=10 n+7$ for some $n \geq 1$. Then

$$
\begin{aligned}
F_{k+1} & =2^{2 k+1}+1 \\
& =\left(2^{2^{k}}\right)^{2}+1 \\
& =\left(F_{k}-1\right)^{2}+1 \\
& =(10 n+7-1)^{2}+1 \quad \text { (by induction hypothesis) } \\
& =100 n^{2}+120 n+36+1, \quad
\end{aligned}
$$

a number ending in 7 . This shows that $S(k+1)$ is true and therefore completes the inductive step $S(k) \rightarrow S(k+1)$.

Hence, by mathematical induction, for all $\ell \geq 2$, the statement $S(t)$ is true.
Exercise 22: This proof is also found in [7]. For $n=0,1,2, \ldots$, let $A(n)$ be the assertion that

$$
F_{n}=\left(\prod_{i=0}^{n-1} F_{i}\right)+2
$$

BASE STEP: Considering an empty product to be $1, F_{0}=3=1+2$, and so $A(0)$ is true. To be sure, however, also check that since, $F_{1}=2^{2}+1=5=3+2=F_{0}+2$, $A(1)$ also holds.

Indection step: Fix $k \geq 1$, and suppose that $A(k)$ holds. It remains to show

$$
A(k+1): \quad F_{k+1}=\left(\prod_{i=0}^{k} F_{i}\right)+2
$$

Beginning with the left side of $A(k+1)$,

$$
\begin{align*}
F_{k+1} & =2^{2^{k+1}}+1 \\
& =2^{2^{k}} \cdot 2^{2^{k}}+1 \\
& =\left(F_{k}-1\right)\left(F_{k}-1\right)+1 \\
& =F_{k}\left(F_{k}-1\right)-F_{k}+2 \\
& =F_{k}\left(\prod_{\imath=0}^{k-1} F_{i}+2-1\right)-F_{k}+2 \tag{k}
\end{align*}
$$

$$
\begin{aligned}
& =\prod_{i=0}^{k} F_{i}+F_{k}-F_{k}+2 \\
& =\prod_{i=0}^{k} F_{i}+2
\end{aligned}
$$

which finishes the proof of $A(k+1)$ and hence the inductive step.
By MI, for each $n \geq 0$, the expression $A(n)$ holds.

Exercise 23: It turns out that the first seven terms are prime numbers, however the eighth is $17 \times 19607843$. By empirical induction it might be easy to conclude that all such numbers are prime.

Excrcise 24: Observe that $f(40)=1641=3 \cdot 547$. Perhaps even easier is to examine $f(41)$; in fact, for any $n$ that is a multiple of $41, n^{2}+n+41$ is easily seen to be not prime.

The reader might check that $f(-40), f(--39), \ldots, f(39)$ are all prime. According t. [ 150 ], it is not known whether or not $n^{2}+n+41$ is prime for infinitely many values of $n$.

Two other popular "prime producing polynomials" are $p(n)=n^{2}+n+17$, which gives primes for $n=0,1 \ldots, 16$, and $q(n)=2 n^{2}+29$, which gives primes up to $n=28$. Another, found in $[205$, p. 38$]$ is $n^{2}-79+1601$, which gives primes with $n$ all the way up to 79 but fails at 80 .

### 26.4 Solutions: Divisibility

Exercise 25: For the prime $p=1093,(1093)^{2}$ divides $2^{1092}-1$.

### 26.5 Solutions: Never a square?

Exercise 26: According to [519, p.69], the first time that $f(n)$ is a perfect square is when

$$
n=12055735790331359447442538767 .
$$

### 26.6 Solutions: Goldbach's conjecture

Exercise 27: The first number for which this is not true is 127.

### 26.7 Solutions: Cutting the cake

Exercise 28: The next number in the sequence is 31 .
Exercise 29: This appears as Problem 36 in [247] and Example 5 of [245], and also as sequence \# 427 in [497]. First compare Exercise 725. It might be helpful to observe that

$$
\frac{n^{4}-6 n^{3}+24 n^{2}-18 n+24}{24}=
$$

### 26.8 Solutions: Sums of hex numbers

Exercise 30: At each step, one adds a surrounding ring of pennies; the number of pennies in each ring increases by 6 each time (one extra for cach "corner" of the hexagon) and so the $n$-th hex number is

$$
h_{n}=1-6+12+18+\cdots+6(n-1) .
$$

This formula can be easily be proved by induction if one is not convinced by the above discussion.

Factoring out the 6 and using the formula for the sum of the first $n-1$ positive integers gives,

$$
\begin{aligned}
h_{n} & =1+6+12+18+\cdots+6(n-1) \\
& =1+6(1+2+3+\cdots+(n-1)) \\
& =1+6\left(\frac{(n-1) n}{2}\right) \quad(\text { by Thm. } 1.6 .1) \\
& =1+3(n-1) n \\
& =3 n^{2}-3 n+1 \\
& =n^{3}-\left[n^{3}-3 n^{2}+3 n-1\right] \\
& =n^{3}-(n-1)^{3}
\end{aligned}
$$

a difference of adjacent cubes. Knowing this formula for $h_{n}$, one can prove inductively that $h_{1}+h_{2}+\cdots+h_{n}=n^{3}$ or simply observe that the sum telescopes (neighboring terms cancel; see Exercise 137):

$$
h_{1}+h_{2}+\cdots+h_{n}=\left[1^{3}-0^{3}\right]+\left[2^{3}-1^{3}\right]+\ldots+\left[n^{3}-(n-1)^{3}\right]=n^{3} .
$$

## Chapter 27

## Solutions: Identities

### 27.1 Solutions: Arithmetic progressions

Exercise 32: Let $S(n)$ be the statement " $O_{n}+2=O_{n+1}$." This statement was called Proposition IV by Maurolycus; in fact, it read "The odd numbers are obtained from unity by successive additions of 2. ."

Define an odd number as a natural number which, upon division by 2 has a remainder 1. 'To prove $S(n)$ for any specific $n \geq 1$, induction is not necessary: If $O_{n+1}$ is merely defined by being the next number after $O_{n}$ that is odd, then since $O_{n}$ is the $n$-th odd number, it has remainder 1 upon division by 2 . The next natural number is $O_{n}+1$, which will have remainder 0 upon division by 2 , so it is not the next odd number. The next number is $O_{n}+1+1$, which will have remainder 1 upon division by 2, so it is odd, indeed the next odd number after $O_{n}$. Hence $O_{n}+2=O_{n+1}$, and so $S(n)$ is true.

If one werc to try and transform the above idea into an inductive proof, the truth of $S(k)$ is not needed for the proof of $S(k+1)$, in fact, it seems difficult to find a way to prove $S(k+1)$ based on the truth of $S(k)$. So let us try and interpret this exercise in another way.

Starting with the first odd number $1=O_{1}, S(1)$ says that the way to find the next odd number is to add 2. To find the next odd number, $S(2)$ says to add 2 more. In general, $S(n)$ says that the $(n+1)$ odd number is found by beginning with 1 and adding $n 2$ 's. So one could translate $S(n)$ into the statement

$$
S^{*}(n): \quad O_{n+1}=1+2 n,
$$

a statement that seems to be true for $n \geq 0$. Proving $S^{*}(n)$ is easy by induction:
Base step $(n=0)$ : The first odd number is $O_{1}=1$ which is equal to $1+2(0)$, proving $S(0)$.

Indiccive ster: Assume that for some $k \geq 0, S^{*}(k)$ is true, that is, $S(k+1)=$
$1+2 k$. To be proved is

$$
S^{*}(k+1): \quad O_{k+2}=1+2(k+1)
$$

The number $O_{k+1}$ is odd (by definition, it is the ( $k+1$ )-th odd number) and so it has remainder 1 upon division by 2 . The next natural number is $O_{k+1}+1$, which will have remainder 0 upon division by 2 , so it is not the next odd number. The next number is $O_{k+1}+1+1$, which will have remainder 1 upon division by 2 , so it is odd, indeed the next odd number after $O_{k+1}$. Hence $O_{k+1}+2=O_{k+2}$, and so by induction hypothesis,

$$
O_{k+1}+2=(1+2 k)+2=1+2(k+1),
$$

and so $S^{*}(k+1)$ is true.
Therefore, by mathematical induction, for all $n \geq 0$, the statement $S^{*}(n)$ is true.

Note: Aloove, $S^{*}(n)$ and $S^{*}(n+1)$ together imply the truth of $S(n)$, so one can now freely use $S(n)$ in any subsequent proofs.

Exercise 33: For interest's sake, herc is the translation of Maurolycus's proof as reproduced in [91]. [Note: in this quotation, "collateral" numbers are numbers in the same row of some table whose columns were the natural numbers $n$, the even numbers $2(n-1)$, the odd numbers $2 n-1$, the triangular numbers $\frac{n(n-1)}{2}$ (see Section 1.6), the squares $n^{2}$, and numerus parte altera longior numbers $n(n-1)$.]

The integer 2 added to unity makes the integer 3 but when added to 3 it makes an amount greater by 2 and this (by virtue of Proposition $I V$ ) is the next odd integer, namely 5 . Again since the integer 3 added to 2 makes 5 , which is the collateral odd integer, when it is added to 4 the result will be greater by 2 , that is (by virtue of Proposition IV) it will be the next odd integer which is 7 . And in like manner to infinity as the proposition states.

In modern parlance, one might give the solution of this exercise as follows: For each $n \geq 1$, let $Q(n)$ be the statement " $n+(n-1)=O_{n}$."
Base step: $1+(1-1)=1$, which is $O_{1}$, so $Q(1)$ holds.
Inductive step: For some fixed $k \geq 1$, assume that $Q(k): k+(k-1)=O_{k}$ is true; to show is

$$
Q(k+1): \quad(k+1)+k=O_{k+1} .
$$

Starting with the left side,

$$
(k+1)+k=k+(k-1)+2
$$

$$
\begin{array}{ll}
=O_{k}+2 & (\text { by } Q(k)) \\
=O_{k+1} & \text { (by Exercise } 32)
\end{array}
$$

which is the right side of $Q(k+1)$. This completes the inductive step.
Therefore, conclude by the principle of mathematical induction that for all $n \geq 1$, the statement $Q(n)$ is truc.

Exercise 34: Duplicate the proof of Exercise 32.
Exercise 35: This was already proved as Theorem 1.6.1.
Exercise 36: Induction is not really required, since it is also provable by direct application of Theorem 1.6.1:

$$
\begin{align*}
\sum_{i=m+1}^{n} i & =\sum_{i=1}^{n} i-\sum_{i=1}^{m} i \\
& =\frac{n(n+1)}{2}-\frac{m(m+1)}{2}  \tag{byThm1.6.1}\\
& =\frac{n^{2}+n-m^{2}-m}{2} \\
& =\frac{(n-m)(n+m+1)}{2}
\end{align*}
$$

The reader is invited to provide a strictly inductive proof. It may be interesting to note that this exercise implies that any sum of consecutive integers can never be a power of 2 (see [583]).

Exercise 37: By Exercise 36 with $m$ replaced by $n^{2}-1$ and $n$ replaced with $n^{2}+n$,

$$
\begin{aligned}
n^{2}+\left(n^{2}+1\right)+\left(n^{2}+2\right)+\cdots+\left(n^{2}+n\right) & =\frac{\left(n^{2}+n-\left(n^{2}-1\right)\right)\left(n^{2}+n+n^{2}\right)}{2} \\
& =\frac{(n+1)\left(2 n^{2}+n\right)}{2} \\
& =(2 n+1) T_{n}
\end{aligned}
$$

The equality

$$
n^{2}+\left(n^{2}+1\right)+\left(n^{2}+2\right)+\cdots+\left(n^{2}+n\right)=\left(n^{2}+n+1\right)+\cdots+\left(n^{2}+2 n\right)
$$

is simple algebra.
Both equalities also have fairly simple inductive prools, which are left to the reader.
Exercise 38: For $n \geq 1$. denote the statement

$$
S(n): \quad 1+3+5+\cdots+(2 n-1)=n^{2}
$$

BASE STEP: $S(1)$ says $1=1^{2}$, clearly true.
Induction step: Let some $k \geq 1$ be fixed, and suppose that

$$
S(k): \quad 1+3+5+\ldots+(2 k-1)=k^{2}
$$

holds. It remains to show that

$$
S(k+1): \quad 1+3+5+\ldots+(2 k-1)+(2 k+1)=(k+1)^{2}
$$

follows. Beginning with the left-hand side of $S(k+1)$,

$$
\begin{aligned}
1+3+5+\cdots+(2 k-1)+(2 k+1) & =k^{2}+(2 k+1) \quad(\text { by } S(k)) \\
& =(k+1)^{2}
\end{aligned}
$$

the right-hand side of $S(k+1)$. This completes the inductive step $S(k) \rightarrow S(k+1)$.
Hence, by mathematical induction, $S(n)$ holds for all $n \geq 1$.
Comment: The above proof was due to Maurocylus (Proposition XV). He first proved a lemma (called Proposition XIII) that said "every square number plus the following odd number equals the following square number" in other words, $n^{2}+$ $(2 n+1)=(n+1)^{2}$. According to Busscy [91], the translated version was ${ }^{1}$ :

By a previous proposition the first square number (unity) added to the following odd number (3) makes the following square number (4); and this second square number (4) added to the 3 d odd number (5) makes the 3 d square number (9): and likewise the 3 d square number (9) added to the 4th odd number (7) makes the 4th square number; and so successively to infinity the proposition is demonstrated by the repeated application of Proposition XIII.

Bussey says "This is a clear case of complete induction proof" and seems to indicate that this might be the first real example of an inductive proof (given in the year 1575). Bussey then gocs on to say that "In modern symbols the proof would be this:"

1st. The theorem is true when $n-1$. 2d. Assume that it is true when $n=k$, $i$. e., assume $O_{1}+O_{2}+\cdots+O_{k}-S_{k}$; add $O_{k+1}$ to both sides of this equation and get $O_{1}+O_{2}+\cdots+O_{k+1}=S_{k}+O_{k+1}$ which equals $S_{k+1}$ by Proposition XIII.

[^1]Bussey's interpretation of the proof relies on adding something to each side of the statement $S(k)$; notice that in the proof given above, this was not necessary. In general, it may be poor practice to add something to each side of an equation to obtain a desired equation when the desired result can be obtained by a direct, sequence of equalities just as easily. See Section 7.1 for more comments on this.

Exercise 39: For $n \geq 1$, let $S(n)$ be the statement

$$
S(n): \quad 2+4+6+\cdots+2 n=n(n+1)
$$

BASE STEP $(n=1)$ : The statement $S(1)$ says $2=1 \cdot(1+1)$, clearly a true statement.
lnductive step: Fix some $k \geq 1$ and suppose that $S(k)$ holds; that is, the inductive hypothesis is

$$
S(k): \quad 2+4+6+\cdots+2 k=k(k+1)
$$

To be shown is

$$
S(k+1): \quad 2+4+6+\cdots+2 k+2(k+1)=(k+1)(k+2)
$$

holds. Starting with the left-hand side of $S(k+1)$,

$$
\begin{aligned}
2+4+6+\cdots+2 k+2(k+1) & =k(k+1)+2(k+1) \quad \text { (by ind. hyp.) } \\
& =(k+1)(k+2)
\end{aligned}
$$

the right-hand side of $S(k+1)$, completing the inductive step $S(k) \rightarrow S(k+1)$.
By the principle of mathematical induction, conclude that for all $n \geq 1$, the statement $S(n)$ holds.

Exercise 40: For $n \geq 1$, let $S(n)$ be the statement

$$
S(n): 2+5+8+\cdots+(3 n-1)=\frac{n(3 n+1)}{2}
$$

BASE STIEP $(n=1): S(1)$ says $2=\frac{1(3 \cdot 1+1)}{2}$, a true statement.
Induction step $(S(k) \rightarrow S(k+1))$ : Fix some $k \geq 1$ and let the induction hypothesis

$$
S(k): 2+5+8+\cdots+(3 k-1)=\frac{k(3 k+1)}{2}
$$

be assumed to be true. It is yet to be proved that

$$
S(k+1): 2+5+8+\cdots+(3 k-1)+(3(k+1)-1)=\frac{(k+1)(3(k+1)+1)}{2}
$$

follows. It might help to simplify $S(k+1)$ a bit first so that it is easier to see what is needed to prove:

$$
S(k+1): 2+5+8+\cdots+(3 k-1)+(3 k+2)=\frac{(k+1)(3 k+4)}{2} .
$$

Starting with the left side of $S(k+1)$,

$$
\begin{aligned}
2+5+\cdots+(3 k-1)+(3 k+2) & =\frac{k(3 k+1)}{2}+3 k+2 \quad \text { (by ind. hyp.) } \\
& =\frac{3 k^{2}+k}{2}+\frac{6 k+4}{2} \\
& =\frac{3 k^{2}+7 k+4}{2} \\
& =\frac{(k+1)(3 k+4)}{2}
\end{aligned}
$$

which agrees with the right side of $S(k+1)$. This completes the inductive step.
Consequently, by the principle of mathematical induction, for all $n \geq 1$, the statement $S(n)$ is true.

Note: Observe how much easicr the proof was made by cleaning up the expression in advance that needed to be derived at the end of the inductive step. Without this preliminary calculation, one must transform $3 k^{2}+7 k+4$ into $(k+1)(3(k+1)+1)$. a slightly clumsy calculation.

Exercise 41: For $n \geq 1$, let $S(n)$ be the statement.

$$
S(n): 3+11+19+\cdots+(8 n-5)=4 n^{2}-n
$$

Basf ster $(n=1): S(1)$ says $3=: \cdot 4 \cdot 1^{2}-1$, which is true.
Inductive $\operatorname{step}\left(S(k) \rightarrow S^{\prime}(k+1)\right)$ : Let some $k \geq 1$ be fixed, and suppose that

$$
S(k): 3+11+19+\cdots+(8 k-5)=4 k^{2}-k
$$

is truc. The next identity to be shown is

$$
S(k+1): 3+11+19+\cdots+(8 k-5)+(8(k+1)-5)=4(k+1)^{2}-(k+1) .
$$

Beginning with the left side of $S(k+1)$,

$$
\begin{aligned}
3 & +11+\cdots+(8 k-5)+(8(k+1)-5) \\
& =4 k^{2} k+(8(k+1)-5) \quad(\text { by } S(k)) \\
& =4 k^{2} \cdots k+8 k+3 \\
& =4 k^{2}+8 k+4-k-1
\end{aligned}
$$

$$
=4(k+1)^{2}-(k+1)
$$

which is the right side of $S(k+1)$. [Note: The second last expression above was determined by looking at the last linc and regrouping accordingly-it was not a natural step that one should see without "looking ahead".] This completes the inductive step $S(k) \rightarrow S(k+1)$.

By the principle of mathematical induction, for all $n \geq 1$, the statement $S(n)$ is true.

Exercise 42: For $n \geq 1$, let $S(n)$ be the statement

$$
S(n): \quad \sum_{i=1}^{n}(3 i-1)=\left(\sum_{i=1}^{n} i\right)+n^{2}
$$

BASE STEP $(n=1): S(1)$ says $3 \cdot 1-1=1+1^{2}$, which is true.
Inductive step $(S(k) \rightarrow S(k+1))$ : Fix some $k \geq 1$ and suppose that

$$
S(k): \quad \sum_{i=1}^{k}(3 i-1)=\left(\sum_{i=1}^{k} i\right)+k^{2}
$$

is true. Yet to be proved is

$$
S(k+1): \quad \sum_{i=1}^{k+1}(3 i-1)=\left(\sum_{i=1}^{k+1} i\right)+(k+1)^{2} .
$$

Beginning with the left side of $S(k+1)$,

$$
\begin{aligned}
\sum_{i=1}^{k+1}(3 i-1) & =\sum_{i=1}^{k}(3 i-1)+3(k+1)-1 \\
& =\left(\sum_{i:=1}^{k} i\right)+k^{2}+3(k+1)-1 \quad(\text { by } S(k)) \\
& =\left(\sum_{i=1}^{k} i\right)+k^{2}+3 k+2 \\
& =\left(\sum_{i=1}^{k} i\right)+(k+1)+k^{2}+2 k+1 \\
& =\left(\sum_{i=1}^{k+1} i\right)+k^{2}+2 k+1 \\
& =\left(\sum_{i=1}^{k+1} i\right)+(k+1)^{2}
\end{aligned}
$$

the right-hand side of $S(k+1)$. This completes the inductive step.
Thus, by the principle of mathematical induction, for all $n \geq 1, S(n)$ holds.
Exercise 43: For $n \geq 1$, let $S(n)$ be the statement

$$
5+9+13+\cdots+4 n+1=n(2 n+3)
$$

BASE STEP $(n=1): S(1)$ says $5=1(1 \cdot 2+3)$, which is true.
Inductive step $(S(k) \rightarrow S(k+1))$ : Fix some $k \geq 1$, and assume that

$$
S(k): \quad 5+9+13+\cdots+(4 k+1)=k(2 k+3)
$$

is truc. To complete the inductive step, it suffices to prove

$$
S(k+1): 5+9+13+\cdots+(4 k+1)+4(k+1)+1=(k+1)(2(k+1)+3)
$$

Beginning with the left-hand side of $S(k+1)$,

$$
\begin{aligned}
5+9+\cdots+4 k+1+4(k+1)+1 & =k(2 k+3)+4(k+1)+1(\text { by } S(k)) \\
& =2 k^{2}+3 k+4 k+5 \\
& =2 k^{2}+7 k+5 \\
& =(k+1)(2 k+5)
\end{aligned}
$$

which agrees with the right-hand side of $S(k+1)$, completing the inductive step.
Hence, by the principle of mathematical induction, for all $n \geq 1, S(n)$ holds.
Exercise 44: For $n \geq 1$, let $S(n)$ be the statement

$$
S(n):(2 n+1)+(2 n+3)+(2 n+5)+\ldots+(4 n-1)=3 n^{2}
$$

It is easier to see what is going on $S(n)$ is rewritten as
$S(n):(2 n+1)+(2 n+3)+(2 n+5)+\ldots+(2 n+2 n-3)+(2 n+2 n-1)=3 n^{2}$.
Base $\operatorname{stEP}(n=1)$ : The statement $S(1)$ says $2 \cdot 1+1=4 \cdot 1-3$, which is true.
Induction ster: Fix some $k \geq 1$, and assume that
$S(k):(2 k+1)+(2 k+3)+(2 k+5)+\cdots+(2 k:+2 k-3)+(2 k+2 k-1)=3 k^{2}$ is true. To be shown is
$S(k+1):(2(k+1)+1)+(2(k+1)+3)+\cdots+(2(k+1)+2(k+1)-1)=3(k+1)^{2}$.
Beginning with the left-hand side of $S(k+1)$,

$$
(2(k+1)+1)+\cdots+(2(k+1)+2(k+1) \cdots 3)+(2(k+1)+2(k+1)-1)
$$

$$
\begin{aligned}
& =(2 k+1)+2+\cdots+(2 k+2 k-1)+2+(2 k+2 k+1)+2 \\
& =(2 k+1)+(2 k+3)+\cdots+(2 k+2 k-1)+2 k+(4 k+3) \\
& =3 k^{2}+6 k+3 \quad(\text { by } S(k)) \\
& =3\left(k^{2}+2 k+1\right)
\end{aligned}
$$

which is the right side of $S(k+1)$, completing the inductive step.
Hence, by mathematical induction, for all $n \geq 1, S(n)$ is true.
Exercise 45: Let $a$ and $d$ be fixed real numbers. For any natural number $n \geq 1$, let $S(n)$ be the statement

$$
S(n): \quad a+(a+d)+(a+2 d)+\cdots+(a+(n-1) d)=\frac{n}{2}[2 a+(n-1) d] .
$$

Base step: The case $n=1$ says $a=\frac{1}{2}[2 a+(1-1) d]$, which holds.
Induction step: Let $k \geq 1$ be fixed and suppose that

$$
S(k): a+(a+d)+(a+2 d)+\cdots+(a+(k-1) d)=\frac{k}{2}[2 a+(k-1) d]
$$

holds. To show that

$$
S(k+1): a+(a+d)+(a+2 d)+\cdots+(a+k d)=\frac{k+1}{2}[2 a+k d]
$$

follows, starting with the left side of $S(k+1)$,

$$
\begin{aligned}
a & +(a+d)+(a+2 d)+\cdots+(a+(k-1) d)+(a+k d) \\
& =\frac{k}{2}[2 a+(k-1) d]+(a+k d) \quad(\text { by } S(k)) \\
& =\frac{1}{2}\left[k(2 a)+k^{2} d-k d\right]+\frac{2 a+2 k d}{2} \\
& =\frac{1}{2}\left[k(2 a)+2 a+k^{2} d+k d\right] \\
& =\frac{1}{2}[(k+1) 2 a+(k+1) k d] \\
& =\frac{k+1}{2}[2 a+k d],
\end{aligned}
$$

precisely the right-hand side of $S(k+1)$, completing the inductive step.
Thus, by mathematical induction, for each $n \geq 1, S(n)$ holds.
Note: A direct proof is also available by rearranging terms, factoring; and using Theorem 1.6.1 as follows:

$$
a+(a+d)+\cdots+(a+(n-1) d)=n a+[1+2+\cdots+(n-1)] d
$$

$$
\begin{aligned}
& =n a+\frac{(n-1) n}{2} d \quad \text { (by Thm. 1.6.1) } \\
& =\frac{n}{2}[a+(n-1) d] .
\end{aligned}
$$

Exercise 46: The result in this exercise is obtained by simple algebra and Theorem 1.6.1:

$$
\begin{aligned}
T_{n}^{2}-T_{n-1}^{2} & =\left[\frac{n(n+1)}{2}\right]^{2}-\left[\frac{(n-1) n}{2}\right]^{2} \\
& =\frac{n^{2}(n+1)^{2}-(n-1)^{2} n^{2}}{4} \\
& =\frac{n^{2}\left[n^{2}+n+1-\left(n^{2}-2 n+1\right)\right]}{4} \\
& =\frac{n^{2}(4 n)}{4},
\end{aligned}
$$

completes the proof. An inductive proof is also available: For each $n \geq 2$, let $S(n)$ denote the statement

$$
T_{n}^{2}-T_{n-1}^{2}=n^{3} .
$$

Base case: $S(2)$ says $T_{2}^{2}-T_{1}^{2}=9--1=2^{3}$, so $S(2)$ holds.
Inductive step: Let $k \geq 2$ and suppose that

$$
S(k): T_{k}^{2}-T_{k-1}^{2}=k^{3}
$$

holds. It remains to show that

$$
S(k+1): \quad T_{k+1}^{2}-T_{k}^{2}=(k+1)^{3}
$$

follows. Starting with the LHS of $S(k+1)$,

$$
\begin{array}{rlrl}
T_{k+1}^{2}-T_{k}^{2} & =\left(T_{k}+(k+1)\right)^{2} \quad\left(T_{k-1}+k\right)^{2} & \\
& =T_{k}^{2}+2 T_{k}(k+1)+(k+1)^{2}-T_{k-1}^{2}-2 T_{k-1} k+k^{2} & \\
& =T_{k}^{2}-T_{k-1}^{2}+2 T_{k}(k+1)-2 T_{k-1} k+2 k+1 & \\
& =k^{3}+2 T_{k}(k+1)-2 T_{k-1} k+2 k+1 & \\
& =k^{3}+k(k+1)(k+1)-(k-1) k \cdot k+2 k+1 & & \text { (by Thm }  \tag{byThm1.6.1}\\
& \left.=k^{3}+k[k)\right) \\
& =k^{3}+3 k+1-k^{2}+3 k+1, &
\end{array}
$$

which is $(k+1)^{3}$. the RHS of $S(k+1)$, completing the inductive step.
By MI, for each $n \geq 2, S(n)$ is true.

Exercise 47: See the solution to Exercise 49 when $r=2$.
Exercise 48: Again, this is the special case $r=3$ in Exercise 49.
Exercise 49: Fix $r \in \mathbb{R}, r \neq 1$, and for $n \geq 1$, let $S(n)$ be the statement

$$
S(n): \quad 1+r+r^{2}+\cdots+r^{n}=\frac{r^{n+1}-1}{r-1}
$$

To solve the problem, it suffices to prove that for each $n \geq 1, S(n)$ holds, that is, it suffices to consider only $a=1$. For $r=0$, the statement $S(n)$ becomes $1=1$, so assume without loss of generality that $r \neq 0$. (This assumption might not be needed, but sometimes simple initial observations save headaches later.)
Base step $(n=1)$ : The statement $S(1)$ says $1+r=\frac{r^{2}-1}{r-1}$ which is true since $r^{2}-1=(r+1)(r-1)$ and $r \neq 1$. [Note, one could actually begin the induction at $n=0$ since $S(0)$ says $1=\frac{r-1}{r-1}$.]
Inductive step $(S(k) \rightarrow S(k+1))$ : Fix some $k \geq 1$ and suppose that $S(k)$ is true, that is, assume

$$
S(k): \quad 1+r+r^{2}+\cdots+r^{n}=\frac{r^{k+1}-1}{r-1} \text { (inductive hypothesis) }
$$

is truc. To complete the inductive step, one necds to show that.

$$
S(k+1): \quad 1+r+r^{2}+\cdots+r^{k}+r^{k+1}=\frac{r^{k+2}-1}{r-1}
$$

is also true. Beginning with the left side of $S(k+1)$,

$$
\begin{aligned}
\underbrace{1+r+r^{2}+\cdots+r^{k}}+r^{k+1} & =\underbrace{\frac{r^{k+1}-1}{r-1}}+r^{k+1} \text { (by ind. hyp.) } \\
& =\frac{r^{k+1}-1}{r-1}+\frac{r^{k+1}(r-1)}{r-1} \\
& =\frac{r^{k+1}-1+r^{k+1}(r-1)}{r-1} \\
& =\frac{r^{k+1}-1+r^{k+2}-r^{k+1}}{r-1} \\
& =\frac{r^{k+2}-1}{r-1}
\end{aligned}
$$

which is the righthand side of $S(k+1)$. So $S(k) \rightarrow S(k+1)$, completing the inductive step.

Hence, by the principle of MI, for all $n \geq 1$, the statement $S(n)$ holds.
Exercise 50: For $n \geq 1$, let $S(n)$ be the statement

$$
1 \cdot 2^{1}+2 \cdot 2^{2}+3 \cdot 2^{3}+\cdots+n \cdot 2^{n}=2+(n-1) 2^{n+1}
$$

Base ster $(n=1): S(1)$ says $1 \cdot 2^{1}=2+(1-1) 2^{2}$, which is true.
Inductive step $(S(k) \rightarrow S(k+1)$ ): Fix some $k \geq 1$ and suppose that

$$
S(k): \quad 1 \cdot 2^{1}+2 \cdot 2^{2}+\cdots+k \cdot 2^{k}=2+(k-1) 2^{k+1}
$$

is true. To be shown is

$$
S(k+1): \quad 1 \cdot 2^{1}+2 \cdot 2^{2}+\cdots+k \cdot 2^{k}+(k+1) 2^{k+1}=2+(k) 2^{k+2} .
$$

The left side of $S(k+1)$ is

$$
\begin{aligned}
& 1 \cdot 2^{1}+2 \cdot 2^{2}+\cdots+k \cdot 2^{k}+(k+1) 2^{k+1} \\
& \quad=2+(k \cdots 1) 2^{k+1}+(k+1) 2^{k+1} \quad(\text { by } S(k)) \\
& \quad=2+(k-1+k+1) 2^{k+1} \\
& \quad=2+(2 k) 2^{k+1} \\
& \quad=2+(k) 2^{k+2},
\end{aligned}
$$

which is the right side of $S(k+1)$, so $S(k+1)$ is also true. This completes the inductive $\operatorname{stcp} S(k) \rightarrow S(k+1)$.

By mathematical induction, for all $n \geq 1, S(n)$ is true.
Exercise 51: For each $n \geq 1$, let $S(n)$ denote the statement.

$$
1+2 \cdot 2+3 \cdot 2^{2}+\cdots+n 2^{n-1}=(n-1) 2^{n}+1
$$

Base step $(n=1): 1=(1-1) 2^{0}+1$, so $S(1)$ holds.
Inductive step: For some fixed $k \geq 1$, assume the inductive hypothesis $S(k)$

$$
1+2 \cdot 2+3 \cdot 2^{2}+\cdots+k 2^{k-1}=(k-1) 2^{k}+1 .
$$

to be true. To be shown is that $S(k+1)$

$$
1+2 \cdot 2+3 \cdot 2^{2}+\cdots+k 2^{k-1}+(k+1) 2^{k}=(k) 2^{k+1}+1
$$

follows. Starting with the left side of $S(k+1)$,

$$
\begin{aligned}
& 1+2 \cdot 2+3 \cdot 2^{2}+\cdots+k 2^{k-1}+(k+1) 2^{k} \\
& \quad=(k-1) 2^{k}+1+(k+1) 2^{k} \quad(\text { by } S(k))
\end{aligned}
$$

$$
\begin{aligned}
& =(k-1+k+1) 2^{k}+1 \\
& =2 k 2^{k}+1 \\
& =k 2^{k+1}+1
\end{aligned}
$$

agreeing with the right side of $S(k+1)$. This completes the proof of the inductive step $S(k) \rightarrow S(k+1)$.

Therefore, by the principle of mathematical induction, for each $n \geq 1, S(n)$ is indeed true.

Exercise 54: For $n \geq 1$, let $S(n)$ be the statement

$$
S(n): \quad 1^{2}+2^{2}+3^{2}+\cdots+n^{2}=\frac{n(n+1)(2 n+1)}{6}
$$

BASE STEP $(n=1)$ : The statement $S(1)$ says $1^{2}=1(2)(3) / 6$ which is okay. InduCIIVE STEP $(S(k) \rightarrow S(k+1))$ : Fix some $k \geq 1$ and suppose that

$$
S(k): \quad 1^{2}+2^{2}+3^{2}+\cdots+k^{2}=\frac{k(k+1)(2 k+1)}{6}
$$

holds. Needed to be shown is that

$$
S(k+1): \quad 1^{2}+2^{2}+3^{2}+\cdots k^{2}+(k+1)^{2}=\frac{(k+1)(k+2)(2(k+1)+1)}{6}
$$

follows. Starting with the left-hand side of $S(k+1)$,

$$
\begin{aligned}
1^{2}+2^{2}+3^{2} & +\cdots+k^{2}+(k+1)^{2} \\
& =\frac{k(k+1)(2 k+1)}{6}+(k+1)^{2} \quad \text { (by ind. hyp.) } \\
& =(k+1)\left[\frac{k(2 k+1)}{6}+(k+1)\right] \\
& =(k+1) \frac{k(2 k+1)+6(k+1)}{6} \\
& =(k+1) \frac{\left.2 k^{2}+k+6 k+6\right)}{6} \\
& =(k+1) \frac{\left.2 k^{2}+7 k+6\right)}{6} \\
& =(k+1) \frac{(k+2)(2 k+3)}{6}
\end{aligned}
$$

which equals the right-hand side of $S(k+1)$. This completes the inductive step.

By MI, for every $n \geq 1, S(n)$ is true.
Exercise 56: For any $n \geq 1$, let $S(n)$ be the statement

$$
S(n): \quad 1^{3}+2^{3}+3^{3}+\cdots+n^{3}=\left[\frac{n(n+1)}{2}\right]^{2} .
$$

BASE STEP $(n=1): S(1)$ says $1^{3}=\left[\frac{(1)(2)}{2}\right]^{2}=1$, which holds.
Inductive step $(S(k) \rightarrow S(k+1)$ ): Fix some $k \geq 1$, and assume that

$$
S(k): \quad 1^{3}+2^{3}+3^{3}+\cdots+k^{3}=\left[\frac{k(k+1)}{2}\right]^{2}
$$

holds (the inductive hypothesis). To be shown is

$$
S(k+1): \quad 1^{3}+2^{3}+3^{3}+\cdots+k^{3}+(k+1)^{3}=\left[\frac{(k+1)(k+2)}{2}\right]^{2}
$$

Beginning with the left side of $S(k+1)$,

$$
\begin{aligned}
1^{3}+2^{3}+\cdots+k^{3}+(k+1)^{3} & =\left[\frac{k(k+1)}{2}\right]^{2}+(k+1)^{3} \text { (by ind. hyp.) } \\
& =(k+1)^{2}\left(\frac{k^{2}}{4}+(k+1)\right) \\
& =(k+1)^{2} \frac{k^{2}+4(k+1)}{4} \\
& =(k+1)^{2} \frac{(k+2)^{2}}{4}
\end{aligned}
$$

which is precisely the right-hand side of $S(k+1)$, completing the inductive step.
Hence, by the principle of mathematical induction, for each $n \geq 1$, the statement $S(n)$ holds.

Exercise 57: For $n \geq 1$, denote the proposition in the exercise by

$$
P(n): \quad 1^{2}+3^{2}+5^{2}+\cdots+(2 n-1)^{2}=\frac{n(2 n-1)(2 n+1)}{3} .
$$

Base step $(n=1)$ : Since $1^{2}=\frac{1 \cdot 1 \cdot 3}{3}$, the statement $P(1)$ holds.
Inductive step: For some fixed $k \geq 1$, assume the inductive hypothesis

$$
P(k): 1^{2}+3^{2}+\cdots+(2 k-1)^{2}=\frac{k(2 k-1)(2 k+1)}{3}
$$

to be true. To show that

$$
P(k+1): 1^{2}+3^{2}+\cdots+(2(k+1)-1)^{2}=\frac{(k+1)(2(k+1)-1)(2(k+1)+1)}{3} .
$$

follows, begin with the left side of $P(k+1)$ (adding the second last term so that it is easy to see how to apply $P(k)$ ):

$$
\begin{aligned}
1^{2} & +3^{2}+5^{2}+\cdots+(2 k-1)^{2}+(2 k+1)^{2} \\
& =\frac{k(2 k-1)(2 k+1)}{3}+(2 k+1)^{2} \quad(\text { by } P(k)) \\
& =(2 k+1)\left[\frac{k(2 k-1)}{3}+(2 k+1)\right] \\
& =(2 k+1) \frac{k(2 k-1)+3(2 k+1)}{3} \\
& =(2 k+1) \frac{2 k^{2}-k+6 k+3}{3} \\
& =(2 k+1) \frac{2 k^{2}+5 k+3}{3} \\
& =(2 k+1) \frac{(k+1)(2 k+3)}{3} \\
& =\frac{(k+1)(2 k+1)(2 k+3)}{3}
\end{aligned}
$$

which is the same as the right side of $P(k+1)$. This concludes the inductive step $P(k) \rightarrow P(k+1)$.

By the principle of mathematical induction, for each $n \geq 1, P(n)$ is true.
Exercise 58: For $n \geq 1$, denote the statement in the exercise by

$$
S(n): 2^{2}+4^{2}+6^{2}+\cdots+(2 n)^{2}=\frac{2 n(n+1)(2 n+1)}{3}
$$

BASE STEN $(n=1)$ : Since $2^{2}=4=\frac{2(1+1)(2+1)}{3}$, the statement $S(1)$ holds. Inductive step: For some fixed $k \geq 1$, assume the inductive hypothesis

$$
S(k): 2^{2}+4^{2}+6^{2}+\cdots+(2 k)^{2}=\frac{2 k(k+1)(2 k+1)}{3}
$$

to be true. It remains to show that

$$
S(k+1): 2^{2}+4^{2}+6^{2}+\cdots+(2(k+1))^{2}=\frac{2(k+1)(k+2)(2(k+1)+1)}{3}
$$

follows from $S(k)$. Starting with the left side of $S(k+1)$, derive the right side:

$$
\begin{aligned}
2^{2} & +4^{2}+6^{2}+\cdots+(2 k)^{2}+(2(k+1))^{2} \\
& \left.=\frac{2 k(k+1)(2 k+1)}{3}+(2(k+1))^{2} \text { (by ind. hyp. } S(k)\right) \\
& =(k+1) \frac{2 k(2 k+1)}{3}+\frac{\left(3 \left(4(k+1)^{2}\right.\right.}{3} \\
& =2(k+1)\left[\frac{k(2 k+1)}{3}+\frac{(3(2(k+1)}{3}\right] \\
& =2(k+1) \frac{2 k^{2}+k+6 k+6}{3} \\
& =2(k+1) \frac{2 k^{2}+7 k+6}{3} \\
& =2(k+1) \frac{(k+2)(2 k+3)}{3}
\end{aligned}
$$

which agrees with the right side of $S(k+1)$. This completes the inductive step $S(k) \rightarrow S(k+1)$.

Therefore, by the principle of mathematical induction, $S(n)$ is true for all $n \geq$ 1.

Exercise 59: For each $n \geq 1$, denote the statement in the exercise by

$$
S(n): \quad 1-4+9-16+\cdots+(-1)^{n+1} n^{2}=(-1)^{n+1}(1+2+3+\ldots+n)
$$

BASE Step $(n=1)$ : The statement $S(1)$ says $1=(-1)^{1+1}(1)$, which is truc.
Indijctive step: For some fixed $k \geq 1$, assume the inductive hypothesis $S(k)$ to be true. To show that $S(k+1)$ follows from $S(k)$, use two applications of Theorem 1.6.1, one with $n=k$ and another with $n=k+1$. The left side of $S(k+1)$ is

$$
\begin{aligned}
& 1-4+9-16+\cdots+(-1)^{k+1} k^{2}+(-1)^{k+2}(k+1)^{2} \\
& =(-1)^{k+1}(1+2+3+\ldots+k)+(-1)^{k+2}(k+1)^{2} \quad(\text { by } S(k)) \\
& =(-1)^{k+1}\left[(1+2+3+\ldots+k)-(k+1)^{2}\right] \\
& =(-1)^{k+1}\left[\frac{k(k+1)}{2}-(k+1)^{2}\right] \quad \text { (by Thm } \\
& =(-1)^{k+1} \frac{k(k+1)-2(k+1)^{2}}{2}
\end{aligned}
$$

$$
\begin{aligned}
& =(-1)^{k+1} \frac{k^{2}+k-2 k^{2}-4 k-2}{2} \\
& =(-1)^{k+1} \frac{-k^{2}-3 k-2}{2} \\
& =(-1)^{k+2} \frac{k^{2}+3 k+2}{2} \\
& =(-1)^{k+2} \frac{(k+1)(k+2)}{2} \\
& =(-1)^{k+2}(1+2+\cdots+k+(k+1))
\end{aligned}
$$

(by Thm 1.6.1),
which is the right side of $S(k+1)$, completing the inductive step.
Therefore, by the principle of mathematical induction, for every $n \geq 1, S(n)$ is true.

Exercise 60: For each $n \geq 1$, let $S(n)$ denote the statement

$$
n^{2}-(n-1)^{2}+(n-2)^{2}+\cdots+(-1)^{n-1}(1)^{2}=\frac{n(n+1)}{2} .
$$

Base step $(n=1): S(1)$ says $1^{2}=\frac{1(1+1)}{2}$ which is true.
Inductive step: For some fixed $k \geq 1$, assume the inductive hypothesis

$$
S(k): k^{2}-(k-1)^{2}+(k-2)^{2}+\cdots+(-1)^{k-1}(1)^{2}=\frac{k(k+1)}{2}
$$

to be truc. To see that

$$
S(k+1):(k+1)^{2}-k^{2}+(k-1)^{2}+\cdots+(-1)^{k}(1)^{2}=\frac{(k+1)(k+2)}{2}
$$

follows, start with the left-hand side of $S(k+1)$ :

$$
\begin{aligned}
& (k+1)^{2}-k^{2}+(k-1)^{2}+\cdots+(-1)^{k}(1)^{2} \\
& \quad=(k+1)^{2}-\left[k^{2}-(k-1)^{2}+(k-2)^{2}+\cdots+(-1)^{k-1}(1)^{2}\right] \\
& \quad=(k+1)^{2}-\frac{k(k+1)}{2}(\text { by } S(k)) \\
& \quad=(k+1)\left[(k+1)-\frac{k}{2}\right] \\
& \quad=(k+1) \frac{2 k+2-k}{2} \\
& \quad=(k+1) \frac{k+2}{2}
\end{aligned}
$$

which is the right-hand side of $S(k+1)$. This completes the inductive step.
Therefore, by the principle of mathematical induction, for all $n \geq 1$, the statement $S(n)$ is true.

Exercise 61: For each $n \geq 1$, denote the equality in the exercise by

$$
E(n): 1^{3}+3^{3}+5^{3}+\cdots+(2 n-1)^{3}=n^{2}\left(2 n^{2}-1\right)
$$

Base step $(n=1)$ : Since $1^{3}=(1)^{2}\left(2(1)^{2}-1\right), E(1)$ is true.
Inductive step: For some fixed $k \geq 1$. assume the inductive hypothesis $E(k)$ to be true. To see that $E(k+1)$ follows,

$$
\begin{aligned}
& 1^{3}+3^{3}+5^{3}+\cdots+(2 k-1)^{3}+(2(k+1)-1)^{3} \\
& =1^{3}+3^{3}+5^{3}+\cdots+(2 k-1)^{3}+(2 k+1)^{3} \\
& =k^{2}\left(2 k^{2}-1\right)+(2 k+1)^{3} \quad(\text { by } E(k)) \\
& =2 k^{4}-k^{2}+8 k^{3}+12 k^{2}+6 k+1 \\
& =2 k^{4}+4 k^{3}+k^{2}+4 k^{3}+8 k^{2}+2 k+2 k^{2}+4 k+1 \\
& =k^{2}\left(2 k^{2}+4 k+1\right)+2 k\left(2 k^{2}+4 k+1\right)+2 k^{2}+4 k+1 \\
& =\left(k^{2}+2 k+1\right)\left(2 k^{2}+4 k+1\right) \\
& =(k+1)^{2}\left(2(k+1)^{2}-1\right) .
\end{aligned}
$$

and so $1^{3}+3^{3}+5^{3}+\cdots+(2 k-1)^{3}+(2(k+1)-1)^{3}=(k+1)^{2}\left(2(k+1)^{2}-1\right)$, which is $E(k+1)$. This concludes the inductive step $E(k) \rightarrow E(k+1)$.

By the principle of mathematical induction, for cach $n \geq 1 . E(n)$ is true.
Exercise 63: For each $n \geq 1$, define the statement

$$
S(n): \quad 1 \cdot 2+2 \cdot 3+\cdots+n(n+1)=\frac{n(n+1)(n+2)}{3} .
$$

Base step: The statement $S(1)$ says $1 \cdot 2=\frac{1(2)(3)}{3}$, which is true.
Induction ster: Let $k \geq 1$, and suppose that the inductive hypothesis

$$
S(k): 1 \cdot 2+2 \cdot 3+\cdots+k(k+1)=\frac{k(k+1)(k+2)}{3}
$$

is true. Yet to be proved is

$$
S(k+1): \quad 1 \cdot 2+2 \cdot 3+\cdots-k(k+1)+(k+1)(k+2)-\frac{(k+1)(k+2)(k+3)}{3} .
$$

Beginning with the left side of $S(k+1)$,

$$
1 \cdot 2+2 \cdot 3+\cdots+k(k+1)+(k+1)(k+2)
$$

$$
\begin{aligned}
& =\frac{k(k+1)(k+2)}{3}+(k+1)(k+2) \quad(\text { by } S(k)) \\
& =(k+1)(k+2)\left(\frac{k}{3}+1\right) \\
& =(k+1)(k+2) \frac{k+3}{3}
\end{aligned}
$$

which is the right side of $S(k+1)$, completing the inductive step.
Hence, by the principle of mathematical induction, for every $n \geq 1, S(n)$ holds.

Exercise 64: For each $n \geq 1$, let $A(n)$ be the assertion

$$
A(n): \quad 1 \cdot 3+2 \cdot 4+\cdots+(n--1)(n+1)=\frac{(n-1)(n)(2 n+5)}{6} .
$$

BASE STEP $(n=2): A(2)$ says $1 \cdot 3=\frac{(1)(2)(9)}{6}$ which is true.
Inductive step: For some $k \geq 2$ assume that

$$
A(k): \quad 1 \cdot 3+2 \cdot 4+\cdots+(k-1)(k+1)=\frac{(k-1)(k)(2 k+5)}{6}
$$

holds. To see that

$$
A(k+1): 1 \cdot 3+2 \cdot 4+\cdots+(k-1)(k+1)+k(k+2)=\frac{(k)(k+1)(2 k+7)}{6}
$$

holds, start with the left side:

$$
\begin{aligned}
1 \cdot & 3+2 \cdot 4+\cdots+(k-1)(k+1)+k(k+2) \\
& =\frac{(k-1)(k)(2 k+5)}{6}+k(k+2) \quad \text { (by ind. hyp.) } \\
& =k\left[\frac{(k-1)(2 k+5)}{6}+(k+2)\right] \\
& =k\left[\frac{2 k^{2}+3 k-5}{6}+\frac{6 k+12}{6}\right] \\
& =k\left[\frac{2 k^{2}+9 k+7}{6}\right] \\
& =\frac{k(k+1)(2 k+7)}{6}
\end{aligned}
$$

which is the right-hand side of $A(k+1)$. So $A(k+1)$ follows from $A(k)$, completing the inductive step.

Thus by mathematical induction, for each $n \geq 2, A(n)$ holds.

Exercise 65: For each $n \geq 1$, let $S(n)$ denote the statement

$$
1 \cdot 2 \cdot 3+2 \cdot 3 \cdot 4+3 \cdot 4 \cdot 5+\cdots+n(n+1)(n+2)=\frac{1}{4} n(n+1)(n+2)(n+3)
$$

Base ster $(n=1)$ : Since $1 \cdot 2 \cdot 3=6=\frac{1}{4} 1 \cdot 2 \cdot 3 \cdot 4$, the base case $S(1)$ is true.
Inductive, step: For some fixed $k \geq 1$, assume the inductive hypothesis

$$
S(k): \quad 1 \cdot 2 \cdot 3+2 \cdot 3 \cdot 4+\cdots+k(k+1)(k+2)=\frac{1}{4} k(k+1)(k+2)(k+3)
$$

to be true. To be shown is that

$$
S(k+1): 1 \cdot 2 \cdot 3+2 \cdot 3 \cdot 4+\cdots+(k+1)(k+2)(k+3)=\frac{1}{4}(k+1)(k+2)(k+3)(k+4)
$$

follows. Beginning with the left side of $S(k+1)$, (rewritten with the penultimate. term inserted for clarity)

$$
\begin{aligned}
1 & \cdot 2 \cdot 3+2 \cdot 3 \cdot 4+\cdots+k(k+1)(k+2)+(k+1)(k+2)(k+3) \\
& =\frac{1}{4} k(k+1)(k+2)(k+3)+(k+1)(k+2)(k+3) \text { (by ind. hyp.) } \\
& =(k+1)(k+2)(k+3)\left[\frac{1}{4} k+1\right] \\
& =(k+1)(k+2)(k+3)\left[\frac{1}{4}(k+4)\right]
\end{aligned}
$$

which is indeed the right side of $S(k+1)$, concluding the inductive step $S(k) \rightarrow$ $S(k+1)$.

Therefore, by the principle of mathematical induction; for each $n \geq 1$, the statement $S(n)$ is truc.

Exercise 66: For each $n \geq 1$. let $S(n)$ denote the statement

$$
S(n): \sum_{j=1}^{n} j(j+1)(j+2)(j+3)=\frac{n(n+1)(n+2)(n+3)(n+4)}{5}
$$

Base Step $(n \div 1)$ : The left side of $S(1)$ is $1 \cdot 2 \cdot 3 \cdot 4=24$, and the right side of $S(1)$ is $\frac{1 \cdot 2 \cdot 3 \cdot 4 \cdot 5}{5}=24$ as well, proving the base case.

Inductive step: For some fixed $k \geq 1$, assume the inductive hypothesis

$$
S(k): \sum_{j=1}^{k} j(j+1)(j+2)(j+3)=\frac{k(k+1)(k+2)(k+3)(k+4)}{5}
$$

to be true. It remains to show that

$$
S(k+1): \sum_{j=1}^{k+1} j(j+1)(j+2)(j+3)=\frac{(k+1)(k+2)(k+3)(k+4)(k+5)}{5}
$$

follows. Starting with the left side of $S(k+1)$ and separating the last term,

$$
\begin{aligned}
& \sum_{j=1}^{k+1} j(j+1)(j+2)(j+3) \\
& =\left(\sum_{j=1}^{k} j(j+1)(j+2)(j+3)\right) \\
& +(k+1)(k+2)(k+3)(k+4) \\
& =\frac{k(k+1)(k+2)(k+3)(k+4)}{5} \\
& \quad+(k+1)(k+2)(k+3)(k+4) \quad(\text { by } S(k)) \\
& =(k+1)(k+2)(k+3)(k+4)\left[\frac{k}{5}+1\right] \\
& =(k+1)(k+2)(k+3)(k+4) \frac{k+5}{5}
\end{aligned}
$$

which agrees with the right side of $S(k+1)$, completing the inductive step $S(k) \rightarrow$ $S(k+1)$.

Therefore, by the principle of mathematical induction, for all $n \geq 1, S(n)$ is true.

Exercise 67: Fix some $k \in \mathbb{Z}^{+}$, and for each $n \geq 1$, denote the statement

$$
S(n): \quad \sum_{j=1}^{n} j(j+1) \cdots(j+k-1)=\frac{(k+n)!}{(k+1) \cdot(n-1)!}
$$

Base $\operatorname{step}(n=1)$ : The statement $S(1)$ says (where $j=1$ produces the only summand on the left)

$$
1 \cdot 2 \cdots k=\frac{(k+1)!}{k+1 \cdot(0!)}
$$

since $(k+1)!=(k+1)(k!)$ and $0!=1$, the two sides agree, completing the proof of the base case $S(1)$.

Inductive, step: For some fixed $m \geq 1$, assurne the inductive hypothesis

$$
S(m): \quad \sum_{j=1}^{m} j(j+1) \cdots(j+k-1)=\frac{(k+m)!}{(k+1) \cdot(m-1)!}
$$

to be truc. [Note: One shouldn't use $S(k)$ here, because the statement needed to prove already has a $k$ in it, so employ a new variable $m$ in the inductive step.] It remains to show that

$$
S(m+1): \sum_{j=1}^{m+1} j(j+1) \cdots(j+k-1)=\frac{(k+m+1)!}{(k+1) \cdot m!}
$$

follows. Beginning with the left side of $S(m+1)$ and separating the last summand,

$$
\begin{aligned}
& \sum_{j=1}^{m+1} j(j+1) \cdots(j+k-1) \\
& \quad=\left(\sum_{j=1}^{m} j(j+1) \cdots(j+k-1)\right)+(m+1)(m+2) \cdots(m+k) \\
& \quad=\frac{(k+m)!}{(k+1) \cdot(m-1)!}+(m+1)(m+2) \cdots(m+k) \quad(\text { by } S(m)) \\
& =\frac{(k+m)!}{(k+1) \cdot(m-1)!}+\frac{(m+k)!}{m!} \\
& =\frac{(k+m)!m}{(k+1) \cdot(m)!}+\frac{(k+m)!}{m!} \\
& =\frac{(k+m)!}{m!}\left[\frac{m n}{k+1}+1\right] \\
& =\frac{(k+m)!}{m!} \cdot \frac{m+k+1}{k+1},
\end{aligned}
$$

which reduces to the right side of $S(m+1)$ as desired. This concludes the inductive step $S(m) \rightarrow S(m+1)$.

Therefore, by the principle of mathematical induction, for all $n \geq 1$. $S(n)$ is true.

Exercise 68: This identity was mentioned by Peter Ross in [465], a media review of the article A LISP prover for induction formulae, where he says that an induction proof of this identity "is tedious, although straightforward."

For each $n \geq 1$, denote the statement in the exercise by

$$
S(n): \quad \sum_{k=1}^{n}(2 k-1)(2 k+1)(2 k+3)=n\left(2 n^{3}+8 n^{2}+7 n-2\right) .
$$

BASE STEP ( $n=1$ ): The statement $S(1)$ says (where $k=1$ gives the only summand on the left)

$$
(2 \cdot 1-1)(2 \cdot 1+1)(2 \cdot 1+3)=1\left(2\left(1^{3}\right)+8\left(2^{2}\right)+7(1)-2\right)
$$

This simplifics to $1 \cdot 3 \cdot 5=2+8+7-2$, or $15=15$, showing that indced $S(1)$ holds.

Inductive step: For some fixed $t \geq 1$, assume the inductive hypothesis

$$
S(t): \sum_{k=1}^{t}(2 k-1)(2 k+1)(2 k+3)=t\left(2 t^{3}+8 t^{2}+7 t-2\right)
$$

to be true. It remains to show that

$$
S(t+1): \sum_{k=1}^{t+1}(2 k-1)(2 k+1)(2 k+3)=(t+1)\left(2(t+1)^{3}+8(t+1)^{2}+7(t+1)-2\right)
$$

follows. Beginning with the left side of $S(t+1)$,

$$
\begin{aligned}
& \sum_{k=1}^{t+1}(2 k-1)(2 k+1)(2 k+3) \\
& \left.\quad=\left[\sum_{k=1}^{t} 2 k-1\right)(2 k+1)(2 k+3)\right]+(2 t+1)(2 t+3)(2 t+5) \\
& \quad=t\left(2 t^{3}+8 t^{2}+7 t-2\right)+(2 t+1)(2 t+3)(2 t+5)(\text { by } S(t)) \\
& \quad=2 t^{4}+8 t^{3}+7 t^{2}-2 t+8 t^{3}+36 t^{2}+46 t+15 \\
& \quad=2 t^{4}+16 t^{3}+43 t^{2}+44 t+15 \\
& =(t+1)\left(2 t^{3}+14 t^{2}+25 t+15\right) \text { (by polynomial division) } \\
& \quad=(t+1)\left(2(t+1)^{3}+8(t+1)^{2}+7(t+1)-2\right)
\end{aligned}
$$

where the last equality is easiest to see by multiplying out the second expression in the last line. This completes the derivation of $S(t+1)$ using $S(t)$, concluding the inductive step.

Therefore, by the principle of mathematical induction, for all $n \geq 1, S(n)$ is true.

Exercise 70: For each $n \geq 1$, let $S(n)$ denote the statement

$$
0 \cdot 0!+1 \cdot 1!+2 \cdot 2!+3 \cdot 3!+\cdots+n \cdot n!=(n+1)!-1
$$

BASE STEP $(n=1): S(1)$ says $0 \cdot 0!+1 \cdot 1!=2!-1$, which is correct, since both sides equal 1.

Inductive step; For some fixed $k \geq 1$, assume the inductive hypothesis $S(k)$ to be true. To see that $S(k+1)$ follows, the left side of $S(k+1)$ is

$$
\begin{aligned}
0 & \cdot 0!+1 \cdot 1!+2 \cdot 2!+\cdots+k \cdot k!+(k+1) \cdot(k+1)! \\
& =(k+1)!-1+(k+1) \cdot(k+1)!(\text { by } S(k)) \\
& =(1+(k+1)) \cdot(k+1)!-1 \\
& =(k+2) \cdot(k+1)!-1 \\
& =(k+2)!-1
\end{aligned}
$$

which equals the right side of $S(k+1)$. This completes the inductive step $S(k) \rightarrow$ $S(k+1)$.
'I'herefore, by the principle of mathematical induction, for all $n \geq 1, S(n)$ is true.

Exercise 71: For each $n \geq 1$, let $S(n)$ denote the statement

$$
\frac{1}{1 \cdot 2}+\frac{1}{2 \cdot 3}+\frac{1}{3 \cdot 4}+\cdots+\frac{1}{n(n \cdot+1)}=\frac{n}{n+1} .
$$

BASE STEP $(n=1): S(1)$ merely says $\frac{1}{1 \cdot 2}=\frac{1}{1+1}$, a true statement.
Inductive step: For some fixed $k \geq 1$, assume the inductive hypothesis $S(k)$ to be true. To be shown is that $S(k+1)$ follows:

$$
\begin{align*}
& \frac{1}{1 \cdot 2}+\frac{1}{2 \cdot 3}+\cdots+\frac{1}{k(k+1)}+\frac{1}{(k+1)(k+2)} \\
&=\frac{k}{k+1}+\frac{1}{(k+1)(k+2)}  \tag{k}\\
&=\frac{k(k+2)+1}{(k+1)(k+2)} \\
&=\frac{k^{2}+2 k+1}{(k+1)(k+2)} \\
&=\frac{(k+1)^{2}}{(k+1)(k+2)}
\end{align*}
$$

$$
=\frac{k+1}{k+2}
$$

which proves $S(k+1)$ from the truth of $S(k)$, thereby completing the inductive step. Therefore, by the principle of mathematical induction, for all $n \geq 1, S(n)$ is true.

Another solution to Exercise 71: Proving the equality in the exercise can be done directly with an old trick: the partial fraction identity $\frac{1}{n(n+1)}=\frac{1}{n}-\frac{1}{n+1}$. The sum can then be seen to telescope, a phenomenon that itself can be proved by induction (sce Exercise 137).

$$
\begin{aligned}
& \frac{1}{1 \cdot 2}+\frac{1}{2 \cdot 3}+\frac{1}{3 \cdot 4}+\cdots+\frac{1}{n(n+1)} \\
& \quad=\left(\frac{1}{1}-\frac{1}{2}\right)+\left(\frac{1}{2}-\frac{1}{3}\right)+\left(\frac{1}{3}-\frac{1}{4}\right)+\cdots+\left(\frac{1}{n}-\frac{1}{n+1}\right) \\
& \quad=1-\frac{1}{n+1}- \\
& \quad=\frac{n}{n+1}
\end{aligned}
$$

This completes the second proof.
Exercise 72: For cach $n \geq 1$, let $S(n)$ denote the statement

$$
\sum_{i=0}^{n-1} \frac{1}{(n+i)(n 1-i+1)}=\frac{1}{2 n}
$$

The truth of $S(n)$ for all $n \geq 1$ follows from Exercise 71. since the sum in $S(n)$ is the sum of roughly the last half of a much longer series beginning at $\frac{1}{1 \cdot 2}$ rather than at $\frac{1}{n(n+1)}$. These calculations are given first, followed by an inductive proof of $S(n)$. Direct proof of Exercise 72:

$$
\begin{align*}
\sum_{i=0}^{n-1} \frac{1}{(n+i)(n+i+1)} & =\sum_{i=0}^{2 n-2} \frac{1}{(i+1)(i+2)}-\sum_{i=0}^{n-2} \frac{1}{(i+1)(i+2)} \\
& =\frac{2 n-1}{2 n} \cdots \frac{n-1}{2 n}  \tag{byExcrcise71}\\
& =\frac{2 n-1-2 n+2}{2 n} \\
& =\frac{1}{2 n}
\end{align*}
$$

## Inductive proof of Exercise 72:

Base Step $(n=1)$ : In $S(1)$, the sum on the left is the trivial sum $\frac{1}{(1+0)(1+0+1)}$, whereas the right-hand side is $\frac{1}{2}$; these two are equal, so $S(1)$ is true.
Inductive step: For some fixed $k \geq 1$, assume the inductive hypothesis

$$
S(k): \sum_{i=0}^{k-1} \frac{1}{(k+i)(k+i+1)}=\frac{1}{2 k}
$$

to be true. To see that

$$
S(k+1): \quad \sum_{i=0}^{k} \frac{1}{(k+1+i)(k+i+2)}=\frac{1}{2(k+1)}
$$

follows, starting with the left-hand side,

$$
\begin{aligned}
& \sum_{i=0}^{k} \frac{1}{(k+1+i)(k+2+i)} \\
& =\sum_{j=1}^{k+1} \frac{1}{(k+j)(k+j+1)} \\
& =\sum_{j=0}^{k-1} \frac{1}{(k+j)(k+j+1)} \cdot \frac{1}{k(k+1)}+\frac{1}{2 k(2 k+1)}+\frac{1}{(2 k+1)(2 k+2)} \\
& =\frac{1}{2 k}-\frac{1}{k(k+1)}+\frac{1}{2 k(2 k+1)}+\frac{1}{(2 k+1)(2 k+2)} \\
& =\frac{1}{2 k}-\frac{1}{k(k+1)}+\frac{2 k+2+2 k}{2 k(2 k+1)(2 k+2)} \\
& =\frac{1}{2 k}-\frac{1}{k(k+1)}+\frac{1}{2 k(k+1)} \\
& =\frac{k+1-2+1}{2 k(k+1)} \\
& =\frac{1}{2(k+1)}
\end{aligned}
$$

completing the proof of $S(k+1)$ and hence the inductive step.
Therefore, by the principle of mathematical induction, for all $n \geq 1, S(n)$ is true.

Exercise 73: For each $n \geq 1$, let $S(n)$ denote the statement

$$
\frac{1}{1 \cdot 2 \cdot 3}+\frac{1}{2 \cdot 3 \cdot 4}+\frac{1}{3 \cdot 4 \cdot 5}+\cdots+\frac{1}{n(n+1)(n+2)}=\frac{n(n+3)}{4(n+1)(n+2)} .
$$

BASE STEP: $S(1)$ says $\frac{1}{1 \cdot 2 \cdot 3}=\frac{1 \cdot 4}{4 \cdot 2 \cdot 3}$ which is correct, since both sides are equal to $\frac{1}{6}$.

Inductive step: For some fixed $k \geq 1$, assume the inductive hypothesis

$$
S(k): \quad \sum_{i=1}^{k} \frac{1}{i(i+1)(i+2)}=\frac{k(k+3)}{4(k+1)(k+2)}
$$

to be true. It remains to show that

$$
S(k+1): \sum_{i=1}^{k+1} \frac{1}{i(i+1)(i+2)}=\frac{(k+1)(k+4)}{4(k+2)(k+3)}
$$

follows. Starting with the left-hand side of $S(k+1)$,

$$
\begin{align*}
\sum_{i=1}^{k+1} \frac{1}{i(i+1)(i+2)} & =\sum_{i=1}^{k} \frac{1}{i(i+1)(i+2)}+\frac{1}{(k+1)(k+2)(k+3)} \\
& =\frac{k(k+3)}{4(k+1)(k+2)}+\frac{4}{4(k+1)(k+2)(k+3)}  \tag{k}\\
& =\frac{k(k+3)(k+3)}{4(k+1)(k+2)(k+3)}+\frac{4}{4(k+1)(k+2)(k+3)} \\
& =\frac{k^{3}+6 k^{2}+9 k+4}{4(k+1)(k+2)(k+3)} \\
& =\frac{(k+1)^{2}(k+4)}{4(k+1)(k+2)(k+3)} \\
& =\frac{(k+1)(k+4)}{4(k+2)(k+3)}
\end{align*}
$$

one arrives at the right-hand side of $S(k+1)$. This completes the inductive step.
Therefore, by the principle of mathematical induction, for each $n \geq 1, S(n)$ is truc.

Exercise 74: For each $n \geq 1$, let $S(n)$ denote the statement

$$
1-\frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\cdots+\frac{1}{2 n-1}-\frac{1}{2 n}=\frac{1}{n+1}+\frac{1}{n+2}+\cdots+\frac{1}{2 n}
$$

The expression on the left constitutes the first $2 n-1$ terms of what is called the "alternating harmonic serics".

Base step $(n=1)$ : Note that the left side of $S(n)$ has denominators which range from 1 to $2 n$, whereas the denominators on the right range from $n+1$ to $2 n$. So, for $n=1$, the denominators on the left range from 1 to 2 , whereas on the right, they range from $1+1=2$ to $2 \cdot 1=2$, that is, on the right, there is only one term. Hence, $S(1)$ says $1-\frac{1}{2}=\frac{1}{2}$, which is true.
Inductive step: For some fixed $k \geq 1$, assume the inductive hypothesis $S(k)$ :

$$
1-\frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\cdots+\frac{1}{2 k-1}-\frac{1}{2 k}=\frac{1}{k+1}+\frac{1}{k+2}+\cdots+\frac{1}{2 k} .
$$

to be true. It remains to prove that $S(k+1)$ :

$$
1-\frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\cdots+\frac{1}{2 k+1}-\frac{1}{2 k+2}=\frac{1}{k+2}+\frac{1}{k+3}+\cdots+\frac{1}{2 k+2}
$$

follows. Beginning with the left side of $S(k+1)$ (and filling two more penultimate terms)

$$
\begin{align*}
& 1-\frac{1}{2}+\frac{1}{3}-\frac{1}{4}+\cdots+\frac{1}{2 k-1}-\frac{1}{2 k}+\frac{1}{2 k+1}-\frac{1}{2 k+2} \\
& =\frac{1}{k+1}+\frac{1}{k+2}+\cdots+\frac{1}{2 k}+\frac{1}{2 k+1}-\frac{1}{2 k+2}  \tag{k}\\
& =\frac{1}{k+2}+\cdots+\frac{1}{2 k}+\frac{1}{2 k+1}+\frac{1}{k+1}-\frac{1}{2 k+2} \\
& =\frac{1}{k+2}+\cdots+\frac{1}{2 k}+\frac{1}{2 k+1}+\frac{2}{2 k+2}-\frac{1}{2 k \cdot+2} \\
& =\frac{1}{k+2}+\cdots+\frac{1}{2 k}+\frac{1}{2 k+1}+\frac{1}{2 k+2}
\end{align*}
$$

agreeing with the right side of $S(k+1)$. (This sequence of equalities turned out to be far easicr than one might have thought at the onset!) This completes the inductive step $S(k) \rightarrow S(k+1)$.

Therefore, by the principle of mathematical induction, for all $n \geq 1, S(n)$ is true.

Exercise 75: ('This exercise is the subject of an exposition in [433, Vol I, p. 112.114].)

For each $n \geq 1$, let $P(n)$ be the proposition

$$
\frac{1}{1 \cdot 3}+\frac{1}{3 \cdot 5}+\frac{1}{5 \cdot 7}+\cdots+\frac{1}{(2 n-1)(2 n+1)}=\frac{n}{2 n+1} .
$$

Base step: $P(1)$ says $\frac{1}{1 \cdot 3}=\frac{1}{2(1)+1}$, which is true.,

Inductive step: For some fixed $k \geq 1$, assume the inductive hypothesis $P(k)$ :

$$
\frac{1}{1 \cdot 3}+\frac{1}{3 \cdot 5}+\frac{1}{5 \cdot 7}+\cdots+\frac{1}{(2 k-1)(2 k+1)}=\frac{k}{2 k+1}
$$

to be true. The consequence to be proved is $P(k+1)$ :

$$
\frac{1}{1 \cdot 3}+\frac{1}{3 \cdot 5}+\frac{1}{5 \cdot 7}+\cdots+\frac{1}{(2 k+1)(2 k+3)}=\frac{k+1}{2 k+3} .
$$

The expression to the left of the equal sign in $P(k+1)$ (written with the second last summand explicit) is equal to

$$
\begin{align*}
& \frac{1}{1 \cdot 3}+\frac{1}{3 \cdot 5}+\frac{1}{5 \cdot 7}+\cdots+\frac{1}{(2 k-1)(2 k+1)}+\frac{1}{(2 k+1)(2 k+3)} \\
& =\frac{k}{2 k+1}+\frac{1}{(2 k+1)(2 k+3)} \quad(\text { by } S(k))  \tag{k}\\
& =\frac{k(2 k+3)+1}{(2 k+1)(2 k+3)} \\
& =\frac{2 k^{2}+3 k+1}{(2 k+1)(2 k+3)} \\
& =\frac{(2 k+1)(k+1)}{(2 k+1)(2 k+3)} \\
& =\frac{k+1}{2 k+3}
\end{align*}
$$

which equals the expression on the right side of $P(k+1)$. This completes the proof of $P(k+1)$, and hence the inductive step $P(k) \rightarrow P(k+1)$.

By mathematical induction, one concludes that for all $n \geq 1, P(n)$ is true.
Exercise 77: For $n \geq 1$, denote the statement in the exercise by

$$
S(n): \quad \frac{1}{1 \cdot 3}+\frac{1}{2 \cdot 4}+\cdots+\frac{1}{(n)(n+2)}=\frac{n(3 n+5)}{4(n+1)(n+2)} .
$$

Base stip: Since $\frac{1}{1 \cdot 3}=\frac{3+5}{4 \cdot 2 \cdot 3}, S(1)$ is true.
Inductive ster: For some fixed $m \geq 1$, assume that

$$
S(m): \frac{1}{1 \cdot 3}+\frac{1}{2 \cdot 4}+\cdots+\frac{1}{(m)(m+2)}=\frac{m(3 m+5)}{4(m+1)(m+2)} .
$$

is true. It remains to show that

$$
S(m+1): \frac{1}{1 \cdot 3}+\frac{1}{2 \cdot 4}+\cdots+\frac{1}{(m+1)(m+3)}=\frac{(m+1)(3 m+8)}{4(m+2)(m+3)}
$$

follows. Starting with the left-hand side of $S(m+1)$,

$$
\begin{align*}
& \frac{1}{1 \cdot 3}+\frac{1}{2 \cdot 4}+\cdots+\frac{1}{m(m+2)}+\frac{1}{(m+1)(m+3)} \\
& =\frac{m(3 m+5)}{4(m+1)(m+2)}+\frac{1}{(m+1)(m+3)} \quad(\text { by } S(m)) \\
& =\frac{m(3 m+5)(m+3)+4(m+2)}{4(m+1)(m+2)(m+3)} \\
& =\frac{m^{3}+14 m^{2}+19 m+8}{4(m+1)(m+2)(m+3)} \\
& =\frac{\left(3 m^{2}+11 m+8\right)(m+1)}{4(m+1)(m+2)(m+3)} \\
& =\frac{3 m^{2}+11 m+8}{4(m+2)(m+3)} \\
& =\frac{(m+1)(3 m+8)}{4(m+2)(m+3)}
\end{align*}
$$

proving $S(m+1)$ as desired, thereby concluding the inductive step.
By MI, for each $n \geq 1, S(n)$ is true.
Exercise 78: For $n \geq 1$, denote the equality in the exercise by

$$
Q(n): \frac{1}{1 \cdot 5}+\frac{1}{5 \cdot 9}+\frac{1}{9 \cdot 13}+\cdots+\frac{1}{(4 n-3)(4 n+1)}=\frac{n}{4 n+1} .
$$

Base step: It is trivial that $\frac{1}{1.5}=\frac{1}{4.1+1}$, and so $Q(1)$ is true.
Inductive step: Suppose that for some $k \geq 1, Q(k)$ holds. It suffices to show that

$$
Q(k+1): \frac{1}{1 \cdot 5}+\frac{1}{5 \cdot 9}+\frac{1}{9 \cdot 13}+\cdots+\frac{1}{(4 k+1)(4 k+5)}=\frac{k+1}{4 k+5}
$$

follows. Beginning with the expression on the left side of the equality in $Q(k+1)$,

$$
\frac{1}{1 \cdot 5}+\frac{1}{5 \cdot 9}+\frac{1}{9 \cdot 13}+\cdots+\frac{1}{(4 k-3)(4 k+1}+\frac{1}{(4 k+1)(4 k+5)}
$$

$$
\begin{align*}
& =\frac{k}{4 k+1}+\frac{1}{(4 k+1)(4 k+5)}  \tag{k}\\
& =\frac{k(4 k+5)+1}{(4 k+1)(4 k+5)} \\
& =\frac{4 k^{2}+5 k+1}{(4 k+1)(4 k+5)} \\
& =\frac{(4 k+1)(k+1)}{(4 k+1)(4 k+5)} \\
& =\frac{k+1}{4 k+5},
\end{align*}
$$

proving $Q(k+1)$, and hence completing the inductive step $Q(k) \rightarrow Q(k+1)$.
Therefore, by the principle of mathematical induction, for all $n \geq 1, Q(n)$ is true.

Exercise 79: This appeared in [499, Prob. 14], for example.
For $n \geq 1$, let $P(n)$ be the proposition

$$
\frac{1^{2}}{1 \cdot 3}+\frac{2^{2}}{3 \cdot 5}+\frac{3^{2}}{5 \cdot 7}+\cdots+\frac{n^{2}}{(2 n-1)(2 n+1)}=\frac{n(n+1)}{2(2 n+1)} .
$$

Basf step: The left side of $P(1)$ is $\frac{1}{3}$, and the right side of $P(1)$ is $\frac{1 \cdot 2}{2 \cdot 3}$, which is also $\frac{1}{3}$, so $P^{\prime}(1)$ is truc.
Inductive step: Let $k \geq 1$ be fixed and suppose that

$$
P(k): \quad \sum_{i=1}^{k} \frac{i^{2}}{(2 i-1)(2 i+1)}=\frac{k(k+1)}{2(2 k+1)}
$$

is truc. To be proved is that

$$
P(k+1): \sum_{i=1}^{k+1} \frac{i^{2}}{(2 i-1)(2 i+1)}-\frac{(k+1)(k+2)}{2(2 k+3)}
$$

follows; this is accomplished by:

$$
\begin{aligned}
\sum_{i=1}^{k+1} \frac{i^{2}}{(2 i-1)(2 i+1)} & =\left[\sum_{i=1}^{k} \frac{i^{2}}{(2 i-1)(2 i+1)}\right]+\frac{(k+1)^{2}}{(2(k+1)-1)(2(k+1)+1)} \\
& =\frac{k(k+1)}{2(2 k+1)}+\frac{(k+1)^{2}}{(2 k+1)(2 k+3)} \quad(\text { by } P(k))
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{k(k+1)(2 k+3)+2(k+1)^{2}}{2(2 k+1)(2 k+3)} \\
& =\frac{(k+1)[k(2 k+3)+2(k+1)]}{2(2 k+1)(2 k+3)} \\
& =\frac{(k+1)\left[2 k^{2}+5 k+2\right]}{2(2 k+1)(2 k+3)} \\
& =\frac{(k+1)(2 k+1)(k+2)}{2(2 k+1)(2 k+3)} \\
& =\frac{(k+1)(k+2)}{2(2 k+3)}
\end{aligned}
$$

proves $P(k+1)$. This completes the inductive step.
By MI., for all $n \geq 1$, that $\mu(n)$ is true.
Fxercise 80: For each $n \geq 1$, let $Q(n)$ denote the statement

$$
\sum_{k \cdots 1}^{n} \frac{1}{k^{2}+3 k+2}=\frac{n}{2(n+2)}
$$

Proof using Exercise 71: Notice that the denominators in each summand factors:

$$
\begin{align*}
\sum_{k:=1}^{n} \frac{1}{k^{2}+3 k+2} & =\sum_{k=1}^{n} \frac{1}{(k+1)(k+2)} \\
& =\sum_{j=2}^{n+1} \frac{1}{j(j+1)} \\
& =\sum_{j=1}^{n+1} \frac{1}{j(j+1)}-\frac{1}{2} \\
& =\frac{n+1}{n+2} \frac{1}{2}  \tag{byExercise71}\\
& =\frac{2 n+2-(n+2)}{2(n+2)} \\
& =\frac{n}{2(n+2)}
\end{align*}
$$

as desired.
Inductive proof of $Q(n)$ :
BASE: CASF: $Q(1)$ says $\frac{1}{(1)^{2}+3(1)+2}-\frac{1}{2(1+2)}$, which reduces to $\frac{1}{6}=\frac{1}{6}$, and so is truc.

InduCtIVE STEP: For some $m \geq 1$, suppose that

$$
Q(m): \quad \sum_{k=1}^{m} \frac{1}{k^{2}+3 k+2}=\frac{m}{2(m+2)}
$$

is true. Prove the slatement

$$
Q(m+1): \sum_{k=1}^{m+1} \frac{1}{k^{2}+3 k+2}=\frac{m+1}{2(m+3)}
$$

as follows:

$$
\begin{aligned}
\sum_{k=1}^{m+1} \frac{1}{k^{2}+3 k+2} & =\sum_{k=1}^{m} \frac{1}{k^{2}+3 k+2}+\frac{1}{(m+1)^{2}+3(m+1)+2} \\
& =\frac{m}{2(m+2)}+\frac{1}{m^{2}+5 m+6} \\
& =\frac{m}{2(m+2)}+\frac{1}{(m+2)(m+3)} \\
& =\frac{m(m+3)+2}{2(m+2)(m+3)} \\
& =\frac{m^{2}+3 m+2}{2(m+2)(m+3)} \\
& =\frac{(m+1)(m+2)}{2(m+2)(m+3)} \\
& =\frac{m+1}{2(m+3)}
\end{aligned}
$$

This completes the inductive step $Q(m) \rightarrow Q(m+1)$.
By mathematical induction, for any $n \geq 2, Q(n)$ is true.

Exercise 81: This problem occurs in an old Canadian grade school text [385] without solution. For $n \geq 1$, denote the statement of the exercise by

$$
S(n): \quad \sum_{i=1}^{n} \frac{i}{11 i^{2}+i^{4}}=\frac{n(n+1)}{2\left(n^{2}+n+1\right)}
$$

BASF STEP: $S(1)$ says $\frac{1}{1+1+1}=\frac{1 \cdot 2}{2(1+1+1)}$, which is true.
INDUCTIVE shbr: Fix $m \geq 1$ and suppose that $S(m)$ is truc. To propare for $S(m+1)$, observe that

$$
1+(m+1)^{2}+(m+1)^{4}=\left(m^{2}+m+1\right)\left(m^{2}+3 m+3\right)
$$

To prove $S(m+1)$, start with the LIIS of $S(m+1)$ :

$$
\begin{align*}
\sum_{i=1}^{m+1} \frac{i}{1+i^{2}+i^{4}} & =\sum_{i=1}^{m} \frac{i}{1+i^{2}+i^{4}}+\frac{m+1}{1+(m+1)^{2}+(m+1)^{4}} \\
& =\frac{m(m+1)}{2\left(m^{2}+m+1\right)}+\frac{m+1}{1+(m+1)^{2}+(m+1)^{4}}  \tag{m}\\
& =\frac{m(m+1)}{2\left(m^{2}+m+1\right)}+\frac{m+1}{\left(m^{2}+m+1\right)\left(m^{2}+3 m+3\right)} \\
& =\frac{m+1}{m^{2}+m+1}\left[\frac{m}{2}+\frac{1}{m^{2}+3 m+3}\right] \\
& =\frac{m+1}{m^{2}+m+1} \cdot \frac{m\left(m^{2}+3 m+3\right)+2}{2\left(m^{2}+3 m+3\right)} \\
& =\frac{m+1}{m^{2}+m+1} \cdot \frac{m^{3}+3 m^{2}+3 m+2}{\left.2\left((m+1)^{2}+(m+1)+1\right)\right)} \\
& =\frac{m+1}{m^{2}+m+1} \cdot \frac{\left(m^{2}+m+1\right)(m+2)}{\left.2\left((m+1)^{2}+(m+1)+1\right)\right)} \\
& =\frac{(m+1)(m+2)}{\left.2\left((m+1)^{2}+(m+1)+1\right)\right)}
\end{align*}
$$

which is the right side of $S(m+1)$, concluding the inductive step.
By the principle of mathematical induction, for each $n \geq 1 ; S(n)$ is truc. [In fact, $S(0)$ is also true.]

Exercise 82: For each $n \geq 1$, let. $S(n)$ be the statement

$$
\frac{1}{1 \cdot 4}+\frac{1}{4 \cdot 7}+\frac{1}{7 \cdot 10}+\cdots+\frac{1}{(3 n-2)(3 n+1)}=\frac{n}{3 n+1}
$$

or written in sigma notation,

$$
\sum_{i=1}^{n} \frac{1}{(3 i-2)(3 i+1)}=\frac{n}{3 n+1}
$$

BASE STEP: When $n=1, S(1)$ says $\frac{1}{(1)(4)}=\frac{1}{4}$, a true statement.
Ininuctive step: For some fixed $k \geq 1$, suppose that $S(k)$ is true. To see that $S(k+1)$ is true,

$$
\begin{aligned}
\sum_{i=1}^{k+1} \frac{1}{(3 i-2)(3 i+1)} & =\left[\sum_{i=1}^{k} \frac{1}{(3 i-2)(3 i+1)}\right]+\frac{1}{(3(k+1)-2)(3(k+1)+1)} \\
& =\left[\frac{k}{3 k+1}\right]+\frac{1}{(3 k+1)(3 k+4)} \quad(\text { by } S(k))
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{k(3 k+4)+1}{(3 k+1)(3 k+4)} \\
& =\frac{3 k^{2}+4 k+1}{(3 k+1)(3 k+4)} \\
& =\frac{(k+1)(3 k+1)}{(3 k+1)(3 k+4)} \\
& =\frac{k+1}{3 k+4} \\
& =\frac{k+1}{3(k+1)+1}
\end{aligned}
$$

which proves $S(k+1)$. This completes the inductive step.
By the principle of mathematical induction, for all $n \geq 2$, the statement $S(n)$ is true.

Exercise 84: For sach $n \geq 2$, let $S(n)$ be the statement

$$
\left(1-\frac{1}{2}\right)\left(1-\frac{1}{3}\right)\left(1-\frac{1}{4}\right) \cdots\left(1-\frac{1}{n}\right)=\frac{1}{n}
$$

or using product notation,

$$
\prod_{i=2}^{n}\left(1-\frac{1}{i}\right)=\frac{1}{n}
$$

Base step: When $n=2$, the equality says $\mathrm{I}-\frac{1}{2}=\frac{1}{2}$, which is true.
Inductive step: For some $k \geq 2$, suppose that $S(k)$ is truc. Then

$$
\begin{align*}
\prod_{i=2}^{k+1}\left(1-\frac{1}{i}\right) & =\left[\prod_{i=2}^{k}\left(1-\frac{1}{i}\right)\right]\left(1-\frac{1}{k+1}\right) \\
& =\frac{1}{k}\left(1-\frac{1}{k+1}\right)  \tag{k}\\
& =\frac{1}{k} \cdot \frac{k}{k+1} \\
& =\frac{1}{k+1}
\end{align*}
$$

proves that $S(k+1)$ follows. This completes the inductive step.
By mathematical induction, for all $n \geq 2, S(n)$ is true.
Exercise 85: For each $n \geq 2$, let $S(n)$ be the statement

$$
\left(1-\frac{1}{4}\right)\left(1-\frac{1}{9}\right)\left(1-\frac{1}{16}\right) \cdots\left(1-\frac{1}{n^{2}}\right)=\frac{n+1}{2 n}
$$

or in product notation,

$$
\prod_{i=2}^{n}\left(1-\frac{1}{i^{2}}\right)=\frac{n+1}{2 n} .
$$

BASE STEP $(n=2): S(2)$ says $1-\frac{1}{4}=\frac{2+1}{2 \cdot 2}$, which is correct, both sides being $\frac{3}{4}$. Induction step: For some fixed $k \geq 2$, suppose that $S(k)$ is true. Then

$$
\begin{align*}
\prod_{i=2}^{k+1}\left(1-\frac{1}{i^{2}}\right) & =\left[\prod_{i=2}^{k}\left(1-\frac{1}{i^{2}}\right)\right]\left(1-\frac{1}{(k+1)^{2}}\right) \\
& =\frac{k+1}{2 k}\left(1-\frac{1}{(k+1)^{2}}\right)  \tag{k}\\
& =\frac{k+1}{2 k} \cdot \frac{k^{2}+2 k}{(k+1)^{2}} \\
& =\frac{k+2}{2(k+1)}
\end{align*}
$$

shows that $S(k+1)$ follows, completing the inductive step.
Therefore, by mathematical induction, for all $n \geq 2$, the statement $S(n)$ holds true.

Exercise 86: See [266, pp. 125-6] for solution.

### 27.2 Solutions: Sums with binomial coefficients

Exercise 88: For each $n \geq 1$, let $S(n)$ be the statement

$$
\binom{2}{2}+\binom{3}{2}+\binom{4}{2}+\cdots+\binom{n+1}{2}=\frac{n(n+1)(n+2)}{6}
$$

BASE STEP $(n=1)$ : The statement $S(1)$ says $\binom{2}{2}=\frac{(1)(2)(3)}{6}$; so $S(1)$ holds.
Induction step $(S(k) \rightarrow S(k+1))$ : Fix some $k \geq 1$ and suppose that the induction hypothesis

$$
S(k):\binom{2}{2}+\binom{3}{2}+\binom{4}{2}+\cdots+\binom{k+1}{2}=\frac{k(k+1)(k+2)}{6}
$$

is true. Next, show that

$$
S(k+1):\binom{2}{2}+\binom{3}{2}+\binom{4}{2}+\cdots+\binom{k+1}{2}=\frac{(k+1)(k+2)(k+3)}{6}
$$

follows. Starting with the left side of $S(k+1)$,

$$
\begin{aligned}
& \binom{2}{2}+\cdots+\binom{k+1}{2}+\binom{k+2}{2} \\
& =\frac{k(k+1)(k+2)}{6}+\binom{k+2}{2} \\
& =\frac{k(k+1)(k+2)}{6}+\frac{(k+1)(k+2)}{2} \\
& =\frac{k(k+1)(k+2)}{6}+\frac{3(k+1)(k+2)}{6} \\
& =\frac{k(k+1)(k+2)+3(k+1)(k+2)}{6}
\end{aligned}
$$

which yields the right side of $S(k+1)$. the inductive step $S(k) \rightarrow S(k+1)$ is completed.

By mathematical induction, for all $n \geq 1, S(n)$ holds.
Exercise 89: For $n \geq 1$, denote the first proposition in the statement of the exercise by

$$
P(n): \quad \sum_{i=1}^{n} \frac{1}{\binom{i+1}{2}}=2-\frac{2}{n+1}
$$

BASE STFIP: Since

$$
\frac{1}{\binom{2}{2}}=1=2-\frac{2}{2}
$$

$P(1)$ is true.
Inductive step: For some fixed $k \geq 1$, assume that $P(k)$ holds. Then

$$
\begin{align*}
\sum_{i=1}^{k+1} \frac{1}{\binom{i+1}{2}} & =\left[\sum_{i=1}^{k} \frac{1}{\binom{i+1}{2}}\right]+\frac{1}{\binom{k+2}{2}} \\
& =2-\frac{2}{k+1}+\frac{1}{\binom{k+2}{2}}  \tag{k}\\
& =2-\frac{2}{k+1}+\frac{2}{(k+2)(k+1)} \\
& =2-\frac{2}{k+1}\left[1-\frac{1}{k+2}\right] \\
& =2-\frac{2}{k+1}\left[\frac{k+1}{k+2}\right] \\
& =2-\frac{2}{k+2}
\end{align*}
$$

proving $P(k+1)$, and completing the inductive step.

By mathematical induction, for all $n \geq 1, P(n)$ is true.
An infinite series converges iff the limit of the partial sums exists. In this case, the limit exists because the partial sums are increasing and each is less than 2. Hence, conclude that this limit exists (and is at most 2). Indeed, one can calculate the limit directly:

$$
\sum_{i=1}^{\infty} \frac{1}{\binom{i+1}{2}} \leq 2=\lim _{n \rightarrow \infty} \sum_{i=1}^{n} \frac{1}{\binom{i+1}{2}}=\lim _{n \rightarrow \infty} 2-\frac{2}{n+1}=2
$$

See [402] for a related diagram.
It turns out that all of this machinery was unnecessary, since $\frac{1}{\binom{i}{2}}=\frac{2}{i(i+1)}=$ $\frac{2}{i}-\frac{2}{i+1}$, and so the sum $\sum_{i=1}^{n} \frac{1}{\binom{i+1}{2}}$ telescopes to $2-\frac{2}{n+1}$.

Exercise 90 (Pascal's identity): Two proofs are presented; the first is by induction and is rather cumbersome, whereas the second is direct and very simplc. This demonstrates that induction is not always the preferred proof, but the inductive method is presented here anyway, if only to show its utility.

Proof by induction: Fix $r$, and for all $n \geq r$, let $P(n)$ be the proposition

$$
P(n):\binom{n+1}{r}=\binom{n}{r}+\binom{n}{r-1} .
$$

Base step $(n=r)$ : The statement $P(r)$ says $\binom{r+1}{r}=\binom{r}{r}+\binom{r}{r-1}$, that is, $r+1=$ $1+r$, and so $P(r)$ is true.

Induction step: Fix some $k \geq r$ and suppose that

$$
P(k):\binom{k+1}{r}=\binom{k}{r}+\binom{k}{r-1}
$$

is true. Consider the statement

$$
P(k+1): \quad\binom{k+2}{r}=\binom{k+1}{r}+\binom{k+1}{r-1}
$$

Beginning with the left side of $P(k+1)$, apply Lemma 9.6.1 four times, in the first, third and sixth lines below (in the first line, use $m=k+2$ and $s=r$; in the third line, use $m=k+1$ and $s=r$ and $s=r-1$ respectively; in the sixth line, use $m=k+1$ and $s=r):$

$$
\binom{k+2}{r}
$$

$$
\begin{aligned}
& =\frac{k+2}{k+2-r}\binom{k+1}{r} \\
& =\frac{k+2}{k+2-r}\left[\binom{k}{r}+\binom{k}{r-1}\right] \quad(\text { by } P(k)) \\
& =\frac{k+2}{k+2-r}\left[\frac{k+1-r}{k+1}\binom{k+1}{r}+\frac{k+1-(r-1)}{k+1}\binom{k+1}{r-1}\right] \\
& =\frac{(k+2)(k+1-r)}{(k+2-r)(k+1)}\binom{k+1}{r}+\frac{k+2}{k+1}\binom{k+1}{r-1} \\
& =\frac{(k+2)(k+1-r)}{(k+2-r)(k+1)}\binom{k+1}{r}+\frac{1}{k+1}\binom{k+1}{r-1}+\binom{k+1}{r-1} \\
& =\frac{(k+2)(k+1-r)}{(k+2-r)(k+1)}\binom{k+1}{r}+\frac{r}{(k+1)(k-r+2)}\binom{k+1}{r}+\binom{k+1}{r-1} \\
& =\frac{(k+2)(k+1-r)+r}{(k+2-r)(k+1)}\binom{k+1}{r}+\binom{k+1}{r-1} \\
& =\binom{k+1}{r}+\binom{k+1}{r-1}
\end{aligned}
$$

which is the right-hand side of $P(k+1)$, completing the inductive step.
Consequently, by mathematical induction, for all $n \geq 0, P(n)$ holds.
Direct proof: Let $S$ be a set with $n+1$ elements, and consider some fixed $x \in S$. There are $\binom{n i 1}{r} r$-subsets of $S$ - count them according to whether or not they contain $x$ : there are $\binom{n}{r}$ not containing $x$, (each formed by choosing $r$ of the remaining $n$ elements in $S \backslash\{x\}$ ). and there are $\binom{n}{r-1} r$-sets containing $x$, (cach formed by selecting an additional $r \cdots 1$ elements in $S \backslash\{x\}$ ).

Exercise 92 [Pascal]: For cach $n>2$ let $S^{\prime}(n)$ be the assertion that for all $k$ satisfying $1 \leq k \leq n-1$,

$$
\frac{\binom{n}{k}}{\binom{n}{k+1}}=\frac{k+1}{n-k} .
$$

The prool is by induction on $n$, and in the inductive step, Lemma 9.6 .1 is applied. BASE STEP $(n=2)$ : When $n=2$, the only choice for $k$ is $k=1$. In this case,

$$
\frac{\binom{2}{1}}{\binom{2}{1+1}}-2=\frac{1+1}{2 \cdots 1}
$$

and so $S(2)$ is true.
Indictive step $(S(m) \rightarrow S(m+1)$ ): Fix $m \geq 2$, and suppose that $S(m)$ is true, that is, for any $k$ satisfying $1 \leq k \leq m-1$,

$$
S_{k}(m): \frac{\binom{m}{k}}{\binom{m}{k+1}}=\frac{k+1}{m-k}
$$

is true. To be shown is that for any $1 \leq k \leq m$,

$$
\frac{\binom{m+1}{k}}{\binom{m+1}{k+1}}=\frac{k+1}{m+1-k}
$$

For $m=k$, the desired equality is true, so assume that $k<m$. Then

$$
\begin{array}{rlr}
\frac{\binom{m+1}{k}}{\binom{m+1}{k+1}} & =\frac{\frac{m+1}{m+1-k}\binom{m}{k}}{\frac{m+1}{m-k}\binom{m+1}{k+1}} & \text { (by Lemma 9.6.1, twice) } \\
& =\frac{m-k}{m+1-k} \cdot \frac{\binom{m}{k}}{\binom{m}{k+1}} & \\
& =\frac{m-k}{m+1-k} \cdot \frac{k+1}{m-k} & \\
& =\frac{k+1}{m+1-k}, & \text { (by } \left.S_{k}(m)\right)
\end{array}
$$

as desired. This completes the inductive step.
Hence, by mathematical induction, for each $n \geq 2$, the statement $S(n)$ holds true.

Exercise 93 [Pascal]: The proof provided herc is far less intuitive than that in Exercise 92, and was arrived at by working backwards from what was required.

For each $n \geq 2$ let $S(n)$ be the claim that for all $k$ satisfying $1 \leq k \leq n-1$,

$$
\frac{\binom{n}{k}}{\binom{n}{k+1}}=\frac{k+1}{n-k} .
$$

Proceed by induction on $n$, and use Pascal's identity:
Base step $(n=2)$ : When $n=2$, the only choice for $k$ is $k=1$. In this case,

$$
\frac{\binom{2}{1}}{\binom{2}{1+1}}=2=\frac{1+1}{2-1},
$$

and so $S(2)$ is true.

Indective step $(S(m) \rightarrow S(m+1)$ ): Fix $m \geq 2$, and suppose that $S(m)$ is true, that is, for any $k$ satisfying $1 \leq k \leq m-1$.

$$
S_{k}(m): \frac{\binom{m}{k}}{\binom{m}{k+1}}=\frac{k+1}{m-k}
$$

is true. It remains to prove that for any $1 \leq k \leq m$,

$$
\frac{\binom{m+1}{k}}{\binom{m+1}{k+1}}=\frac{k+1}{m+1-k} .
$$

For $m=k$, the desired equality is true, so assume that $k<m$. By the inductive hypothesis,

$$
\frac{k+1}{m-k}=\frac{\binom{m}{k}}{\binom{m}{k+1}}
$$

and simple algebra shows

$$
\frac{1+\frac{k}{m-k+1}}{1+\frac{k 11}{m-k}} \cdot \frac{k+1}{m+1-k}=\frac{k+1}{m-k}
$$

Thus,

$$
\frac{\binom{m}{k}}{\binom{m}{k ; 1}}=\frac{1+\frac{k}{m-k+1}}{1+\frac{k+1}{m \cdot k}} \cdot \frac{k+1}{m+1-k} .
$$

By inductive hypotheses $S_{k-1}(m)$ and $S_{k}(m)$,

Multiplying out, one arrives at

$$
(m+1-k)\left[\binom{m}{k}+\binom{m}{k-1}\right]=(k+1)\left[\binom{m}{k: 1}+\binom{m}{k}\right] .
$$

Applying Pascal's identity,

$$
(m+1-k)\binom{m+1}{k}=(k+1)\binom{m+1}{k+1}
$$

whence the desired equality follows, completing the inductive step.
So, by mathematical induction, for all $n \geq 2, S(n)$ is true.

Exercise 95 [Euler]: For $t \geq 0$, let $S(t)$ be the statement that for any non-negative integers $m$ and $n$ with $m+n=t$, and any $p \geq 0$,

$$
\binom{m+n}{p}=\sum_{i=0}^{p}\binom{m}{i}\binom{n}{p-i} .
$$

B^Se step $(t=0)$ : When $t=0$, only $m=n=0$ is possible. In this case, $S(0)$ says

$$
\binom{0}{p}=\sum_{i=0}^{p}\binom{0}{i}\binom{0}{p-i} .
$$

If $p=0$, the left side of $S(0)$ is equal to 1 , and the right side has only one summand, namely $\binom{0}{0}\binom{0}{0-0}$, also equal to 1 . If $p \geq 1$, the left side is equal to 0 , and every summand on the right-hand side will have a factor of the form $\binom{0}{i}$ where $i>0$, and so every summand on the right is also 0 . Thus, $S(0)$ holds.

Suppose that for some $k \geq 0, S(k)$ holds, that is, for every $m \geq 0$ and $n \geq 0$ with $m+n=k$, and any $p \geq 0$,

$$
\binom{m+n}{p}=\sum_{i=0}^{p}\binom{m}{i}\binom{n}{p-i}
$$

holds. To show that $S(k+1)$ holds, show that for any $m \geq 0$ and $n \geq 0$ with $m+n=k$, and any $p \geq 0$,

$$
\binom{m+n+1}{p}=\sum_{i=0}^{p}\binom{m}{i}\binom{n+1}{p \cdots i} .
$$

If $p=0$, then both sides are equal to 1 , so assume that $p \geq 1$. Beginning with the left side of the above equality,

$$
\begin{array}{rlr}
\binom{m+n+1}{p} & =\binom{m+n}{p}+\binom{m+n}{p-1} & \text { (Pascal's id.) } \\
& =\sum_{1-0}^{p}\binom{m}{i}\binom{n}{p-i}+\sum_{1-0}^{p-1}\binom{m}{i}\binom{n}{p-1-i} & \text { (ind. hyp.) } \\
& =\sum_{i=0}^{p-1}\binom{m}{i}\left[\binom{n}{p-i}+\binom{n}{p-1-i}\right]+\binom{m}{p} \\
& =\left[\sum_{i=0}^{p-1}\binom{n}{i}\binom{n+1}{p-i}\right]+\binom{m}{p}\binom{n+1}{0} & \text { (Pascal's id.) } \tag{Pascal'sid.}
\end{array}
$$

$$
=\sum_{i=0}^{p}\binom{m}{i}\binom{n+1}{p-i},
$$

finishing the proof of the desired equality, and hence the proof of $S(k+1)$. This completes the inductive step.

Therefore, by mathematical induction, for all $t \geq 0, S(t)$ holds.
Exercise 96 [Lagrange]: This is a very interesting equality, because proving it directly by induction seems far more difficult than proving the more general statement of Theorem 9.6.2. One attempt to prove this by induction was given in [350, Ex. 55], however the careful reader will spot that this proof is not "purcly inductive". In fact, in the inductive step of this proof, another special case of Theorem 9.6.2 is invoked; this seems rather pointless, since the Corollary 9.6.3 follows directly in one step from another special case of Theorem 9.6.2! Nevertheless, there is value in examining such an attempt. The presentation given here differs slightly from that in [350], mostly in the order of equalities used; the main idea is the same.

Proof of Corollary 9.6.3: For each integer $n \geq 0$, let $S(n)$ denote the statement

$$
S(n):\binom{2 n}{n}-\sum_{i=0}^{n}\binom{n}{i}^{2}
$$

Base step $(n=0,1)$ : The statement $S(0)$ says $\binom{0}{0}=\binom{0}{0}^{2}$, which is true since both sides are equal to 1 . To start the induction step for $k \geq 1$, also check the case $n=1$ : the statement $S(1)$ says $\binom{2}{1}=\binom{0}{0}^{2}+\binom{1}{0}^{2}$, and upon evaluating, says $2=1+1$, which is true.

Inductive s'rep $(S(k) \rightarrow S(k+1))$ : Fix some $k \geq 1$ and assume that the inductive hypothesis

$$
S(k):\binom{2 k}{k}=\sum_{i=0}^{k}\binom{k}{i}^{2}
$$

is true. It remains to prove

$$
S(k+1):\binom{2 k+2}{k+1}=\sum_{i=0}^{k+1}\binom{k+1}{i}^{2} .
$$

Starting with the left side of $S(k+1)$ and applying Pascal's identity twice,

$$
\begin{aligned}
\binom{2 k+2}{k+1} & =\binom{2 k+1}{k+1}+\binom{2 k+1}{k} \\
& -\binom{2 k}{k+1}+\binom{2 k}{k}+\binom{2 k}{k}+\binom{2 k}{k-1}
\end{aligned}
$$

$$
=\binom{2 k}{k}+2\binom{2 k}{k+1}+\binom{2 k}{k},
$$

where the last line used $\binom{2 k}{k+1}=\binom{2 k}{k-1}$. In applying the inductive hypothesis to the first summand in the bracket in the last line, how is the last term handled? Notice that by Theorem 9.6.2,

$$
\binom{2 k}{k-1}=\sum_{i=0}^{k+1}\binom{k}{i}\binom{k}{k+1-i}
$$

and so, by also applying the inductive hypothesis,

$$
\begin{align*}
\binom{2 k+2}{k+1} & =\sum_{i=0}^{k}\binom{k}{i}^{2}+2 \sum_{i=0}^{k+1}\binom{k}{i}\binom{k}{k+1-i}+\sum_{j=0}^{k}\binom{k}{j}^{2} \\
& =\sum_{i=0}^{k}\binom{k}{i}^{2}+2 \sum_{i=1}^{k}\binom{k}{i}\binom{k}{k+1-i}+\sum_{j}^{k}\binom{k}{j}^{2} \\
& =\sum_{i=0}^{k}\binom{k}{i}^{2}+2 \sum_{i=1}^{k}\binom{k}{i}\binom{k}{i-1}+\sum_{i=1}^{k+1}\binom{k}{i-1}^{2} \\
& =\binom{k}{0}^{2}+\sum_{i=1}^{k}\left(\binom{k}{i}+\binom{k}{i-1}\right)^{2}+\binom{k}{k}^{2} \\
& =\binom{k+1}{0}^{2}+\sum_{i=1}^{k}\binom{k+1}{i}^{2}+\binom{k+1}{k+1}^{2}  \tag{Pascal'sid.}\\
& =\sum_{i=0}^{k+1}\binom{k+1}{i}^{2}
\end{align*}
$$

This completes the inductive step.
Thercfore, by induction, for each $n \geq 0$, the statement $S(n)$ is true.
Note: The technique used in [350] to begin the sequence of equalities above was to use the identity $\binom{m}{s}=\frac{m}{s}\binom{m . l}{s-l}$ (which follows by direct computation or by Lemma 9.6.1 twice) as follows:

$$
\binom{2 k+2}{k+1}=\frac{2 k+2}{k+1}\binom{2 k+1}{k}=2\binom{2 k+1}{k}
$$

and then apply Pascal's identity. This technique does not seem as natural as the one employed above.

It seems that Lagrange's identity is more difficult to prove than Euler's equality because upon using Pascal's identity, certain variables are reduced only by one, and then the inductive hypothesis is of no help because there are binomial confficients which are not of the form $\binom{2 k}{k}$. It is entirely possible, however, that a purely inductive proof exists, though it seems as if it would be either messy or intricate.

Exercise 97: This exercise occurs in [350, Ex. 59], however there strong induction is used, although not needed. The proof is rather simple.

For each $n \geq 0$, let $S(n)$ be the statement that for any $m \geq 0$,

$$
\sum_{i=0}^{n}\binom{m+i}{m}=\binom{m+n+1}{m+1}
$$

Base ster: When $n=0, S(0)$ says $\sum_{i=0}^{0}\binom{m+i}{m}=\binom{m+1}{m+1}$, which is true since both sides are equal to 1 .
Induction step: Suppose that for some $k \geq 0, S(k)$ is true. To be shown is that $S(k+1)$ is true, that is, for any $m \geq 0$,

$$
\sum_{i=0}^{k+1}\binom{m+i}{m}=\binom{m+k+2}{m+1}
$$

Starting with the left side of this equation,

$$
\begin{array}{rlrl}
\sum_{i=0}^{k+1}\binom{m+i}{m} & -\sum_{i=0}^{k}\binom{m+i}{m}+\binom{m+k+1}{m} \\
& =\binom{m+k+1}{m+1}+\binom{m+k+1}{m} & & (\text { by } S(k)) \\
& =\binom{m+k+2}{m+1} & & \text { (by Pascal's id.), }
\end{array}
$$

finishing the proof of $S(k+1)$ and hence the inductive step.
Therefore, by the principle of mathematical induction, for all $n \geq 0$, the statement $S(n)$ is true.

Exercise 98: This exercise occurs in [350, Ex. 60], where strong induction is used, however unnecessarily so. The equality in this exercise is the very same as that in Exercise 97, becanse binomial coefficients are symmetric, that is, for $M \leq N,\binom{n}{A+1}=\binom{n}{N-M}$; so in this case, $\binom{m+i}{i}=\binom{m+i}{m}$ and $\binom{m+n+1}{m+1}=\binom{m+n+1}{n}$ yield precisely the same problem! However, pretending not to notice this, here is a proof of the result by induction nevertheless.

For each $n \geq 0$, let $S(n)$ be the declaration that for every $m \geq 0$,

$$
\sum_{i: 0}^{n}\binom{m+i}{i}=\binom{m+n+1}{n}
$$

Base step: $S(0)$ says $\sum_{i=0}^{0}\binom{m+i}{i}=\binom{m+1}{0}$, which is true since both sides equal 1. INDUCTION STEP: For some $k \geq 0$, assume that $S(k)$ is true. To be shown is that $S(k+1)$ is true, that is, for any $m \geq 0$,

$$
\sum_{i=0}^{k+1}\binom{m+i}{i}=\binom{m+k+2}{k+1}
$$

Beginning with the left side of this equation,

$$
\begin{array}{rlrl}
\sum_{i=0}^{k+1}\binom{m+i}{i} & =\quad \sum_{i=0}^{k}\binom{m+i}{i}+\binom{m+k+1}{k+1} \\
& =\quad\binom{m+k+1}{k}+\binom{m+k+1}{k+2} & \quad \text { (by } S(k))  \tag{k}\\
& = & \binom{m+k+2}{k+1} \quad \text { (by Pascal's id.) }
\end{array}
$$

completing the proof of $S(k+1)$, and hence the inductive step.
Therefore, by the principle of $M 1$, for all $n \geq 0, S(n)$ is true.
Exercise 99: There are two choices for the variable to induct on. The most natural choice is to fix $m$ and induct on $n \geq m$. There is a small problem here: while inducting on $n$, say, from $n=k$ to $n=k+1$, the truth of the statement is needed not just for $k$ and $m$, but for $k$ and $m-1$ as well. IIence, fixing $m$ in advance might be troublesome. Instead, induct on $n$, but for each $n$, "do" all $m \leq n$. In the induction step then, with $n=k+1$, the case $m=k+1$ is unavailable, and so this is handled separately.

Let $S(m, n)$ be the statement,

$$
\sum_{i=0}^{n-m}(-1)^{i}\binom{n}{m+i}=\binom{n-1}{m-1}
$$

Let $T(n)$ be the statement that for all $m \leq n, S(m, n)$ holds,
Basf; $\operatorname{STEP}(n=1)$ : When $n=1$, the only choice for $m$ is $m=1$, in which case $T(1)=S(1,1)$ says $\sum_{i=0}^{1-1}(-1)^{i}\binom{1}{1+i}=\binom{1-1}{1-1}$; this sum has only one term (when $i=0$ ), which is $\binom{1}{1}=1$, and since $\binom{1-1}{1-1}=1$ as well, $T(1)$ is true.

Induction step: For some $k \geq 1$, assume that $T(k)$ is true, that is for all $m=$ $1, \ldots, k, S(m, k)$, is true. That is, assume that for all $m=1, \ldots, k$,

$$
\sum_{i=0}^{k-m}(-1)^{i}\binom{k}{m+i}=\binom{k-1}{m-1} .
$$

It remains to show $T(k+1)$, that is, to show that for all $m=1, \ldots, k, k+1$,

$$
\sum_{i=0}^{k+1-m}(-1)^{i}\binom{k+1}{m+i}=\binom{k}{m-1}
$$

Examine two cases, $m \leq k$, and $m=k+1$.
First, let $m \leq k$. Then

$$
\begin{aligned}
& \sum_{i-0}^{k+1-m}(-1)^{i}\binom{k+1}{m+i} \\
& =\sum_{i=0}^{k+1-m}(-1)^{i}\left[\binom{k}{m+i}+\binom{k}{m+i-1}\right] \\
& =\sum_{i=0}^{k-m}(-1)^{i}\binom{k}{m+i}+(-1)^{k+1-m}\binom{k}{k+1}+\sum_{i=0}^{k+i-m}(-1)^{i}\binom{k}{m+i \cdots 1} \\
& =\sum_{i=0}^{k-m}(-1)^{i}\binom{k}{m+i}+0+\sum_{i=0}^{k-(m-1)}(-1)^{i}\binom{k}{m-1+i} \\
& \left.=\binom{k-1}{m-1}+\binom{k-1}{m-2} \text { (by ind. hyp. } S(m, k) \text { and } S(m-1, k)\right) \\
& =\binom{k+1}{m-1},
\end{aligned}
$$

finishing the inductive step for the case $m \leq k$.
Let $m=k+1$. Then

$$
\sum_{i=0}^{k+1-(k+1)}(-1)^{i}\binom{k+1}{k+1+i}=\sum_{i=0}^{0}(-1)^{i}\binom{k+1}{k+1+i}=\binom{k+1}{k+1}=1
$$

on the other hand, $\left(\begin{array}{ccc}k+1 & 1 \cdots & 1 \\ m & 1\end{array}\right)=\binom{k}{k}=1$ as well. Fven though the inductive hypothesis was not required here, this completes the inductive step when $m=k+1$. Hence $T(k) \rightarrow T(k+1)$, completing the inductive step.

Therefore, by mathematical induction, for each $n \geq 1, T(n)$ holds.
Exercise 100: For each $n \geq 1$, let $A(n)$ be the assertion that

$$
\sum_{i=0}^{n}(-1)^{i}\binom{n}{i}=0 .
$$

Base step: $A(1)$ says $(-1)^{0}\binom{1}{0}+(-1)^{1}\binom{1}{1}=0$, which is true.
Indcctive step: Fix some $k \geq 1$ and assume that $A(k)$ is true. Then

$$
\begin{aligned}
& \sum_{i=0}^{k+1}(-1)^{i}\binom{k+1}{i} \\
& =\binom{k+1}{0}+(-1)^{k+1}\binom{k+1}{k+1}+\sum_{i=1}^{k}(-1)^{i}\binom{k+1}{i} \\
& =1+(-1)^{k+1}+\sum_{i=1}^{k}(-1)^{i}\left[\binom{k}{i}+\binom{k}{i-1}\right] \\
& =1+\left[\sum_{i=1}^{k}(-1)^{i}\binom{k}{i}\right]+\left[\sum_{i=1}^{k}(-1)^{i}\binom{k}{i-1}\right]+(-1)^{k+1} \\
& =\binom{k}{0}+\left[\sum_{i=1}^{k}(-1)^{i}\binom{k}{i}\right]-\left[\sum_{j=0}^{k-1}(-1)^{j}\binom{k}{j}\right]-(-1)^{k}\binom{k}{k} \\
& =\binom{k}{0}+\left[\sum_{i=1}^{k}(-1)^{i}\binom{k}{i}\right]-\left[\sum_{j=0}^{k}(-1)^{j}\binom{k}{j}\right] \\
& =\binom{k}{0}+\sum_{i=1}^{k}(-1)^{i}\binom{k}{i}-0(\text { by } A(k)) \\
& =\sum_{i=0}^{k}(-1)^{i}\binom{k}{i} \\
& =0 \quad(\text { again by } A(k))
\end{aligned}
$$

shows that $A(k+1)$ is also true, completing the inductive step.

Exercise 101: This "well-known" identity is mentioned by Klee in [315], complete with proof, where it appears in discussion regarding the Euler characteristic. By convention, $\binom{-1}{0}=1=\binom{n}{0}$ and for $i>n,\binom{n}{i}=0$. First, the exercise is done for $0 \leq m<n$. (See the technique used in Exercise 99.)

For each $n \geq 1$, let $Q(n)$ be the proposition that for every $m$ satisfying $0 \leq m<$ $n$,

$$
P(m, n): \quad \sum_{i=0}^{m}(-1)^{i}\binom{n}{i}=(-1)^{m}\binom{n-1}{m}
$$

BASE STEP: When $n=1$, the only possible $m$ is $m=0$. In this case, the above equation reads $(-1)^{0}\binom{n}{0}=\binom{0}{0}$, and since both sides equal $1, Q(1)$ is true.

InDUCTION STEP: For some fixed $k \geq 1$, assume that, $Q(k)$ is true. It remains show that $Q(k+1)$ is also true, namely, that for every $m=0,1, \ldots, k$,

$$
\sum_{i=0}^{m}(-1)^{i}\binom{k+1}{i}=(-1)^{m}\binom{k}{m}
$$

Divide this inductive step into two cases.
If $m<k$, then

$$
\begin{aligned}
\sum_{i=0}^{m}(-1)^{i}\binom{k+1}{i} & =\binom{k+1}{0}+\sum_{i=1}^{m}(-1)^{i}\binom{k+1}{i} \\
& =1+\sum_{i=1}^{m}\left[\binom{k}{i}+\binom{k}{i-1}\right] \\
& =\sum_{i=0}^{m}(-1)^{i}\binom{k}{i}+\sum_{j=0}^{m-1}(-1)^{j+1}\binom{k}{j} \\
& =(-1)^{m}\binom{k-1}{m}-\sum_{j=0}^{m-1}(-1)^{j}\binom{k}{j}(\text { by } P(m, k)) \\
& =(-1)^{m}\binom{k-1}{m}-(-1)^{m-1}\binom{k-1}{m-1}(b y P(m-1, k)) \\
& =(-1)^{m}\binom{k-1}{m}+(1)^{m}\binom{k-1}{m-1} \\
& =(-1)^{m}\left[\binom{k-1}{m}+\binom{k-1}{m-1}\right]
\end{aligned}
$$

$$
=(-1)^{m}\binom{k}{m}
$$

which completes the inductive step in this case, showing $P(m, k+1)$ where $m<k$.
For $m=k$, to be shown is $P(k, k+1): \sum_{i=0}^{k}(-1)^{i}\binom{k+1}{i}=(-1)^{k}\binom{k}{k}$. This follows from equation (9.5) with $n=k+1$ by examining all but the last summand in the sum $\sum_{i=0}^{k+1}(-1)^{k}\binom{k+1}{i}$, or the binomial theorem and using $\binom{k+1}{k+1}=\binom{k}{k}$. So, in any case, $P(m, k+1)$ holds and so $Q(k+1)$ is true; so the inductive step holds.

Therefore, by mathematical induction, the result holds for all $0 \leq m<n$.
To be shown is that the desired equality holds for any choice of non-negative integers $m$ and $n$ (not just $0 \leq m<n$ ). If $m=n$, then the equality

$$
\sum_{i=0}^{m}(-1)^{i}\binom{n}{i}=(-1)^{m}\binom{n-1}{m}
$$

becomes

$$
\sum_{i=0}^{n}(-1)^{i}\binom{n}{i}=0
$$

precisely the statement in equation (9.5). If $n<m$, the right-hand side remains 0 , and the additional summands on the left are all zero, so the result still holds.

Exercise 102: This problem appeared in [350, Ex. 62].
For each $n \geq 0$, let $S(n)$ denote the expression

$$
\sum_{i=0}^{n}\binom{i}{2}\binom{i}{5}-\binom{n+1}{2}\binom{n+1}{6}+\binom{n+2}{8}-n\binom{n+2}{7}
$$

Base step: When $n-0$, both sides are 0 ; similarly, one can verify that both sides are 0 for $n=1,2,3,4$. When $n=5, S(n)$ reduces to

$$
\binom{5}{2}\binom{5}{5}=\binom{6}{2}\binom{6}{6}+\binom{7}{8}-5\binom{7}{7},
$$

or $10=15+0-5$ which is correct, so $S(5)$ is true. The case $n=5$ can be the base case for the induction (although $n=0$ works, too, but with $n=0$, there are a lot of trivial binomial coefficients floating around, and applying certain tricks, like Pascal's identity, requires more checking to make sure things make sense with zeros everywhere).
Inductive step: Fix some $k \geq 5$ and suppose that

$$
S(k): \sum_{i=0}^{k}\binom{i}{2}\binom{i}{5}=\binom{k+1}{2}\binom{k+1}{6}+\binom{k+2}{8}-k\binom{k+2}{7}
$$

is true. To be shown is that

$$
S(k+1): \sum_{i=0}^{k+1}\binom{i}{2}\binom{i}{5}=\binom{k+2}{2}\binom{k+2}{6}+\binom{k+3}{8}-(k+1)\binom{k+3}{7}
$$

follows. (The sequence of equalities that works is a bit tricky, applying Pascal's identity four times, in two different ways.) Begiming with the left side of $S(k+1)$,

$$
\begin{aligned}
& \sum_{i=0}^{k+1}\binom{i}{2}\binom{i}{5} . \\
& =\sum_{i=0}^{k}\binom{i}{2}\binom{i}{5}+\binom{k+1}{2}\binom{k+1}{5} \\
& =\binom{k+1}{2}\binom{k+1}{6}+\binom{k+2}{8}-k\binom{k+2}{7}+\binom{k+1}{2}\binom{k+1}{5}(b y S(k)) \\
& =\binom{k+1}{2}\left[\binom{k+1}{6}+\binom{k+1}{5}\right]+\binom{k+2}{8}-k\binom{k+2}{7} \\
& =\binom{k+1}{2}\binom{k+2}{6}+\binom{k+2}{8} \cdot k\binom{k+2}{7} \\
& =\left[\binom{k+2}{2}-\binom{k+1}{1}\right]\binom{k+2}{6}+\left[\binom{k+3}{8}-\binom{k+2}{7}\right]-k\binom{k+2}{7} \\
& =\binom{k+2}{2}\binom{k+2}{6}+\binom{k-3}{8}-(k+1)\binom{k+2}{7}-(k+1)\binom{k+2}{6} \\
& =\binom{k+2}{2}\binom{k+2}{6}+\binom{k+3}{8}-(k+1)\left[\binom{k+2}{7} \div\binom{ k+2}{6}\right] \\
& =\binom{k+2}{2}\binom{k+2}{6}+\binom{k+3}{8}-(k+1)\binom{k+3}{7} .
\end{aligned}
$$

which is equal to the right side of $S(k+1)$. This finishes the inductive step $S(k) \rightarrow S(k+1)$.

By the principle of mathematical induction, for all $n \geq 0$, the statement $S(n)$ is true.

Exercise 103: For each $n \geq 1$, let $S(n)$ be the statement

$$
(1+x)^{n}=\binom{n}{0}+\binom{n}{1} x+\binom{n}{2} x^{2}+\cdots+\binom{n}{n} x^{n} .
$$

BASE STEP: $S(1)$ says $(1+x)^{1}=\binom{1}{0}+\binom{1}{1} x$ which is valid.

Inductive step: Suppose that for some $k \geq 1, S(k)$ is true. Then

$$
\begin{aligned}
(1+x)^{k+1}= & (1+x)^{k}(1+x) \\
= & {\left[\binom{k}{0}+\binom{k}{1} x+\cdots+\binom{k}{k} x^{k}\right](1+x)(\text { by } S(k)) } \\
= & \binom{k}{0}+\binom{k}{1} x+\cdots+\binom{k}{k} x^{k} \\
& +\binom{k}{0} x+\binom{k}{1} x^{2}+\cdots+\binom{k}{k} x^{k+1} \\
= & \binom{k}{0}+\sum_{i=1}^{k}\left[\binom{k}{i}+\binom{k}{i-1}\right] x^{i}+\binom{k}{k} x^{k+1} \\
= & \binom{k+1}{0}+\sum_{i=1}^{k}\binom{k+1}{i} x^{i}+\binom{k+1}{k+1} x^{k+1} \quad \text { Pascal's id.) } \\
== & \binom{k+1}{0}+\binom{k+1}{1} x^{1}+\binom{k+1}{2} x^{2}+\cdots+\binom{k+1}{k+1} x^{k+1}
\end{aligned}
$$

finishing the proof of $S(k+1)$, and hence the inductive step.
Therefore, by MI, $S(n)$ holds for all $n \geq 1$.
Exercise 104: The letters $x$ and $y$ are variables indicating non-zero values for which $x^{0}=1$ and $y^{0}=1$ make sense-these values can be taken from any number field, for example. For each $n \geq 1$, let $S(n)$ be the statement.

$$
(x+y)^{n}=\sum_{j=0}^{n}\binom{n}{j} x^{n-j} y^{j}
$$

BASE Ster: $S(1)$ says $(x+y)^{1}=\binom{1}{0} x+\binom{1}{1} y$ which is valid.
Inductive step: For some $k \geq 1$, suppose that $S(k)$ is true. To complete the inductive step, it suffices to prove that

$$
S(k+1): \quad(x+y)^{k+1}=\sum_{j=0}^{k+1}\binom{k+1}{j} x^{k+1-j} y^{j}
$$

holds. To prove $S(k+1)$, the same trick is used as in the inductive step for Excrcise 103, namely break off one factor, apply the inductive hypothesis, use distributivity, combine like terms (that is, ones with the same $x^{a} y^{b}$ 's), and use Pascal's equality. Just how to collect like terms is most easily seen by writing out a few terms in each
sum, however due to space constraints, sigma notation is used throughout. [If the notation is at all confusing, the reader might write out the sigma expressions over two lines, lining up like terms.] Beginning with the left side of $S(k+1)$,

$$
\begin{aligned}
& (x+y)^{k+1} \\
& =(x+y)^{k}(x+y) \\
& =\left[\sum_{j=0}^{k}\binom{k}{j} x^{k-j} y^{j}\right](x+y) \quad(\text { by } S(k)) \\
& =\left[\sum_{j=0}^{k}\binom{k}{j} x^{k-j} y^{j}\right] x+\left[\sum_{j=0}^{k}\binom{k}{j} x^{k-j} y^{j}\right] y \\
& =\sum_{j=0}^{k}\binom{k}{j} x^{k+1-j} y^{j}+\sum_{j=0}^{k}\binom{k}{j} x^{k-j} y^{j+1} \\
& =\binom{k}{0} x^{k+1} y^{0}+\sum_{j=1}^{k}\binom{k}{j} x^{k+1-j} y^{j}+\sum_{j=0}^{k \cdots 1}\binom{k}{j} x^{k-j} y^{j+1}+\binom{k}{k} y^{k+1} \\
& =x^{k+\mathrm{t}} y^{0}+\sum_{j=1}^{k}\binom{k}{j} x^{k+1-j} y^{j}+\sum_{j=1}^{k}\binom{k}{j-1} x^{k+1 \cdot \cdot j} y^{j}+y^{k+1} \\
& =\binom{k+1}{0} x^{k+1} y^{0}+\sum_{j=1}^{k}\left[\binom{k}{j}+\binom{k}{j-1}\right] x^{k+1-j} y^{j}+\binom{k+1}{k+1} y^{k+1} \\
& =\binom{k+1}{0} x^{k+1} y^{0}+\sum_{j=1}^{k}\binom{k+1}{j} x^{k+1-j} y^{j}+\binom{k+1}{k+1} y^{k+1} \quad \text { (Pasc. id.) } \\
& =\sum_{j:=0}^{k+1}\binom{k+1}{j} x^{k+1-j} y^{j},
\end{aligned}
$$

finishing the proof of $S(k+1)$, and hence the inductive step.
Therefore, by MI, $S(n)$ holds for all $n \geq 1$.
Exercise 106: Let $S(n)$ be the statement

$$
x^{n}-y^{n}=(x-y)\left(\sum_{\nu=1}^{n} x^{n-\nu} y^{\nu-1}\right) .
$$

Base step: When $n=1$,

$$
x^{1}-y^{1}=(x-y) x^{0} y^{0}=(x-y)\left(\sum_{\nu=1}^{1} x^{1-\nu} y^{\nu-1}\right)
$$

and so $S(1)$ is true.
Inductive step: For some fixed $k \geq 1$, assume that $S(k)$ is true, that is,

$$
x^{k}-y^{k}=(x-y)\left(\sum_{\nu=1}^{k} x^{k-\nu} y^{\nu-1}\right) .
$$

Next to show is that $S(k+1)$

$$
x^{k+1}-y^{k+1}-(x \cdot y)\left(\sum_{\nu=1}^{k+1} x^{k+1-\nu^{\prime} y^{\prime \prime-1}}\right)
$$

is true. To accomplish this, perform a trick of adding and subtracting an extra term:

$$
\begin{aligned}
x^{k+1}-y^{k+1} & =x^{k+1}-x y^{k}+x y^{k}-y^{k+1} \\
& =x\left(x^{k}-y^{k}\right)+(x \cdot y) y^{k} \\
& -x(x-y)\left(\sum_{\nu=1}^{k} x^{k} \nu^{\nu} y^{\nu}\right)+(x-y) y^{k} \quad(b y S(k)) \\
& =(x-y)\left[x\left(\sum_{\nu=1}^{k} x^{k-\nu} y^{\nu-1}\right)+y^{k}\right] \\
& =(x-y)\left[\left(\sum_{\nu=1}^{k} x^{k+1-\nu} y^{\nu-1}\right)+y^{k}\right] \\
& =(x-y)\left[\sum_{\nu=1}^{k+1} x^{k+1-\nu} y^{\nu-1}\right]
\end{aligned}
$$

thereby proving $S(k+1)$.
Mathematical induction proves that for all $n \geq 1$, the statement $S(n)$ is true.
Exercise 107: For cach $n \geq 2$ and $0<j<n$, let $P(n, j)$ be the statement that $\sum_{k=0}^{n}\binom{n}{k}(-1)^{n-k} k^{j}=0$. As suggested in the exercise, one proof is by induction on $j$. Note that when $j=0$, if one interprets ()$^{0}$ as 1 , then $P(n, 0)$ is true by equation (9.5).

Base step $(P(n, 1))$ : When $n \geq 2, P(n, 1)$ is simply equation (9.7).
Inductive step: $([P(n, i-1) \wedge P(n-1, i-1)] \rightarrow P(n, i))$ : Fix $i \geq 2$ and let $n>i$. Suppose that both $P(n, i-1)$ and $P(n-1, i-1)$ are true. Then

$$
\begin{aligned}
& \sum_{k=0}^{n}\binom{n}{k}(-1)^{n-k} k^{i} \\
&=\left(\sum_{k=1}^{n-1}\binom{n}{k}(-1)^{n-k} k^{i}\right)+n^{i} \\
&=\left(\sum_{k=1}^{n-1} \frac{n}{k}\binom{n-1}{k-1}(-1)^{n-k} k^{i}\right)+n^{i} \quad \quad \text { (by Lemma 9.6.1) } \\
&=n\left(\sum_{k=1}^{n-1}\binom{n-1}{k-1}(-1)^{n k} k^{i-1}\right)+n^{i} \\
&=n\left(\sum_{k=1}^{n-1}\left[\binom{n}{k}-\binom{n-1}{k}\right](-1)^{n-k} k^{i \cdot 1}\right)+n^{i} \quad \quad \text { (by Pascal's id.) } \\
&=n \cdot\left(\sum_{k=0}^{n}\binom{n}{k}(-1)^{n-k} k^{i-1}\right)+(-1)^{0}\binom{n}{n} n^{i}-n \sum_{k=0}^{n-1}\binom{n-1}{k}(-1)^{n \cdot k} k^{i-1} \\
&=n \sum_{k=0}^{n}\binom{n}{k}(-1)^{n-k} k^{i-1}-n \sum_{k=0}^{n-1}\binom{n-1}{k}(-1)^{n-k} k^{i-1} \\
&=n \cdot 0-n \cdot 0 \quad \text { (by } P(n, i-1) \text { and } P(n-1, i \cdots 1)) .
\end{aligned}
$$

shows that $P(n, i)$ holds, completing the inductive step.
By mathematical induction, for all $j \geq 1$, and any $n>j, I^{\prime}(n, j)$ is truc.
Exercise 108 [Abel identity 1]: Let $a \in \mathbb{R}$ and for each $n \geq 1$, let $S(n)$ denote the statement

$$
\sum_{k=0}^{n}\binom{n}{k} x(x-k a)^{k-1}(y+k a)^{n-k}=(x+y)^{n}
$$

It seems quite difficult, to prove $S(n)$ by a standard inductive argument, so a trick contained in the following lemma (which needs a bit of calculus for it.s proof) is used.

Lemma 27.2.1. Polynomials $p(x, y)$ and $q(x, y)$ agree if and only if both $p(x,-x)=$ $q(x,-x)$, and

$$
\frac{\partial p}{\partial y}=\frac{\partial q}{\partial y} .
$$

Proof outline: If $p$ and $q$ are differentiable functions with domain $\mathbb{R}^{2}$, the conditions imply that for every fixed $x_{0}$, the restriction of $p$ and $q$ to single variable functions $f(y)=p\left(x_{0}, y\right)$ and $g(y)=q\left(x_{0}, y\right)$ is identical because they agree at the point $y=-x_{0}$ and their derivatives are the same. (This is a standard result in firstyear calculus, following easily from the Mean Valuc Theorem.) Then use the fact, that if two polynomials agree everywhere, they must be the same polynomial.

Let $p_{n}(x, y)$ be the left-hand side of $S(n)$ and let $q_{n}(x, y)$ be the right side. The conditions in Lemma 27.2.1 are proved separately; denote these two statements by

$$
T(n): \quad p_{n}(x,-x)=q_{n}(x,-x),
$$

and

$$
U(n): \quad \frac{\partial p_{n}}{\partial y}=\frac{\partial q_{n}}{\partial y} .
$$

Statement $T(n)$ is proved directly, and $U(n)$ is proved by induction.
Proof of $\mathbf{T}(\mathbf{n})$ : First rewrite

$$
T(n): \quad x \sum_{k=0}^{n}\binom{n}{k}(-1)^{n-k}(x-k a)^{n-1}=0 .
$$

Indeed, by expanding the term $(x-k a)^{n-1}$ and reinterpreting the order of summation, find an expression equal to zero inside:

$$
\begin{aligned}
& x \sum_{k=0}^{n}\binom{n}{k}(-1)^{n-k}(x-k a)^{n-1} \\
& \quad=x \sum_{k=0}^{n}\binom{n}{k}(-1)^{n-k} \sum_{j=0}^{n-1}(-k a)^{j} x^{n-j} \quad \text { (by binomial thmi) } \\
& \quad=x \sum_{k=0}^{n}\binom{n}{k}(-1)^{n-k} \sum_{j=0}^{n-1}\binom{n-1}{j}(-k a)^{j} x^{n-j} \\
& =x \sum_{j=0}^{n-1} a^{j} x^{n-j}\binom{n-1}{j}(-1)^{j} \sum_{k=0}^{n}\binom{n}{k}(-1)^{n-k} k^{j} \\
& =x \sum_{j=0}^{n-1} a^{j} x^{n-j}\binom{n-1}{j}(-1)^{j} \cdot 0(\text { by Exercise } 107) \\
& =0
\end{aligned}
$$

as desired.

## Proof of $\mathrm{U}(\mathrm{n})$ :

BASE STEP: For $n=1$, it is straightforward to check that both partials equal 1.
Inductive step: For some fixed $m \geq 1$, assume that $U(m)$ holds. Then by $T(m)$, $S(m)$ holds. 'To prove that $U(m+1)$ follows from $S(m)$,

$$
\begin{aligned}
& \frac{\partial p_{m+1}}{\partial y}=\frac{\partial}{\partial y}\left[p_{m+1}(x, y)\right] \\
& \quad=\frac{\partial}{\partial y}\left[\sum_{k=0}^{m+1}\binom{m+1}{k} x(x-k a)^{k-1}(y+k a)^{m+1-k}\right] \\
& \quad=\frac{\partial}{\partial y}\left[x(x-(m+1) a)^{m}+\sum_{k=0}^{m}\binom{m+1}{k} x(x-k a)^{k-1}(y+k a)^{m+1-k}\right] \\
& \quad=\frac{\partial}{\partial y}\left[\sum_{k=0}^{m}\binom{m+1}{k} x(x-k a)^{k-1}(y+k a)^{m+1-k}\right] \\
& \quad=\sum_{k=0}^{m}\binom{m+1}{k}(m+1-k) x(x-k a)^{k-1}(y+k a)^{m-k} \\
& =\sum_{k=0}^{m}(m+1)\binom{m}{k} x(x-k a)^{k-1}(y+k a)^{m-k} \\
& \\
& =(m+1) \sum_{k \times 0}^{m}\binom{m}{k} x(x-k a)^{k-1}(y+k a)^{m-k} \\
& =(m+1)(x+y)^{m}(b y S(m)) \\
& \left.=(x+y)^{m+1}\right]
\end{aligned}
$$

which is the partial with respect to $y$ of $q_{m+1}(x, y)$ as desired. This completes the inductive step $U(m) \rightarrow U(m+1)$.

Hence, by MI, for every $n \geq 1, U(n)$ is true, and so it follows that for every $n \geq 1, S(n)$ is true.

Exercise 109 [Abel identity 2]: A proof appeared in [354, Proh. 1.44(a)]. Here is one outline of a proof. For each $n \geq 1$, let $S(n)$ denote the statement

$$
\sum_{k=0}^{n}\binom{n}{k} x(x+k)^{k-1}(y+n-k)^{n \cdot k}=(x+y+n)^{n}
$$

A direct proof of $S(n)$ is available by Excrcise 108 with $a=-1$ and replacing $y$ with $y+n$. The inductive proof can be found by imitating the solution of Exercise 108 using these replacements.

Exercise 110: For $m \geq 0$, let $A(m)$ be the assertion that $S_{m}(n)$ is a polynomial in $n$ of degree $m+1$ with constant term 0 .
BASE STEP: $S_{0}(n)=1^{0}+2^{0}+\cdots+n^{0}=n$, which is a polynomial of degree 1 .
Inductive step: Fix $p \geq 0$, and assume that for $0 \leq j<p$ that $A(j)$ holds, that is, each of $S_{0}(n), \ldots, S_{p}(n)$ is a polynorrial of appropriate degree with constant term 0 . Using $m=p$ in (9.9),

$$
\begin{equation*}
\binom{p+1}{p} S_{p}(n)=(n+1)^{p+1}-\sum_{j=0}^{p-1}\binom{p+1}{j} S_{j}(n) . \tag{27.1}
\end{equation*}
$$

By induction hypothesis, for each $j<p, S_{j}(n)$ is a polynomial in $n$ of degree $j+1$ with constant term 0 , and so the right-hand side of (27.1) is a polynomial in $n$ of degrec $p+1$ with constant term 0 . Thus $S_{p}(n)$ is a polynomial in $n$ of degree $p+1$ with constant term 0 , proving $A(p)$, completing the inductive st.ep.

By nathematical induction, for each $m \geq 0, S_{m}(n)$ is a polynomial in $n$ of degree $m+1$ and with constant term 0 .

### 27.3 Solutions: Trigonometry

Exercise 113: This exercise appeared, e.g., in [582, Prob. 39]. There are many proofs; one simple proof is given here with two base cases and an inductive step that jumps by two (similar to the proof of Theorem 3.4.1, where there are threc base cases).

Let $S(n)$ denote the proposition $\cos (n \pi)=(-1)^{n}$.
BASE STEPS $(n=1,2)$ : Since $\cos (\pi)=-1, S(1)$ holds. Since $\cos (2 \pi)=1=(-1)^{2}$, and so $S(2)$ also holds.

Indcctive step $(S(m) \rightarrow S(m+2)$ ): Suppose, for some $m \geq$ I, that $S(m)$ holds. Recall the identity $\cos (\theta+2 \pi)=\cos (\theta)$. Starting with the left side of $S(m+2)$;

$$
\begin{aligned}
\cos ((m+2) \pi) & =\cos (m \pi+2 \pi) \\
& =\cos (m \pi) \quad \text { by above identity with } \theta=m \pi) \\
& =(-1)^{m} \\
& =(-1)^{m+2}
\end{aligned}
$$

which is the right side of $S(m+2)$. This completes the inductive step $S(m) \rightarrow$ $S(m+2)$.

By the principle of mathematical induction, (or as referred to in Section 3.4, "alternative mathematical induction") for all $n \geq 1, S(n)$ holds.

Exercise 114: Let $S(n)$ be the statement

$$
S(n): \text { for any real } x,|\sin (n x)| \leq n|\sin (x)| .
$$

BASE STEP: The statement $S(1)$ says $|\sin (x)| \leq|\sin (x)|$, which is trivially true. Inductive step: Fix some $k \geq 1$ and assume that

$$
S(k):|\sin (k x)| \leq k|\sin (x)|
$$

holds. To be proved is that

$$
S(k+1):|\sin ((k+1) x)| \leq(k+1)|\sin (x)|
$$

holds. Beginning with the left-hand side of $S(k+1)$,

$$
\begin{aligned}
|\sin ((k+1) x)| & =|\sin (k x+x)| \\
& =|\sin (k x) \cos (x)+\cos (k x) \sin (x)| \\
& \leq|\sin (k x) \cos (x)|+|\cos (k x) \sin (x)| \quad \text { (trianglc ineq.) } \\
& =|\sin (k x)| \cdot|\cos (x)|+|\cos (k x)| \cdot|\sin (x)| \\
& \leq|\sin (k x)|+|\sin (x)| \quad \text { (because }|\cos (\theta)| \leq 1) \\
& \leq k|\sin (x)|+|\sin (x)| \quad \text { (by ind. hyp.) } \\
& \leq(k+1)|\sin (x)|
\end{aligned}
$$

the right-hand side of $S(k+1)$, completing the inductive step.
By mathematical induction, for all $n \geq 1$, the statement $S(n)$ is true.
Exercise 115 (De Moivre's Theorem): Let $D(n)$ be the statement

$$
D(n): \quad[\cos (\theta)+i \sin (\theta)]^{n}=\cos (n \theta)+i \sin (n \theta)
$$

Base step: $D(1)$ is trivially true because it says only $[\cos (\theta)+i \sin (\theta)]^{1}=\cos (\theta)+$ $i \sin (\theta)$.

Inductive step: Let $k \geq 1$ be fixed and assume that $D(k)$ is true. Then

$$
\begin{aligned}
& {[\cos (\theta)+i \sin (\theta)]^{k+1}} \\
& \quad=(\cos (\theta)+i \sin (\theta))[\cos (\theta)+i \sin (\theta)]^{k} \\
& \quad=(\cos (\theta)+i \sin (\theta))(\cos (k \theta)+i \sin (k \theta)) \quad(\text { by } D(k))
\end{aligned}
$$

$$
\begin{aligned}
& =\cos (\theta) \cos (k \theta)-\sin (\theta) \sin (k \theta)+i(\sin (\theta) \cos (k \theta)+\cos (\theta) \sin (k \theta)) \\
& =\cos (\theta+k \theta)+i \sin (\theta+k \theta) \quad(\text { by eq'ns }(9.12) \text { and }(9.11)) \\
& =\cos ((k+1) \theta)+i \sin ((k+1) \theta)
\end{aligned}
$$

proves $D(k+1)$, completing the inductive step.
By MI, for each $n \geq 1, D(n)$ is true, completing the inductive proof of De Moivre's theorem (also called De Moivre's formula).

Exercise 116: For any $n \geq 1$ let

$$
S(n): \quad \sin (\theta+n \pi)=(-1)^{n} \sin (\theta)
$$

denote the statement in the exercise. In fact, $S(n)$ is defined for any integer $n$-see rernark following the proof. The identity $\sin (\alpha+\pi)=-\sin (\alpha)$ is relied on, which can be proved either by noticing that the angles $\alpha$ and $\alpha+\pi$ correspond to antipodal points on the unit circle, or directly by equation (9.11) as follows:

$$
\sin (\alpha+\pi)=\sin (\alpha) \cos (\pi)+\cos (\alpha) \sin (\pi)=\sin (\alpha)(-1)+\cos (\alpha) \cdot 0=-\sin (\alpha) .
$$

Base step: Since $\sin (\theta+\pi)=-\sin (\theta), S(n)$ is truc. [Notice that $S(0)$ is true as well, so the base case could have been $n=0$.]
Inductive step: For some fixed $k>1$, assume that $S(k)$ is truc. Then

$$
\begin{aligned}
\sin (\theta+(k+1) \pi) & =\sin ((\theta+k \pi)+\pi) \\
& =-\sin (\theta+k \pi) \\
& =-(-1)^{k} \sin (\theta) \quad(\text { by } S(k)) \\
& =(-1)^{k+1} \sin (\theta)
\end{aligned}
$$

proves $S(k+1)$, completing the inductive step $S(k) \rightarrow S(k+1)$.
Therefore, by Ml, for all $n \geq 1$ the statement $S(n)$ is truc.
Remurk: Notice that since $S(0)$ is also true, one could have concluded that $S(n)$ is true for all $n \geq 0$. In fact, $S(n)$ is true for all $n \in \mathbb{Z}$; this can be shown in a number of ways. One could prove this by induction for the negative integers using $\sin (\alpha-\pi)=-\sin (\alpha)$, and imitating the proof above, showing $\sin (\theta-n \pi)=$ $(-1)^{n} \sin (\theta)$ for $n \geq 0$. One can also see that $\sin (\theta-n \pi)=(-1)^{n} \sin (\theta)$ follows directly from $S(n)$ by

$$
\sin (\theta-n \pi)=\sin (\theta+n \pi-n 2 \pi)=\sin (\theta+n \pi) .
$$

Lastly, $\sin (\theta \cdots n \pi)=(-1)^{n} \sin (\theta)$ follows from $S(n)$ using equation (9.11) and Exercise 113:

$$
\sin (\theta-n \pi)=\sin (\theta) \cos (-n \pi)+\cos (\theta) \sin (-n \pi)
$$

$$
\begin{aligned}
& =\sin (\theta) \cos (n \pi)+\cos (\theta) \cdot 0 \\
& =\sin (\theta)(-1)^{n}
\end{aligned}
$$

Exercise 117: This exercise appeared in, for example, [550].
For each $n \geq 1$, let

$$
E(n): \quad \cos (\theta+n \pi)=(-1)^{n} \cos (\theta)
$$

denote the equality in the exercise. Use the identity $\cos (\alpha+\pi)=-\cos (\alpha)$ which follows because the angles $\alpha+\pi$ and $\alpha$ correspond to antipodal points on the unit circle; one can also derive this identity by applying equation (9.12) as follows: $\cos (\alpha+$ $\pi)=\cos (\alpha) \cos (\pi)-\sin (\alpha) \sin (\pi)=\cos (\alpha)(-1)-\sin (\alpha) \cdot 0=-\cos (\alpha)$.

Base step: By the identity mentioned above, $\cos (\theta+\pi)=-\cos (\theta)$, and so $E(1)$ is truc. (Notice that $E(0)$ is also true, so this could have been the base case.)
Indocine step: For some fixed $k \geq 1$, assume that $E(k)$ is true. Then

$$
\begin{aligned}
\cos (\theta+(k+1) \pi) & =\cos ((\theta+k \pi)+\pi) \\
& =-\cos (\theta+k \pi) \\
& \left.=-(-1)^{k} \cos (\theta) \quad \text { (by } E(k)\right) \\
& =(-1)^{k+1} \cos (\theta)
\end{aligned}
$$

proves $E(k+1)$, completing the inductive step $E(k) \rightarrow E(k+1)$.
Therefore, by MI, for all $n \geq 1$ the statement $E(n)$ is true.
Remark: Notice that since $E(0)$ is also true, one could conclude that $E(n)$ is true for all $n \geq 0$. Furthermore, just as in Exercise 116, one can show that $E(n)$ is true for all $n \in \mathbb{Z}$.

Exercise 118: This exercisc appeared in many places, for example, [550] and [499, Prob. 33].

For each $n \geq 1$, denote the statement in the exercise by

$$
S(n): \sum_{j \times 1}^{n} \sin j \theta=\frac{\sin \left(\frac{n+1}{2} \theta\right) \sin \left(\frac{n \theta}{2}\right)}{\sin (\theta / 2)} .
$$

Base step: The statement $S(1)$ says

$$
\sin (\theta)=\frac{\sin \left(\frac{1+1}{2} \theta\right) \sin \left(\frac{\theta}{2}\right)}{\sin (\theta / 2)},
$$

which is true.

Inductive step: For some fixed $k \geq 1$, suppose that

$$
S(k): \quad \sum_{j=1}^{k} \sin j \theta=\frac{\sin \left(\frac{k+1}{2} \theta\right) \sin \left(\frac{k \theta}{2}\right)}{\sin (\theta / 2)}
$$

is true. It remains to prove that

$$
S(k+1): \sum_{j=1}^{k+1} \sin j \theta=\frac{\sin \left(\frac{k+2}{2} \theta\right) \sin \left(\frac{(k+1) \theta}{2}\right)}{\sin (\theta / 2)}
$$

is true.
To streamline the proof of $S(k+1)$, use the identity

$$
\begin{equation*}
2 \cos \left(\frac{k+1}{2} \theta\right) \sin (\theta / 2)=\sin \left(\frac{k+2}{2} \theta\right)-\sin (k \theta / 2) \tag{27.2}
\end{equation*}
$$

which follows from using $A=\frac{k+1}{2} \theta$ and $B=\frac{1}{2} \theta$ in the following identity

$$
\begin{aligned}
& \sin (A+B)-\sin (A-B) \\
& \quad=\sin A \cos B+\cos A \sin B-(\sin A \cos (-B)+\cos A \sin (-B)) \\
& \quad=\sin A \cos B+\cos A \sin B-(\sin A \cos B \quad \cos A \sin B) \\
& =\quad 2 \cos A \sin B .
\end{aligned}
$$

Beginning with the left side of $S(k+1)$,

$$
\begin{aligned}
\sum_{j=1}^{k+1} & \sin (j \theta) \\
& =\left[\sum_{j=1}^{k} \sin (j \theta)\right]+\sin ((k+1) \theta) \\
& =\frac{\sin \left(\frac{k+1}{2} \theta\right) \sin \left(\frac{k \theta}{2}\right)}{\sin (\theta / 2)}+\sin ((k+1) \theta) \quad(\text { by } S(k)) \\
& =\frac{\sin \left(\frac{k+1}{2} \theta\right) \sin \left(\frac{k \theta}{2}\right)}{\sin (\theta / 2)}+\sin \left(\frac{k+1}{2} \theta+\frac{k+1}{2} \theta\right) \\
& =\frac{\sin \left(\frac{k+1}{2} \theta\right) \sin \left(\frac{k \theta}{2}\right)}{\sin (\theta / 2)}+2 \sin \left(\frac{k+2}{2} \theta\right) \cos \left(\frac{k+2}{2} \theta\right) \quad(b y \text { eqn }(9.11)) \\
& =\sin \left(\frac{k+1}{2} \theta\right) \frac{\sin (k \cdot \theta / 2)+2 \cos \left(\frac{k+1}{2} \theta\right) \sin (\theta / 2)}{\sin (\theta / 2)} \\
& =\sin \left(\frac{k+1}{2} \theta\right) \frac{\sin (k \theta / 2)+\sin \left(\frac{k+2}{2} \theta\right)-\sin (k \theta / 2)}{\sin (\theta / 2)} \quad \text { (by eqn (27.2)) } \\
& =\sin \left(\frac{k+1}{2} \theta\right) \frac{\sin \left(\frac{k+2}{2} \theta\right)}{\sin (\theta / 2)},
\end{aligned}
$$

proves that $S(k+1)$ follows, completing the inductive step.
By MI, for every $n \geq 1, S(n)$ holds.
Exercise 119: This problem appeared in, for example, [550].
For each integer $n \geq 1$, let the statement $S(n$.) denote the statement

$$
\cos \theta+\cos (2 \theta)+\cdots+\cos (n \theta)=\frac{\cos \left(\frac{n+1}{2} \theta\right) \sin \left(\frac{n \theta}{2}\right)}{\sin (\theta / 2)}
$$

Base step: Since

$$
\frac{\cos \left(\frac{1+1}{2} \theta\right) \sin \left(\frac{\theta}{2}\right)}{\sin (\theta / 2)}=\cos (\theta)
$$

$S(1)$ is true.
In a naive attempt to prove the inductive step, one sees that a rather strange identity is necessary; one which boils down to the following:

$$
\begin{equation*}
\cos (A+B) \sin (A)+\cos (2 A+2 B) \sin (B)=\cos (A+2 B) \sin (A+B) . \tag{27.3}
\end{equation*}
$$

The following sequence of identities shows one way to derive equation (27.3), though there might be other simpler ways: Beginning with

$$
\sin A\left(1-\sin ^{2} B\right)=\sin A \cos ^{2} B
$$

and adding $\cos A \cos B \sin B$ to each side gives
$\sin A+\cos A \cos B \sin B-\sin A \sin B \sin B=\sin A \cos B \cos B+\cos A \sin B \cos B$.
First use the identities (9.12) and (9.11) and then multiply each side by $\cos (A+B)$. giving

$$
\cos (A+B)[\sin A+\cos (A+B) \sin B \mid=\cos (A+B) \sin (A+B) \cos B
$$

Multiplying out the left side,

$$
\cos (A+B) \sin A+\cos ^{2}(A+B) \sin B=\cos (A+B) \sin (A+B) \cos B
$$

Subtracting $\sin ^{2}(A+B) \sin B$ from each side gives

$$
\begin{aligned}
& \cos (A+B) \sin A+\left[\cos ^{2}(A+B)-\sin ^{2}(A+B)\right] \sin B \\
& \quad=\quad[\cos (A+B) \cos B-\sin (A+B) \sin B \mid \sin (A+B) .
\end{aligned}
$$

Finally, applying identity (9.12) twice, on the left with $\alpha=A+B=B$, and on the right with $\alpha=A+B$ and $\beta=B$, arrive at

$$
\cos (A+B) \sin (A)+\cos (2 A+2 B) \sin (B)=\cos (A+2 B) \sin (A+B)
$$

finishing the proof of equation (27.3)

Inductive step: For some fixed $k \geq 1$, assume that

$$
S(k): \quad \sum_{j=1}^{k} \cos j \theta=\frac{\cos \left(\frac{k+1}{2} \theta\right) \sin \left(\frac{k \theta}{2}\right)}{\sin (\theta / 2)}
$$

is true. It remains to prove that

$$
S(k+1): \sum_{j=1}^{k+1} \cos j \theta=\frac{\cos \left(\frac{k+2}{2} \theta\right) \sin \left(\frac{(k+1) \theta}{2}\right)}{\sin (\theta / 2)}
$$

follows. Beginning with the left side of $S(k+1)$,

$$
\begin{aligned}
\sum_{j=1}^{k+1} \cos (j \theta) & =\left[\sum_{j=-1}^{k} \cos (j \theta)\right]+\cos ((k+1) \theta) \\
& =\frac{\cos \left(\frac{k+1}{2} \theta\right) \sin \left(\frac{k \theta}{2}\right)}{\sin (\theta / 2)}+\cos ((k+1) \theta) \quad(\text { by } S(k)) \\
& =\frac{\cos \left(\frac{k+1}{2} \theta\right) \sin \left(\frac{k \theta}{2}\right)+\cos ((k+1) \theta) \sin \left(\frac{\theta}{2}\right)}{\sin (\theta / 2)} \\
& =\frac{\cos \left(\frac{k+2}{2} \theta\right) \sin \left(\frac{(k+1) \theta}{2}\right)}{\sin (\theta / 2)}(\text { by eq'in } 27.3)
\end{aligned}
$$

where the last equality follows from equation (27.3) with $A=k \theta / 2$ and $B=\theta / 2$. This completes the proof of $S(k+1)$ and hence the inductive step.

By MI, for all $n \geq 1$ the statement $S(n)$ is true.
Exercise 120: This problem appeared in, for example, [550].
For $n \geq 1$, let the statement in the exercise be denoted by

$$
P(n): \sin (\theta)+\sin (3 \theta)+\cdots+\sin ((2 n-1) \theta)=\frac{\sin ^{2}(n \theta)}{\sin (\theta)} .
$$

Base step: Since $\sin (\theta)=\frac{\sin ^{2}(\theta)}{\sin (\theta)}, P^{\prime}(1)$ is clearly true.
In the inductive step, the following identity is used:

$$
\begin{equation*}
\sin (A+B) \sin (A-B)+\sin ^{2}(B)=\sin ^{2}(A) . \tag{27.4}
\end{equation*}
$$

The proof of equation (27.4) is fairly straightforward:

$$
\begin{aligned}
& \sin (A+B) \sin (A-B)+\sin ^{2}(B) \\
& \quad=(\sin A \cos B+\cos A \sin B)(\sin A \cos (-B)+\cos A \sin (-B))+\sin ^{2} B \\
& \quad=(\sin A \cos B+\cos A \sin B)(\sin A \cos B-\cos A \sin B)+\sin ^{2} B
\end{aligned}
$$

$$
\begin{aligned}
& =\sin ^{2} A \cos ^{2} B-\cos ^{2} A \sin ^{2} B+\sin ^{2} B \\
& =\sin ^{2} A \cos ^{2} B+\left(1-\cos ^{2} A\right) \sin ^{2} B \\
& =\sin ^{2} A \cos ^{2} B+\sin ^{2} A \sin ^{2} B \\
& =\sin ^{2} A\left(\cos ^{2} B+\sin ^{2} B\right) \\
& =\sin ^{2} A .
\end{aligned}
$$

Indective ster: For some fixed $k \geq 1$, suppose that

$$
P(k): \sum_{j=1}^{k} \sin ((2 j-1) \theta)=\frac{\sin ^{2}(k \theta)}{\sin (\theta)}
$$

is true. It remains to show that

$$
P(k+1): \sum_{j=1}^{k+1} \sin ((2 j-1) \theta)=\frac{\sin ^{2}((k+1) \theta)}{\sin (\theta)}
$$

follows. Indeed,

$$
\begin{aligned}
\sum_{j=1}^{k+1} \sin ((2 j-1) \theta) & =\left[\sum_{j=1}^{k} \sin ((2 j-1) \theta)\right]+\sin ((2 k+1) \theta) \\
& =\frac{\sin ^{2}(k \theta)}{\sin (\theta)}+\sin ((2 k+1) \theta) \quad(\text { by } P(k)) \\
& =\frac{\sin ^{2}(k \theta)+\sin ((2 k+1) \theta) \sin (\theta)}{\sin (\theta)} \\
& ==\frac{\sin ^{2}((k+1) \theta)}{\sin (\theta)}
\end{aligned}
$$

where the last equality follows from equation (27.4) using $A=(k+1) \theta$ and $B=k \theta$. This finishes the proof of $P(k+1)$, and hence the inductive step.

Therefore, by MI, for all $n \geq 1, P(n)$ is true.
Exercise 121: This exercise appeared, for example, in [550].
Fix some angle $\theta$ which is not a multiple of $\pi$. For $n \geq 1$, denote the statement in the exercise by

$$
S(n): \quad \sum_{j=1}^{n} \cos (2 j-1) \theta=\frac{\sin (2 n \theta)}{2 \sin (\theta)} .
$$

BASt STEP: $S(1)$ says

$$
\cos (\theta)=\frac{\sin (2 \theta)}{2 \sin (\theta)}
$$

which is true because $\sin (2 \theta)=2 \cos (\theta) \sin (\theta)$.

Inductive step: For some fixed $k \geq 1$, assume that

$$
S(k): \quad \sum_{j=1}^{k} \cos ((2 j-1) \theta)=\frac{\sin (2 k \theta)}{2 \sin (\theta)}
$$

is true. To be proved is

$$
S(k+1): \quad \sum_{j=1}^{k+1} \cos ((2 j-1) \theta)=\frac{\sin (2(k+1) \theta)}{2 \sin (\theta)} .
$$

To this end, use the following identity:

$$
\begin{equation*}
\sin (2 k \theta)+2 \cos ((2 k+1) \theta) \sin (\theta)=\sin (2(k+1) \theta) . \tag{27.5}
\end{equation*}
$$

A proof of equation (27.5) might go as follows:

$$
\begin{aligned}
& \sin (2 k \theta)+2 \cos ((2 k+1) \theta) \sin (\theta) \\
&= \sin (2 k \theta)+\cos ((2 k+1) \theta) \sin (\theta)+\cos ((2 k+1) \theta) \sin (\theta) \\
&= \sin (2 k \theta)+\cos (2 k \theta+\theta) \sin (\theta)+\cos ((2 k+1) \theta) \sin (\theta) \\
&= \sin (2 k \theta)+[\cos (2 k \theta) \cos (\theta)-\sin (2 k \theta) \sin (\theta)] \sin (\theta)+\cos ((2 k+1) \theta) \sin (\theta) \\
&=\sin (2 k \theta)-\sin (2 k \theta) \sin ^{2}(\theta)+\cos (2 k \theta) \sin (\theta) \cos (\theta)+\cos ((2 k+1) \theta) \sin (\theta) \\
&=\sin (2 k \theta) \cos ^{2}(\theta)+\cos (2 k \theta) \sin (\theta) \cos (\theta)+\cos ((2 k+1) \theta) \sin (\theta) \\
&= {[\sin (2 k \theta) \cos (\theta)+\cos (2 k \theta) \sin (\theta)] \cos (\theta)+\cos ((2 k+1) \theta) \sin (\theta) } \\
&=[\sin (2 k \theta+\theta)] \cos (\theta)+\cos ((2 k+1) \theta) \sin (\theta) \\
&=[\sin ((2 k+1) \theta)] \cos (\theta)+\cos ((2 k+1) \theta) \sin (\theta) \\
&=\sin ((2 k+1) \theta+\theta) \\
&=\sin ((2 k+2) \theta) .
\end{aligned}
$$

Now that the tools are assembled, here is the proof of $S(k+1)$ :

$$
\begin{aligned}
\sum_{j=1}^{k+1} \cos (2 j-1) \theta & =\left[\sum_{j=1}^{k} \cos ((2 j-1) \theta)\right]+\cos ((2 k+1) \theta) \\
& =\frac{\sin (2 k \theta)}{2 \sin (\theta)}+\cos ((2 k+1) \theta)(\mathrm{by} S(k)) \\
& =\frac{\sin (2 k \theta)+2 \cos ((2 k+1) \theta) \sin (\theta)}{2 \sin (\theta)} \\
& =\frac{\sin (2(k+1) \theta)}{2 \sin (\theta)}(\text { by eq'n }(27.5) .
\end{aligned}
$$

This proves $S(k+1)$, and hence finishes the inductive step.

By MII, for every $n \geq 1, S(n)$ is true.
Exercise 122: This exercise appeared in e.g., [550].
It is given that $s_{0}=0, s_{1}=1$, and for $n \geq 2$,

$$
s_{n}=2 \cos (\theta) s_{n-1}-s_{n}
$$

To be proved is that for each $n \geq 0$ the statement.

$$
S(n): \quad s_{n}=\frac{\sin (n \theta)}{\sin (\bar{\theta})}
$$

and for each $n \geq 1$,

$$
C(n): \quad \cos (n \theta)=\cos (\theta) s_{n}-s_{n-1}
$$

are true. Both $S(n)$ and $C(n)$ are proved by simple induction, inducting on each at the same time.
Base step $S(0), S(1)$, and $C(1)$ : Since $s_{n}$ is defined by two previous values, one would think that there should be two base cases for $S(n)$. In fact, the only reason that two base cases are needed for $S(n)$ is to have $S(1)$, since the induction is started on $C(n)$ at $n=1$ as well; the actual induction is simple (as opposed to strong).
$S(0)$ says that $s_{0}=\frac{\sin (0 \cdot \theta)}{\sin (\theta)}$ which is true since both sides are $0 . S(1)$ says $s_{1}=$ $\frac{\sin (1 \cdot \theta)}{\sin (t)}$, also true since each side equals 1. Finally, $C(1)$ says $\cos (1 \cdot \theta)=\cos (\theta) s_{1}-s_{0}$, which is true since $s_{1}=1$ and $s_{0}=0$.
Inductive step: For some fixed $k \geq 1$, assume that both $S(k)$ and $C(k)$ are true.
The inductive step is accomplished in two stages, one for $S(k+1)$, and the other for $C(k+1)$. First show

$$
S(k+1): \quad s_{k+1}=\frac{\sin ((k+1) \theta)}{\sin (\theta)} .
$$

Here is the derivation:

$$
\begin{aligned}
s_{k+1} & \left.=2 \cos (\theta) s_{k}-s_{k-1} \quad \text { (def'n of } s_{n}\right) \\
& =\cos (\theta) \cdot s_{k}+\cos (\theta) s_{k}-s_{k-1} \\
& =\cos (\theta) s_{k}+\cos (k \theta) \quad(\text { by } C(k)) \\
& =\cos (\theta) \frac{\sin (k \theta)}{\sin (\theta)}+\cos (k \theta) \quad(\text { by } S(k)) \\
& =\frac{\cos (\theta) \sin (k \theta)+\cos (k \theta) \sin (\theta)}{\sin (\theta)} \\
& =\frac{\sin (k \theta+\theta)}{\sin (\theta)} \\
& =\frac{\sin ((k+1) \theta)}{\sin (\theta)}
\end{aligned}
$$

completing the proof of $S(k+1)$.
To finish the inductive step, one needs to prove

$$
C(k+1): \cos ((k+1) \theta)=\cos (\theta) s_{k+1}-s_{k} .
$$

Having both $S(k)$ and $S(k+1)$ in hand,

$$
\begin{aligned}
\cos ((k+1) \theta) & =\cos (\theta+k \theta) \\
& =\cos (\theta) \cos (k \theta)-\sin (\theta) \sin (k \theta) \\
& =\frac{\cos (\theta) \cos (k \theta) \sin (\theta)-\sin ^{2}(\theta) \sin (k \theta)}{\sin (\theta)} \\
& =\frac{\cos (\theta) \cos (k \theta) \sin (\theta)-\left(1-\cos ^{2}(\theta)\right) \sin (k \theta)}{\sin (\theta)} \\
& =\frac{\cos (\theta) \cos (k \theta) \sin (\theta)+\cos ^{2}(\theta) \sin (k \theta)-\sin (k \theta)}{\sin (\theta)} \\
& =\frac{\cos (\theta)[\cos (k \theta) \sin (\theta)+\cos (\theta) \sin (k \theta)]-\sin (k \theta)}{\sin (\theta)} \\
& =\frac{\cos (\theta) \sin ((k+1) \theta)-\sin (k \theta)}{\sin (\theta)} \\
& =\frac{\cos (\theta) \sin ((k+1) \theta)}{\sin (\theta)}-\frac{\sin (k \theta)}{\sin (\theta)} \\
& =\cos (\theta) s_{k+1}-s_{k} \quad(b y S(k+1) \text { and } S(k)),
\end{aligned}
$$

completing the proof of $C(k+1)$. Since the implications $S(k) \wedge C(k) \rightarrow S(k+1)$ and $S(k) \wedge S(k+1) \rightarrow C(k+1)$, are proved, the implication

$$
[S(k) \wedge C(k)] \rightarrow[S(k+1) \wedge C(k+1)]
$$

is proved, completing the inductive step.
By MI, for all $n \geq 1, S(n)$ and $C(n)$ hold. Together with the base case $S(0)$, all that was required is proved.

Exercise 123: This exercise appears in [499, Prob. 32], together with a sketch of the solution.

Write $s_{1}=\cos (\theta), s_{2}=\cos (2 \theta)$ and for $n>2$,

$$
s_{n}=2 \cos (\theta) s_{n-1}-s_{n-2} .
$$

For every $n \geq 1$, denote the assertion in the exercise by

$$
A(n): \quad s_{n}=\cos (n \theta)
$$

Base step: Both $A(1)$ and $A(2)$ are true by definition of $s_{1}$ and $s_{2}$.

Inductive step: For some fixed $k \geq 2$, assume that both $A(k-1)$ and $A(k)$ are true. To be shown is that

$$
A(k+1): s_{k+1}=\cos ((k+1) \theta)
$$

follows. Indeed,

$$
\begin{aligned}
s_{k+1} & =2 \cos (\theta) \cos (k \theta)-\cos ((k-1) \theta) \quad \text { (by } A(k) \text { and } A(k-1)) \\
& =2 \cos (\theta) \cos (k \theta)-\cos (k \theta-\theta) \\
& =2 \cos (\theta) \cos (k \theta)-[\cos (k \theta) \cos (-\theta)-\sin (k \theta) \sin (-\theta)] \\
& =2 \cos (\theta) \cos (k \theta)-[\cos (k \theta) \cos (\theta)+\sin (k \theta) \sin (\theta)] \\
& =\cos (\theta) \cos (k \theta)-\sin (k \theta) \sin (\theta) \\
& =\cos (k \theta+\theta) \quad \text { (by identity }(9.12)) \\
& =\cos ((k+1) \theta),
\end{aligned}
$$

as desired. This completes the inductive step.
By MI, for all $n \geq 1, A(n)$ is true.
Exercise 124: Use Exercise 194 with $x$ replaced by $\cos ^{2}(x)$ and $y$ replaced by $\sin ^{2}(x)$. Then $x+y=1$, and the result follows directly.

Exercise 125: This exercise appears in many places, for example, [499, Prob. 31], where a brief solution outline is given.

For $n \geq 0$, let $A(n)$ be the assertion that.

$$
\cos (\alpha) \cos (2 \alpha) \cos (4 \alpha) \cdots \cos \left(2^{n} \alpha\right)=\frac{\sin \left(2^{n+1} \alpha\right)}{2^{n+1} \sin (\alpha)}
$$

BASE STEP: Since $\cos (\alpha)=\frac{\sin (2 \alpha)}{2 \sin (\alpha)}$ (just expand the numerator using identity (9.11)), $A(1)$ is seen to be true.

Inductive step: For some $k \geq 0$ suppose that

$$
A(k): \quad \cos (\alpha) \cos (2 \alpha) \cdots \cos \left(2^{k} \alpha\right)=\frac{\sin \left(2^{k+1} \alpha\right)}{2^{k+1} \sin (\alpha)}
$$

is true. Then using the identity $\sin (A) \cos (A)=\sin (2 A) / 2$,

$$
\begin{aligned}
& \cos (\alpha) \cos (2 \alpha) \cdots \cos \left(2^{k} \alpha\right) \cos \left(2^{k+1} \alpha\right) \\
& =\frac{\sin \left(2^{k+1} \alpha\right)}{2^{k+1} \sin (\alpha)} \cos \left(2^{k+1} \alpha\right) \quad(\text { by } A(k)) \\
& =\frac{\sin \left(2^{k+1} \alpha+2^{k+1} \alpha\right) / 2}{2^{k+1} \sin (\alpha)}
\end{aligned}
$$

$$
=\frac{\sin \left(2^{k+2} \alpha\right)}{2^{k+2} \sin (\alpha)}
$$

shows that $A(k+1)$ is true. This completes the inductive step.
By MI, for every $n \geq 0, A(n)$ is true.
Excrcise 126: (Dirichlet kernel) This exercise appears in many places, for example, [499, Prob. 34].

Let $\theta$ be an angle which is not an integer multiple of $2 \pi$; for each $n \geq 1$, denote the statement in the exercise by

$$
P(n): \quad \frac{1}{2}+\sum_{j=1}^{n} \cos (j t)=\frac{\sin ((2 n+1) t / 2)}{2 \sin (t / 2)} .
$$

Base step: To prove $P(1)$, use the identity

$$
\begin{equation*}
\sin (A+B)-\sin (A-B)=2 \cos A \sin B, \tag{27.6}
\end{equation*}
$$

which was proved in the solution of Exercise 118. Using $A=t$ and $B=t / 2$, equation (27.6) yields

$$
\sin (3 t / 2)-\sin (t / 2)=2 \cos (t) \sin (t / 2) ;
$$

hence

$$
\frac{1}{2}+\cos (t)=\frac{\sin (t / 2)+2 \cos (t) \sin (t / 2)}{2 \sin (t / 2)}=\frac{\sin (3 t / 2)}{2 \sin (t / 2)} .
$$

which proves $P(1)$.
Inductive step: For some fixed $k \geq 1$ assume that

$$
P(k): \frac{1}{2}+\sum_{j=1}^{k} \cos (j t)=\frac{\sin \left(\frac{(2 k+1) t}{2}\right)}{2 \sin \left(\frac{t}{2}\right)}
$$

is true. To be proved is

$$
P(k+1): \frac{1}{2}+\sum_{j=1}^{k+1} \cos (j t)=\frac{\sin \left(\frac{(2 k+3) t}{2}\right)}{2 \sin \left(\frac{t}{2}\right)} .
$$

Starting with the left side of $P(k+1)$,

$$
\begin{aligned}
\frac{1}{2} & +\sum_{j=1}^{k+1} \cos (j t) \\
& =\frac{1}{2}+\sum_{j=1}^{k} \cos (j t)+\cos ((k+1) t)
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{\sin \left(\frac{(2 k+1) t}{2}\right)}{2 \sin \left(\frac{t}{2}\right)}+\cos ((k+1) t) \quad(\text { by }(P(k)) \\
& =\frac{\sin \left(\frac{(2 k+1) t}{2}\right)+2 \cos ((k+1) t) \sin \left(\frac{t}{2}\right)}{2 \sin \left(\frac{t}{2}\right)} \\
& =\frac{\sin \left(\frac{(2 k+1) t}{2}\right)+\sin \left((k+1) t+\frac{t}{2}\right)-\sin \left((k+1) t-\frac{t}{2}\right)}{2 \sin \left(\frac{t}{2}\right)}(\text { by eqn }(27.6)) \\
& =\frac{\sin \left(\frac{(2 k+3) t}{2}\right)}{2 \sin \left(\frac{t}{2}\right)}
\end{aligned}
$$

this proves $P(k+1)$, and hence finishes the inductive step.
By mathematical induction, for all $n \geq 1, P(n)$ is true.
Exercise 127: (Fejér kernel) Using the notation from Exercise 126 put

$$
K_{N}(t)=\frac{1}{N+1} \sum_{n=0}^{N} D_{n}(t) .
$$

For $N \geq 0$, let denote the statement to be proved by

$$
S(N): \quad K_{N}(t)=\frac{\sin ^{2}((N+1) t / 2)}{2(N+1) \sin ^{2}(t / 2)}
$$

BASE STEP: When $N=0$, there is only one summand in $D_{0}$, namely when $n=0$; in this case, $K_{0}=\frac{1}{2}$, and

$$
\frac{\sin ^{2}((0+1) t / 2)}{2(0+1) \sin ^{2}(t / 2)}=\frac{1}{2}
$$

as well, so $S(0)$ is true.
lnstead of proving $S(n)$ by induction, a simpler but equivalent statement is proved. Since by Exercise 126,

$$
K_{N}(l)=\frac{1}{N+1} \sum_{n=0}^{N} D_{n}(t)=\frac{1}{N+1} \sum_{n=0}^{N} \frac{\sin ((2 n+1) t / 2)}{2 \sin (t / 2)},
$$

$S(N)$ says

$$
\frac{1}{N+1} \sum_{n=0}^{N} \frac{\sin \left(\frac{2 n+1}{2} t\right)}{2 \sin (t / 2)}=\frac{\sin ^{2}\left(\frac{N+1}{2} t\right)}{2(N+1)} \frac{\sin ^{2}(t / 2)}{\sin ^{2}}
$$

Cancelling the term $\frac{1}{2(N+1) \sin (t / 2)}$ shows that $S(N)$ is equivalent to

$$
S^{*}(N): \sum_{n=0}^{N} \sin \left(\frac{2 n+1}{2} t\right)=\frac{\sin ^{2}\left(\frac{N+1}{2} t\right)}{\sin (t / 2)} .
$$

Proceed with the induction using $S^{*}$ rather than $S$. (The base case for $S^{*}(N)$ is proved by $S(0)$.)
Inductive step: For some fixed $k \geq 0$, assume that

$$
S^{*}(k): \sum_{n=0}^{k} \sin \left(\frac{2 n+1}{2} t\right)=\frac{\sin ^{2}\left(\frac{k+1}{2} t\right)}{\sin \left(\frac{t}{2}\right)}
$$

is true. To be proved is

$$
S^{\alpha}(k+1): \sum_{n-0}^{k+1} \sin \left(\frac{2 n+1}{2} t\right)=\frac{\sin ^{2}\left(\frac{k+2}{2} t\right)}{\sin \left(\frac{t}{2}\right)} .
$$

Starting with the left side of $S^{*}(k+1)$,

$$
\begin{aligned}
\sum_{n=0}^{k+1} \sin \left(\frac{2 n+1}{2} t\right) & =\left[\sum_{n: 0}^{k} \sin \left(\frac{2 n+1}{2} t\right)\right]+\sin \left(\frac{2 k+3}{2} t\right) \\
& ==\frac{\sin ^{2}\left(\frac{k+1}{2} t\right)}{\sin \left(\frac{t}{2}\right)}+\sin \left(\frac{2 k+3}{2} t\right)(b y S *(k)) \\
& ==\frac{\sin ^{2}\left(\frac{k+1}{2} t\right)++\sin \left(\frac{2 k+3}{2} t\right) \sin \left(\frac{t}{2}\right)}{\sin \left(\frac{t}{2}\right)}
\end{aligned}
$$

Using $\sin ^{2} B+\sin (A+B) \sin (A-B)=\sin ^{2} A$ (this is equation (27.4), proved in Exercisc 120) with $A=\frac{k+2}{2} t$ and $B=\frac{k+1}{2} t$ in the last line above, obtain

$$
\sum_{n=0}^{k+1} \sin \left(\frac{2 n+1}{2} t\right)=\frac{\sin ^{2}\left(\frac{k+2}{2} t\right)}{\sin \left(\frac{t}{2}\right)}
$$

which is precisely $S^{*}(k+1)$. Since this is equivalent to $S(k+1)$, the inductive step) is completed.

Hence, by mathematical induction, for all $n \geq 0, S(N)$ is true.
Note: The statement $S^{*}(N)$ is equivalent to that in Exercise 120, using the replacement $t=2 \theta$.

Exercise 128: This excreise occurs in [499. Prob. 35], for example.

Let $x$ be a real number which is not an integer multiple of $2 \pi$. For each $n \geq 1$ let $S(n)$ be the statement

$$
\sum_{j=1}^{n} j \sin (j x)=\frac{(n+1) \sin (n x)-n \sin ((n+1) x)}{4 \sin ^{2}(x / 2)}
$$

BASE STEP: $S(1)$ says $\sin (x)=\frac{2 \sin (x)-\sin (2 x)}{4 \sin ^{2}(x / 2)}$. Why is this true? To begin with, a standard identity is arrived at by applying identity (9.12) with $\alpha=\beta=\frac{x}{2}$,

$$
\cos (x)-\cos ^{2}(x / 2)-\sin ^{2}(x / 2)=1-\sin ^{2}(x / 2)-\sin ^{2}(x / 2)=1-2 \sin ^{2}(x / 2)
$$

It follows that

$$
\begin{equation*}
4 \sin ^{2}(x / 2)=2-2 \cos (x) \tag{27.7}
\end{equation*}
$$

Also, identity (9.11) with $\alpha=\beta=x$ yields $\sin (2 x)=2 \sin (x) \cos (x)$. Using these identities,

$$
\frac{2 \sin (x)-\sin (2 x)}{4 \sin ^{2}(x / 2)}=\frac{2 \sin (x)-2 \sin (x) \cos (x)}{2-2 \cos (x)}=\sin (x)
$$

shows that $S(1)$ is indeed true.
Inductive step: Fix $k \geq 1$, and suppose that

$$
S(k): \sum_{j=1}^{k} j \sin (j x)=\frac{(k+1) \sin (k x)-k \sin ((k+1) x)}{4 \sin ^{2}(x / 2)}
$$

is true. It remains to show that

$$
S(k+1): \sum_{j=1}^{k+1} j \sin (j x)=\frac{(k+2) \sin ((k+1) x)-(k+1) \sin ((k+2) x)}{4 \sin ^{2}(x / 2)}
$$

follows. To prove $S(k+1)$, use the following identity

$$
\begin{equation*}
\sin (k x)-2 \sin ((k+1) x) \cos (x)=-\sin ((k+2) x) \tag{27.8}
\end{equation*}
$$

which is perhaps most easily seen by using the trick $k x=(k+1) x-x$ and expanding $\sin (k x)$ using identity (9.11) as follows:

$$
\begin{aligned}
& \sin (k x)-2 \sin ((k+1) x) \cos (x) \\
& \quad=\sin ((k+1) x-x) \cdots 2 \sin ((k+1) x) \cos (x) \\
& =\sin ((k+1) x) \cos (-x)+\cos ((k+1) x \sin (-x)-2 \sin ((k+1) x) \cos (x) \\
& =\sin ((k+1) x) \cos (x) \quad \cos ((k+1) x \sin (x)-2 \sin ((k+1) x) \cos (x) \\
& =-\sin ((k \mid 1) x) \cos (x)-\cos ((k+1) x \sin (x)
\end{aligned}
$$

$$
=-\sin ((k+2) x) .
$$

Starting with the left side of $S(k+1)$,

$$
\begin{aligned}
& \sum_{j=1}^{k+1} j \sin (j x) \\
& =\left[\sum_{j=1}^{k} j \sin (j x)\right]+(k+1) \sin ((k+1) x) \\
& \left.=\frac{(k+1) \sin (k x)-k \sin ((k+1) x)}{4 \sin ^{2}(x / 2)}+(k+1) \sin ((k+1) x) \text { (by } S(k)\right) \\
& =\frac{(k+1) \sin (k x)-k \sin ((k+1) x)+2(k+1) \sin ((k+1) x)(1-\cos (x))}{4 \sin ^{2}(x / 2)} \\
& =\frac{(k+1) \sin ((k+1) x)+(k+1) \sin (k x)-2(k+1) \sin ((k+1) x) \cos (x)}{4 \sin ^{2}(x / 2)} \\
& =\frac{(k+1) \sin ((k+1) x)+(k+1)[\sin (k x)-2 \sin ((k+1) x) \cos (x)]}{4 \sin ^{2}(x / 2)} \\
& =\frac{(k+2) \sin ((k+1) x)-(k+1) \sin ((k+2) x)}{4 \sin ^{2}(x / 2)}(\text { ly eq'n }(27.8)),
\end{aligned}
$$

which is the right side of $S(k+1)$. This completes the inductive step.
By MI, for all $n \geq 1, S(n)$ is true, completing the solution to Exercise 128. $\square$
Exercise 129: This exercise occurs in e.g., [499, Prob. 36].
Let $x \in \mathbb{R}$ be fixed which is not an integer multiple of $2 \pi$. For each $n \geq 1$ let $S(n)$ be the statement

$$
\sum_{j \rightarrow 1}^{n} \cos (j x)=\frac{(n+1) \cos (n x)-n \cos ((n+1) x)-1}{4 \sin ^{2}(x / 2)}
$$

Base step: $S(1)$ says $\cos (x)=\frac{2 \cos (x)-\cos (2 x)-1}{4 \sin ^{2}(x / 2)}$. Using

$$
\cos (2 x)=\cos ^{2}(x)-\sin ^{2}(x)=2 \cos ^{2}(x)-1,
$$

and equation (27.7) [which says $4 \sin ^{2}(x / 2)=2-2 \cos (x)$, proved in Exercise 128],

$$
\frac{2 \cos (x)-\cos (2 x)-1}{4 \sin ^{2}(x / 2)}=\frac{2 \cos (x)-\left(2 \cos ^{2}(x)-1\right)-1}{2-2 \cos (x)}=\cos (x),
$$

verifies that $S(1)$ indeed holds.
Inductive stef: Let $k \geq 1$ be fixed and assume that

$$
S(k): \sum_{j=1}^{k} \cos (j x)=\frac{(k+1) \cos (k x)-k \cos ((k+1) x)-1}{4 \sin ^{2}(x / 2)}
$$

is true. To complete the inductive step, one must prove

$$
S(k+1): \sum_{j=1}^{k+1} \cos (j x)=\frac{(k+2) \cos ((k+1) x)-(k+1) \cos ((k+2) x)-1}{4 \sin ^{2}(x / 2)}
$$

Similar to that used in Exercise 128, the following identity is used to accomplish the proof of $S(k+1)$ :

$$
\begin{equation*}
(k+1) \cos (k x)-2(k+1) \cos (x) \cos ((k+1) x)=-(k+1) \cos ((k+2) x) \tag{27.9}
\end{equation*}
$$

The sequence of steps in proving equation (27.9) is very similar to that used to prove equation (27.8), so only an outline is given:

$$
\begin{aligned}
& \cos (k x)-2 \cos (x) \cos ((k+1) x) \\
&= {[\cos ((k+1) x) \cos (x)+\sin ((k+1) x) \sin (x)]-2 \cos (x) \cos ((k+1) x) } \\
&=-[\cos ((k+1) x) \cos (x)-\sin ((k+1) x) \sin (x)] \\
&=-\cos ((k+2) x) .
\end{aligned}
$$

Multiplication throughout by $(k+1)$ finishes the proof of (27.9). To prove $S(k+1)$,

$$
\begin{aligned}
& \sum_{j=1}^{k+1} j \cos (j x) \\
& \quad=\left[\sum_{j=1}^{k} j \cos (j x)\right]+(k+1) \cos ((k+1) x) \\
& =\frac{(k+1) \cos (k x)-k \cos ((k+1) x)-1}{4 \sin ^{2}(x / 2)}+(k+1) \cos ((k+1) x) \quad(b y S(k)) \\
& =\frac{(k+1) \cos (k x)-k \cos ((k+1) x)-1+2(1-\cos (x))(k+1) \cos ((k+1) x)}{4 \sin ^{2}(x / 2)} \\
& =\frac{(k+2) \cos ((k+1) x)+(k+1) \cos (k x)-(k+1) \cos (x) \cos ((k+1) x)-1}{4 \sin ^{2}(x / 2)} \\
& =\frac{(k+2) \cos ((k+1) x)-(k+1) \cos ((k+2) x)-1}{4 \sin ^{2}(x / 2)} \quad(b y \text { eq'n }(27.9)) .
\end{aligned}
$$

finishing the proof of $S(k+1)$, and hence the inductive step.
By mathematical induction, for all $n \geq 1, S(n)$ is true, completing the solution to Exercise 129.

Exercise 130: This exercise occurred in, for example, [499, Prob. 37].
Suppose that $x \in \mathbb{R}$ is not an integer multiple of $\pi$. For each $n \geq 1$, let $T(n)$ be the statement

$$
\sum_{j=1}^{n} \frac{1}{2^{j}} \tan \left(\frac{x}{2^{j}}\right)=\frac{1}{2^{n}} \cot \left(\frac{x}{2^{n}}\right)-\cot (x) .
$$

Base step: Applying identity (9.12) with $\alpha=\beta=x / 2$, one gets $\cos (x)=$ $\cos ^{2}(x / 2)-\sin ^{2}(x / 2)$. Similarly, using equation (9.11), $\sin (x)=2 \cos \left(\frac{x}{2}\right) \sin \left(\frac{x}{2}\right)$. Using these, together with the definitions $\cot (A)=\frac{\cos (A)}{\sin (A)}$, and $\tan (B)=\frac{\sin (B)}{\cos (B)}$, one proof of $T(1)$ is:

$$
\begin{aligned}
\frac{1}{2} \tan \left(\frac{x}{2}\right) & =\frac{\sin \left(\frac{x}{2}\right)}{2 \cos \left(\frac{x}{2}\right)} \\
& =\frac{\sin ^{2}\left(\frac{x}{2}\right)}{2 \sin \left(\frac{x}{2}\right) \cos \left(\frac{x}{2}\right)} \\
& =\frac{\cos ^{2}\left(\frac{x}{2}\right)-\left[\cos ^{2}\left(\frac{x}{2}\right)-\sin ^{2}\left(\frac{x}{2}\right)\right]}{2 \sin \left(\frac{x}{2}\right) \cos \left(\frac{x}{2}\right)} \cdots \\
& =\frac{\cos \left(\frac{x}{2}\right)}{\sin \left(\frac{x}{2}\right)}-\frac{\cos (x)}{\sin (x)} \\
& =\frac{1}{2} \cot \left(\frac{x}{2}\right)-\cot (x) .
\end{aligned}
$$

Thus $T(1)$ is true.
Inductive step: For some fixed $k \geq 1$, suppose that

$$
T(k): \sum_{j=1}^{k} \frac{1}{2^{j}} \tan \left(\frac{x}{2^{j}}\right)=\frac{1}{2^{k}} \cot \left(\frac{x}{2^{k}}\right)-\cot (x)
$$

is true. It remains to prove

$$
T(k+1): \sum_{j=1}^{k+1} \frac{1}{2^{j}} \tan \left(\frac{x}{2^{j}}\right)-\frac{1}{2^{k+1}} \cot \left(\frac{x}{2^{k-1}}\right)-\cot (x) .
$$

To save a little work, notice that in proving the base case, for any angle $A$ which is not a multiple of $\pi$, the identity.

$$
\frac{1}{2} \tan \left(\frac{A}{2}\right)=\frac{1}{2} \cot \left(\frac{A}{2}\right)-\cot (A),
$$

was actually proved, or equivalently,

$$
\begin{equation*}
\cot (A)+\frac{1}{2} \tan \left(\frac{A}{2}\right)=\frac{1}{2} \cot \left(\frac{A}{2}\right) . \tag{27.10}
\end{equation*}
$$

In proving $T(k+1)$, use this with $A=\frac{x}{2^{k}}$, vastly simplifying calculations:

$$
\begin{aligned}
\sum_{j=1}^{k+1} & \frac{1}{2^{j}} \tan \left(\frac{x}{2^{j}}\right) \\
& =\left[\sum_{j=1}^{k} \frac{1}{2^{j}} \tan \left(\frac{x}{2^{j}}\right)\right]+\frac{1}{2^{k+1}} \tan \left(\frac{x}{2^{k+1}}\right) \\
& =\frac{1}{2^{k}} \cot \left(\frac{x}{2^{k}}\right)-\cot (x)+\frac{1}{2^{k+1}} \tan \left(\frac{x}{2^{k+1}}\right) \quad(\text { by } T(k)) \\
& =\frac{1}{2^{k}}\left[\cot \left(\frac{x}{2^{k}}\right)+\frac{1}{2} \tan \left(\frac{x}{2^{k+1}}\right)\right]-\cot (x) \\
& =\frac{1}{2^{k}}\left[\frac{1}{2} \cot \left(\frac{x}{2^{k+1}}\right)\right]-\cot (x) \quad\left(b y \operatorname{cq}{ }^{\prime} n 27.10\right) \\
& =\frac{1}{2^{k+1}} \cot \left(\frac{x}{2^{k+1}}\right)-\cot (x) .
\end{aligned}
$$

This proves $T(k+1)$, completing the inductive step.
By MI, for every $n \geq 1, T(n)$ is true, completing the solution to Exercise 130.
Exercise 131: This exercise occurs in, for example, [199, Prob. 38]. It serves as a good workout for understanding of inverse trigonometric functions (though all steps are found to be simple). Recall that if $\tan (\theta)=y$, then the $\tan$ inverse function $\tan ^{-1}$ is defined by $\tan ^{-1}(y)=\theta$. The reciprocal of $\tan (\theta)$ is $(\tan (\theta))^{-1}=\cot (\theta)$, though remember that $\tan ^{-1}$ and cot are different functions (one is the inverse with respect to functions, and the other is the inverse with respect to multiplication).

For each $n \geq 1$ let $S(n)$ be the statement

$$
\sum_{k=1}^{n} \cot ^{-1}(2 k+1)=\sum_{j=1}^{n} \tan ^{-1}\left(\frac{j+1}{j}\right)-n \tan ^{-1}(1)
$$

Base step: $S(1)$ says

$$
\cot ^{1}(3)=\tan ^{-1}(2)-\tan ^{1}(1)
$$

To prove $S(1)$, take the tangent of each side. For the left side, let $\cot (\theta)=3$; then $\tan (\theta)=\frac{1}{3}$, and $\theta=\cot ^{-1}(3)$, so $\tan \left(\cot ^{-1}(3)\right)=\tan (\theta)=\frac{1}{3}$. For the right side, an application of (9.15) gives

$$
\begin{aligned}
\tan \left(\tan ^{-1}(2)-\tan ^{-1}(1)\right) & =\frac{\tan \left(\tan ^{-1}(2)\right)-\tan \left(\tan ^{-1}(1)\right)}{1+\tan \left(\tan ^{-1}(2)\right) \tan \left(\tan ^{-1}(1)\right)} \\
& =\frac{(2)-(1)}{1+(2)(1)} \\
& =\frac{1}{3}
\end{aligned}
$$

which agrees with the tangent of the left side. Since tangent is defined so that it is one-to-one, conclude that since the tangents of both sides of $S(1)$ agree, then $S(1)$ itself is true.

Inductive step: Fix some $m \geq 1$ and assume that

$$
S(m): \quad \sum_{k=1}^{m} \cot ^{-1}(2 k+1)=\left[\sum_{j=1}^{m} \tan ^{-1}\left(\frac{j+1}{j}\right)\right]-m \tan ^{-1}(1)
$$

is true. It remains to show that,

$$
S(m+1): \sum_{k=1}^{m+1} \cot ^{-1}(2 k+1)=\sum_{j=1}^{m+1} \tan ^{-1}\left(\frac{j+1}{j}\right)-(m+1) \tan ^{-1}(1)
$$

is true. Beginning with the left side of $S(k+1)$,

$$
\begin{aligned}
\sum_{k=1}^{m+1} & \cot ^{-1}(2 k+1) \\
& =\left\{\sum_{k=1}^{m} \cot ^{-1}(2 k+1)\right\}+\cot ^{-1}(2 m+3) \\
& =\left\{\left[\sum_{j=1}^{m} \tan ^{-1}\left(\frac{j+1}{j}\right)\right]-m \tan ^{-1}(1)\right\}+\cot ^{-1}(2 m+3) \quad(\text { by } S(m)) \\
& =\left[\sum_{j=1}^{m} \tan ^{-1}\left(\frac{j+1}{j}\right)\right]-(m+1) \tan ^{-1}(1)+\tan ^{-1}(1)+\cot ^{-1}(2 m+3)
\end{aligned}
$$

So, to finish the proof of $S(m+1)$, it suffices to prove that

$$
\cot ^{-1}\left(2 m+3!=\tan ^{-1}\left(\frac{m+2}{m+1}\right)-\tan ^{-1}(1)\right.
$$

This can be checked by taking tangents of each side:

$$
\tan \left(\cot ^{-1}(2 m+3)\right)=\frac{1}{2 m+3},
$$

and

$$
\tan \left(\tan ^{-1}\left(\frac{m+2}{m+1}\right)-\tan ^{-1}(1)\right)=\frac{\frac{(m+2}{m+1}-1}{1+\frac{m+2}{m+1}(1)}=\frac{\frac{1}{m+1}}{\frac{2 m+3}{m+1}}=\frac{1}{2 m+3}
$$

agrec, and so $S(m+1)$ is true. This concludes the inductive step.
By MI, for each $n \geq 1, S(n)$ is truc.
Exercise 132: This exercise occurs in Trim's calculus book [534, Ex. 40, p. A-6]it received a threc star rating (out of three). For $n \geq 0$, let $P(n)$ be the proposition that there exist constants $a_{0}, a_{1}, \ldots, a_{n}$, and $b_{0}, b_{1}, \ldots, b_{n}$ so that

$$
\sin ^{n}(x)=\sum_{r=0}^{n}\left[a_{r} \cos (r x)+b_{r} \sin (r x)\right] .
$$

Base step: The exercise asks to prove $P(n)$ for $n \geq 2$, however, it appears to be true for even $n \geq 0$. If $x$ is not a multiple of $\pi, \sin (x) \neq 0$, and then the result is true even for $n=0$, since $\sin ^{0}(x)=1=1 \cdot \cos (0 \cdot x)+0 \sin (0 \cdot x)$. When $n=1$, pick $a_{0}=0, a_{1}=0, b_{0}$ can be anything, and $b_{1}=1$.

For $n=2$, equations (9.12) and (9.13) yield $\cos (2 x)=1-2 \sin ^{2}(x)$, and hence

$$
\sin ^{2}=\frac{1}{2}-\frac{1}{2} \cos (2 x)
$$

so $a_{0}=\frac{1}{2}$, anything for $b_{0}, a_{1}=b_{1}=b_{2}=0$ and $a_{2}=\frac{-1}{2}$ show that $S(2)$ is true.
Inductive step: Let $k \geq 2$ be fixed, and suppose that $P(k)$ is true, that is, assume for some fixed constants $a_{0}, a_{1}, \ldots, a_{k}$ and $b_{0}, b_{1}, \ldots, b_{k}$

$$
\sin ^{k}(x)=\sum_{r=0}^{k}\left[a_{r} \cos (r x)+b_{r} \sin (r x)\right] .
$$

To be shown is that $P(k+1)$ is true, that is, that there exist constants $\hat{a_{0}}, \hat{a_{1}}, \ldots, \hat{a_{k+1}}$ and $\hat{b_{0}}, \hat{b_{1}}, \ldots, \hat{b_{k+1}}$, so that

$$
\sin ^{k+1}(x)=\sum_{r=0}^{k+1}\left[\hat{a_{r}} \cos (r x)+\hat{b_{r}} \sin (r x)\right] .
$$

Starting with the left-hand side of this above equation,

$$
\sin ^{k+1}(x)=\sin (x) \sin ^{k}(x)
$$

Applying $P(k)$ to the factor $\sin ^{k}(x)$ above, there cxist $a_{i}$ 's and $b_{i}$ 's so that

$$
\begin{aligned}
\sin ^{k+1}(x) & =\sin (x)\left(\sum_{r=0}^{k}\left[a_{r} \cos (r x)+b_{r} \sin (r x)\right]\right) \\
& =\sum_{r=0}^{k}\left[a_{r} \sin (x) \cos (r x)+b_{r} \sin (x) \sin (r x)\right]
\end{aligned}
$$

It suffices to express, for each $r=0,1, \ldots, k$, cach of $\sin (x) \cos (r x)$ and $\sin (x) \sin (r x)$ as linear combinations of $\cos (0), \cos (x), \ldots, \cos ((k+1) x)$, and $\sin (0), \sin (x), \ldots$, $\sin ((k+1) x)$. This is done via the two identities

$$
\begin{aligned}
& \sin (x) \cos (r x)=\frac{1}{2} \sin ((1+r) x)+\frac{1}{2} \sin ((1-r) x) \\
& \sin (x) \sin (r x)=\frac{1}{2} \cos ((1-r) x)-\frac{1}{2} \cos ((1+r) x)
\end{aligned}
$$

(The proofs of these are simple: for the first, expand each of $\sin (A+B)$ and $\sin (A-B)$ using equation (9.11) and add the two equations; for the second, expand $\cos (A+B)$ and $\cos (A-B)$ using equation (9.12) and subtract the two equations.)

Notice also that when $r>1$, one replaces $\sin ((1-r) x)$ with $-\sin ((r-1) x)$ and $\cos ((1-r) x)$ with $\cos ((r-1) x)$. So, using these replacements, $\sin ^{k+1}(x)$ is indeed expressible as linear combinations of $\cos (0), \cos (x), \ldots, \cos ((k+1) x)$, and $\sin (0), \sin (x), \ldots, \sin ((k+1) x)$. This completes the proof of $P(k+1)$ and hence the inductive step.

By MI, for all $n \geq 2$, the statement is true (in fact, for all $n \geq 1$, and if $\sin (x) \neq 0$, for all $n \geq 0$ ).

Comments on Exercise 132: In the inductive step above, what are the $\hat{a_{i}}$ 's and $\hat{b}_{i}$ 's explicitly? I think that they work out as follows:

| $r$ | $\hat{a_{r}}$ | $\hat{b_{r}}$ |
| :---: | :---: | :---: |
| 0 | $\frac{1}{2} b_{1}$ | $\frac{1}{2} a_{1}$ |
| 1 | $\frac{1}{2} b_{2}$ | $a_{0}-\frac{1}{2} a_{2}$ |
| 2 | $\frac{1}{2}\left(b_{3}-b_{1}\right)$ | $\frac{1}{2}\left(a_{1}-a_{3}\right)$ |
| 3 | $\frac{1}{2}\left(b_{4}-b_{2}\right)$ | $\frac{1}{2}\left(a_{4}-a_{2}\right)$ |
| $\vdots$ |  |  |
| $k-1$ | $\frac{1}{2}\left(b_{k}-b_{k-2}\right)$ | $\frac{1}{2}\left(a_{k-2}-a_{k}\right)$ |
| $k$ | $-\frac{1}{2} b_{k-1}$ | $\frac{1}{2} a_{k-1}$ |
| $k+1$ | $-\frac{1}{2} b_{k}$ | $\frac{1}{2} a_{k}$ |

Actually, if one were to develop a recursion, perhaps $b_{0}=0$ should be declared in every case. Using the chart above recursively, one arrives at

$$
\sin ^{3}(x)=\frac{3}{4} \sin (x)-\frac{1}{4} \sin (3 x)
$$

or equivalently,

$$
4 \sin ^{3}(x)=3 \sin (x)-\sin (3 x),
$$

which can be easily verified. One also notices that the $\hat{a_{i}}$ 's depend only on previous $b_{j}$ 's and $\hat{b_{i}}$ 's depend only on previous $a_{j}$ 's, and since for $n=2$, all $b_{i}$ 's are zero, by induction, if $n$ is even, $\sin ^{n}(x)$ is expressible as a linear combination of only $\cos (r x)$ 's and if $n$ is odd, $\sin ^{n}(x)$ is expressible only as a linear combination of $\sin (r x)$ 's. It might be interesting to try and give a formula which would describe the coefficients explicitly for any $n$. Perhaps this has been done.

Exercise 133: This appeared in, e.g., [161, 8.19, pp. 208, 215]. Fix $x$ and $\alpha$ so that $x+\frac{1}{x}=2 \cos (\alpha)$. For every $n \geq 1$, denote the equality in the exercise by

$$
E(n): \quad x^{n}+\frac{1}{x^{n}}=2 \cos (n \alpha) .
$$

Base step: $E(1)$ is given. To see $E(2), x^{2}+\frac{1}{x^{2}}-(x+1 / x)^{2}-2=4 \cos ^{2}(\alpha)-2=$ $2 \cos (2 \alpha)$.
Inductive step: Suppose that for some $k \geq 2$, both $E(k)$ and $E(k-1)$ hold. To see that $E(k+1)$ follows, the identity

$$
\begin{equation*}
\cos (A+B)+\cos (A-B)=2 \cos (A) \cos (B) \tag{27.11}
\end{equation*}
$$

helps. [This follows from expanding $\cos (A+B)$ and $\cos (A-B)$ using equation (9.12) and adding the two equations.] Then

$$
\begin{aligned}
& x^{k+1}+\frac{1}{x^{k+1}} \\
& =\left(x+\frac{1}{x}\right)\left(x^{k}+\frac{1}{x^{k}}\right)-x^{k-1}-\frac{1}{x^{k-1}} \\
& =4 \cos (\alpha) \cos (k \alpha)-2 \cos ((k-1) \alpha) \quad(\text { by } E(1), E(k), E(k-1)) \\
& =2 \cos ((k+1) \alpha)+2 \cos ((k-1) \alpha)-2 \cos ((k-1) \alpha) \quad \text { (by eqn }(27.11)) \\
& =2 \cos ((k+1) \alpha),
\end{aligned}
$$

which shows that $E(k+1)$ is true, completing the inductive step.
By induction, for each $n \geq 1$, the statement. $F(n)$ is proved.

### 27.4 Solutions: Miscellaneous identities

Exercise 134: (Outline) Let $S(n)$ be the statement in the excrise. For $n \cdots 1$, the result is clear. For $n=2$, if $x_{1}+x_{2}=0$ and say, $x_{1}>0$, then $x_{2}<0$, contrary to $x_{2}$ being non-negative, so $S(2)$ hold.

For the inductive step, use $S(2)$ and $S(k)$ to prove $S(k+1)$ as follows: $x_{1}+\cdots+$ $x_{k}+x_{k+1}=0$ implies by $S(2)$ that both $x_{1}+\cdots+x_{k}=0$ and $x_{k+1}=0$. Applying $S(k)$ to the first expression shows that $x_{1}=\cdots=x_{k}=0$ as well.

Exercise 135: Fix $x$ and $b$. Use the fact that for every $y \in \mathbb{R}^{+}, \log _{b}(x y)=$ $\log _{b}(x)+\log _{b}(y)$. [The proof of this is quite simple, since $b^{r} b^{s}=b^{r+s}$.] Here is the proof of the result by induction on $n$ :

Base step: For $n=1$, the statement is trivial.
Inductive step: Suppose that for some $k \geq 1, \log _{b}\left(x^{k}\right)=k \log _{b}(x)$. To be shown is that $\log _{b}\left(x^{k+1}\right)=(k+1) \log _{b}(x)$. Then

$$
\begin{aligned}
\log _{b}\left(x^{k+1}\right) & =\log _{b}\left(x \cdot x^{k}\right) \\
& \left.=\log _{b}(x)+\log _{b}\left(x^{k}\right) \quad \text { (by fact above with } y=x^{k}\right) \\
& =\log _{b}(x)+k \log _{b}(x) \quad \text { (by induction hypothesis) } \\
& =(k+1) \log _{b}(x)
\end{aligned}
$$

concluding the inductive step.
Hence, by MI, the result is true for all $n \in \mathbb{Z}^{+}$.
Exercise 136: Let $a_{1}, a_{2} \ldots$ and $b_{1}, b_{2}, \ldots$ be real numbers, and let $P(n)$ denote the proposition

$$
P(n): \quad \sum_{i=1}^{n}\left(a_{i}+b_{i}\right)=\sum_{i=1}^{n} a_{i}+\sum_{j=1}^{n} b_{j} .
$$

Base step $(n=1)$ : Since $\sum_{i=1}^{l}\left(a_{i}+b_{i}\right)=a_{1}+b_{1}$, and both $\sum_{i=1}^{1} a_{i}=a_{1}$ and $\sum_{j=-1}^{1} b_{i}=b_{1}$, the statement

$$
P(1): \quad \sum_{i=1}^{1}\left(a_{i}+b_{i}\right)=\sum_{i=1}^{1} a_{i}+\sum_{j=1}^{1} b_{j}
$$

follows.
l NDUCINE STEF $(P(k) \rightarrow P(k+1)$ ): For some fixed $k \geq 1$, assume that

$$
P(k): \quad \sum_{i=1}^{k}\left(a_{i}+b_{i}\right)-\sum_{i=1}^{k} a_{i}+\sum_{j=1}^{k} b_{j}
$$

holds. To be proved is that

$$
P(k+1): \quad \sum_{i=1}^{k+1}\left(a_{i}+b_{i}\right)=\sum_{i=1}^{k+1} a_{i}+\sum_{j=1}^{k+1} b_{j}
$$

follows. Beginning with the left side of $P(k+1)$,

$$
\begin{aligned}
\sum_{i=1}^{k+1}\left(a_{i}+b_{i}\right) & =\left[\sum_{i=1}^{k}\left(a_{i}+b_{i}\right)\right]+\left(a_{k+1}+b_{k+1}\right) \text { (by Def'n 2.5.6) } \\
& =\left[\sum_{i=1}^{k} a_{i}+\sum_{j=1}^{k} b_{j}\right]+\left(a_{k+1}+b_{k+1}\right) \text { (by ind. hyp. P(k)) } \\
& \left.=\left(\sum_{i=1}^{k} a_{i}\right)+a_{k+1}+\left(\sum_{j=1}^{k} b_{j}\right)+b_{k+1}\right) \\
& =\left(\sum_{i=1}^{k+1} a_{i}\right)+\left(\sum_{j=1}^{k+1} b_{j}\right) \quad(\text { by Def'n 2.5.6) }
\end{aligned}
$$

the right-hand side of $\Gamma(k+1)$, completing the inductive step.
Hence, by the principle of mathematical induction, for all $n \geq 1, P(n)$ is true.
Exercise 137: (Telescoping sum) Let $a_{1}, a_{2}, a_{3}, \ldots$ be a sequence of real numbers. For each positive intcger $n \geq 1$, let $T(n)$ be the claim that

$$
\sum_{i=1}^{n}\left(a_{i}-a_{2+1}\right)=a_{1} \cdots a_{n+1}
$$

BASE STEP: When $i=1$, there is only one summand and so $T(1)$ is trivially true.
Induction step: For some fixed $k \geq 1$, assume that $T(k)$ is true, that is. assume that

$$
\sum_{i=1}^{k}\left(a_{i}-u_{i+1}\right)=a_{1}-a_{k+1}
$$

To prove $T^{\prime}(k+1)$, one needs to show

$$
\sum_{i=1}^{k+1}\left(a_{i}-a_{i+1}\right)=a_{1}-a_{k+2} .
$$

Beginning with the left side of this equation,

$$
\begin{aligned}
\sum_{i=1}^{k+1}\left(a_{i}-a_{i+1}\right) & =\left[\sum_{i=1}^{k}\left(a_{i}-a_{i+1}\right)\right]+\left(a_{k+1}-a_{k+2}\right) \\
& =a_{1}-a_{k+1}+\left(a_{k+1}-a_{k+2}\right) \quad(\text { by } T(k))
\end{aligned}
$$

$$
=a_{1}-a_{k+2}
$$

as desired. This completes the inductive step $T(k) \rightarrow T(k+1)$.
Hence, by MI, for all $n \in \mathbb{Z}^{+}$, the statement $T(n)$ is true.
Exercise 138: This exercise appeared in, e.g., [582, Prob. 22].
For $n \geq 1$, let $S(n)$ denote the statement

$$
S(n): \quad \sum_{j=1}^{n}\left(3 j^{2}-j+2\right)=n\left(n^{2}+n+2\right) .
$$

Base step $(n=1)$ : Checking $S(1)$, it says $3\left(1^{2}\right)-1+2=1\left(1^{2}+1+2\right)$, which boils down to $4=4$, so $S(1)$ is true.

IndUCTIVE STEP: For some fixed $k \geq 1$, assume the inductive hypothesis

$$
S(k): \quad \sum_{j=1}^{k}\left(3 j^{2}-j+2\right)=k\left(k^{2}+k+2\right)
$$

To be shown is that

$$
S(k+1): \sum_{j: 1}^{k+1}\left(3 j^{2}-j+2\right)=(k+1)\left((k+1)^{2}+(k+1)+2\right)
$$

follows. Beginning with the left side of $S(k+1)$,

$$
\begin{aligned}
& \sum_{j=1}^{k+1}\left(3 j^{2}-j+2\right) \\
& \quad=\left(\sum_{j=1}^{k}\left(3 j^{2}-j+2\right)\right)+3(k+1)^{2}-(k+1)+2 \\
& \quad=k\left(k^{2}+k+2\right)+3(k+1)^{2}-(k+1)+2 \text { (by ind. hyp.) } \\
& \quad=k(k(k+1)+2)+3(k+1)^{2}-(k+1)+2 \\
& \quad=k^{2}(k+1)+2 k+3(k+1)^{2}-(k+1)+2 \\
& \quad=k^{2}(k+1)+3(k+1)^{2}+k+1 \\
& \quad=(k+1)\left[k^{2}+3(k+1)+1\right] \\
& \quad=(k+1)\left[k^{2}+3 k+4\right] \\
& \quad=(k+1)\left[k^{2}+2 k+1+k+1+2\right]
\end{aligned}
$$

which is precisely the right side of $S(k+1)$. This concludes the inductive step $S(k) \rightarrow S(k+1)$.

Therefore: by the principle of mathematical induction, for all $n \geq 1, S(n)$ is true.

Exercise 140: Outline: Observe that $1=\frac{2!}{2!}$, so for the purpose of this exercise, it suffices to consider 1 as a prime. Now suppose that $\frac{a}{b} \in \mathbf{Q}$ is some given rational number. Let $p$ be the largest prime in the factorization of either $a$ or $b$; without loss, suppose that for some $m \geq 1, \frac{a}{b}=\frac{p^{m} k}{b}$ (where $p$ does not divide $k$ ). Use the induction assumption that for all fractions $\frac{x}{y}$ with $x$ and $y$ having all prime factors smaller than $p$, that $\frac{x}{y}$ is expressible as desired. Then, for example, when $m=1$,

$$
\frac{a}{b}=\frac{p k}{b}=\frac{p!k}{(p-1)!b}
$$

and $k, p-1$, and $b$ all have factorizations using primes smaller than $p$, so apply the induction hypothesis to $\frac{k}{(p-1)!6}$. When $m>1$, a similar argument applies.

Exercise 141: This exercise appeared in [499, Problem 17]. Induct on $n$ to show that for every $n \geq 1$, the proposition $P(n)$ :

$$
\frac{1}{x(x+1)}+\frac{1}{(x+1)(x+2)}+\cdots+\frac{1}{(x+n-1)(x+n)}=\frac{n}{x(x+n)}
$$

is true.
BASE STEP: $P(1)$ says $\frac{1}{x(x+1)}=\frac{1}{x(x+1)}$, which is clearly true.
INDUCTION STEP: For some fixed $k \geq 1$, assume that $I^{\prime}(k)$ is true. To be shown is that $P(k+1)$ :

$$
\frac{1}{x(x+1)}+\frac{1}{(x+1)(x+2)}+\cdots+\frac{1}{(x+k)(x+k+1)}=\frac{k+1}{x(x+k+1)}
$$

is truc. Beginning with the left side, (writing in the second last term so that it is clear how to apply the inductive hypothesis)

$$
\begin{aligned}
& \frac{1}{x(x+1)}+\cdots+\frac{1}{(x+k-1)(x+k)}+\frac{1}{(x+k)(x+k+1)} \\
& \quad=\frac{k}{x(x+k)}+\frac{1}{(x+k)(x+k+1)}(\text { by } P(k)) \\
& \quad=\frac{k(x+k+1)}{x(x+k)(x+k+1)}+\frac{x}{x(x+k)(x+k+1)} \\
& \quad=\frac{k(x+k)+k+x}{x(x+k)(x+k+1)}
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{(k+1)(x+k)}{x(x+k)(x+k+1)} \\
& =\frac{k+1}{x(x+k+1)}
\end{aligned}
$$

arrive at the right side of $P(k+1)$, completing the inductive step.
Therefore, by MI, for all $n \geq 1$ the statement $P(n)$ is true.
Exercise 142: This problem appeared in, e.g., [499, Prob. 21]. To be shown is that for $n \geq 1$, the expression

$$
E(n): \frac{1}{1+x}+\frac{2}{1+x^{2}}+\cdots+\frac{2^{n}}{1+x^{2^{n}}}=\frac{1}{x-1}+\frac{2^{n+1}}{1-x^{2^{n+1}}}
$$

is true.
BASE STEP: $E(1)$ says $\frac{1}{1+x}+\frac{2}{1+x^{2}}=\frac{1}{x-1}+\frac{4}{1-x^{4}}$; putting everything over a common denominator of $1-x^{4}$ indeed shows that this is an equality. (Details are left to the reader.)

Induction step: For some fixed $k \geq 1$, assume that $E(k)$ is true. To prove $E(k+1)$, use sigma notation for brevity:

$$
\begin{aligned}
\sum_{j=0}^{k+1} \frac{2^{j}}{1+x^{2^{j}}} & =\sum_{j=0}^{k} \frac{2^{j}}{1+x^{2^{j}}}+\frac{2^{k+1}}{1+x^{2^{k+1}}} \\
& =\frac{1}{x-1}+\frac{2^{k+1}}{1-x^{2^{k+1}}}+\frac{2^{k+1}}{1+x^{2^{k+1}}} \quad(\text { by } E(k)) \\
& =\frac{1}{x-1}+\frac{2^{k+1}\left(1+x^{2^{k+1}}\right)+2^{k+1}\left(1-x^{2^{k+1}}\right)}{1-x^{2^{k+2}}} \\
& =\frac{1}{x-1}+\frac{2^{k+1}+2^{k+1}}{1-x^{2^{k+2}}} \\
& =\frac{1}{x-1}+\frac{2^{k+2}}{1-x^{2^{k+2}}}
\end{aligned}
$$

giving the truth of $E(k+1)$, completing the inductive step.
By mathematical induction, for $n \geq 1$, the expression $E(n)$ holds.
Exercise 143: This problem has appeared many places, e.g., [499, Prob. 23].
For $n \geq 1$, let $S(n)$ denote the statement

$$
1-\frac{x}{1!}+\frac{x(x-1)}{2!}-\cdots+(-1)^{n} \frac{x(x-1) \cdots(x-n+1)}{n!}
$$

$$
=(-1)^{n} \frac{(x-1)(x-2) \cdots(x-n)}{n!} .
$$

Base step: $S(1)$ states $1-x=(-1)^{1} \frac{x-1}{1!}$ which is true.
Inductive stef: Let $k \geq 1$ and assume that $S(k)$ is true; to be shown is $S(k+1)$ :

$$
\begin{aligned}
& 1-\frac{x}{1!}+\frac{x(x-1)}{2!}-\cdots+(-1)^{k} \frac{x(x-1) \cdots(x-k+1)}{k!} \frac{+(-1)^{k+1} \frac{x(x-1) \cdots(x-k)}{(k+1)!}}{} \\
& =(-1)^{k+1} \frac{(x-1)(x-2) \cdots(x-k)(x-k-1)}{(k+1)!} .
\end{aligned}
$$

By the inductive hypothesis, the left side of $S(k+1)$ is equal to

$$
\begin{aligned}
& (-1)^{k} \frac{(x-1)(x-2) \cdots(x-k)}{k!}+(-1)^{k+1} \frac{x(x-1) \cdots(x-k)}{(k+1)!} \\
& =(-1)^{k+1} \frac{x(x-1) \cdots(x-k)}{(k+1)!}-(-1)^{k+1} \frac{(k+1)(x-1)(x-2) \cdots(x-k)}{(k+1)!} \\
& =(-1)^{k+1} \frac{(x-1)(x-2) \cdots(x-k)(x-k-1)}{(k+1)!}
\end{aligned}
$$

that which was desired. This completes the inductive step.
By mathematical induction, for all $n \geq 1$, the statement $S(n)$ holds.
Exercise 144: For each $n \geq 0$, denote the equality in the exercise by

$$
\xi(n): \quad(1)(3)(5) \cdots(2 n+1)=\frac{(2 n+1)!}{2^{n} n!} .
$$

[Note: " $\xi$ " is the lower case Greek letter pronounced "ksee".]
Base stef: For $n-0, \xi(n)$ reads $(1)=\frac{1!}{2^{0} \cdot(!)} ;$ since $2^{0}=1$ and $0!=0, \xi(0)$ is indeed an equality.
Inductive step; For some fixed $k \geq 0$, assume that

$$
\xi(k): \quad(1)(3)(5) \cdots(2 k+1)=\frac{(2 k+1)!}{2^{k} k!}
$$

is true. It remains to show that

$$
\xi(k+1):\langle 1)(3)(5) \cdots(2(k+1)+1)=\frac{(2(k+1)+1)!}{2^{k+1}(k+1)!}
$$

follows from the truth of $\xi(k)$. Rewriting the left side of $\xi(k+1)$ with the penultimate factor for clarity,

$$
\begin{align*}
(1)(3)(5) \cdots(2 k+1)(2(k+1)+1) & =\frac{(2 k+1)!}{2^{k} k!}(2 k+3)  \tag{k}\\
& =\frac{(2 k+3)(2 k+2)(2 k+1)!}{(2 k+2) 2^{k} k!} \\
& =\frac{(2 k+3)!}{(2) 2^{k}(k+1) k!} \\
& =\frac{(2 k+3)!}{2^{k+1}(k+1)!}
\end{align*}
$$

thereby proving $\xi(k+1)$ and hence completing the inductive step.
Thus, by MI, for all $n \geq 0$, the statement $\xi(n)$ is true.
Exercise 145: 'This problem appeared in [583, 10.19]. Working out the first values for $n=0,1,2,3,4$ gives $1,5^{2}, 11^{2}, 19^{2}$, and $29^{2}$. The bases increase by 4,6 , 8,10 , respectively, so an expression for the base of the perfect square might be $2+4+6+\cdots+2(n+1)-1$. By Exercise 39 , this last expression is $(n+1)(n+2)-1$. Thus the statement to try proving is

$$
S(n): \quad 1+n(n+1)(n+2)(n+3)=[(n+1)(n+2)-1]^{2}
$$

Simply multiplying out each side verifies $S(n)$; however, this is a book on induction, so an inductive proof is given:

The base case is done above, so assume that for some $m \geq 0, S(m)$ is true. Starting with the left side of $S(m+1)$,

$$
\begin{aligned}
& 1+(m+1)(m+2)(m+3)(m+4) \\
& =1+m(m+1)(m+2)(m+3)+4(m+1)(m+2)(m+3) \\
& =[(m+1)(m+2)-1]^{2}+4(m+1)(m+2)(m+3) \quad(\text { by } S(m)) \\
& =\left[m^{2}+3 m+1\right]^{2}+4\left(m^{2}+3 m+2\right)(m+3) \\
& =m^{4}+9 m^{2}+1+6 m^{3}+2 m^{2}+6 m+4 m^{3}+24 m^{2}+44 m+24 \\
& =m^{4}+10 m^{3}+35 m^{2}+50 m+25 \\
& =\left(m^{2}+5 m+5\right)^{2} \\
& =[(m+2)(m+3)-1]^{2}
\end{aligned}
$$

arrive at the right side of $S(m+1)$, as desired, completing the inductive step. By mathematical induction, for all $n \geq 0$, the statement $S(n)$ is true.

Exercise 146: This problem occurs in (at least) [462, p. 282]. For each $n \geq 1$, let $S(n)$ denote the statement

$$
S(n): \sum_{0 \neq S \subseteq[n]} \frac{1}{\Pi_{s \in S^{s}}}=n
$$

Base step: When $n=1$, the set [1] has only one non-empty subset, namely \{1\}, in which case the sum in the left side of $S(1)$ is simply $\frac{1}{1}=1$; so $S(1)$ is true.
Inductive sitep: Fix some $k \geq 1$ and assume that

$$
S(k): \sum_{n \neq S \subseteq[k]} \frac{1}{\prod_{s \in S} s}=k
$$

is true. To complete the inductive step, it suffices to show that

$$
S(k+1): \sum_{\emptyset \neq S \subseteq \subseteq k+1 \mid} \frac{1}{\Pi_{s \in S^{s}}}=k+1
$$

follows. Starting with the left side of $S(k+1)$,

$$
\begin{align*}
\sum_{\emptyset \neq S \subseteq[k+1]} \frac{1}{\prod_{s \in S} s} & =\sum_{\emptyset \neq S \subseteq[k]} \frac{1}{\prod_{s \in S} s}+\sum_{\emptyset \neq S \subseteq\{k+1], k+1 \in S} \frac{1}{\prod_{s \in S} s} \\
& =k+\sum_{\emptyset \neq S \subseteq[k+1], k+1 \in S} \frac{1}{\prod_{s \in S} s}  \tag{k}\\
& =k+\frac{1}{k+1} \sum_{\emptyset \neq S \subseteq[k]} \frac{1}{\prod_{s \in S} s}+\frac{1}{k+1} \\
& =k+\frac{1}{k+1} \cdot k+\frac{1}{k+1}  \tag{k}\\
& =k+1
\end{align*}
$$

shows that $S(k+1)$ is true, competing the inductive step.
By mathematical induction, for each $n \geq 1$, the statement $S(n)$ is truc.
Exercise 147: For every $n \geq 1$, let $S(n)$ be the statement that for every $x \in \mathbb{R} \backslash \mathbb{Z}$,

$$
\frac{n}{x}+\frac{n(n-1)}{x(x-1)}+\frac{n(n-1)(n-2)}{x(x-1)(x-2)}+\cdots=\frac{n}{x-n+1} .
$$

Note that in the above infinite sum. only the first $n$ terms are non-zero.
Base step: Let $x \in \mathbb{R} \backslash \mathbb{Z}$. Since $\frac{1}{x}=\frac{1}{x \cdot 1+1}: S(1)$ is true.
Inductive step: Let $k \geq 1$ and suppose that $S(k)$ holds. Fix $x \in \mathbb{E} \backslash \mathbb{Z}$. Then,

$$
\frac{k+1}{x}+\frac{(k+1) k}{x(x \cdot 1)}+\cdots+\frac{(k+1)!}{x(x-1) \cdots(x-(k+1)-1)}
$$

$$
\begin{aligned}
& =\frac{k+1}{x}\left(1+\frac{k}{x-1}+\cdots+\frac{k!}{(x-1) \cdots(x-1-k-1}\right) \\
& =\frac{k+1}{x}\left(1+\frac{k}{x-1-k+1}\right) \quad(\text { by } S(k) \text { with } x-1) \\
& =\frac{k+1}{x}\left(\frac{x-k+k}{x-(k+1)+1}\right) \\
& =\frac{k+1}{x-(k+1)+1} .
\end{aligned}
$$

Thus $S(k+1)$ holds.
By MI, for all $n \geq 1, S(n)$ remains true.
Exercise 148: (Brief solution) This problem appeared in [280, Prob. 5], with a brief solution-though perhaps a bit too brief, since technically, two base cases are needed. This also appeared in $[161,8.22$, p. 208]. If $n=1$, then the sum of the products is $1=2!-1$. If $n=2$, the sum of the products is $1^{2}+2^{2}=5=3!-1$. So assume the statement is true for $n=k-1$ and $n=k$, and examine all subsets of $\{1,2, \ldots, k+1\}$ that contain no two consecutive numbers. Of these, there are two kinds of subsets, those containing $k+1$, and those which don't. Of those which contain $k+1$, they can not contain $k$, and so by inductive hypothesis with $n=k-1$, the contribution to the sum of the squares of products for sets in $\{1,2, \ldots, k-1\}$ is $k!-1$. Since the product of numbers in the sets containing both $k+1$ and elements from $\{1,2, \ldots, k-1\}$ have an additional factor of $(k+1)^{2}$, the total for such sets is $(k+1)^{2}[k!-1]$. Together with the set $\{k+1\}$, the total for all suitable subsets containing $k+1$ is $(k+1)^{2}[k!\cdots 1]+(k+1)^{2}$. For those sets not containing $k+1$, this reduces precisely to the case when $n=k$, and so by inductive hypothesis, the sum of the squares of the products of subsets not containing $k+1$ is $(k+1)!-1$.

Therefore, in all, the sum of the squares is

$$
\begin{aligned}
(k+1)^{2}[k!-1]+(k+1)^{2}+(k+1)!-1 & =(k+1)^{2} k!+(k+1)!-1 \\
& =(k+2)!\cdots 1
\end{aligned}
$$

This finishes the inductive step, and hence by MI, the solution.

## Chapter 28

## Solutions: Inequalities

Exercise 150: Let $x$ and $y$ be fixed positive real numbers with $x<y$. For each $n \geq 1$, let $P(n)$ denote the statement

$$
P(n): \quad x^{n}<y^{\prime \prime} .
$$

BASE STEP: For $n=1, P(1)$ says $x^{1}<y^{1}$, which is assumed, so $P(1)$ is trivially true.

Inductive step: Suppose that for some $k \geq 1$,

$$
P(k): \quad x^{k}<y^{k},
$$

or equivalently, suppose that.

$$
P^{\prime}(k): \quad \frac{x^{k}}{y^{k}}<1
$$

Needed to show is

$$
P(k+1): \quad x^{k+1}<y^{k+1} .
$$

Since

$$
\begin{aligned}
\frac{x^{k+1}}{y^{k+1}} & =\frac{x^{k}}{y^{k}} \frac{x}{y} & & \\
& <1 \cdot \frac{x}{y} & & \left(\text { by } P^{\prime}(k)\right) \\
& <1 & & (\text { since } x<y)
\end{aligned}
$$

the statement $P(k+1)$ follows. This completes the inductive step.
By the principle of mathematical induction, for every $n \geq 1, P(n)$ is true. Since $x$ and $y$ were arbitrary (but fixed!) positive reals with $x<y$, the proof is complete.

Exercise 151: The inductive proof is presented first, then commented on, and finally a different proof not requiring induction is given.

For $n \geq 6$, let $P(n)$ be the statement

$$
P(n): \quad 4 n<n^{2}-7 .
$$

Base step $(n=6)$ : Since $24<36-7, S(6)$ holds.
Inductive step: Fix some $k \geq 6$ and suppose that the inductive hypothesis

$$
P(k): \quad 4 k<k^{2}-7
$$

holds. To be shown is

$$
P(k+1): \quad 4(k+1)<(k+1)^{2}-7 .
$$

Beginning with the left side of $P(k+1)$,

$$
\begin{aligned}
4(k+1) & =4 k+4 \\
& <k^{2}-7+4 \quad \text { (by inductive hypothesis) } \\
& =\left(k^{2}+2 k+1\right)-7+4-(2 k+1) \\
& <(k+1)^{2}-7 \quad(\text { since } k \geq 6,-2 k+3 \leq-9<0) \\
& =(k+1)^{2}-7,
\end{aligned}
$$

which is the right side of $P(k+1)$. This concludes the inductive step $P(k) \rightarrow P(k+1)$.
Therefore, by MI, for all $n \geq 6$, the proposition $P(n)$ is true.
Comments on the above proof: Note that the above proof was not very "tight"; the base step had room to improve as did the inductive step. Can this be improved to $4 n<n^{2}-11$ for $n \geq 6$ ? In this case, the base step is still true (albeit with a lesser margin) and the inductive step is nearly identical. When a proof has so much "play", it is very natural to question whether or not the proof is a good one. It is often comforting to find another way to see the result of the exercise. One simple solution uses high school algebra:
Another solution. of Exercise 151: If $x^{2}-7>4 x$, then $x^{2}-4 x-7>0$, so examine the polynomial $p(x)=x^{2}-4 x-7$. If $p(x)>0$ for every $x \geq 6$, then the statement in the exercise is true. By the quadratic formula, the roots of $p(x)$ are

$$
x=\frac{4 \pm \sqrt{4^{2}-4(1)(-7)}}{2}=2 \pm \sqrt{11} .
$$

In any case, the roots are smaller than 6, and since the graph of $y=p(x)$ is a parabola opening upward (with vertex at $x=2$ ), it follows that $p(x)>0$ for all $x \geq 6$, and hence also $p(n)>0$ for all natural numbers $n \geq 6$.

Exercise 152: For $n \geq 3$, let $Q(n)$ denote the statement in the exercise,

$$
Q(n): \quad 2 n+1<n^{2}
$$

BASE STEP $(n=3)$ : Since $2 \cdot 3<3^{2}, Q(3)$ holds.
Inductive step: Fix some $k \geq \geq 3$ and suppose that

$$
Q(k): \quad 2 k+1<k^{2}
$$

is true. It suffices to prove

$$
Q(k+1): \quad 2(k+1)+1<(k+1)^{2}
$$

This is done by starting with the left side of $Q(k+1)$, and deriving the right:

$$
\begin{aligned}
2(k+1)+1 & \because & (2 k+1)+2 & \\
& <k^{2}+2 & & \text { (by ind. hyp. } Q(k)) \\
& <k^{2}+2 k+1 & & \text { (since } k \geq 3,2 k>1) \\
& =(k+1)^{2}: & &
\end{aligned}
$$

which is the right side of $Q(k+1)$. This concludes the inductive step $Q(k) \rightarrow$ $Q(k+1)$.

Therefore, by M, for all $n \geq 3$, the inequality $Q(n)$ is true.
Exercise 153: For $n \geq 2$, denote the inequality

$$
S(n): \quad 4 n^{2}>n+11
$$

BASE STEF $(n=2)$ : The statement $S(2)$ says $16>2+11$, and so $S(2)$ holds.
InDUCIIVE STEP: For some fixed $k \geq 2$, suppose that the inductive hypothesis

$$
S(k): \quad 4 k^{2}>k+11
$$

holds. To be shown is

$$
S(k+1): \quad 4(k+1)^{2}>k+12
$$

Then

$$
4(k+1)^{2}=4 k^{2}+8 k+4>k+11+8 k+4>k+12
$$

where the first inequality follows from the inductive hypothesis and the second inequality is true because $k \geq 2$. So $S(k+1)$ is true, and thus this concludes the inductive step $S(k) \rightarrow S(k+1)$.

Therefore by MII , for all $n \geq 2, S(n)$ is true.

Exercise 154: For $n \geq 3$, define the statement

$$
P(n): \quad 2 n<2^{n} .
$$

BaSE STEP $(n=3)$ : $P(3)$ says $2 \cdot 3<2^{3}$, or $6<8$, which is true, proving the base case.

Inductive step: Suppose that for some $k \geq 3$,

$$
P(k): \quad 2 k<2^{k}
$$

is true. To be shown is

$$
P(k+1): \quad 2(k+1)<2^{k+1} .
$$

Starting with the left side of $P(k+1)$,

$$
\begin{aligned}
2(k+1) & =2 k+2 & & \\
& <2^{k}+2 & & (\text { by } P(k)) \\
& <2^{k}+2^{k} & & (\text { since } k \geq 3) \\
& =2\left(2^{k}\right) & & \\
& =2^{k+1}, & &
\end{aligned}
$$

proving $P(k+1)$. This concludes the inductive step $P(k) \rightarrow P(k+1)$.
Therefore, by MI, for all $n \geq 3$, the proposition $P(n)$ is true.
Exercise 155: For each $n \geq 2$, define the statement

$$
S(n): \quad 1+2^{n}<3^{n} .
$$

Base step ( $n=2$ ): The statement $S(2)$ says $1+2^{2}<3^{2}$, or $5<9$, which proves the base case.

Inductive step: Fix some $k \geq 2$, and assume that the inductive hypothesis

$$
S(k): \quad 1+2^{k}<3^{k}
$$

is true. To be shown is the statement

$$
S(k+1): \quad 1+2^{k+1}<3^{k+1} .
$$

Then

$$
1+2^{k+1}-1+2 \cdot 2^{k}
$$

$$
\begin{array}{lr}
<3+3 \cdot 2^{k} & \text { (looking ahead) } \\
=3\left(1+2^{k}\right) & \\
<3\left(3^{k}\right) & (\text { by } S(k)) \\
=3^{k+1}, &
\end{array}
$$

which proves $S(k+1)$. This concludes the inductive step $S(k) \rightarrow S(k+1)$.
Therefore, by MI, for all $n \geq 2$, the statement $S^{( }(n)$ is true.
Exercise 156: For each $n \geq 2$, define the proposition

$$
P(n): \quad n+1<2^{n} .
$$

Base step $(n=2): P(2)$ says $2+1<2^{2}$, which is true.
Inductive s'rep: Suppose that for some fixed $k \geq 2$,

$$
P(k): \quad k+1<2^{k}
$$

is true. Then applying the inductive hypothesis in the first step below, and the fact that $k \geq 2$ implies $1<2^{k}$,

$$
\left.(k+1)+1 \stackrel{H}{<} / 2^{k}\right)+1<2^{k}+2^{k}=2\left(2^{k}\right)=2^{k+1} .
$$

and so

$$
P(k+1): \quad(k+1)+1<2^{k+1}
$$

has been proved. This concludes the inductive step $P(k) \rightarrow P(k+1)$.
Therefore, by MI, for $n \geq 2$, the proposition $P(n)$ is true.
Exercise 157: This is a special case of Bernoulli's inequality; see Exercise 198 for the general solution.

For each $n \geq 1$, define the statement

$$
S(n): \quad\left(1+\frac{1}{3}\right)^{n} \geq 1+\frac{n}{3}
$$

Base stap $(n=1)$ : Since $S(1)$ mercly says $1+\frac{1}{3}=1+\frac{1}{3}$, the base case is true. Inductive step: Fix some $k \geq 1$, and suppose that

$$
S(k): \quad\left(1+\frac{1}{3}\right)^{k}>1+\frac{k}{3}
$$

is true. To be shown is that the statement

$$
S(k+1):\left(1+\frac{1}{3}\right)^{k+1} \geq 1+\frac{k+1}{3}
$$

is also true. Beginning with the left side of $S(k+1)$,

$$
\begin{aligned}
\left(1+\frac{1}{3}\right)^{k+1} & =\left(1+\frac{1}{3}\right)\left(1+\frac{1}{3}\right)^{k} \\
& \geq\left(1+\frac{1}{3}\right)\left(1+\frac{k}{3}\right) \quad(\text { by } S(k)) \\
& =1+\frac{k}{3}+\frac{1}{3}\left(1+\frac{k}{3}\right) \\
& >1+\frac{k}{3}+\frac{1}{3} \\
& =1+\frac{k+1}{3}
\end{aligned}
$$

and so $S(k+1$ ) is true (actually, a slightly stronger statement where inequality is replace with strict inequality is true). This concludes the inductive step $S(k) \rightarrow$ $S(k+1)$.

By MI, for all $n \geq 1$, the statement $S(n)$ holds true.
Exercise 158: For $n \geq 4$, denote the statement involving $n$ by

$$
S(n): \quad 2^{n}<n!.
$$

Base step $(n=4)$ : Since $2^{4}=16$ and $4!=24$, the statement $S(4)$ is true.
Inductive step: Fix some $k: \geq 4$ and assume that

$$
S(k): \quad 2^{k}<k!
$$

is true. To be shown is that

$$
S(k+1): \quad 2^{k-1}<(k+1)!
$$

follows. Beginning with the left side of $S(k+1)$,

$$
\begin{aligned}
2^{k+1} & =2\left(2^{k}\right) & & \\
& <2(k!) & & (\text { by } S(k)) \\
& <(k+1)(k!) & & (\text { since } k \geq 4) \\
& =(k+1)!, & &
\end{aligned}
$$

the right side of $S(k+1)$. This concludes the inductive step $S(k) \rightarrow S(k+1)$.
Therefore, by MI, for all $n>4$, the inequality $S(n)$ is true.
Exercise 159: For $n \geq 5$, denote the inequality

$$
S(n): \quad n^{2}<2^{n} .
$$

BASE STEP $(n=5)$ : Since $5^{2}=25<32=2^{5}, S(5)$ is true, completing the proof of the base step.
Inductive step: For some fixed $k \geq 5$, let the induction hypothesis

$$
S(k): \quad k^{2}<2^{k}
$$

be assumed to be true. To prove the inductive step, one needs to show that

$$
S(k+1): \quad(k+1)^{2}<2^{k+1}
$$

also holds. There are a number of sequences of inequalities which prove this-only one is given here. [There are often many ways to prove inequalities!]

Beginning with the left side of $S(k+1)$,

$$
\begin{aligned}
(k+1)^{2} & =k^{2}+2 k+1 & & \\
& =2^{k}+2 k+1 & & (\text { by } S(k)) \\
& <2^{k}+k+1 & & \text { (since } k \geq 5 \geq 1) \\
& <2^{k}+2^{k} & & \text { (by Ex. 156, since } k \geq 5 \geq 2 \text { ) } \\
& =2\left(2^{k}\right) & & \\
& =2^{k+1}, & &
\end{aligned}
$$

the right side of $S(k+1)$, which proves $S(k+1)$. This concludes the inductive step $S(k) \rightarrow S(k+1)$.

Therefore, by MI, for all $n \geq 5$, the inequality $S(n)$ is true.
Exercise 160: For $\ell \geq 6$, let $S(\ell)$ denote the statement

$$
S(\ell): \quad 6 \ell+6<2^{\ell}
$$

BASE STEP: When $\ell=6$, the statement is true since $42<64$, proving the base case $S(6)$.
Inductive step: Assume that for some fixed $m \geq 6$,

$$
S(m): \quad 6 m+6<2^{m}
$$

Then

$$
\begin{aligned}
6(m+1)+6 & =6 m+6+6 \\
& <2^{m}+6 \\
& <2^{m}+2^{m} \\
& =2^{m+1}
\end{aligned}
$$

proves $S(m+1)$, finishing the inductive step.
So, by MI, for all $\ell \geq 6$, the inequality $S(\ell)$ is true.
Exercise 161: For $k \geq 10$, denote by $S(k)$ the statement

$$
S(k): \quad 3 k^{2}+3 k+1<2^{k}
$$

Base step: $S(10)$, is true, because $331<1000$. [The base case $k=8$ is actually true, and so the result in the exercise could be strengthened!

Inductive step: Fix $\ell \geq 10$ and suppose that $S(\ell)$ is true. Then proving $S(\ell+1)$,

$$
\begin{array}{rlr}
3(\ell+1)^{2}+3(\ell+1)+1 & =3 \ell^{2}+6 \ell+3+3 \ell+3+1 & \\
& =\left(3 \ell^{2}+3 \ell+1\right)+6 \ell+4 & \\
& <2^{\ell}+6 \ell+4 & \\
& <2^{\ell}+2^{\ell} & \\
& =2\left(2^{\ell}\right) & \\
& =2^{\ell+1} &
\end{array}
$$

and so $S(\ell) \rightarrow S(\ell+1)$, finishing the inductive step.
Hence, by the principle of mathematical induction, for all $k \geq 10$, the statement $S(k)$ is true.

Exercise 162: For $n \geq 10$, let $l(n)$ denote the inequality

$$
I(n): \quad n^{3}<2^{n}
$$

Base step ( $n=10$ ): The statement $I(10)$ says $10^{3}<2^{10}$, which is true because $10^{3}=1000$ whereas $2^{10}=1024$.

Inductive step: Suppose that for some fixed $k \geq 10$,

$$
I(k): \quad k^{3}<2^{k}
$$

holds. It remains to show that

$$
I(k+1): \quad(k+1)^{3}<2^{k+1}
$$

follows. Beginning with the left side of $I(k+1)$,

$$
\left.\begin{array}{rlr}
(k+1)^{3} & =k^{3}+3 k^{2}+3 k+1 \\
& <2^{k}+3 k^{2}+3 k+1 \\
& <2^{k}+2^{k} & \tag{byExercise161}
\end{array} \quad(\text { by } I(k))\right)
$$

$$
\begin{aligned}
& =2\left(2^{k}\right) \\
& =2^{k+1}
\end{aligned}
$$

the right side of $I(k+1)$. This proves that $I(k+1)$ is also true, and so concludes the inductive step $I(k) \rightarrow I(k+1)$.

Therefore, by MI, for all $n \geq 10$, the statement $I(n)$ is truc.
Exercise 163: For $k \geq 4$, let $S(k)$ be the statement

$$
S(k): 3 k^{2}+3 k+1<2\left(3^{k}\right)
$$

One could prove this directly by checking the values $k=4,5, \ldots, 9$ directly and then apply Exercise 161 for the cases thereafter since $2^{k}$ is (by Exercise 150, say) less than $2\left(3^{k}\right)$, however, an inductive proof is given here.
BASE STEP: Since $3\left(4^{2}\right)+3(4)+1=61<162=2\left(3^{4}\right)$, the base case $S(4)$ is truc. Similarly, $S(5)$ says $91<2 \cdot 2 \cdot 243$, which is true, and $S(6)$ says $127<2 \cdot 729$. (The extra base cases have been added only so as to use Exercise 160 below, avoiding having to prove yet another auxiliary result.)
INDUCTIVE STEP: For some $m \geq 6$, assume

$$
S(m): 3 m^{2}+3 m+1<2\left(3^{m}\right)
$$

To be proved is

$$
S(m+1): 3(m+1)^{2}+3(m+1)+1<2\left(3^{m+1}\right)
$$

Beginning with the left side and deriving the right side,

$$
\begin{aligned}
3(m+1)^{2}+3(m+1)+1 & =\left(3 m^{2}+3 m+1\right)+6 m+6 & & \\
& <2\left(3^{m}\right)+6 m+6 & & \\
& <2\left(3^{m}\right)+2^{m} & & \\
& <2\left(3^{m}\right)+3^{m} & & \text { (by ind. hyp. } S(m)) \\
& =3\left(3^{m}\right) & & \text { (by Exercisc } 160) \\
& =3^{m+1} & & \\
& <2\left(3^{m+1}\right) & &
\end{aligned}
$$

finishing the inductive step.
By MI, for all $k \geq 4$, for all $k \geq 4$, the statement $S(k)$ is true.
Comment: 'This result above seems rather weak" perhaps the " 2 " on the right can be eliminated? The main feature of this excreise was the algebra behind $2 \cdot 3^{n}+$ $3^{m}=3^{m+1}$.

Exercise 164: For $n \geq 4$, define the proposition

$$
P(n): \quad n^{3}<3^{n} .
$$

BASE STEP $(n=4)$ : Since $4^{3}=64<81=3^{4}$, the statement $P(4)$ is true.
Inductive step: Suppose that for some fixed $k \geq 4$,

$$
P(k): \quad k^{3}<3^{k}
$$

holds. It remains to show that

$$
P(k+1): \quad(k+1)^{3}<3^{k+1}
$$

follows. Beginning with the left side of $P(k+1)$,

$$
\begin{aligned}
(k+1)^{3} & =k^{3}+3 k^{2}+3 k+1 & & \\
& <3^{k}+3 k^{2}+3 k+1 & & \text { (by } P(k)) \\
& <3^{k}+2\left(3^{k}\right) & & \text { (by Exercise 163) } \\
& =3\left(3^{k}\right) & & \\
& =3^{k+1}, & &
\end{aligned}
$$

the right side of $P(k+1)$. This proves that $P(k+1)$ is also true, and so concludes the inductive step $P(k) \rightarrow P(k+1)$.

Therefore, by MI, for all $n \geq 4, P(n)$ is true.
Exercise 165: For $n>6$, define the statement

$$
Q(n): \quad 3^{n}<n!.
$$

Base step $(n=7)$ : Since $3^{7}=2157$ and $7!=5040$, the base case $Q(7)$ is true. (Note that $Q(6)$ is false, since $3^{6}=729$, yet $6!=720$.)

Inductive ster: Let $k \geq 7$ be fixed, and suppose that

$$
Q(k): \quad 3^{k}<k!
$$

holds. Then

$$
\begin{align*}
3^{k+1} & =3 \cdot 3^{k} & & \\
& <3(3!) & & (\text { by } Q(k)) \\
& <(k+1)(k!) & & \text { (since } k \geq 7) \\
& =(k+1)!, & &
\end{align*}
$$

shows that $Q(k+1)$ also holds. This concludes the inductive step $Q(k) \rightarrow Q(k+1)$.

Therefore, by mathematical induction, for each $n \geq 7$, the inequality $Q(n)$ is true.

Exercise 167: The solution given here has a peculiarity in the inductive step; see comments after the proof.

For $n \geq 1$, define the statement

$$
S(n): \quad n^{2} \geq 2 n-1
$$

BASE STEP $(n=1): S(1)$ says $1^{2} \geq 2(1)-1$, which is true.
Inductive step: Suppose that for some fixed $k \geq 1$, the statement

$$
S(k): \quad k^{2} \geq 2 k-1
$$

is true. Observe that $(k+1)^{2}=k^{2}+2 k+1>2 k+1=2(k+1)-1$, whence

$$
S(k+1): \quad(k+1)^{2} \geq 2(k+1)-1
$$

follows directly. This concludes the inductive step $S(k) \rightarrow S(k+1)$.
Therefore, by MI, for all $n \geq 1, S(n)$ is true.
Comment on above solution: Notice that $S(k)$ was not used in the inductive step! Had $S(k)$ been employed, the sequence might have looked like $(k+1)^{2}=$ $\left.k^{2}+2 k+1 \geq(2 k-1)+2 k+1\right)=2 k+2 k \geq 2 k+2=2(k+1)>2(k+1)-1$.

Exercise 168: For $n \geq 1$, define the proposition

$$
P(n): \quad 2 n+1 \leq 3^{n} .
$$

Base step ( $n=1$ ): $P(1)$ says $2(1)+1 \leq 3^{1}$, which is true.
Inductive step: Fix some $k \geq 1$ and suppose that

$$
P(k): \quad 2 k+1 \leq 3^{k} .
$$

Needed to show is

$$
P(k+1): \quad 2(k+1)+1 \leq 3^{k+1} .
$$

Starting with the left side of $P(k+1)$,

$$
\begin{aligned}
2(k+1)+1 & =(2 k+1)+2 & & \\
& \leq 3^{k}+2 & & (\text { by } S(k)) \\
& <3^{k}+2 \cdot 2 \cdot 3^{k} & & \left(\text { since } k \geq 1,3^{k} \geq 3>1\right) \\
& =(1+2) 3^{k} & & \\
& =3 \cdot 3^{k}, & &
\end{aligned}
$$

which is equal to the right-hand side of $P(k+1)$; hence $P(k+1)$ is also true. This concludes the inductive step $P(k) \rightarrow P(k+1)$.

Thercfore, by MI, for all $n \geq 1, P(n)$ is true .
Exercise 169: For $n \geq 3$, definc the assertion

$$
A(n): \quad n^{n} \geq(n+1)!.
$$

Bast step ( $n=3$ ): Since $3^{3}=27 \geq 24=4$ !, $S(3)$ is true, proving the base case $A(3)$.
Inductive step: Fix $k \geq 3$ and suppose that $A(k): k^{k} \geq(k+1)$ ! is true. It remains to prove $A(k+1):(k+1)^{k+1} \geq(k+2)$ !. This is done by looking at the expansion of $(k+1)^{k+1}$ by the binomial theorem:

$$
\begin{aligned}
(k+1)^{k+1} & =\sum_{i=0}^{k}+1\binom{k+1}{i} k^{k+1-i} & & \\
& =k^{k+1}+(k+1) k^{k}+\sum_{i=2}^{k}+1\binom{k+1}{i} k^{k+1} \quad i & & \\
& =k^{k}\left(k+(k+1)+\sum_{i=2}^{k}+1\binom{k+1}{i} k^{1 \cdot i}\right) & & \\
& >k^{k}(2 k+1) & & \text { (since } k \geq 3) \\
& >k^{k}(k+2) & & \text { (since } k \geq 3) \\
& >(k+1)!(k+2) & & \text { (by } A(k)) \\
& =(k+2)!, & &
\end{aligned}
$$

which completes the proof of $A(k+1)$, and hence the inductive step $A(k) \rightarrow A(k+1)$.
By mathematical induction, for all $n \geq 3, A(n)$ is true.
Note: In the sequence of inequalitics above, the inequality $2 k+1>k+2$ was used, hardly an optimal inequality for large $k$, so one might guess that an even stronger inequality holds, namely

$$
n^{n}>2(n+1)!,
$$

which indeed is true for $n \geq 4$. This can be proved in a nearly identical manner to that used above.

Exercise 1.70: 'This problem appears in, for example, [350].

For $n \geq 3$, define the statement

$$
P(n): \quad n^{n+1}>(n+1)^{n} .
$$

BASE STEP $(n=3)$ : The statement $P(3)$ says $3^{4}>4^{3}$, which is equivalent to $81>64$, so $P(3)$ is true.
Inductive step: Fix some $k \geq 3$, and suppose that.

$$
P(k): \quad k^{k+1}>(k+1)^{k}
$$

is true. Next to prove is

$$
P(k+1): \quad(k+1)^{k+2}>(k+2)^{k+1} .
$$

First, restate $P(k)$ in a form convenient to use later:

$$
k^{k+1}>(k+1)^{k} \Rightarrow k \cdot k^{k}>(k+1)^{k}
$$

and so $P(k)$ can be rewritten as

$$
P^{\prime}(k): \quad\left(\frac{k+1}{k}\right)^{k}<k .
$$

Obscrve that $(k+1)^{2}=k^{2}+2 k+1>k^{2}+2 k=k(k+2)$, and so for positive $k$,

$$
\frac{k+2}{k+1}<\frac{k+1}{k}
$$

which implies (by Exercise 150)

$$
\begin{equation*}
\left(\frac{k+2}{k+1}\right)^{k+1}<\left(\frac{k+1}{k}\right)^{k+1} . \tag{28.1}
\end{equation*}
$$

Starting with the right side of $P(k+1)$,

$$
\begin{align*}
(k+2)^{k+1} & =\left(\frac{k+2}{k+1}\right)^{k+1}(k+1)^{k+1} \\
& <\left(\frac{k+1}{k}\right)^{k+1}(k+1)^{k+1}  \tag{28.1}\\
& =\left(\frac{k+1}{k}\right)^{k} \frac{k+1}{k}(k+1)^{k+1} \\
& <k \frac{k+1}{k}(k+1)^{k+1} \tag{k}
\end{align*}
$$

$$
=(k+1)^{k+2}
$$

arrive at the left side of $P(k+1)$, proving the required statement. This concludes the inductive step $P(k) \rightarrow P(k+1)$.

Therefore, by MI, for all $n \geq 3$, the statement $P(n)$ is truc.
Exercise 171: For $n \geq 5$, define the statement

$$
S(n): \quad(n+1)!>2^{n+3} .
$$

Base step $(n=5): S(5)$ says $6!>2^{8}$, which is true since $720>256$.
Inductive step: Fix some $k \geq 5$ and suppose that

$$
S(k): \quad(k+1)!>2^{k+3}
$$

is truc. It suffices to prove that

$$
S(k+1):(k+2)!>2^{k+4}
$$

holds. Beginning with the left side of $S(k+1)$,

$$
\begin{aligned}
(k+2)! & =(k+1)!\cdot(k+2) & & \\
& >2^{k+3}(k+2) & & \text { (by ind. hyp. } S(k)) \\
& \geq 2^{k+3} \cdot 7 & & (\text { since } k \geq 5) \\
& >2^{k+3} \cdot 2 & & \\
& =2^{k+4}, & &
\end{aligned}
$$

the right side of $S(k+1)$. Thus, $S(k) \rightarrow S(k+1)$, completing the inductive step.
Hence, by MI, for all $n \geq 5$, the statement $S(n)$ is true.
Exercise 172: This problem occurred in, for example, [350].
For $n \geq 3$, let $S(n)$ denote the statement

$$
(n!)^{2}>n^{n}
$$

Two proofs are provided here, an easy direct proof, and an inductive proof. An inductive proof following from Exercise 170 appears in [350], however, for interests sake, a slightly different proof is offered here.
Direct proof for Exercise 172: Interpret the expression $(n!)^{2}=(n!)(n!)$ as the product of $n$ terms, each term a pair of the form $(k+1)(n-k)$, where $k=0,1, \ldots, n-1$. For $1<k \leq n-2$, each term is $(k+1)(n-k)=k(n-k)+n-k=n+k(n-k-1)$, which is greater than $n$ (since $n \geq 3$ ). Thus, since there are $n$ terms with the two
outside terms equal to $n$ and the middle terms all greater than $n$, the product is greater than $n^{n}$.

Indurtive proof for Exercise 172:
BASE STEP: Since ( $3!)^{2}=6^{2}=36>27=3^{3}, S(3)$ holds.
Inducine step: For some fixed $k \geq 4$, suppose that $S(k)$ is true. It remains to prove

$$
S(k+1):((k+1)!)^{2}>(k+1)^{k+1} .
$$

First, an obscrvation is made that will streamline the proof. For any $k \geq 3$ and each $2 \leq \ell \leq k,\binom{k}{\ell}<k^{\ell}$, and so, by the binomial theorem,

$$
(k+1)^{k}=:=k^{k}+\binom{k}{1} k^{k-1}+\sum_{\ell=2}^{k}\binom{k}{\ell} k^{k-\ell}<(k+1) k^{k} .
$$

To prove $S(k+1)$,

$$
\begin{aligned}
((k+1)!)^{2} & =((k+1) k!)^{2} & & \\
& =(k+1)^{2}(k!)^{2} & & \\
& >(k+1)^{2} \cdot k^{k} & & \text { (by } S(k)) \\
& =(k+1)\left\{(k+1) k^{k}\right\} & & \\
& >(k+1)(k+1)^{k} & & \text { (by above observation) } \\
& =(k+1)^{k+1} . & &
\end{aligned}
$$

This completes the inductive step $S(k) \rightarrow S(k+1)$.
By mathematical induction, for all $n \geq 3, S(n)$ is true.
Exercise 173: This exercise appeared in [350] (Exercise 13), together with two solutions. The first, apparently found in [282], is a rather clever application of the AM-GM inequality (Theorem 3.3.1) and the formula for the sum of the first $n$ odd numbers (which itself has an inductive proof-see Exercise 38). The second proof given in [350] is that which one would arrive at naturally when trying to prove the result inductively. Both proofs are given here.

For $n \geq 2$, let $P(n)$ denote the statement

$$
1 \cdot 3 \cdot 5 \cdots \cdots(2 n-1)<n^{n} .
$$

Proof using AM-GM: By Exercise $38,1+3+5+\cdots+(2 n-1)=n^{2}$, and so by the AM-GM inequality,

$$
(1 \cdot 3 \cdot 5 \cdots \cdot(2 n-1))^{1 / n}<\frac{1+3+5+\cdots+(2 n-1)}{n}-n .
$$

Raising each side to the power of $n$ (and applying Exercise 150) finishes the proof.

## Proof by induction:

Base step: Since $3<2^{2}, P(2)$ is true.
Inductive step: For some fixed $k \geq 2$, suppose that

$$
P(k): 1 \cdot 3 \cdot 5 \cdots \cdot(2 k-1)<k^{k}
$$

is truc. It remains to prove the statement

$$
P(k+1): 1 \cdot 3 \cdot 5 \cdots(2 k+1)<(k+1)^{k+1}
$$

Indeed,

$$
\begin{aligned}
1 \cdot 3 \cdot 5 \cdots(2 k-1)(2 k+1) & <k^{k}(2 k+1) \\
& =k^{k+1}+(k+1) k^{k} \\
& =k^{k+1}+\binom{k+1}{1} k^{k} \\
& <(k+1)^{k+1}
\end{aligned}
$$

where the last inequality follows from the binomial theorem. Thus, $P(k+1)$ is true, finishing the inductive step.

Therefore, by MI, for cach $n \geq 2$, the statement $P(n)$ is true.
Added note: In the inductive step above, it was essentially proved that ( $k+$ $1)^{k+1}>k^{k}(2 k+1)$ (just as in Exercise 169 , too). This can also be seen by applying the Bernoulli inequality (Exercise 198 , which says $(1+x)^{n}>1+n x$ when $x>0$ ) as follows:

$$
(k+1)^{k+1}=k^{k+1}\left(1+\frac{1}{k}\right)^{k+1}>k^{k+1}\left(1+\frac{k+1}{k}\right)=k^{k}(2 k+1)
$$

Exercise 174: For $n \geq 5$, denote the inequality in the exercise by

$$
P(n): \quad(2 n)!<(n!)^{2} 4^{n-1}
$$

BASE STEP $(n=5)$ : One need only verify that $(10)!<(5!)^{2} 4^{4}$, which is true, since $10!=3628800$ and $(5!)^{2} \cdot 16=3686400$, so $P(5)$ holds.

INDLCIVE SIEP: Fix some $k \geq 5$ and suppose that $P(k)$ is true. Consider the statement

$$
P(k+1): \quad(2 k+2)!<((k+1)!)^{2} 4^{k}
$$

Beginning with the left side of $P(k+1)$,

$$
\begin{aligned}
(2 k+2)! & =(2 k)!(2 k+1)(2 k+2) \\
& \left.<(k!)^{2} 4^{k-1}(2 k+1)\right)(2 k+2) \quad(\text { by } P(k)) \\
& <(k!)^{2} 4^{k-1}(2 k+2)(2 k+2) \\
& =(k!)^{2} 4^{k-1}(k+1)^{2} \cdot 4 \\
& =((k+1)!)^{2} 4^{k}
\end{aligned}
$$

the right side of $P(k+1)$. So $P(k+1)$ also holds, completing the inductive step. By mathematical induction, for every $n \geq 5$, the statement $P(n)$ holds.

Exercise 175: This exercise appears in [350, Ex. 16]. For $n \geq 2$, denote the inequality in the exercise by

$$
S(n): \quad \frac{4^{n}}{n+1}<\frac{(2 n)!}{(n!)^{2}}
$$

Bast: Step: 'The left side of $S(2)$ is $16 / 3$ and the right side is 6 , so $S(2)$ is true. Inductive: step: For some fixed $k \geq 2$, suppose that

$$
S(k): \quad \frac{4^{k}}{k+1}<\frac{(2 k)!}{(k!)^{2}}
$$

is true. It remains to prove that

$$
S(k+1): \quad \frac{4^{k \cdot 1}}{k+2}<\frac{(2(k+1))!}{((k+1)!)^{2}}
$$

follows. To streamline the derivation of $S(k+1)$, the following fact is used (which holds for any $n \geq 1$ ):

$$
\begin{equation*}
\frac{4 n+4}{n+2}<\frac{4 n+2}{n+1} \tag{28.2}
\end{equation*}
$$

To see this, simply cross-multiply to obtain $4 n^{2}+8 n+4<4 n^{2}+10 n+4$.
Beginning with the left side of $S(k+1)$,

$$
\begin{aligned}
\frac{4^{k+1}}{k+2} & =\frac{4^{k}}{k+1} \cdot \frac{4(k+1)}{k+2} \\
& \left.<\frac{(2 k)!}{(k!)^{2}} \cdot \frac{4(k+1)}{k+2} \quad \text { by } S(k)\right) \\
& <\frac{(2 k)!}{(k!)^{2}} \cdot \frac{4 k+2}{k+1} \quad \text { (by eq'n }(28.2) \\
& =\frac{(2 k)!}{(k!)^{2}} \cdot \frac{(2 k+2)(2 k+1)}{(k+1)^{2}}
\end{aligned}
$$

$$
=\frac{(2 k+2)!}{((k+1)!)^{2}}
$$

which is the right side of $S(k+1)$. This proves $S(k+1)$ also holds, and so completes the inductive step.

Consequently, by MI, for each $n \geq 2, S(n)$ is truc.
Exercise 176: For each positive integer $n$, denote the assertion in the exercise by

$$
A(n): \quad n!>4^{n}
$$

Observe that $A(8)$ is false since $8!=40320$, yet $4^{8}=65536$. However, $A(9)$ is true, since $9!=362880$ and $4^{9}=262144$. It should seem clear that for every $n>9, A(n)$ is true since at each step, the previous term on the left is multiplied by $n+1$, yet the right side increases only by a factor of 4 . Nevertheless, here is the inductive proof that $A(n)$ is true for every $n \geq 9$ :
BASE STEP: The case $n=9$ was verified above.
Inductive step: For some $k \geq 9$, suppose that $A(k)$ is true. Then

$$
\begin{aligned}
(k+1)! & -(k+1) \cdot k! \\
& >(k+1) \cdot 4^{k} \quad(\mathrm{by} A(k)) \\
& >4^{k} \quad(\text { since } k \geq 9) \\
& =4^{k+1},
\end{aligned}
$$

proving that $A(k+1)$ follows. This completes the inductive step.
By mathematical induction, it follows that for all $n \geq 9, A(n)$ is true.
Exercise 177: For each positive integer $n$, let $S(n)$ be the assertion that $\ln (n)<n$.

Base step: Since $\ln (1)=0<1, S(1)$ is true.
Inductive step: For some $k \geq 1$, assume that $S(k)$ is true, that is, $\ln (k)<k$, or equivalently, $k<e^{k}$. It remains to prove $S(k+1)$, that is, $\ln (k+1)<k=1$, or equivalently, $k+1<e^{k+1}$. To accomplish this, a little trick is used: since $2<e$, it follows that, $1<e-1$ and so $\frac{1}{c^{k}}<e-1$. Hence $1+\frac{1}{e^{k}}<e$ and multiplying each side $e^{k}$ yields $e^{k}+1<e^{k+1}$. By induction hypothosis, $k<e^{k}$ and so the previous equation yields $k+1<e^{k+1}$, the statement equivalent to $S(k+1)$. This completes the inductive step.

By MI, for all $n \geq 1$ the statement $S(n)$ is true .
Exercise 179: For $n \geq 1$, let $S(n)$ denote the statement

$$
1+2+3+\cdots+n<\frac{1}{8}(2 n+1)^{2}
$$

Base ster ( $n=1$ ): Since $1<\frac{1}{8} 3^{2}, S(1)$ holds.
Induction step: Fix $k \geq 1$ and suppose that $S(k)$ holds. Consider the statement

$$
S(k+1): \quad 1+2+3+\cdots+k+(k+1)<\frac{1}{8}(2 k+3)^{2} .
$$

Beginning with the left side of $S(k+1)$,

$$
\begin{aligned}
1+2+3+\cdots+k+(k+1) & <\frac{1}{8}(2 k+1)^{2}+(k+1)(\text { by } S(k)) \\
& =\frac{1}{8}\left[(2 k+1)^{2}+8 k+8\right] \\
& =\frac{1}{8}\left[4 k^{2}+4 k+1+8 k+8\right] \\
& =\frac{1}{8}\left[4 k^{2}+12 k+9\right] \\
& =\frac{1}{8}(2 k+3)^{2}
\end{aligned}
$$

completing the proof of $S(k+1)$, and hence the inductive step.
By the principle of mathematical induction, for all $n \geq 1$, the statement $S(n)$ is true.

Exercise 180: This exercise shows that the sum of the reciprocals of the squares converges to something at most 2 ; in fact, the series converges to $\frac{\pi^{2}}{6}$.

For $n \geq 1$, denote the statement in the exercise by

$$
S(n): \quad 1+\frac{1}{4}+\frac{1}{9}+\cdots+\frac{1}{n^{2}} \leq 2-\frac{1}{n} .
$$

Base step ( $n=1$ ): Since $1=2-\frac{1}{1}, S(1)$ holds.
Induction step: Fix some $k \geq 1$ and suppose that $S(k)$ is true. It remains to show that

$$
S(k+1): \quad 1+\frac{1}{4}+\frac{1}{9}+\cdots+\frac{1}{k^{2}}+\frac{1}{(k+1)^{2}} \leq 2-\frac{1}{k+1}
$$

holds. Starting with the left side of $S(k+1)$,

$$
\begin{aligned}
& 1+\frac{1}{4}+\cdots+\frac{1}{k^{2}}+\frac{1}{(k+1)^{2}} \\
& \leq 2-\frac{1}{k}+\frac{1}{(k+1)^{2}} \quad(\text { by } S(k)) \\
& =2-\frac{1}{k+1}\left(\frac{k+1}{k}-\frac{1}{k+1}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =2-\frac{1}{k+1}\left(\frac{k^{2}-k}{k(k+1)}\right) \\
& \leq 2-\frac{1}{k+1} \quad \quad\left(\text { since } k \geq 1, k^{2}-k \geq 0\right),
\end{aligned}
$$

the right side of $S(k+1)$. Thus $S(k+1)$ is true, thereby completing the inductive step.

By mathematical induction, for any $n \geq 1$, the statement $S(n)$ is true.

Exercise 181: For $n \geq 2$, denote the statement in the excrcise by

$$
S(n): \quad 2\left(1+\frac{1}{8}+\frac{1}{27}+\cdots+\frac{1}{n^{3}}\right)<3-\frac{1}{n^{2}} .
$$

This exercise shows that the series $\sum_{m=1}^{\infty} \frac{1}{m^{3}}$ converges to something at most $\frac{3}{2}$.
Basf step $(n=2)$ : Since $S(2)$ says $2\left(1+\frac{1}{8}\right)<3-\frac{1}{4}$, or equivalently, $\frac{9}{4}<\frac{11}{4}$, which is truc.

Induction step: Suppose that for some fixed $k \geq 2, S(k)$ is true. Consider the statement

$$
S(k+1): 2\left(1+\frac{1}{8}+\frac{1}{27}+\cdots+\frac{1}{k^{3}}+\frac{1}{(k+1)^{3}}\right)<3-\frac{1}{(k+1)^{2}} .
$$

Beginning with the left side of $S(k+1)$,

$$
\begin{aligned}
2\left(1+\frac{1}{8}+\frac{1}{27}+\cdots+\frac{1}{k^{3}}+\frac{1}{(k+1)^{3}}\right) & =3-\frac{1}{k^{2}}+\frac{1}{(k+1)^{3}} \quad(\text { by } S(k)) \\
& =3-\frac{(k+1)^{3}-k^{2}}{k^{2}(k+1)^{3}} \\
& =3-\frac{k^{3}+2 k^{2}+3 k+1}{k^{2}(k+1)^{3}} \\
& <3-\frac{k^{3}+k^{2}}{k^{2}(k+1)^{3}} \\
& =3-\frac{k^{2}(k+1)}{k^{2}(k+1)^{3}} \\
& =3-\frac{1}{(k+1)^{2}}
\end{aligned}
$$

arrive at the right side of $S(k+1)$. Thus, $S(k+1)$ is truc, which completes the inductive step $S(k) \Rightarrow S(k+1)$.

By Ml, one concludes that for every $n \geq 2, S(n)$ is true.

Exercise 182: This exercise is very popular, but I can not find an early source; it, recently appcared in $[534]$, for example. The result of this exercise shows that the power series expansion for $e$ indeed converges, and to something at most 3 .

For $n \geq 4$, denote the inequality in the exercise by

$$
S(n): \quad 1+\frac{1}{1!}+\frac{1}{2!}+\frac{1}{3!}+\cdots+\frac{1}{n!}<3-\frac{1}{n} .
$$

BASE STEP: $S(4)$ reads $1+\frac{1}{1}+\frac{1}{2}+\frac{1}{6}+\frac{1}{24} \leq 3-\frac{1}{4}$, or $\frac{65}{24}<\frac{11}{4}$, and since $\frac{11}{4}=\frac{66}{4}, S(4)$ is truc. (For $n=1,2,3$, one has equality, so the statement with strict inequality must start at $n=4$.)
Induction step: Fix $m \geq 4$, and suppose that $S(m)$ is true. It remains to show that

$$
S(m+1): \quad 1+\frac{1}{1!}+\frac{1}{2!}+\frac{1}{3!}+\cdots+\frac{1}{m!}+\frac{1}{(m+1)!} \leq 3-\frac{1}{m+1}
$$

follows. In a sequence of inequalities below, the following inequality (which holds for $m \geq 1$ ) is used:

$$
\begin{equation*}
\frac{1}{m+1} \leq \frac{1}{m}-\frac{1}{(m+1)!} \tag{28.3}
\end{equation*}
$$

This holds because $m!\leq(m-1)!(m+1)$ (check for $m=1$, then multiply out for larger $m$ ), and so

$$
\frac{1}{m+1}+\frac{1}{(m+1)!}=\frac{m!+1}{(m+1)!} \geq \frac{(m-1)!(m+1)}{(m+1)!}=\frac{1}{m}
$$

With this in hand, beginning with the left side of $S(m+1)$,

$$
\begin{array}{rlrl}
1+\frac{1}{1!}+\frac{1}{2!}+\cdots+\frac{1}{m!}+\frac{1}{(m+1)!} & <3-\frac{1}{m}+\frac{1}{(m+1)!} & \quad \text { (by } S(m)) \\
& \leq 3-\frac{1}{m+1} \quad \quad \text { (by eq'n }(2) \tag{28.3}
\end{array}
$$

which proves $S(m+1)$, thereby completing the inductive step.
By mathematical induction, for each $n \geq 4, S(n)$ holds.
Exercise 183: For $n \geq 1$, let $L(n)$ denote the inequality

$$
\frac{1}{1!}+\frac{2}{3!}+\frac{3}{5!}+\cdots+\frac{n}{(2 n-1)!} \leq 2-\frac{1}{(2 n)!}
$$

Basf stef: For $n-1, L(1)$ reads $\frac{1}{1} \leq 2-\frac{1}{2}$, which is truc.

Inductive step: For some fixed $k \geq 1$, let the inductive hypothesis be that $L(k)$ is true. The next step is to show that $L(k+1)$ :

$$
\frac{1}{1!}+\frac{2}{3!}+\frac{3}{5!}+\cdots++\frac{k}{(2 k-1)!}+\frac{k+1}{(2 k+1)!} \leq 2-\frac{1}{(2 k+2)!}
$$

is also truc. Starting with the left side of $L(k+1)$,

$$
\begin{aligned}
\frac{1}{1!}+\frac{2}{3!}+\cdots+\frac{k}{(2 k-1)!}+\frac{k+1}{(2 k+1)!} & \leq 2-\frac{1}{(2 k)!}+\frac{k+1}{(2 k+1)!}(\text { by } L(k)) \\
& =2-\frac{2 k+1-(k+1)}{(2 k+1)!} \\
& =2-\frac{k}{(2 k+1)!} \\
& <2-\frac{1}{(2 k+1)!} \\
& <2-\frac{1}{(2 k+2)!}
\end{aligned}
$$

which is the right side of $L(k+1)$. This completes the inductive step $L(k) \Rightarrow L(k+1)$.

By mathematical induction: for all $n \geq 1$, the statement $L(n)$ is true.
Added notes: The inductive step above seems to have too much room, and hence indicates that a much tighter result is possible (or some simple mistake was made?). Furthermore, the above result shows that the infinite scrics $\sum_{i=1}^{\infty} \frac{i}{(2 i-1)!}$ converges to a number which is at most: 2. Can you find out what this series actually converges to?

Exercise 184: For $n \geq 1$, let $I(n)$ denote the inequality

$$
\frac{1}{2!}+\frac{2}{3!}+\frac{3}{4!}+\cdots+\frac{n}{(n+1)!} \leq 1-\frac{1}{(n+1)!} .
$$

BaSE step: $I(1)$ says $\frac{1}{2} \leq 1-\frac{1}{2!}$ which is true because, in fact, equality is attained. Induction step: Let $k: \geq 1$ and suppose that $I(k)$ holds. Then

$$
\begin{aligned}
\frac{1}{2!}+\frac{2}{3!}+\cdots+\frac{k}{(k+1)!}+\frac{k+1}{(k+2)!} & \leq 1 \cdots \frac{1}{(k+1)!}+\frac{k+1}{(k+2)!} \text { by } I(k) \\
& =1 \cdots \frac{k+2}{(k+2)!}+\frac{k+1}{(k+2)!} \\
& =1-\frac{1}{(k+2)!}
\end{aligned}
$$

proves that $I(k+1)$ also holds, completing the inductive step.
Therefore, by induction, for all $n \geq 1$, the statement, $I(n)$ holds.
Exercise 185: For $n \geq 2$, let $S(n)$ be the statement

$$
S(n): \frac{1}{n+1}+\frac{1}{n+2}+\cdots+\frac{1}{2 n}>\frac{13}{24}
$$

BASE STEP $(n=2): S(2)$ says $\frac{1}{2+1}+\frac{1}{2+2}>\frac{13}{24}$, which is true since $\frac{1}{2+1}+\frac{1}{2+2}=\frac{14}{24}$.
Induction step: Fix some $k \geq 2$, and suppose that

$$
S(k): \frac{1}{k+1}+\frac{1}{k+2}+\cdots+\frac{1}{2 k}>\frac{13}{24}
$$

is true (the induction hypothesis). The next step is to show that

$$
S(k+1): \quad \frac{1}{k+2}+\frac{1}{k+3}+\cdots+\frac{1}{2 k+2}>\frac{13}{24}
$$

is true. Beginning with the left-hand side of $S(k+1)$, one must add and subtract an extra term so that the inductive hypothesis can be applied:

$$
\begin{aligned}
& \frac{1}{k}+\begin{array}{l}
+2 \\
\quad=\frac{1}{k+3}+\cdots+\frac{1}{2 k}+\frac{1}{2 k+1}+\frac{1}{2 k+2} \\
\quad>\frac{13}{24}+\frac{1}{2 k+1}+\frac{1}{2 k+2}-\frac{1}{k+1}+\cdots+\frac{1}{2 k}+\frac{1}{2 k+1}+\frac{1}{2 k+2}-\frac{1}{k+1} \\
\quad=\frac{13}{24}+\frac{1}{2 k+1}+\frac{1}{2 k+2}-\frac{2}{2 k+2} \\
\quad=\frac{13}{24}+\frac{1}{2 k+1}-\frac{1}{2 k+2} \\
\quad=\frac{13}{24}+\frac{1}{(2 k+1)(2 k+2)} \\
\quad>\frac{13}{24}
\end{array}
\end{aligned}
$$

proving $S(k+1)$, and completing the inductive step $S(k) \rightarrow S(k+1)$.
Hence, by mathematical induction, $S(n)$ holds for all $n \geq 2$.

Exercise 186: For each $n \geq 2$, let $R(n)$ denote the statement

$$
2^{n}<\binom{2 n}{n}<4^{n}
$$

Base step: $R(2)$ says $2^{2}<\binom{4}{2}<4^{2}$, a true statement since $4<6<16$.
Inductive step: Let $k \geq 2$ and suppose that $R(k)$ is true. It remains to prove

$$
R(k+1): \quad 2^{k+1}<\binom{2 k+2}{k+1}<4^{k+1}
$$

First note that

$$
\binom{2 k+2}{k+1}=\frac{(2 k+2)!}{(k+1)!(k+1)!}=\frac{(2 k+2)(2 k+1)}{(k+1)(k+1)} \frac{(2 k)!}{k!k!}=\frac{2(2 k+1)}{k+1}\binom{2 k}{k}
$$

To see the left inequality in $R(k+1)$,

$$
\begin{aligned}
\binom{2 k+2}{k+1} & =\frac{2(2 k+1)}{k+1}\binom{2 k}{k} \\
& >\frac{2(2 k+1)}{k+1} 2^{k} \\
& >2 \cdot 2^{k}=2^{k+1}
\end{aligned}
$$

To sec the second inequality in $R(k+1)$, first note that $\frac{2(2 k+1}{k+1}=\frac{4 k+2}{k+1}=4-\frac{2}{k+1}<4$, and so

$$
\begin{aligned}
\binom{2 k+2}{k+1} & =\frac{2(2 k+1)}{k+1}\binom{2 k}{k} \\
& <\frac{2(2 k+1)}{k+1} 4^{k} \quad(\text { by } R(k)) \\
& <4 \cdot 4^{k}=4^{k+1}
\end{aligned}
$$

So both inequalities in $R(k+1)$ hold, completing the inductive step.
By mathematical induction, for each $n \geq 2, R(n)$ holds.
Exercise 187: For each $n \geq 1$, let the statement in the excrcise be denoted by

$$
C(n): \quad\binom{2 n}{n} \geq \frac{2^{2 n}}{2 n}
$$

BASE STEP: $C(1)$ says $\binom{2}{1} \geq \frac{2^{2}}{2}$, or equivalently, $2 \leq 2$, and so $C(1)$ holds. Inductive step: Fix some $m \geq 1$ and suppose that,

$$
C(m):\binom{2 m}{m} \geq \frac{2^{2 m}}{2 m}
$$

is true. To be shown is that

$$
C(m+1): \quad\binom{2 m+2}{m+1} \geq \frac{2^{2 m+2}}{2 m+2}
$$

follows. Using the equality mentioned in Exercise 186 ,

$$
\begin{align*}
\binom{2 m+2}{m+1} & =\frac{2(2 m+1)}{m+1}\binom{2 m}{m} \\
& \geq \frac{2(2 m+1)}{m+1} \frac{2^{2 m}}{2 m}  \tag{m}\\
& =\frac{2(2 m+1)}{m} \cdot \frac{2^{2 m}}{2(m+1)} \\
& >4 \cdot \frac{2^{2 m}}{2 m+2}=\frac{2^{2 m+2}}{2 m+2}
\end{align*}
$$

and so $C(m+1)$ indeed follows from $C(m)$, completing the inductive step.
By mathematical induction, for cach $n \geq 1$, the inequality $C(n)$ is true.
Exercise 188: For $n \geq 1$, let $R(n)$ denote the inequality

$$
\frac{1}{\sqrt{1}}+\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{3}}+\cdots+\frac{1}{\sqrt{n}} \leq 2 \sqrt{n}-1
$$

Base step: 'Ihe statement $R(1)$ says $\frac{1}{1} \leq 2 \sqrt{1}-1$, and so is true.
Inductrve step: Suppose that for some fixed $k \geq 1$,

$$
R(k): \frac{1}{\sqrt{1}}+\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{3}}+\cdots+\frac{1}{\sqrt{k}} \leq 2 \sqrt{k}-1
$$

holds. To complete this inductive step, it remains to show that

$$
R(k+1): \frac{1}{\sqrt{1}}+\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{3}}+\cdots+\frac{1}{\sqrt{k}}+\frac{1}{\sqrt{k+1}} \leq 2 \sqrt{k+1}-1
$$

follows. In doing so, the following inequality (which one discovers is needed only after one tries proving the inductive step) is helpful:

$$
\begin{equation*}
2 \sqrt{k}+\frac{1}{\sqrt{k+1}}<2 \sqrt{k+1}, \quad(\text { for } k>0) \tag{28.4}
\end{equation*}
$$

One proof of equation (28.1) is by the following reasoning: $4 k(k+1)<(2 k+1)^{2}$ : and taking square roots yields $2 \sqrt{k} \sqrt{k+1}<2 k ; 1$; then $2 \sqrt{k} \sqrt{k+1}+1<2(k+1)$ and division by $\sqrt{k+1}$ now yields the result. Okay, with that in hand, beginning with the left side of $R(k+1)$,

$$
\frac{1}{\sqrt{1}}+\frac{1}{\sqrt{2}}+\cdots+\frac{1}{\sqrt{k}}+\frac{1}{\sqrt{k+1}} \leq 2 \sqrt{k} \cdot 1+\frac{1}{\sqrt{k+1}}(\text { by } R(k))
$$

$$
<2 \sqrt{k+1}-1 \quad \text { (by equation }(28.4))
$$

the right side of $R(k+1)$. This completes the inductive stcp $R(k) \rightarrow R(k+1)$.
By mathematical induction, for all $n \geq 1, R(n)$ holds.
Exercise 189: For $n \geq 1$, denote the given inequality by

$$
S(n): \frac{1}{\sqrt{1}}+\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{3}}+\cdots+\frac{1}{\sqrt{n}} \geq \sqrt{n} .
$$

BASE STEP: Since $1 \geq \sqrt{1}, S(1)$ holds.
Before proceeding with the inductive step, inequality is given (and proved) which streamlines calculations: For any $x>1$,

$$
\begin{equation*}
\sqrt{x}+\frac{1}{\sqrt{x+1}}>\sqrt{x+1} \tag{28.5}
\end{equation*}
$$

To see this, observe that for $x \geq 1, \sqrt{x(x+1)}>x$, and so $\sqrt{x(x+1)}+1>x+1$. Division by $\sqrt{x+1}$ proves equation (28.5).

Inductivf, step: For some fixed $k \geq 1$, suppose that $S(k)$ is true. Then

$$
\begin{aligned}
\frac{1}{\sqrt{1}}+\frac{1}{\sqrt{2}}+\cdots+\frac{1}{\sqrt{k}}+\frac{1}{\sqrt{k+1}} & \geq \sqrt{k}+\frac{1}{\sqrt{k+1}}(\text { by } S(k)) \\
& >\sqrt{k+1}(\text { by eqn } 28.5)
\end{aligned}
$$

which shows that $S(k+1)$ is true as well. This completes the inductive step.
By the principle of mathematical induction, for all $n \geq 1, S(n)$ is true.
Exercise 190: For $n \geq 1$, let $S(n)$ denote the statement

$$
2+\frac{1}{\sqrt{1}}+\frac{1}{\sqrt{2}}+\frac{1}{\sqrt{3}}+\cdots+\frac{1}{\sqrt{n}}>2 \sqrt{n+1}
$$

Base step: Since $2+1>2 \cdot 1, S(1)$ is clearly true.
Inductive step: For some fixed $k \geq 1$, suppose that $S(k)$ is true. To complete the inductive step, it remains to prove $S(k+1)$ :

$$
2+\frac{1}{\sqrt{1}}+\frac{1}{\sqrt{2}}+\cdots+\frac{1}{\sqrt{n}}+\frac{1}{\sqrt{k+1}}>2 \sqrt{k+2}
$$

Beginning with the left side of $S(k+1)$,

$$
2+\frac{1}{\sqrt{1}}+\frac{1}{\sqrt{2}}+\cdots+\frac{1}{\sqrt{k}}+\frac{1}{\sqrt{k+1}}>2 \sqrt{k+1}+\frac{1}{\sqrt{k+1}}(\text { by } S(k)) .
$$

To finish the proof of $S(k+1)$, it suffices to prove

$$
2 \sqrt{k+1}+\frac{1}{\sqrt{k+1}} \geq 2 \sqrt{k+2}
$$

Perhaps the easiest way to see this is by the following sequence of equations, each following from the previous:

$$
\begin{aligned}
(2 k+3)^{2} & >4(k+2)(k+1) \\
2 k+3 & >2 \sqrt{(k+2)(k+1)} \\
\frac{2(k+1)+1}{\sqrt{k+1}} & >2 \sqrt{k+2}
\end{aligned}
$$

This yields the desired inequality and so completes the proof of $S(k+1)$ and hence the inductive step.

By MI, for all $n \geq 1$, the statement $S(n)$ holds true.

Exercise 191: For cach $n \geq 1$, let $S(n)$ be the starement

$$
S(n): \quad \frac{1}{2 n} \leq \frac{1 \cdot 3 \cdot 5 \cdots(2 n-1)}{2 \cdot 4 \cdot 6 \cdots(2 n)} \leq \frac{1}{\sqrt{n+1}}
$$

BASE STEP: Since $S(1)$ says $\frac{1}{2} \leq \frac{1}{2} \leq \frac{1}{\sqrt{2}}$, which is true.
Inducilion step: Assume that for some $k \geq 1$,

$$
S(k): \quad \frac{1}{2 k} \leq \frac{1 \cdot 3 \cdot 5 \cdots(2 k-1)}{2 \cdot 4 \cdot 6 \cdots(2 k)} \leq \frac{1}{\sqrt{k+1}}
$$

is true. The statement

$$
S(k+1): \quad \frac{1}{2 k+2} \leq \frac{1 \cdot 3 \cdot 5 \cdots(2 k-1)(2 k+1)}{2 \cdot 4 \cdot 6 \cdots(2 k)(2 k+2)} \leq \frac{1}{\sqrt{k+2}}
$$

is to be shown. Each inequality is proved separately. For the first inequality in $S(k+1)$, begin with the right side:

$$
\begin{aligned}
\frac{1 \cdot 3 \cdot 5 \cdots(2 k-1)(2 k \cdot 1)}{2 \cdot 4 \cdot 6 \cdots(2 k)(2 k+2)} & \geq \frac{1}{2 k} \cdot \frac{2 k \div 1}{2 k+2} \text { (by ind. hyp.) } \\
& >\frac{1}{2 k+2}
\end{aligned}
$$

the left-hand side of the first inequality in $S(k+1)$.

To prove the second equality in $S(k+1)$, begin with left side:

$$
\begin{aligned}
\frac{1 \cdot 3 \cdot 5 \cdots(2 k-1)(2 k+1)}{2 \cdot 4 \cdot 6 \cdots(2 k)(2 k+2)} & \leq \frac{1}{\sqrt{k+1}} \cdot \frac{2 k+1}{2 k+2} \text { (by ind. hyp.) } \\
& =\frac{1}{\sqrt{k+2}} \frac{\sqrt{k+2}}{\sqrt{k+1}} \frac{(2 k+1)}{(2 k+2)} \\
& =\frac{1}{\sqrt{k+2}} \frac{\sqrt{(k+2)(2 k+1)^{2}}}{\sqrt{(k+1)(2 k+2)^{2}}} \\
& =\frac{1}{\sqrt{k+2}} \frac{\sqrt{4 k^{3}+12 k^{2}+9 k+2}}{\sqrt{4 k^{3}+12 k^{2}+12 k+4}} \\
& <\frac{1}{\sqrt{k+2}}
\end{aligned}
$$

the right-hand side of the second inequality in $S(k+1)$. This completes the inductive step for both inequalities.

Hence, by mathematical induction, $S(n)$ holds for all $n \geq 1$.
Exercise 192: This problem appears in many places (e.g. \{161, p. 180, 7.16]). For $n \geq 1$, let $P(n)$ denote the proposition

$$
\frac{1}{2} \cdot \frac{3}{4} \cdot \frac{5}{6} \cdots \frac{2 n-1}{2 n} \leq \frac{1}{\sqrt{3 n+1}} .
$$

Base step: When $n=1$, both sides of $S(1)$ are equal.
Inductive step: Only the details of the solution as found in [161, p. 188] are provided; the reader is left to fill in the steps. Suppose that for some $k \geq 1, S(k)$ is valid. To prove $S(k+1)$, it suffices to prove $\frac{2 k+1}{2 k+2} \leq \sqrt{\frac{3 k+1}{3 k+4}}$. The derivation is as follows (with the proof starting at the other end, of course):

$$
\begin{aligned}
\frac{2 k+1}{2 k+2} \leq \sqrt{\frac{3 k+1}{3 k+4}} & \Leftrightarrow\left(\frac{2 k+1}{2 k+2}\right)^{2} \leq \frac{3 k+1}{3 k+4} \\
& \Leftrightarrow\left(4 k^{2}+4 k+1\right)(3 k+4) \leq\left(4 k^{2}+8 k+4\right)(3 k+2) \\
& \Leftrightarrow 12 k^{3}+28 k^{2}+19 k+4 \leq 12 k^{3}+28 k^{2}+20 k+4 \\
& \Leftrightarrow 0 \leq k .
\end{aligned}
$$

Many authors (including [161] and [462]) point out that the inequality

$$
\frac{1}{2} \cdot \frac{3}{4} \cdot \frac{5}{6} \cdots \frac{2 n-1}{2 n} \leq \frac{1}{\sqrt{3 n}}
$$

is more difficult to prove, even though it is a weaker statement.
Exercise 193 (Triangle inequality); For each $n \geq 1$, let $S(n)$ be the statement,

$$
S(n): \forall x_{1}, x_{2}, \ldots x_{n} \in \mathbb{R},\left|x_{1}+x_{2}+\cdots+x_{n}\right| \leq\left|x_{1}\right|+\left|x_{2}\right|+\cdots+\left|x_{n}\right| .
$$

To prove $S(n)$ for all $n \geq 1$, first prove $S(1)$ and $S(2)$ separately, then proceed by strong induction.

Base step:
Base case $n=1$ : The statement $S(1)$ says that for any $x_{1} \in \mathbb{R},\left|x_{1}\right| \leq\left|x_{1}\right|$, which is trivially true.

Base case $n=2$ : Let $x$ and $y$ be any real numbers. Since

$$
\begin{aligned}
|x+y|^{2} & =(x+y)^{2} \\
& =x^{2}+2 x y+y^{2} \\
& \leq x^{2}+|2 x y|+y^{2} \\
& =|x|^{2}+2|x| \cdot|y|+|y|^{2} \\
& =(|x|+|y|)^{2}
\end{aligned}
$$

and so by Lemma 10.0.2, with $b=|x|+|y|$ and $a=|x+y|$, one concludes that $|x+y| \leq|x|+|y|$, which is precisely the statement $S(2)$. The base step is done.
Inductive step: Fix some $k \geq 2$ and suppose that $S(2), S(3), \ldots, S(k)$ all hold. Yet to prove is

$$
S(k+1):\left|x_{1}+x_{2}+\cdots+x_{k}+x_{k+1}\right| \leq\left|x_{1}\right|+\left|x_{2}\right|+\cdots+\left|x_{k}\right|+\left|x_{k+1}\right| .
$$

Beginning with the left-hand side of $S(k+1)$,

$$
\begin{aligned}
\left|x_{1}+x_{2}+\cdots+x_{k}+x_{k+1}\right| & \leq\left|x_{1}+x_{2}+\cdots+x_{k}\right|+\left|x_{k+1}\right| \quad(\text { by } S(2)) \\
& \leq\left|x_{1}\right|+\left|x_{2}\right|+\cdots+\left|x_{k}\right|+\left|x_{k+1}\right|(\text { by } S(k))
\end{aligned}
$$

the right-hand side of $S(k+1)$, completing the inductive step.
By the principle of strong mathematical induction, $S(n)$ is true for all $n \geq 2$; together with the statement $S(1)$, this proves that for all $n \geq 1$, the statement $S(n)$ is true.

Exercise 194: This is a famous inequality, appearing in many places (e.g., see [499, Problem 50]). First a slightly stronger result for a special case is proved; the general result then follows quite easily.

Let $x+y>0$, and $x \neq y$ and let $S(n)$ be the statement

$$
S(n): \quad 2^{n-1}\left(x^{n}+y^{n}\right)>(x+y)^{n} .
$$

Proving $S(n)$ for $n \geq 2$ is done by induction on $n$ :
BASE STEP: $S(2)$ says $2\left(x^{2}+y^{2}\right)>(x+y)^{2}$. Since $x \neq y,(x-y)^{2}>0$, and so adding $(x+y)^{2}$ to each side gives $S(2)$.
Inductive step: Suppose that for some $k \geq 2$, that

$$
S(k): \quad 2^{k-1}\left(x^{k}+y^{k}\right)>(x+y)^{k} .
$$

holds. It remains to prove

$$
S(k+1): \quad 2^{k}\left(x^{k+1}+y^{k+1}\right)>(x+y)^{k+1} .
$$

Proving $S(k+1)$ directly is a bit messy, so first observe that $x^{k}-y^{k}$ and $x-y$ are both the same sign (using Exercise 150) and so

$$
\left(x^{k}-y^{k}\right)(x-y)>0 \Rightarrow x^{k+1}+y^{k+1}>y^{k} x+x^{k} y .
$$

Adding $x^{k+1}+y^{k+1}$ to each side of the last incquality gives

$$
\begin{aligned}
2\left(x^{k+1}+y^{k+1}\right) & >x^{k+1}+y^{k+1}+y^{k} x+x^{k} y \\
& =\left(x^{k}+y^{k}\right)(x+y) \\
& >\frac{1}{2^{k \cdot 1}}(x+y)^{k}(x+y) \text { (by ind. hyp.) } \\
& =\frac{1}{2^{k-1}}(x+y)^{k+1}
\end{aligned}
$$

and so division by 2 gives

$$
x^{k+1}+y^{k+1}>\frac{1}{2^{k}}(x+y)^{k+1},
$$

which is precisely $S(k+1)$. This completes the inductive step.
Hence, by MI, $S(n)$ holds. To finish the proof of the inequality in the exercise, one observes that equality holds when $x=y$, and the inequality is trivial when either $x=0$ or $y=0$.

Exercise 195: This problem appeared as [280, Challenge Problem 2] (without solution, but solutions most likely appeared in a later issue).

Exercise 196: The problem is to show that for any non-negative real numbers $x_{1}, x_{2}, \ldots, x_{n}$,

$$
\frac{x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}}{n} x_{1} x_{2} \cdots x_{n} \leq\left(\frac{x_{1}+x_{2}+\cdots+x_{n}}{n}\right)^{n+2} .
$$

The renowned problem poser/solver Murray S. Klamkin gave this inequality as Problem 1324 in Mathematics Magazine, June 1989: In fact, the problem was
actually proposed with the added condition $x_{1}+x_{2}+\ldots+x_{n}=1$, and many solutions were received which used the method of Lagrange multipliers (a method from multivariate calculus often used to solve problems with such constraints); however, Klamkin gave a solution in [313] which was by induction on $n$; that solution is given here, but with just a few more details supplied. Some simple algebraic steps are still left to the reader.

Let $x_{1}, x_{2}, \ldots, x_{n}$ be non-negative reals, and let $S(n)$ be the statement

$$
\frac{x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}}{n} x_{1} x_{2} \cdots x_{n} \leq\left(\frac{x_{1}+x_{2}+\cdots+x_{n}}{n}\right)^{n+2} .
$$

It is convenient to rewrite $S(n)$ as

$$
\left(x_{1}^{2}+x_{2}^{2}+\cdots+x_{n}^{2}\right) x_{1} x_{2} \cdots x_{n} \leq(n)\left(\frac{x_{1}+x_{2}+\cdots+x_{n}}{n}\right)^{n+2} .
$$

First observe that the inequality is trivial if any of the $x_{i}$ 's are 0 , so will assume that each $x_{i}>0$.
Base steps: For $n=1, S(1)$ says $x_{1}^{3} \leq x_{1}^{3}$. For $n=2, S(2)$ says

$$
\left(x_{1}^{2}+x_{2}^{2}\right) x_{1} x_{2} \leq \frac{1}{8}\left(x_{1}+x_{2}\right)^{4}
$$

which reduces to $0 \leq\left(x_{1}-x_{2}\right)^{4}$, which is certainly true.
Inductive step: Let $k \geq 2$ be fixed and suppose that $S(k)$ holds:

$$
S(k): \quad\left(x_{1}^{2}+x_{2}^{2}+\cdots+x_{k}^{2}\right) x_{1} x_{2} \cdots x_{k} \leq(k)\left(\frac{x_{1}+x_{2}+\cdots+x_{k}}{k}\right)^{k+2}
$$

Yet to prove is (using $x=x_{k+1}$ )

$$
S(k+1):\left(x_{1}^{2}+\cdots+x_{k}^{2}+x^{2}\right) x_{1} x_{2} \cdots x_{k} x \leq(k+1)\left(\frac{x_{1}+\cdots+x_{k}+x}{k+1}\right)^{k+3} .
$$

Put. $A=\frac{x_{1}+x_{2}+\cdots+x_{k}}{k}$ and $P=x_{1} x_{2} \cdots x_{k}$. With this notation, the inductive hypothesis is

$$
S(k):\left(x_{1}^{2}+x_{2}^{2}+\cdots+x_{k}^{2}\right) P \leq k A^{k+2}
$$

and would like to prove

$$
S(k+1):\left(x_{1}^{2}+x_{2}^{2}+\cdots+x_{k}^{2}+x^{2}\right) P x \leq(k+1)\left(\frac{k A+x}{k+1}\right)^{k+3} .
$$

The left-hand side of $S(k+1)$ is

$$
\left(x_{1}^{2}+x_{2}^{2}+\cdots+x_{k}^{2}+x^{2}\right) P x=\left(x_{1}^{2}+x_{2}^{2}+\cdots+x_{k}^{2}\right) P x+P x^{3}
$$

$$
\leq k A^{k+2} x+P x^{3} \quad(\text { by } S(k)) .
$$

So to prove $S(k+1)$, it suffices to prove that

$$
k A^{k+2} x+P x^{3} \leq(k+1)\left(\frac{k A+x}{k+1}\right)^{k+3} .
$$

By the AM-GM incquality (Theorem 3.3.1), $P \leq A^{k}$, so it suffices to prove

$$
k A^{k+2} x+A^{k} x^{3} \leq(k+1)\left(\frac{k A+x}{k+1}\right)^{k+3}
$$

The next idea is to restrict to the situation where the sum $x_{1}+x_{2}+\cdots+x_{k}+x$ is held constant, and prove the result with this added constraint. The general result then follows. Observe that for any constant $c$, the statement $S(n)$ holds for $x_{1}, \ldots, x_{n}$ if and only if it holds for $c x_{1}, \ldots, c x_{n}$ (the factor $c^{n+2}$ appears on each side). So, consider only those $\left(x_{1}, \ldots, x_{k}, x\right) \in \mathbb{R}^{k+1}$ for which $x_{1}+x_{2}+\cdots+x_{k}+x=$ $k+1$, that is,

$$
k A+x=k+1 .
$$

So. to prove $S(k+1)$, it suffices to show

$$
k A^{k+2} x+A^{k} x^{3} \leq k+1
$$

The left-hand of the above inequality is a function of $A$ (and $x=k+1-k A$, also a function of $A$ ), and so maximize the expression using calculus:

$$
\begin{aligned}
\frac{d}{d A} & {\left[k A^{k+2} x+A^{k} x^{3}\right] } \\
& =k(k+2) A^{k+1} x+k A^{k+2} \frac{d x}{d A}+k A^{k-1} x^{3}+A^{k} 3 x^{2} \frac{d x}{d A} \\
& =k(k+2) A^{k+1} x+k A^{k-1} x^{3}-k\left(k A^{k+2}+A^{k} 3 x^{2}\right) .
\end{aligned}
$$

Putting $A=t x$, this expression becomes (after a bit of algebra)

$$
(1-t)\left(k t^{2}-2 t+1\right) k t^{k-1} x^{k+2} .
$$

Since $k \geq 2$, the above has roots at only $t=0$ and $t=1$, and so the derivative is positive for $0<t<1$ and negative for $t>1$. Thus, $k A^{k+2} x+A^{k} x^{3}$ achicves a maximum when $t=1$, that is, when $A=x=1$. Hence,

$$
k: A^{k+2} x+A^{k} x^{3} \leq k+1,
$$

and so $S(k+1)$ follows, completing the inductive step.

Thus, by mathematical induction, for all $n \geq 1$, the statement $S(n)$ is truc.
Exercise 197: This exercise occurred in, e.g., [437], (Prob. 11-7) and [499] (Prob. 51).

Fix a positive real number $x$, and for each $n \geq 1$, let $S(n)$ denote the statement

$$
x^{n}+x^{n-2}+x^{n-4}+\cdots+\frac{1}{x^{n-4}}+\frac{1}{x^{n-2}}+\frac{1}{x^{n}} \geq n+1
$$

Notice that when $n$ is even, there are $n+1$ terms on the left side of $S(n)$, the middle of which is 1 . For example, when $n=4$, the left side is

$$
x^{4}+x^{2}+x^{0}+\frac{1}{x^{2}}+\frac{1}{x^{4}} .
$$

On the other hand, when $n$ is odd, there are also $n+1$ terms; for example, when $n=3$, the left side of $S(n)$ is

$$
x^{3}+x^{1}+\frac{1}{x^{1}}+\frac{1}{x^{3}} .
$$

Before beginning the proof, another simple observation helps: For any real number $y, y^{2}-2 y+1=(y-1)^{2} \geq 0$; this implies $y^{2}+1 \geq 2 y$, and when $y>0$, yields the inequality

$$
\begin{equation*}
y+\frac{1}{y} \geq 2 \tag{28.6}
\end{equation*}
$$

It should now be apparent as to the method of the solution: pair up terms in the sum, and proceed with two cases, $n$ even, and $n$ odd; this will mean that the inductive step will jump by two, and hence two base cases are needed.
Base step: When $n=1, S(1)$ says

$$
x^{1}+\frac{1}{x} \geq 2
$$

which was proved precisely in equation (28.6). For $n=2, S(2)$ says

$$
x^{2}+1+\frac{1}{x^{2}} \geq 3
$$

which is again true by equation (28.6) with $y=x^{2}$.
Inductive step: $(S(k) \rightarrow S(k+2))$ Fix some $k \geq 1$ and assume that

$$
S(k): x^{k}+x^{k-2}+x^{k-4}+\cdots+\frac{1}{x^{k-4}}+\frac{1}{x^{k-2}}+\frac{1}{x^{k}} \geq k+1
$$

holds. One now wants to show that

$$
S(k+2): x^{k+2}+x^{k}+x^{k-2}+\cdots+\frac{1}{x^{k-2}}+\frac{1}{x^{k}}+\frac{1}{x^{k+2}} \geq k: 3
$$

follows. Indeed,

$$
\begin{aligned}
& x^{k+2}+x^{k}+x^{k-2}+\cdots+\frac{1}{x^{k-2}}+\frac{1}{x^{k}}+\frac{1}{x^{k+2}} \\
& \quad \geq x^{k+2}+k+1+\frac{1}{x^{k+2}}(\text { by } S(k)) \\
& \left.\quad \geq k+1+2 \text { (by eq'n }(28.6) \text { with } y=x^{k+2}\right)
\end{aligned}
$$

proves $S(k+2)$ as desired.
By mathematical induction (actually, two inductive proofs are wrapped up in one, one for odd $n$ and one for even $n$ ), for $n \geq 1, S(n)$ is true.

Exercise 198: (Bernoulli's inequality) Fix $x \in \mathbb{R}$ with $x>-1$ and $x \neq 0$. For each $n \geq 2$, let $S(n)$ be the statement that $(1+x)^{n}>1+n x$ holds.
BASE STEP: Since $x \neq 0, x^{2}>0$, and so $(1+x)^{2}=1+2 x+x^{2}>1+2 x, S(2)$ holds.
Indective step: Fix $k \geq 2$, and suppose that $S(k)$ holds, that is, $(1+x)^{k}>1+k x$. Before proving $S(k+1)$, a subtlety regarding inequalities is addressed: If $a>b$ and $c>0$, then $a c>b c$; if $c<0$, then $a>b$ implies $a c<b c$. Here is the proof of $S(k+1)$ :

$$
\begin{aligned}
(1+x)^{k+1} & =(1+x)^{k}(1+x) \\
& >(1+k x)(1+x) \text { (since } x+1>0) \\
& =1+x+k x+k x^{2} \\
& =1+(k+1) x+k x^{2} \\
& >1+(k+1) x \quad \text { because } x \neq 0) .
\end{aligned}
$$

So $S(k+1)$ is truc, completing the inductive step.
By MI, for all $n>2$, the statement $S(n)$ is true .
Exercise 199: This exercise occurs in, for example, [437]; that solution is very elegant; however, here the solution is presented in a slightly different manner.

For $n \geq 2$, let $S(n)$ be the statement that for any $n$ positive real numbers, if their product is one, then their sum is at least $n$.
Basf step: Let $a_{1} a_{2}=1$. Then $a_{2}-\frac{1}{a_{1}}$, and then $a_{1}+a_{2}=a_{1}+\frac{1}{a_{1}}$. Since the sum of a number and its reciprocal is at least 2 (see Exercise 197) then $a_{1}+a_{2} \geq 2$, proving the base step $S(2)$.
Inductive step: Suppose that for some $k \geq 2, S(k)$ holds. It remains to prove that $S(k+1)$ holds. Let $a_{1} a_{2} \cdots a_{k} a_{k: 1}=1$. Since $a_{1} a_{2} \ldots\left(a_{k} a_{k+1}\right)=1$ is a product equal to one, by $S(k)$, $a_{1}+a_{2}+\cdots+a_{k} a_{k+1} \geq n$. One only needs to find $i$ and $j$ so that $a_{i} a_{j} \leq a_{i}+a_{j}-1$. If $a_{1}=a_{2} \cdots \cdots=a_{k+1}=1$, then any $i$ and $j$ will do. If some $a_{i} \neq 1$, say $a_{k}>1$, then some $a_{j}<1$, say $a_{k+1}<1$. In this case,
$\left(a_{k}-1\right)\left(1-a_{k+1}-1\right)>0$, which says $a_{k}-a_{k} a_{k+1}-1+a_{k+1}>0$. Putting this all together (with $a_{k}>1$ and $a_{k+1}<1$ ),

$$
\begin{aligned}
a_{1}+a_{2}+\cdots+a_{k+1} & =\left(a_{1}+a_{2}+\cdots+a_{k} a_{k+1}\right)+a_{k}-a_{k} a_{k+1}+a_{k+1} \\
& \geq k+a_{k}-a_{k} a_{k+1}+a_{k+1}(\text { by } \mathrm{S}(k)) \\
& =(k+1)+a_{k}-a_{k} a_{k+1}-1+a_{k+1} \\
& =k+1+\left(a_{k}-1\right)\left(1-a_{k+1}-1\right) \\
& \left.\geq k+1 \text { (since } a_{k}>1 \text { and } a_{k: 1}<1\right)
\end{aligned}
$$

This proves $S(k+1)$, and hence finishes the inductive step.
Therefore, by induction, for $n \geq 1$, the statement $S(n)$ is true.
Remark on Solution to Exercise 199: From the statement $S(n)$, one can prove quite easily the AM-GM inequality (Theorem 3.3.1) without the complicated downward induction proof. Here is the proof (see, e.g., [437]):

Let $g=\left(a_{1} a_{2} \cdots a_{n}\right)^{1 / n}$ be the genmetric mean. Then

$$
\left(\frac{a_{1}}{g} \cdot \frac{a_{2}}{g} \cdots \frac{a_{n}}{g}\right)^{1 / n}=1
$$

and hence $\frac{a_{1}}{g} \cdot \frac{a_{2}}{g} \cdots \frac{a_{n}}{g}=1$. Thus, by Exercise 199, $\frac{a_{1}}{g}+\frac{a_{2}}{g}+\cdots+\frac{a_{n}}{g} \geq n$, and so $\frac{a_{1}+a_{2}+\cdots+a_{n}}{n} \geq g$.

Exercise 200: (GM-HM inequality) To be proved is that for any positive real numbers $a_{1}, a_{2}, \ldots, a_{n}$.

$$
\left(a_{1} a_{2} \cdots a_{n}\right)^{1 / n} \geq \frac{n}{\frac{1}{a_{1}}+\frac{1}{a_{2}}+\cdots+\frac{1}{a_{n}}}
$$

Here is a direct (non-inductive) proof:
By the AM-GM inequality,

$$
\begin{aligned}
\frac{a_{1}^{-1}+a_{2}^{-1}+\cdots+a_{n}^{-1}}{n} & \geq\left(a_{1}{ }^{1} a_{2}^{-1} \cdots a_{n}^{-1}\right)^{1 / n} \\
& =\left(a_{1} a_{2} \cdots a_{n}\right)^{-1 / n} .
\end{aligned}
$$

Taking reciprocals (which reverses the inequality) finishes the proof.
Exercise 201: The solution is outlined in $[161,8.24$, pp. 208, 216], where the following inequality is used without proof:

Lemma 28.0.1. Let $n \geq 2$, and let $a_{1}, a_{2}, \ldots, a_{n}$ be positive integers with

$$
\frac{1}{a_{1}}+\frac{1}{a_{2}}+\cdots+\frac{1}{a_{n}}=1
$$

(the $a_{1}$ 's don't need to be increasing). For $m<n$,

$$
\begin{equation*}
\frac{1}{a_{1} a_{2} \cdots a_{m}} \leq 1-\left(\frac{1}{a_{1}}+\cdots \frac{1}{a_{m}}\right) \tag{28.7}
\end{equation*}
$$

Proof: Let $y$ be a positive rational number so that

$$
\frac{1}{a_{1}}+\frac{1}{a_{2}}+\cdots+\frac{1}{a_{m}}+\frac{1}{y}=1
$$

Simplifying,

$$
\begin{aligned}
y & =\frac{1}{1-\left(\frac{1}{a_{1}}+\cdots+\frac{1}{a_{m}}\right)} \\
& =\frac{a_{1} a_{2} \cdots a_{m}}{a_{1} a_{2} \cdots a_{m}-\left(\sum_{i=1}^{m} \prod_{j \neq i} a_{j}\right)} .
\end{aligned}
$$

Since both sides above are positive, the denominator of the right-hand side is positive, and since this is an expression in positive integers, the the denominator is at least 1. Hence, $y \leq a_{1} a_{2} \cdots a_{m}$, and inverting, equation (28.7) follows.

Here is the solution to the excrise: For $n \geq 2$, let $S(n)$ be the statement that for positive integers satisfying $1 \leq a_{1} \leq a_{2} \leq \cdots \leq a_{n}$, if $\frac{1}{a_{1}}+\frac{1}{a_{2}}+\cdots+\frac{1}{a_{n}}=1$, then $a_{n}<2^{n!}$.

Suppose, in hopes of a contradiction, for some fixed $n \geq 2$, that $S(n)$ fails, that is, the statement

$$
P(n): \quad a_{n} \geq 2^{n!}
$$

holds. Using $P(n)$ as the base step, by (strong) downward induction, prove that for each $j=1, \ldots, n$, that $P(j): \quad a_{j} \geq 2^{j!}$ holds: Fix $1 \geq m<n$, and let the inductive hypothesis (III) be that for each $k=m+1, m+2, \ldots, n, P(k)$ is true; it remains to prove $P(m)$. To this goal,

$$
\begin{align*}
\frac{1}{a_{n}} & \leq\left(\frac{1}{a_{1} \cdots a_{m}}\right)^{1 / m} \\
& \leq\left(1-\frac{1}{a_{1}}-\cdots-\frac{1}{a_{m}}\right)^{1 / m} \\
& =\left(\frac{1}{a_{m+1}}+\cdots+\frac{1}{a_{n}}\right)^{1 / m} \\
& \leq\left(\sum_{k=m+1}^{n} \frac{1}{2^{k!}}\right)^{1 / m}  \tag{byIH}\\
& \leq \frac{1}{2^{m!}}
\end{align*}
$$

Hence $S(n)$ failing implies $P(1), P(2), \ldots, P(n)$ hold. It remains to be observed that

$$
\frac{1}{2^{1!}}+\frac{1}{2^{2!}}+\cdots+\frac{1}{2^{n!}}<1
$$

so $S(n)$ does not hold.
Exercise 202: This exercise, complete with solution can be found in [350, prob. 50].

Exercise 204: This appeared as Challenge Problem 1 in the article [280], but with the hint to see the solution to Exercise 205. In fact, this is only the special case $a=0$ of Exercise 205, so only the more general solution is given here.

Exercise 205: This appeared complete with solution in [280, Problem 1]; it also appeared as a problem in the contest "Tournament of the Towns" (1987).

For $n \geq 1$, let $S(n)$ be the statement that for any non-negative real $a$,

$$
\sqrt{a+1+\sqrt{a+2+\cdots+\sqrt{a+n}}}<a+3
$$

Base step: $S(1)$ says $\sqrt{a+1}<a+3$, which is verifiable since $a+1<(a+3)^{2} \Leftrightarrow$ $0<a^{2}+5 a+8$, which is true for $a \geq 0$.
Inductive step: Fix some $k \geq 0$, and suppose that for any non-negative $a$,

$$
\sqrt{a+1+\sqrt{a+2+\cdots+\sqrt{a+k}}}<a+3
$$

is true. To prove is that for every non-negative $b$,

$$
\sqrt{b+1+\sqrt{b+2+\cdots+\sqrt{b+k+\sqrt{b+k+1}}}}<b+3 .
$$

Indeed, using $a=b+1$,

$$
\begin{aligned}
& \sqrt{b+1+\sqrt{b+2+\cdots+\sqrt{b+k+\sqrt{b+k+1}}}} \\
& =\sqrt{b+1+\sqrt{a+1+\cdots+\sqrt{a+k-1+\sqrt{a+k}}}} \\
& <\sqrt{b+1+a+3} \quad \text { (by } S(k)) \\
& =\sqrt{2 b+5} \\
& <b+3,
\end{aligned}
$$

where the last inequality follows since $2 b+5<(b+3)^{2}=b^{2}+6 b+9$ and $b^{2} \geq 0$. This proves $S(k+1)$, concluding the inductive step.

Hence, by MI, for all $n \geq 1, S(n)$ is truc.

## Chapter 29

## Solutions: Number theory

### 29.1 Solutions: Primes

Exercise 206: (FTOA, Outline) Use the result from Exercise 297 and strong induction on $n$, and at the inductive step, argue by contradiction, that is, suppose that $n$ has two different factorizations. There are other proofs of this result that don't use induction; the standard one supposes that there are two different prime factorizations, then one argues that the primes must be the same (up to relabelling), and then one shows by contradiction that the exponents are the same.

Exercise 207: For $n \in \mathbb{Z}^{\dagger}$, let $S(n)$ be the statement that there are at least $n$ primes.
Base step ( $n=1$ ): Since 2 is a prime, $S(1)$ holds.
inductive step: For some fixed $k \geq 1$, suppose $S(k)$, that is, suppose that there are $k$ different primes, say $p_{1}, p_{2}, \ldots, p_{k}$. Examine the number

$$
x=p_{1} p_{2} \cdots p_{k}+1
$$

When dividing $x$ by any one of the primes given, there is a remainder of 1 , so none of the primes given are factors of $x$. That means that either $x$ is itself a prime or a product of primes not yet listed. In either case, there is at least one more prime, that is, there are at least $k+1$ primes, showing $S(k+1)$, and thus completing the inductive step.

By induction, it is proved that for any (finite) $n \geq 1$, there are at least $n$ primes. Hence, there are infinitely many primes.

Exercise 208: For each $k \geq 1$, let $S(k)$ be the statement that for any $n \geq 1$, if

$$
n=p_{1}^{e_{1}} p_{2}^{e_{2}} \cdots p_{k}^{e_{k}}
$$

is the prime power decomposition of $n$, then the sum of the divisors of $n$ is

$$
\sigma(n)-\sigma\left(p_{1}^{c_{1}}\right) \sigma\left(p_{2}^{e_{2}}\right) \cdots \sigma\left(p_{k}^{e_{k}}\right) .
$$

BASE STEP: When $k=1$ there is nothing to prove, so $S(1)$ is trivially truc. Induction step: Let $\ell \geq 1$ and suppose that $S(\ell)$ is true. Let $n=p_{1}^{e_{1}} p_{2}^{e_{2}} \cdots p_{\ell}^{e_{\ell}} p_{\ell+1}^{e_{\ell+1}}$ be the prime power decomposition of $n$, and for convenience, put

$$
a=p_{1}^{e_{1}} p_{2}^{e_{2}} \cdots p_{\ell}^{e_{\ell}},
$$

and put

$$
b=p_{\ell+1}^{e_{\ell+1}} ;
$$

so $n=a b$. Since $a$ and $b$ are relatively prime, any divisor of $n$ is a product of a divisor of $a$ and a divisor of $b$. For ease of notation, if $z$ is a divisor of $n$, then write $z=x y$, where $x$ is a divisor of $a$ and $y$ is a divisor of $b$. Also write $z \mid n$ to mean that $z$ divides $n$. Summing all the divisors of $n$,

$$
\sum_{z \mid n} z=\sum_{x \mid a} \sum_{y \mid b} x y=\sum_{x \mid a} x \sum_{y \mid b} y=\sigma(a) \sigma(b) .
$$

By induction assumption $S(\ell), \sigma(a)=\sigma\left(p_{1}^{e_{1}}\right) \sigma\left(p_{2}^{c_{2}}\right) \cdots \sigma\left(p_{\ell}^{e_{\ell}}\right)$, so the equation above shows that $S(\ell+1)$ is true, completing the inductive stcp.

By mathematical induction, for each $k \geq 1$, the statement $S(k)$ is true.
Exercise 209 (Division lemma): Fix natural numbers $m$ and $n$. The proof is divided into two parts, first showing existence of $q \geq 0$ and $r$ with $0 \leq r<m$ so that $n=q m+r$, then showing the uniqueness of such a $q$ and $r$.
(Existence) One needs to find integers $q$ and $r$ which satisfy

$$
\left.\begin{array}{l}
q \geq 0  \tag{29.1}\\
0 \leq r<m \\
n=q m+r
\end{array}\right\}
$$

One might want to say "pick the largest $q$ for which $q m<n$ ", howevcr, to be formal, this is done in terms of well-ordering. There are at least two proofs based on well-ordering, probably the first of which is most common.

First proof of existence: (All variables are integers.) Examine the set $R=\{r \geq$ 0 : there exists $q \geq 0$ so that $n=q m+r\}$. Since $n \geq 0$, putting $q=0$ shows that $n \in R$, and so $R$ is non-empty. Since $R$ is a non-empty well-ordered set, it contains a lcast element $r^{*}$, and so there is a $q \geq 0$ so that $n=q m+r^{*}$. Rewriting this, $n-(q+1) m+\left(r^{*}-m\right)$ shows that if $r^{*}-m \geq 0$, then $r^{*}-m \in R$, and in this case, $r *$ would not be the least element, so $r *-m<0$, that is, $r^{*}<m$. By the definition of the set $R, r \geq 0$, so the existence of $q$ and $r$ satisfying (29.1) has been proved.

Second proof of existence: Examine the set

$$
S=\{a \in \mathbb{Z}: n+a m \geq 0\} .
$$

Since $m>0, n+(-n-1) m \leq 0$, and hence any $a \in S$ must satisfy $a \geq-n$. Since $n>0, n+0 \cdot m>0$ and so $0 \in S$. Thus, $S$ is a well-ordered set, which is non-empty, and so has a least element $s$. [Note: $S$ is not precisely a subset of $\mathbb{N}$, so the well-ordering theorem can not be used directly, however $S$ is a subset of integers each greater than or equal to $-n$, so it, too, is a well-ordered set.) Since $0 \in S$, $s \leq \min (S)=0$. Putting $q=-s$, then $q \geq 0$ is the largest integer with $n-q m \geq 0$. Put $r=n-q m$.

Claim: $0 \leq r<m$. By the choice of elements in $S, n-q m=n+s m \geq 0$, so $r \geq 0$. If $r \geq m$, say, $r=m+k$ for some $k \geq 0$, then $r=n \cdots q m=m+k$ implies $n-(q+1) m=k \geq 0$, and so $s^{*}=(q+1)$ is in $S$; but $s *$ is then smaller than $s$, contradicting the minimality of $s$--so $r \geq m$ leads to a contradiction. Hence, $r<m$ as desired, completing the proof of the claim, and the proof of (29.1). This completes the existence part of the proof.
(Uniqueness) Suppose that $n=q_{1} m+r_{1}$ and $n=q_{2} m+r_{2}$, where $q_{1} \geq 0$, $0 \leq r_{1}<m, q_{2} \geq 0,0 \leq r_{2}<m$. Subtracting these two equations, obtain $\left(q_{1}-q_{2}\right) m=r_{1}-r_{2}$. Without loss of generality, assume that $q_{1} \geq q_{2}$. If $q_{1}=q_{2}$, then $0=r_{1}-r_{2}$, which shows that $r_{1}=r_{2}$ as woll.

So examine the case when $q_{1}>q_{2}$. Then $\left(\begin{array}{lll}q_{1} & \cdots & q_{2}\end{array}\right) m=r_{1} \cdots r_{2}$ implies that $r_{1}-r_{2} \geq m$ and $r_{1}=r_{2}+m$. In this situation, it is impossible for both $r_{1}$ and $r_{2}$ to be in the interval $[0, m)$, so the case $q_{1}>q_{2}$ is not possible.

Conclude that $q_{1}=q_{2}$ and $r_{1}=r_{2}$, that is, the $q$ and $r$ found in the existence proof are indeed unique.

Exercise 210: For each $n \geq 1$, let $C(n)$ be the claim that if $n_{1}, m_{2}, \ldots, m_{n}$ are pairwise relatively prime natural rumbers, and $y$ is a natural number so that each $m_{i}$ divides $y$, then $m_{1} m_{2} \ldots m_{n}$ divides $y$.
Base step: If $m_{1}$ divides $y$, then the product of only one $m_{1}$ trivially divides $y$, so $C(1)$ is true.
Inductive ster: Let $k \geq 1$ and suppose that $m_{1}, m_{2}, \ldots, m_{k}, m_{k+1}$ are pairwise relatively prime. Assume that $C(k)$ is true, that is, if $y$ is such that each of $m_{1}$, $m_{2}, \ldots, m_{k}$ divide $y$, then $m_{1} m_{2} \cdots m_{k}$ divides $y$ as well. Suppose that each of $m_{1}, m_{2}, \ldots, m_{k}, m_{k+1}$ divides $y$. By $C(k)$, the product $M=m_{1} \cdots m_{k}$ divides $y$. Since $m_{k+1}$ is relatively prime to each of $m_{1}, \ldots, m_{k}$ : conclude that $M$ and $m_{k+1}$ are relatively prime. Since $M$ divides $y$ and $m_{k+1}$ divides $y$, there exist integers $a$ and $b$ so that $y=a M$ and $y=b m_{k+1}$; hence $a M=b m_{k+1}$. Since $m_{k+1}$ is relatively prime to $M, m_{k+1}$ divides $a$, say $a=\ell m_{k+1}$, and so $y=\ell m_{k+1} M$, giving that $m_{k+1} M=m_{1} m_{2} \cdots m_{k} m_{k+1}$ divides $y$, completing the inductive step.

By mathematical induction, for every $n \geq 1$, the statement $C(n)$ is true.
Exercise 211 (Euclidean Division Algorithın): Recall that Lemma 11.1.1 says for $m, n \in \mathbb{Z}+$, if $q$ and $r$ are integers satisfying $q \geq 0,0 \leq r<m$ and $n=m q+r$, then $\operatorname{gcd}(m, r)=\operatorname{gcd}(m, n)$.

Let $m$ and $n$ be positive integers, $n$ not a multiple of $m$, and apply the division lemma repeatedly, producing quotients $q_{1}, q_{2}, \ldots, q_{k}(k \geq 2)$ and remainders $r_{1}, r_{2}, \ldots, r_{k}$, where

$$
\begin{array}{rlrl}
n & =q_{1} m+r_{1} & & \left(0<r_{1}<m\right) \\
m & =r_{1} q_{2}+r_{2} & \left(0<r_{2}<r_{1}\right) \\
r_{1} & =r_{2} q_{3} 2+r_{3} & \left(0<r_{3}<r_{2}\right) \\
r_{2} & =r_{3} q_{4}+r_{4} & & \left(0<r_{4}<r_{3}\right) \\
\vdots & & & \\
r_{k-3} & =r_{k-2} q_{k-1}+r_{k-1} & & \left(0<r_{k-1}<r_{k-2}\right) \\
r_{k-2} & =r_{k-1} q_{k} & & \left(0=r_{k}\right) .
\end{array}
$$

If $k=1$, then put $r_{1}=0$, in which case $m$ divides $n$, and $\operatorname{gcd}(m, n)=m$. Note that since the $r_{i}$ 's are decreasing positive integers, by well-ordering, there is a least $k$ for which $r_{k}=0$ (and so $r_{k-1} \neq 0$ ). One must prove that $r_{k-1}=\operatorname{gcd}(m, n)$. One can either induct upward or downward, making certain that certain gcd's are maintained; in either case, the proof is tantamount to proving the chain

$$
\operatorname{gcd}(n, m)=\operatorname{gcd}\left(m, r_{1}\right)=\operatorname{gcd}\left(r_{1}, r_{2}\right)=\operatorname{gcd}\left(r_{2}, r_{3}\right)=\cdots=\operatorname{gcd}\left(r_{k-2}, r_{k-1}\right)=r_{k-1} .
$$

The final equality is clear since $r_{k-1}$ divides $r_{k-2}$. For any of the other equalities, say the $j$-th equality $(j<k)$

$$
\operatorname{gcd}\left(r_{j-2}, r_{j-1}\right)=\operatorname{gcd}\left(r_{j-1}, r_{j}\right)
$$

follows from the corresponding equation from the above algorithm,

$$
r_{j-2}=r_{j \cdot 1} q_{j}+r_{j},
$$

and Lemma 11.1.1. By induction, equality holds throughout.
Exercise 212: (Proof outline) For $n \geq 2$, let $S(n)$ be the statement that the product of all primes at most $n$ is at most $2^{2 n}$.

To get ready for the induction step, make a couple of observalions: The two middle terms $\binom{2 m+1}{m}$ and $\binom{2 n+1}{m+1}$ from the binomial expansion of $(1+1)^{2 m+1}$ are equal, and so $2^{2 m} \geq\binom{ 2 m+1}{m}$. Also, for each prime $p$ between $m$ and $2 m+1,\binom{2 m+1}{m}$ is divisible by $p$. Thus, the product of all primes between $m$ and $2 m+1$ must divide $\binom{2 m+1}{m}$ and hence be less than $2^{2 m}$. Apply induction on $n$, and examine two cases, even and odd. (The details are spelled out in [150, pp. 177-8]; this is one step in proving Bertrand's theorem, namely that for every $n \geq 2$, there is a prime between $n$ and $2 n$.)

Exercise 213: A solution can be found in, for example, [19, p. 82]; it is by induction on the number of prime factors of $n$. Note that part of this exercise (regarding $\sigma(n)$ ) is implicitly proved in Exercise 208, however, that solution is not relied upon here.

BASF STEP: If $n$ has one prime factor, say $n=p^{\alpha}$, then the factors of $n$ are $1, p, p^{2}, \ldots, p^{\alpha}$, of which there are $d(n)=\alpha+1$ and their sum is (by Exercisc 49) $\sigma(n)=\frac{p^{\alpha+1}-1}{p-1}$.
Inductive step: Let $m=n p^{\alpha}$, where $n=p_{1}^{\alpha_{1}} \cdots p_{s}^{\alpha s}$ and $p \notin\left\{p_{1}, \ldots, p_{s}\right\}$, and $\alpha \geq 1$. Assume that the two equalities (11.4) and (11.5) for $d(n)$ and $\sigma(n)$ hold true for $n$.

Any divisor $d$ of $m$ is of the form $d^{\prime} p^{\beta}$, where $d^{\prime}$ is a divisor of $n$ and $0 \leq \beta \leq \alpha$. By the induction hypothesis, $d(n)=\left(\alpha_{1}+1\right)\left(\alpha_{2}+1\right) \cdots\left(\alpha_{s}+1\right)$ and the number of divisors of $p^{\alpha}$ is $\alpha+1$, so

$$
d(m)=\left(\alpha_{1}+1\right)\left(\alpha_{2}+1\right) \cdots\left(\alpha_{s}+1\right)(\alpha+1) .
$$

This completes the inductive step for the expression (11.1) for $d(n)$.
Partitioning the divisors of $m$ into $\alpha+1$ classes, depending on the power of $p$,

$$
\begin{aligned}
\sum_{d^{\prime} \mid m} d & =\sum_{d^{\prime} \mid n} d^{\prime}+\sum_{d^{\prime} \mid n} d^{\prime} p+\sum_{d^{\prime} \mid n} d^{\prime} p^{2}+\cdots+\sum_{d^{\prime} \mid n} d^{\prime} p^{\alpha} \\
& =\sum_{d^{\prime} \mid n} d^{\prime}+p \sum_{d^{\prime} \mid n} d^{\prime}+p^{2} \sum_{d^{\prime} \mid n} d^{\prime} p^{2}+\cdots+p^{\alpha} \sum_{d^{\prime} \mid n} d^{\prime} \\
& =\sum_{d^{\prime} \mid n} d^{\prime}\left(1+p+p^{2}+\cdots+p^{\alpha}\right) \\
& =\sigma(n) \frac{p^{\alpha+1}-1}{p-1} \\
& =\frac{p_{1}^{\alpha_{1}+1}-1}{p_{1}-1} \cdot \frac{p_{2}^{\alpha_{2}+1}-1}{p_{2}-1} \cdots \frac{p_{s}^{\alpha_{s}+1}-1}{p_{s}-1} \frac{p^{\alpha+1}-1}{p-1}
\end{aligned}
$$

where the last equality holds by induction hypothesis. Since this last expression is of the proper form (for $s+1$ prime factors), this completes the inductive step for the expression (11.5) for $\sigma(n)$.

Therefore, by mathematical induction, both expressions are valid for all $s \geq 1$. This completes the solution to the exercise.

Exercise 214: This problem appears in, e.g., [150, Ex. 3, p. 130]. All variables here denote positive integers. To be shown is that if $r^{2}=s t$ and $s$ and $t$ are relatively
prime, then both $s$ and $t$ are squares. One straightforward non-inductive proof is based on the following fact: if $a$ has prime factorization $a=p_{1}^{\alpha_{1}} p_{2}^{\alpha_{2}} \cdots p_{k}^{\alpha_{k}}, a$ is a perfect square if and only if each $\alpha_{i}$ is even. An inductive proof can be based around the same fact, yet it seems that such an inductive proof might be somewhat redundant. Two other inductive proofs are given--one using strong induction, and the other by infinite descent.

Proof by strong induction: For $r \geq 1$, let $S(r)$ be the statement of the exercise, and induct on $r$ :

BASE STEP $(r=1): S(1)$ says $1^{2}=1 \cdot 1$, in which case both factors on the right are perfect squares. (For $r=2,2^{2}=1 \cdot 4$ or $2^{2}=4 \cdot 1$ are the only decompositions into two relatively prime numbers, and both 1 and 4 are perfect squares, so $S(2)$ is truc as well.)

Induction step: Fix $n \geq 1$, and assume that for all $r \leq n, S(n)$ is true. It remains to show that $S(n+1)$ is true.

Let $(n+1)^{2}=s t$ with $s$ and $t$ relatively prime. For any prime divisor $p$ of $n+1$, $p^{2} \mid(n+1)^{2}$, and only one of $p \mid s$ or $p \mid t$ holds. Without loss of generality, suppose that $p$ is a prime divisor of $n+1$ and $p \mid s$. Since $p^{2} \mid(n+1)^{2}$, and $p$ does not divide $t$, then $p^{2} \mid s$, say $s=p^{2} x$. Let $k=\frac{n+1}{p}$. Then

$$
k^{2}=\frac{(n+1)^{2}}{p^{2}}-\frac{s t}{p^{2}}-x t
$$

where $x$ and $t$ are relatively prime. Applying the induction hypothesis to $k=$ $(n+1) / p$ (since $k \leq n$ ), both $x$ and $t$ are perfect squares. Hence $s=p^{2} x$ and $t$ are both squares. This completes the inductive step.

Therefore, by the principle of strong mathematical induction, for all $r \geq 1, S(r)$ is true.

Proof by infinite descent: For positive integers $r, s$, and $t$, let $S(r, s, t)$ denote the statement that $s$ and $t$ are relatively prime with $r^{2}=s t$, where $s$ and $t$ are not both squares.

For the sake of argument, suppose that $S(r, s, t)$ holds. Without loss of generality, suppose that $s$ is not a square. So $s \neq 0$ and $s \neq 1$. Hence $s$ has a prime divisor $p$; write $s=k p$. Then $p$ divides $r^{2}$ and hence $r$, say $r=\ell p$. Then $(\ell p)^{2}=k p t$ implies $\ell^{2} p=k t$. But ged $(s, t)-1$, so $p$ does not divide $t$ and hence $p$ divides $k$, say $k=m p$. Since $s=k p=m p^{2}$ is not a perfect square, neither is $m$. Furthermore, $m$ divides $s$, and since $\operatorname{gcd}(s, t)=1$, so also $\operatorname{gcd}(m, t)=1$. Hence $S(\ell, m, t)$ holds, and $\ell<r$; repeated application of the argument above produces yet another, smaller, triple. By induction, this process continucs forever, violating the well-ordering of positive integers, and so the original $S(r, s, t)$ must be false. By the method of infinite descent, both $s$ and $t$ must be perfect squares.

Exercise 215: This problem appears in [161, 8.1, pp. 207, 211], (complete with typo), and is referred to as "this famous IMO 1988 problem". The solution given there is a proof credited to J. Campbell (Canberra), which is reproduced here in spirit.

For non-negative integers $a$ and $b$, let $S(a b)$ be the statement that if $q=\frac{a^{2}+b^{2}}{a b+1}$ is an integer, then $q=(\operatorname{gcd}(a, b))^{2}$. The proof here is by induction on $a b$.
Base step: When $a b=0$, one of $a=0$ or $b=0$ holds, and so either $q=a^{2}$ or $q=b^{2}$. In cither case, the result is true using $\operatorname{gcd}(a, 0)=a$ or $\operatorname{gcd}(0, b)=b$.

Inductive stef: Fix $a, b$, and for every $c$ with $0 \leq c<b$, assume that $S(a c)$ holds. Put $q=\frac{a^{2}+b^{2}}{a b+1}$; it remains to show that $q=\operatorname{gcd}(a, b)^{2}$. Without loss of generality, assume that $a \leq b$. First seek a. $c$ giving the same $q$, that is, look for $c$ so that

$$
q=\frac{a^{2}+c^{2}}{a c+1} .
$$

To accomplish this, use an old trick: if $\frac{A}{B}=\frac{C}{D}=q$, then $\frac{A-C}{B-D)}=\frac{B q-D q}{B-D}=q$ as well. So putting

$$
q=\frac{a^{2}+b^{2}}{a b+1}=\frac{a^{2}+c^{2}}{a c+1} .
$$

and subtracting both numerators and denominators as in the trick, get

$$
q=\frac{b^{2}-c^{2}}{a b-a c}=\frac{b+c}{a},
$$

and so $c=a q-b$ works.
Clain: $0 \leq c<b$. To see the upper bound.

$$
q=\frac{a^{2}+b^{2}}{a b+1}<\frac{a^{2}+b^{2}}{a b}=\frac{a}{b}+\frac{b}{a}
$$

which gives $a q<\frac{a^{2}}{b}+b \leq \frac{b^{2}}{b}+b=2 b$, and so $c=a q-b<b$. To see the lower bound, $q=\frac{a^{2}+c^{2}}{a c+1}$ implics that $a c+1>0$ and so $c \geq 0$. Thus, the claim is proved.

Since a suitable $c$ less than $b$ has been found, it remains to observe that

$$
\operatorname{gcd}(a, c)=\operatorname{gcd}(a, a q-b)=\operatorname{gcd}(a, b)
$$

and so by the induction hypothesis $S(a c), q=\operatorname{gcd}(a, c)^{2}=\operatorname{gcd}(a, b)^{2}$, completing the proof of $S(a b)$.

Thus, by induction, for all $a, b$, the statement $S(a b)$ holds.
Remark: The above proof could be translated into a proof by induction on $b$. It is not clear why the condition $a \leq b$ was necessary:

Exercise 216: This problem is adapted from [161, 8.33, p. 209]. For $n \geq 1$ let $S_{n}=\sum \frac{1}{x y}=1$ where the sum is taken over all $x, y \leq n$ with $\operatorname{gcd}(x, y)=1$, and $x+y>n$.
BASE STEP: $S_{1}=1$ since the only choices for $x$ and $y$ are $x=y=1$.
Inductive step: For some $k \geq 1$, suppose that $S_{k} \equiv 1$. Then all terms in $S_{k}$ with $x+y>k+1$ stay in the sum $S_{k+1}$. In $S_{k+1}$, the terms in $S_{k}$ with $x+y \leq k+1$ are gone; these are fractions of the form $\frac{1}{x(k+1-x)}$. For each such deleted fraction, two other fractions $\frac{1}{x(n+1)}$ and $\frac{1}{(k+1-x)(k+1)}$ are introduced. If $x$ and $n+1$ are relatively prime, then so too are $k+1-x$ and $k+1$. Since

$$
\frac{1}{x(n+1-x)}=\frac{1}{x(n+1)}+\frac{1}{(k+1-x)(k+1)},
$$

it follows that $S_{k+1}=S_{k}$, which was by induction hypothesis, equal to 1 . This completes the inductive step.

By mathematical induction, for all $n \geq 1, S_{n}=1$.
Exercise 217: This problem (with solution) comes from [138], a paper entitled "Some beautiful arguments using mathernatical induction."

Fix a prime $p$. The proof is by induction on $n$. Write both $m=m(n!)$ and $s=s(n)$ as functions. To streamline the proof, two observations are helpful.

Observation 1: Since $p$ is prime, for all positive integers $x, y, m(x y)=m(x)+$ $m(y)$; hence

$$
\begin{equation*}
m((n+1)!)=m(n!(n+1))=m(n!)+m(n+1) . \tag{29.2}
\end{equation*}
$$

Observation 2: The value $m(n)$ is the number of zeros at the end of the $p$ ary representation of $n$. For example, when $p=5, m(500)=m\left(4 \cdot 5^{3}\right)=3$ and $500=4000_{5}$ has three zeros at the end. Also, $m(n+1)$ is the number of times the digit $p-1$ occurs at the end of the $p$-ary representation of $n$. Hence $s(n+1)=$ $s(n)-m(n+1)(p-1)+1$, which implies

$$
\begin{equation*}
m(n+1)=\frac{s(n)+1-s(n+1)}{p-1} . \tag{29.3}
\end{equation*}
$$

For any non-negative integer $n$, let the assertion of the exercise be denoted by

$$
A(n): \quad m(n!)=\frac{n-s(n)}{p-1} .
$$

Base step: When $n=0, n!=1$, which has base $p$ representation 0 and so the sum of $p$-ary digits is $s(0)=0$. On the other hand, $m(0!)=m(1)=0$. Thus, $A(0)$ holds.

Inducition step: Fix some $k \geq 0$ and suppose that $A(k)$ holds. Consider $n=k+1$. Then

$$
m((k+1)!)=m(k!)+m(k+1)(\text { by }(29.2))
$$

$$
\begin{aligned}
& =\frac{k-s(k)}{p-1}+m(k+1) \quad(\text { by } A(k)) \\
& =\frac{k-s(k)}{p-1}+\frac{s(n)+1-s(n+1)}{p-1} \\
& =\frac{k+1-s(k+1)}{p-1}
\end{aligned}
$$

shows that $A(k+1)$ is also true, completing the inductive step.
By induction on $n$, for each $n \geq 0, A(n)$ is true.
Exercise 218: This problems appears with kind permission from José Espinosa's website $[176$, No. 9$]$ on uncommon mathematical induction problems. Can you find an inductive proof? A non-inductive proof given (by Naoki Sato) is as follows:

The expression is congruent to $2\left(2^{n-1}\right)^{2}$ modulo 13 . Since 2 is not a square modulo 13 , neither is the expression. In fact, as Espinosa points out, that it is not difficult to prove that the expression $4^{2 n-1}+9^{2 n-1}$ is divisible by 13 .

Exercise 219: This problems appears with kind permission from Jose Espinosa's website [176, No. 10] A hint Espinosa gives is that the expression is divisible by 13 , but not by $13^{2}$. [There may be a typo in his hint.]

Exercise 221: This problem appears in [161, p. 376]. Suppose that positive integers $a, b, c, d$ satisfy equation (11.6). Since the right side (11.6) is even, so is the left side. Hence among $a, b, c, d$, the number of odd numbers is even. If all four are odd, the left side is divisible by 4 but the right is divisible by only two. If exactly two are odd, the left is divisible by only 2 (not 4) and the right is divisible by 8 . Hence all of $a, b, c, d$ are even, say $a=2 a_{1}, b=2 b_{1}, c=2 c_{1}, d=2 d_{1}$. Replacing these values into (11.6) gives (after a bit of simplification)

$$
\begin{equation*}
a_{1}^{2}+b_{1}^{2}+c_{1}^{2}+d_{1}^{2}=8 a_{1} b_{1} c_{1} d_{1} \tag{29.4}
\end{equation*}
$$

Arguing as before, the left side of (29.4) is even; if all of $a_{1}, b_{1}, c_{1}, d_{1}$ are odd, then the left is divisible by only 4 , whereas the right is divisible by 8 ; if just two are odd, the left is divisible by only 2 . So all are even, say $a_{1}=2 a_{2}, b_{1}=2 b_{2}, c_{1}=2 c_{1}$, and $d_{1}=2 d_{2}$. Replacing these values in (29.4),

$$
\begin{equation*}
a_{2}^{2}+b_{2}^{2}+c_{2}^{2}+d_{2}^{2}=32 a_{2} b_{2} c_{2} d_{2} \tag{29.5}
\end{equation*}
$$

Continuing inductively, for each $t \in \mathbb{Z}^{+}$, the numbers $a_{t}=a / 2^{t},, b_{t}=b / 2^{t}, c_{t}=c / 2^{t}$, and $d_{i} \because d / 2^{\prime}$ are positive integers so that

$$
\begin{equation*}
a_{t}^{2}+b_{t}^{2}+c_{t}^{2}+d_{t}^{2}=2^{2 t+1} a_{t} b_{t} c_{t} d_{t} \tag{29.6}
\end{equation*}
$$

However, this gives an infinite decreasing sequence of positive integers $a_{i}$ 's (for example), contrary to the well-ordering property of $\mathbb{Z}^{+}$. Hence no such solution $a, b, c, d$ exists.

Exercise 223 occurred as Exercise 4 in [332, p.352] with no solution; however, I think the proof is standard; the result is attributed to Fermat.

Exercise 224 occurred as Exercise 8 in [332, p.352] with no solution; however, I think the proof is standard, only slightly more difficult than the last exercise; this result is attributed to Fermat as well.

Exercise 225: This is a standard exercise in many number theory books; see, e.g., [485, Thm 77, p. 174] for a complete proof. This can also be proved by infinite descent (see, e.g., [332, p.344]). The "smallest" solution ( $x_{1}, y_{1}$ ) is called the fundamental solution to Pell's equation.

### 29.2 Solutions: Congruences

Exercise 226: This problem appeared as a question in the 1991 USA Mathematical Olympiad, and was reproduced in [357] complete with solution. The style of the following proof could be improved.

For $n \geq 1$, let $T(n)$ denote the statement that modulo $n$, the sequence of towers of 2 's is eventually constant. One proof is by strong induction on $n$.
Base stre: When $n=1$, the sequence is the constant sequence of 0 s. For those not convinced that $n=1$ is not a meaningful base step, when $n=2$, the sequence is still the constant zero sequence.

Inductive step: Fix $k \geq 2$, and suppose that $T(1), \ldots, T(k-1)$ are all true. To complete the inductive step, it remains to show that $T(k)$ (that the tower sequence is cventually constant modulo $k$ ) is also true .

The proof is now separated into two cases, depending on whether $k$ is cven or odd. For convenience, denote the sequence

$$
2,2^{2}, 2^{2^{2}}, 2^{2^{2^{2}}}, \ldots, \quad(\bmod n)
$$

by $a_{1}, a_{2}, a_{3}, a_{4}, \ldots$
Case 1: $k$ is even. Write $k=2^{s} q$, where $s \geq 1$ and $q<k$ is odd. For large enough $j, a_{j-2} \geq s$, and for such $j$,

$$
a_{j}=2^{2^{a_{j}}}
$$

is a multiple of $2^{s}$; thus, for sufficiently large $j$ : $a_{j} \equiv 0\left(\bmod 2^{s}\right)$. It follows that for large enough $i, 2^{s}$ divides ( $a_{i 11}-a_{i}$ ).

By the induction hypothesis $T(q)$, the scquence $a_{1}, a_{2}, a_{3}, \ldots$ is eventually constant modulo $q$, and so for large enough $i, q$ divides $\left(a_{i+1}-a_{i}\right)$.

Since $q$ and $2^{s}$ are relatively prime, and both divide large $a_{i+1}-a_{i}$, their product $k$ also divides $\left(a_{i+1}-a_{i}\right)$, for sufficiently large $i$. Hence, for large $i, a_{i+1}-a_{i} \equiv 0$
(mod $k$ ), that is, the sequence is eventually constant modulo $k$, completing the proof of $T(k)$ for even $k$.

Case 2: $k$ is odd. When $k$ is odd, $\operatorname{gcd}(2, k)=1$, and so by Euler's theorem (Theorem 11.2.2)

$$
2^{\phi(k)} \equiv 1 \quad(\bmod k)
$$

Put $r=\phi(k)$. Since $r<k$, by the induction hypothesis $T(r)$, the sequence $a_{1}, a_{2}, a_{3}, \ldots$ is eventually constant modulo $r$, say congruent to $c$ modulo $r$, that is, for large enough $i, a_{i} \cong c(\bmod r)$, or equivalently, for some $m_{i}, a_{i}=m_{i} r+c$. Then

$$
a_{i+1}=2^{a_{i}}=2^{m_{i} T+c}=\left(2^{r}\right)^{m_{2}} 2^{c} \equiv(1)^{m_{i}} 2^{c} \equiv 2^{c} \quad(\bmod k)
$$

shows that the sequence $a_{1}, a_{2}, a_{3}, \ldots$ is eventually constant modulo $k$. This completes the proof of $T(k)$ for odd $k$.

Together, the two cases complete the inductive step.
By the principle of strong mathematical induction, for every $n \geq 1$, the result, $T(n)$ holds.

Exercise 227: In the inductive step below, onc might get stuck without the following simple fact:
Fact: When $n$ is odd, then $n^{2} \equiv n(\bmod 2 n)$.
To see this, write $n=2 m+1$ and calculate

$$
\begin{aligned}
n^{2} & =(2 m+1)^{2} \\
& =4 m^{2}+4 m+1 \\
& =m(4 m+2)+2 m+1 \\
& \equiv 2 m+1 \quad(\bmod 4 m+2)
\end{aligned}
$$

and since the last line is $n(\bmod 2 n)$, the fact is proved.
Let $n$ be a fixed odd positive integer, and for $k \geq 1$, let $S(k)$ be the statement that $(n+1)^{k} \equiv n+1(\bmod 2 n)$. Induction is on $k$.
Base step: When $k=1, S(1)$ reads $(n+1)^{1} \equiv n+1(\bmod 2 n)$, which is clearly true.

Inductive step: For some fixed $j \geq 1$, assume that $S(j)$ is true. Then

$$
\begin{array}{rlrl}
(n+1)^{j+1} & =(n+1)^{j}(n+1) & & \\
& \equiv(n+1)(n+1) \quad(\bmod 2 n) & & (\text { by } S(j)) \\
& \equiv n^{2}+2 n+1 \quad(\bmod 2 n) & & \\
& \equiv n^{2}+1 \quad(\bmod 2 n) & & \text { (by above fact). } \\
& \equiv n+1 \quad(\bmod 2 n) &
\end{array}
$$

This proves $S(j+1)$, completing the inductive step.

By the principle of mathematical induction, for all $k \geq 1, S(k)$ is true.
Exercise 228: Fix a prime $p$. The solution given here relies on the binomial theorm and the following simple fact: if $p$ is prime, then for all $0<\ell<p$, the binomial coefficient $\binom{p}{\ell}$ is divisible by $p$. [Note, this does not work if $p$ is not prime: for example, if $p=4$, then $\binom{p}{2}=6$, which is not divisible by 4 . The result in the exercise is not always true if $p$ is not prime-for example, $3^{4}-3=78$ is not divisible by 4 . However, it is sometimes true when $p$ is not prime-for example, $5^{4}-5=620$ is divisible by 4 .|

For $a \geq 0$, let $F(a)$ be the statement that $a^{p}-a$ is divisible by $p$.
BASE STEP: When $a=0, a^{p}-a=0$, which is divisible by $p$, so $F(0)$ is truc.
Inductive step: Assume that for some $b \geq 0, F(b)$ holds, that is, $b^{p}-b$ is divisible by $p$. Then, by the binomial theorem,

$$
\begin{aligned}
(b+1)^{p}-(b+1) & =b^{p}+\binom{p}{p-1} b^{p-1}+\cdots+\binom{p}{1} b^{1}+1-(b+1) \\
& =\left(b^{p}-b\right)+\sum_{0<\ell<p}\binom{p}{\ell} b^{\ell} .
\end{aligned}
$$

By induction hypothesis $F(b)$, the first term in the last line above is divisible by $p$, and by the comments preceding the proof, each term in the sum is also divisible by $p$; hence $(b+1)^{p}-(b+1)$ is also divisible by $p$. This proves $F(b+1)$, completing the inductive step.

Hence, by mathematical induction, for all $a \geq 0$, the statement $F(a)$ is true. To complete the proof, a way is nceded to handle the negative $a$ 's. This can be done by induction downward (using $F(a) \rightarrow F(-a)$ ) in an identical manner to above, or one can take a more direct approach based on the truth of $F(a)$ for positive integers. If $p=2, F(a)$ says $a^{2}-a$ is divisible by 2 , which is true regardless of the value of $a$, since $a^{2}-a=a(a-1)$, and one of $a$ or $a-1$ is divisible by 2 , so also is their product. If $p>2$, then $p$ is odd, and if $a \geq 0$, then $(-a)^{p}-(-a)=-a^{p}+a=-\left(a^{p}-a\right)$ shows that $(-a)^{p}-(-a)$ is also divisible by $p$, proving $F(-a)$.

Exercise 229: For $p(x)=a_{n} x^{n}+a_{n-1} x^{n-1}+\cdots+a_{1} x+a_{0}$, where each $a_{i} \in \mathbb{Z}$, if a prime $p$ docs not divide $a_{n}$ then the congruence $p(x) \equiv 0(\bmod p)$ has at most $n$ distinct $(\bmod p)$ solutions. Here, strong induction on $n$ is used, however, proving something which appears to be stronger: if $p(x)$ has more than $n$ roots $(\bmod p)$, then ii is the zero polynomial modulo $p$.
Base cases: For $n=0$, if $a_{0} \not \equiv 0$, then $p(x)=a_{0}$ has no solutions. For $n=1$ and $p(x)=a_{1} x+a_{0}$, if $a_{1} \not \equiv 0$, then $a_{1}^{-1}$ exists, and so $x=a_{1}^{-1}\left(-a_{0}\right)$ is the unique solution $(\bmod p)$. For $n=1$, if $p$ divides $a_{1}$, reduce to the case $n=0$, in which case there are no roots, or all integers are solutions, and since $p \geq 2$, this gives either no solutions or two distinct solutions.

Inductive step: Fix $k \geq 1$ and suppose that the result holds for all $n<k$. Let $f(x)=a_{k} x^{k}+a_{k-1} x^{k-1}+\ldots+a_{1} x+a_{0}$. Assume, that $f(x)$ has $k+1$ different roots modulo $p$, say $w_{1}, \ldots, w_{k}, w_{k+1}$. Examine

$$
g(x)=f(x)-a_{k}\left(x-w_{1}\right)\left(x-w_{2}\right) \cdots\left(x-w_{k}\right) .
$$

Then $g(x)$ is a polynomial of degree less than $k$. Each of $w_{1}, \ldots, w_{k}$ is a root of $g(x)$, and so, by the induction hypothesis, $g(x)$ is the zero polynomial modulo $p$. Then also $g\left(w_{k+1}\right) \equiv 0$, giving

$$
f\left(w_{k+1}\right) \equiv a_{k}\left(w_{k+1}-w_{1}\right)\left(w_{k+1}-w_{2}\right) \cdots\left(w_{k+1}-w_{k}\right) \quad(\bmod p)
$$

However, $f\left(w_{k+1}\right) \equiv 0$, and for each $i=1, \ldots, k,\left(w_{k+1}-w_{i}\right) \not \equiv 0(\bmod p)$, which is impossible when $a_{k} \not \equiv 0$. Conclude that $p$ divides $a_{k}$, that is, that $a_{k} \equiv 0(\bmod p)$. Repeating this argument inductively shows that each $a_{i}$ must be congruent to 0 modulo $p$, giving that if $f(x)$ has more than $k$ roots, then $f(x)$ is the zero polynomial. This completes the inductive step.

Therefore, by strong mathematical induction, the statement is true for all $n \geq$ 0.

Exercise 230: For each positive integer $n$, let $S(n)$ be the statement that $16^{n}$ ends in a 6.

BASE STEP: $(16)^{1}=16$, which ends in a 6 .
Inductive step: For some $k \geq 1$, assume that $S(k)$ is true, that is, $(16)^{k}$ ends in a 6 . Then for some $a_{k},(16)^{k}=a_{k} \cdot 10+6$. Then $(16)^{k+1}=(16)^{k} \cdot 16=\left(a_{k} \cdot 10+6\right)(10+6)=$ $a_{k} \cdot 10^{2}+\left(6 a_{k}+6\right) 10+36$. Simplifying, $(16)^{k+1}=\left(16 a_{k}+9\right) 10+6$, and so $(16)^{k+1}$ also ends in a 6 , proving $S(k+1)$.

By MI, for all $n \geq 1$, the statement $S(n)$ is true.
Exercise 231: Let $S(n)$ be the statement that $10^{n} \equiv(-1)^{n}$ (mod 11). Since $10 \equiv-1(\bmod 11), S(n)$ is trivially true by raising cach side of the congruence to the $n$-th power, and so induction is hardly necessary. Nevertheless, a purely inductive proof is given.

Base step: Since $10^{1}=10 \equiv-1(\bmod 11), S(1)$ is truc.
Ininuctive step: For some fixed $k \geq 1$, assume that $S(k)$ is true. Then

$$
\begin{aligned}
10^{k+1} & \equiv 10^{k} \cdot 10 \quad(\bmod 11) \\
& \equiv 10^{k} \cdot(-1) \quad(\bmod 11) \\
& \equiv(-1)^{k}(-1) \quad(\bmod 11) \quad(\text { by } S(k)) \\
& \equiv(-1)^{k+1},
\end{aligned}
$$

proves $S(k+1)$, finishing the inductive step.
Consequently, by mathematical induction, for all $n \geq 1, S(n)$ is true.
Exercise 232: The result in this exercise was given by Robert Haas as Lemma 3.1 in [249], where he labelled it "Finite Goldbach". Hint: induct on the number of prime factors of $2 m$.

Exercise 233: (Chinese Remainder Theorem) The solution is by induction on $n$. BASE STEP: When $n=1$, select $x=a_{1}$ and then the conditions are trivially satisfied.

Inductive step: For some $k \geq 1$, assume that the theorem is true for $n=k$, and let $m_{1}, m_{2}, \ldots, m_{k}, m_{k+1}$ and $a_{1}, a_{2}, \ldots, a_{k}, a_{k+1}$ be fixed, where each $m_{i}>1$ and the $m_{i}$ 's are pairwise relatively prime. To be found is a solution to the $k+1$ congruences

$$
\left.\begin{array}{rl}
x \equiv a_{1} & \left(\bmod m_{1}\right),  \tag{29.7}\\
x & \equiv a_{2} \\
\left(\bmod m_{2}\right), \\
\vdots & \vdots \\
\\
x \equiv a_{n} & \left(\bmod m_{k}\right), \\
x \equiv a_{n} & \left(\bmod m_{k+1}\right),
\end{array}\right\}
$$

and then prove that all solutions are those congruent to the given solution modulo $m_{1} m_{2} \cdots m_{k} m_{k+1}$.

Assuming for the moment that one can find a solution to (29.7), the last condition above is taken care of first (since induction is not required---in fact, this could have been proved before the inductive proof was begun). If $x^{*}$ is a solution to (29.7) and $x^{\prime} \equiv x^{*}\left(\bmod m_{1} m_{2} \cdots m_{k} m_{k \div-1}\right)$, then for some $b \in \mathbb{Z}$

$$
x^{\prime}=x^{*}+b m_{1} m_{2} \cdots m_{k} m_{k+1}
$$

and so for each $i=1,2, \ldots, k, k+1$,

$$
x^{\prime}=x^{*}+b m_{1} m_{2} \cdots m_{k} m_{k+1} \equiv x^{*} \equiv a_{i} \quad\left(\bmod m_{i}\right),
$$

and so $x^{\prime}$ is also a solution to (29.7). Suppose that $x^{*}$ and $x^{\prime}$ are two solutions to (29.7); then for each $i=1,2, \ldots, k, k+1, x^{*}-x^{\prime}$ is divisible by $m_{i}$. Since the $m_{i}$ 's are relatively prime, by Exercise $210, x^{*}-x^{\prime}$ is divisible by the product $m_{1} m_{2} \cdots m_{k} m_{k+1}$, that is, $x^{\prime} \equiv x^{*}\left(\bmod m_{1} m_{2} \cdots m_{k} m_{k+1}\right)$. This finishes the proof of the last condition stated above. So, it remains only to find one solution to (29.7).

By induction hypothesis, there is a $x_{0}$ which is a solution to the first $k$ lines of (29.7), and $w$ is a solution to these first $k$ lines if and only if

$$
w \equiv x_{0} \quad\left(\bmod m_{1} m_{2} \cdots m_{k}\right)
$$

The next idea is to find one of these solutions $x^{*}$ which is also a solution to the last line, that is, find $y, z \in \mathbb{Z}$ so that

$$
x^{*}=x_{0}+y\left(m_{1} m_{2} \cdots m_{k}\right),
$$

and

$$
x^{*}=a_{k+1}+z m_{k+1} .
$$

Combining these two equations, it suffices to find $y$ and $z$ so that

$$
\begin{equation*}
x_{0}+y\left(m_{1} m_{2} \cdots m_{k}\right)=a_{k+1}+z m_{k+1} . \tag{29.8}
\end{equation*}
$$

Examine two situations, depending on the valuc of $x_{0}$.
If $x_{0}=a_{k+1}$, then obvious choices for $y$ and $z$ are

$$
y=m_{k+1} \text { and } z=m_{1} m_{2} \cdots m_{k} .
$$

Then (29.8) is satisfied and the number $x^{*}$ defined by

$$
x^{*}=a_{k+1}+m_{1} m_{2} \cdots m_{k} m_{k+1}
$$

satisfies each line of (29.7) because for each $i=1,2, \ldots, k, k+1$ :

$$
x^{*}=x_{0}+m_{1} m_{2} \cdots m_{k} m_{k+1} \equiv x_{0} \equiv a_{i} \quad\left(\bmod m_{i}\right) .
$$

Consider the case where $x_{0} \neq a_{k+1}$. A little more "algebraic power" is needed to find a suitable $y$ and $z$. This is where Bezout's Lemma comes in: Since $m_{k+1}$ is relatively prime to each of $m_{1}, m_{2}, \ldots, m_{k}$, it is relatively prime to the product. $m_{1} m_{2} \cdots m_{k}$, that is, $\operatorname{gcd}\left(m_{1} m_{2} \cdots m_{k}, m_{k+1}\right)=1$, and so by Bezout's Lemma, there exist integers $r$ and $s$ so that

$$
1=r m_{1} m_{2} \cdots m_{k}+s m_{k+1} .
$$

Multiplying this equation on each side by ( $x_{0}-a_{k+1}$ ) yields

$$
\begin{equation*}
x_{0}-a_{k+1}=\left(x_{0}-a_{k+1}\right) r m_{1} m_{2} \cdots m_{k}+\left(x_{0}-a_{k+1}\right) s m_{k+1} . \tag{29.9}
\end{equation*}
$$

With the choices $y=\left(x_{0}-a_{k+1}\right) r$ and $z=\left(x_{0}-a_{k+1}\right) s$, (and a very little rearranging of terms) (29.9) becomes (29.8) as desired. So the number

$$
x^{*}=x_{0}+\left(x_{0}-a_{k+1}\right) r m_{1} \cdots m_{k}=a_{k+1}+\left(x_{0}-a_{k+1}\right) s m_{k+1}
$$

is a solution to (29.7). This completes the inductive step.
By mathematical induction, for all $n \geq 1$, the statement of the Chinese Remainder Theorem is true.

Exercise 234: For cach positive integer $n$, let $C(n)$ be the statement that

$$
2^{n}+3^{n} \equiv 5^{n} \quad(\bmod 6)
$$

First notice that a direct proof of $C(n)$ is fairly easy: by the binomial theorem, for any $k \geq 1$,

$$
(2+3)^{n}=\sum_{i=0}^{n}\binom{n}{i} 2^{n \cdots i} 3^{i}
$$

and in the above sum, for each $i=1,2, \ldots, n-1$, each expression $2^{i} 3^{n-i}$. is divisible by 6 , so

$$
5^{n}=(2+3)^{n} \equiv 2^{n}+3^{n} \quad(\bmod 6)
$$

from which the result follows. Here is an attempt at an inductive proof:
Base step: Since $2^{1}+3^{1}=5^{1}, C(1)$ is true.
Induction step: Fix $m \geq 1$ and let the inductive hypothesis be that $C(m)$ holds, that is,

$$
2^{m}+3^{m} \equiv 5^{m} \quad(\bmod 6)
$$

It remains to show that

$$
C(m+1): 2^{m+1}+3^{m+1} \equiv 5^{m+1} \quad(\bmod 6)
$$

follows. Starting with the left side of $C(m+1)$, employ the trick of adding and subtracting the same terms in order to use $C(m)$ :

$$
\begin{aligned}
2^{m+1}+3^{m+1} & =2 \cdot 2^{m}+2 \cdot 3^{m}+3 \cdot 2^{m}+3 \cdot 3^{m}-\left(2 \cdot 3^{m}+3 \cdot 2^{m}\right) \\
& =(2+3)\left(2^{m}+3^{m}\right)-\left(2 \cdot 3^{m}+3 \cdot 2^{m}\right) \\
& =5\left(2^{m}+3^{m}\right)-6\left(3^{m-1}+2^{m-1}\right) \\
& \equiv 5\left(2^{m}+3^{m}\right)(\bmod 6)(\text { since } m \geq 1) \\
& \equiv 5 \cdot 5^{m} \quad(\bmod 6) \quad(\text { by ind. hyp. } C(m)) \\
& \equiv 5^{m+1} \quad(\bmod 6)
\end{aligned}
$$

arriving at the right side of $C(m+1)$, and so $C(m+1)$ is true. This completes the inductive step $C^{C}(m) \rightarrow C^{\prime}(m+1)$.

By mathematical induction, for each $n \geq 1, C(n)$ holds.

Exercise 235: For each positive integer $n$, let $M(n)$ be the statement that

$$
16^{n} \equiv 1-10 n \quad(\bmod 25)
$$

BASE STEP: $M(1)$ says that $16 \equiv-9(\bmod 25)$, which is true.

Inductive step: Fix $k \geq 1$ and assume that

$$
M(k): \quad 16^{k} \equiv 1-10 k \quad(\bmod 25)
$$

holds. It remains to show that

$$
M(k+1): \quad 16^{k+1} \equiv 1-10(k+1) \quad(\bmod 25)
$$

follows. Onc can show this using just modular arithmetic, however, being a bit more pedantic, a few more steps are added for clarity. Since $M(k)$ holds, there is some integer $y$ so that $16^{k}=1-10 k+25 y$. [Note that $y>0$, but this fact is not needed.] Then

$$
\begin{aligned}
16^{k+1} & =16^{k} \cdot 16 \\
& =(1-10 k+25 y) 16 \\
& =16-160 k+400 y \\
& =1+15-160 k+400 y \\
& =1+15-10 k \cdots 150 k+400 y \\
& =1+15-10 k+25(16 y-6 k) \\
& \equiv 1+15-10 k \quad(\bmod 25) \\
& =1+15+10-10(k+1) \quad(\bmod 25) \\
& \equiv 1-10(k+1) \quad(\bmod 25),
\end{aligned}
$$

as desired, completing the proof of $M(k+1)$, and hence the inductive step.
By mathematical induction, for each $n \geq 1$, the statement $M(n)$ holds.
Exercise 236: For each $n \geq 1$, let. $S(n)$ be the statement that

$$
3^{n}+7^{n} \equiv 2 \quad(\bmod 8)
$$

BASE STEP: $S(1)$ says $3+7 \equiv 2(\bmod 8)$, which is true.
Inductive step: Fix some $k \geq 1$ and assume that $S(k)$ is true. Before showing $S(k+1)$, first note the following simple fact which helps: for any positive integer $j$, $3^{j}$ is odd and so $4 \cdot 3^{j} \equiv 4(\bmod 8)$. Starting with the left side of $S(k+1)$,

$$
\begin{aligned}
3^{k+1}+7^{k+1} & =3 \cdot 3^{k}+7 \cdot 7^{k} & & \\
& \equiv 3 \cdot 3^{k}-7^{k} \quad(\bmod 8) & & \\
& \equiv 4 \cdot 3^{k}-\left(3^{k}+7^{k}\right)(\bmod 8) & & \\
& \equiv 4 \cdot 3^{k}-2 \quad(\bmod 8) & & \text { (by } S(k)) \\
& \equiv 4-2 \quad(\bmod 8) & & \text { (by above fact) }
\end{aligned}
$$

which is 2 , concluding the demonstration of $S(k+1)$, and hence the inductive step $S(k) \rightarrow S(k+1)$.

By mathematical induction, for each $n \geq 1$, the statement $S(n)$ holds.
Excrcise 237: (Brief solution) For each non-negative integer $n$, let $T(n)$ be the assertion that

$$
10^{n} \equiv(-1)^{n} \quad(\bmod 11)
$$

Since $10 \equiv-1(\bmod 11), T(1)$ holds. For some $k \geq 1$, assuming that $T(k)$ holds,

$$
10^{k+1}=10 \cdot 10^{k} \equiv 10 \cdot(-1)^{k} \equiv-1 \cdot(-1)^{k} \equiv(-1)^{k+1}(\bmod 11),
$$

and so $T(k+1)$ follows. Hence by induction, for all $n \geq 1, T(n)$ holds.

### 29.3 Solutions: Divisibility

Exercise 238: For any integer $n \geq 2$, let $P(n)$ be the statement that the product of $n$ odd numbers is also odd.
Base step $(n=2)$ : Let $a=2 k+1$ and $b=2 \ell+1$ be odd mumbers (where $k$ and $\ell$ are integers). Then

$$
a b=4 k \ell+2 k: 2 \ell+1=2(2 k \ell+k+\ell)+1,
$$

which is again odd.
Inductive step: Suppose that for some fixed $m \geq 2, P(m)$ holds. Let $a_{1}$. $a_{2}, \ldots$, $a_{m}, a_{m+1}$ be odd numbers, with, for each $i=1,2, \ldots, m+1, a_{i}=2 k_{i}+1$. By induction hypothesis, the product $a_{1} a_{2} \cdots a_{m n}$ is odd, say $2 s+1$. 'Then

$$
\begin{aligned}
a_{1} a_{2} \cdots a_{m} a_{m+1}=(2 s+1)\left(2 k_{m+1}+1\right) & =4 s k_{m+1}+2 s+2 k_{m+1}+1 \\
& =2\left(2 s k_{m+1}+s+k_{m+1}\right)+1 .
\end{aligned}
$$

and so the larger product is also odd. Thus, $P(m+1)$ is truc as well, completing the inductive step.

By MI, for each $n \geq 2$, the product of $n$ odd numbers is again odd.
Exercise 239: Let $S(n)$ be the statement that if $n$ is odd, the sum of $n$ odd numbers is odd.
BASE STEP: For $n=1$, the sum of one odd number is trivially odd so $S(1)$ is true.
Inductive step $(S(k) \rightarrow S(k+2)$ : Let $k=2 m+1$ be odd, where $k \geq 1$ (and so $m \geq 0$ ), and suppose that the sum of any $k$ odd numbers is again odd. Since the next odd number is $k+2=2 m+3$, it remains to show that $S(k+2)$ follows, that is, that the sum of any $k+2$ numbers is again odd. Let $a_{1}, a_{2}, \ldots, a_{k}, a_{k+1}, a_{k+2}$,
where cach $a_{i}=2 m_{i}+1$ is odd. By induction hyputhesis, $a_{1}+a_{2}+\ldots+a_{k}$ is odd, say $a_{1}+a_{2}+\ldots+a_{k}=2 \ell+1$ for some integer $\ell$. Then

$$
\begin{aligned}
a_{1}+a_{2}+\ldots+a_{k}+a_{k+1}+a_{k+2} & =2 \ell+1+a_{k+1}+a_{k+2} \\
& =2 \ell+1+2 m_{k+1}+1+2 m_{k+2}+1 \\
& =2\left(\ell+m_{k+1}+m_{k+2}+1\right)+1
\end{aligned}
$$

and so the sum of the $k+2$ odd numbers is again odd. This completes the inductive step.

By mathematical induction, for all $n \geq 1, S(n)$ is true.
Exercise 240: This question appears in [462, 50, p.281], without solution. Here is one possible solution, perhaps not the intended one.

For each $n \geq 1$, let $S(n)$ be the statement that if $n+1$ distinct numbers are selected from $[1,2 n]=\{1,2, \ldots, 2 n\}$, then one of these numbers must divide another.
Bast; step: When $n=1$, there are only $n+1=2$ numbers in $[1,2]$, one of which divides the other, so $S(1)$ is true.
Inductive step: Fix some $k \geq 1$, and assume that $S(k)$ holds. It remains to show $S(k+1)$, that is, that arnong any $k+2$ numbers chosen from $[1,2 k+2]$, one divides the other. So let $T=\left\{t_{1}, \ldots, t_{k+2}\right\} \subset[1,2 k+2]$ be given in order $\left(t_{1}<t_{2}<\cdots<t_{k+2}\right.$. If $\left\{t_{1}, t_{2}, \ldots, t_{k+1}\right\} \subseteq\left[1,2 k_{1}^{\}}\right.$, then by $S(k), T$ contains two elements one dividing the other. So suppose that $t_{k+1}>2 k$, so both $t_{k+1}=2 k+1$ and $t_{k+2}-2 k+2$.

Since $2 k+2 \in T$, one can eliminate, without loss of generality, the obvious divisors 1,2 , and $k+1$ from $T$. Furthermore, assume that no two clements in $T^{\prime}=\left\{t_{1}, \ldots, t_{k}\right\} \subset[1,2 k] \backslash\{k+1\}$ divide one another. For the moment, add $k+1$ to $T^{\prime}$ to give a set $T^{\prime \prime}$ of $k+1$ numbers in $[1,2 k]$. By $S(k)$, there are two numbers in $T^{\prime \prime \prime}$, one of which divides the other. Since $T^{\prime}$ has no such pair, and $k+1$ is too large to divide any other number in $[1,2 k]$ it follows that for some $i \leq k, t_{i}$ divides $k+1$. Thus, $t_{i}$ divides $2 k+2=t_{k+2}$. So $S(k+1)$ is true, completing the inductive step.

By mathematical induction, for all $n \geq 1, S(n)$ is true.
Comment on the above solution: When the extra $k+1$ was added back in the set to produce a situation where the induction hypothesis could be used, one could have done the same with the number 2, proving (since 1 is forbiden) that 2 and some other even number was in $T^{\prime} \subset[1,2 k]$.

Exercise 241: Repeat the solution of Exercise 240 (which is this problem when $r:=1$ ), introducing a dummy element when necessary.

Exercise 242: For every $n \geq 1$, let $P^{\prime}(n)$ be the statement that $n(n+1)$ is even, that is $2 \mid n(n+1$ ). (A direct proof is nearly trivial since for every integer $n$, one
of $n$ or $n+1$ is even, and so too is the product. Nevertheless, an inductive proof is presented.)
Base step: For $n=1$, since $1(1+1)=2$ is even, $P(1)$ holds.
INDUCTION STEP: For some fixed $k \geq 1$, suppose that $P(k)$ is true, that is, $k(k+1)$ is even. Then

$$
(k+1)((k+1)+1)=(k+1) k+(k+1) \cdot 2
$$

and by the induction hypothesis, $(k+1) k=k(k+1)$ is even, and the second term $(k+1) \cdot 2$ is also even. Since the sum of even numbers is again even, it follows that $(k+1)((k+1)+1)$ is also even, proving $P(k+1)$ is truc as well. This completes the inductive step $P(k) \rightarrow P(k+1)$.

By MI, for each $n \geq 1, P(n)$ is true.
Exercise 243: Showing that 3 divides $n^{3}-n$ is done in a manner similar to that of Exercise 252.

Exercise 244: For cvery integer $n \geq 1$, let $D(n)$ be the statement that 3 divides $n^{3}+2 n$.

BASE STEP: When $n=1, n^{3}+2 n=3$, which is of course divisible by 3 .
Induction step: For some fixed $k \geq 1$, suppose that $D(k)$ is true, that is, for some integer $m, k^{3}+2 k=3 m$. To see that $D(k+1)$ is true,

$$
\begin{aligned}
(k+1)^{3}+2(k+1) & =k^{3}+3 k^{2}+3 k+1+2 k+2 \\
& =k^{3}+2 k+3\left(k^{2}+k+1\right) \\
& =3 m+3\left(k^{2}+k+1\right) \text { by ind. hyp. } \\
& =3\left[m+k^{2}+k+1\right]
\end{aligned}
$$

and so $(k+1)^{2}+2(k+1)$ is divisible by 3 . This shows $D(k+1)$, and so completes the inductive step $D(k) \rightarrow D(k+1)$.

By induction, for each $n \geq 1, D(n)$ is true.
Exercise 245: For $n \geq 1$, let $S(n)$ be the statement that $3 \mid\left(2^{2 n}-1\right)$.
BASE STEP: Since $2^{2 \cdot 1}-1=3$, the statement $S(1)$ is true.
IndUCTION STEP: For some fixed $k \geq 1$, suppose that $S(k)$ holds, that is, the induction hypothesis ( IH ) is that there is some integer $m$ so that $2^{2 k}-1=3 \mathrm{~m}$. Then

$$
2^{2(k+1)}-1=4 \cdot 2^{2 k}-1=4\left(2^{2 k}-1\right)+3 \stackrel{1 \mathrm{H}}{=} 4(3 m)+3=3(4 m+1)
$$

shows that $2^{2(k+1)}-1$ is also divisible by 3 , proving $S(k+1)$. [Note: The notation $\stackrel{\mathrm{IH}}{=}$ indicates where the Induction Hypothesis is used.]

Since $S(1)$ is true and $S(k) \rightarrow S(k+1)$, by mathematical induction, for any $n \geq 1$, the statement $S(n)$ holds.

Exercise 246: For $n \geq 1$, let $D(n)$ be the statement that $3 \mid\left(2^{2 n+1}+1\right)$.
Base step: With $n=1,2^{2 n+1}+1=9$ and 3 divides 9 , so $D(1)$ holds.
Inductive step: Let $k \geq 1$ and suppose that $D(k)$ is true, say for some integer $m, 2^{2 k+1}+1=3 m$. It remains to show that $D(k+1)$ is also true, that is, that 3 divides $2^{2(k+1)+1}+1$. Then

$$
2^{2(k+1)+1}+1=4 \cdot 2^{2 k+1}+1=4\left(2^{2 k+1}+1\right)-3=4(3 m)-3=3(4 m-1),
$$

(where the penultimate equality is true by induction hypothesis $D(k)$ ) which shows that $D(k+1)$ is also true. This completes the inductive step.

By mathematical induction, for each $n \geq 1$, the statement $D(n)$ holds.
Exercise 247: For every $n \geq 1$, let $S(n)$ denote the statement $3 \mid\left(5^{2 n}-1\right)$.
BASE STEP: Since $5^{2}-1=24$ is divisible by $3, S(1)$ holds.
Induction step: Let $k \geq 1$ and assume that $S(k)$ holds, that is, for some integer $m, 5^{2 k} \cdot 1=3 m$. Then

$$
5^{2 k+2} \ldots 1=25 \cdot 5^{2 k}-25+24=25\left(5^{2 k}--1\right)+24 \stackrel{S(k)}{=} 25 \cdot 3 m+24=3(25 m+8)
$$

proves $S(k+1)$, completing the inductive step.
By mathematical induction, for every integer $n \geq 1, S(n)$ is true.
Exercise 248: For $n \geq 1$, let $S_{n}$ be the statement

$$
3 \left\lvert\,\left(\frac{10^{n}+5}{3}+4^{n+2}\right) .\right.
$$

Base step: $S_{1}$ says that 3 divides $5+64$ which is true.
IndLcition step: Let $k \geq 1$ be fixed, and assume that

$$
S_{k}: \quad 3 \left\lvert\,\left(\frac{10^{k}+5}{3}+4^{k+2}\right)\right.
$$

is true, with say, $\frac{10^{k}+5}{3}+4^{k+2}=3 \ell$ for some positive integer $\ell$. To be shown is that

$$
S_{k+1}: \quad 3 \left\lvert\,\left(\frac{10^{k+1}+5}{3}+4^{k+3}\right)\right.
$$

follows. With a little algebra,

$$
\begin{aligned}
\frac{10^{k+1}+5}{3}+4^{k+3} & =\frac{10^{k}+5}{3}+3 \cdot 10^{k}+4^{k+2}+3 \cdot 4^{k+2} \\
& =3 \ell+3\left(10^{k}+4^{k+2}\right)
\end{aligned}
$$

from which it follows that $3 \left\lvert\,\left(\frac{10^{k-1}+5}{3}+4^{k+3}\right)\right.$, that is, $S_{k+1}$ follows. This completes the inductive step.

By mathematical induction, for all $n \geq 1$, the statement $S_{n}$ is truc.
Exercise 249: This problem appears in, e.g., [350]. For every $n \geq 0$, let $S_{n}$ denote the statement $3 \mid\left(7^{n}+2\right)$.
Base step: $S_{0}$ says that 3 divides 3 , which is truc. Checking one more step, $S_{1}$ says that 3 divides 9 , again true.
INDUCIION STEP: For some fixed $k \geq 0$, assume that $S_{k}$ is true, that is, for some positive integer $m, 7^{k}+2=3 \mathrm{~m}$. The statement $S_{k+1}: \quad 3 \mid 7^{k+1}+2$ remains to be proved. Noting that $7^{k+1}+2=7 \cdot 7^{k}+2=7\left(7^{k}+2\right)-12=7(3 m)-12=3(7 m-4)$, the statement $S_{k+1}$ now evidently follows. This completes the inductive step.

By mathematical induction, for all $n \geq 0$, the statement $S_{n}$ is true.
Exercise 250: The excrcise is to show that for every $n \geq 1$,

$$
S_{n}: \quad 4!n^{2}(n+1)^{2}
$$

is true. [Without using induction, the direct proof follows from the fact that among $n$ and $n+1$, one is even, and so one of $n^{2}$ and $(n+1)^{2}$ has a factor of 4.]
BASE STEP: When $n=1, n^{2}(n+1)^{2}=4$, so $S_{1}$ holds.
Inductive step: Let $k \geq 1$ and let the induction hypothesis be that $S_{k}$ holds; in particular, suppose that $m$ is such that $k^{2}(k+1)^{2}=4 m$. It remains to show that

$$
S_{k+1}: \quad 4 \mid(k+1)^{2}(k+2)^{2}
$$

follows. Indeed,

$$
\begin{aligned}
(k+1)^{2}(k+2)^{2} & =\left(k^{2}+4 k+4\right)(k+1)^{2} \\
& =k^{2}(k+1)^{2}+(4 k+4)(k+1)^{2} \\
& =4 m+4(k+1)(k+1)^{2} \quad\left(\text { by } S_{k}\right)
\end{aligned}
$$

shows that $(k+1)^{2}(k+2)^{2}$ is also divisible by 4 , concluding the proof of $S_{k+1}$ and hence the inductive step.

By the principle of mathematical induction, it is truc that for any positive integer $n$, the number $n^{2}(n+1)^{2}$ is divisible by 4 .

Exercise 251: For each $n \geq 1$, let $S(n)$ be the statement " $4 \mid\left(6 \cdot 7^{n}-2 \cdot 3^{n}\right)$ ". Base step $(n=1)$ : $S(1)$ says $4 \mid(6 \cdot 7-2 \cdot 3)$, or $4 \mid 36$, which is clearly true. Inductive step: For some fixed $k \geq 1$, assume that $S(k)$ is true, that is, that there is an $\ell$ so that $6 \cdot 7^{k}-2 \cdot 3^{k}=4 \ell$. To be proved is

$$
S(k+1): 4 \mid\left(6 \cdot 7^{k+1}-2 \cdot 3^{k+1}\right)
$$

Calculating,

$$
\begin{aligned}
6 \cdot 7^{k+1}-2 \cdot 3^{k+1} & =3\left(2 \cdot 7^{k+1}-2 \cdot 3^{k}\right) \\
& =3\left(14 \cdot 7^{k}-2 \cdot 3^{k}\right) \\
& =3\left(8 \cdot 7^{k}+6 \cdot 7^{k}-2 \cdot 3^{k}\right) \\
& \left.=3\left(8 \cdot 7^{k}+4 \ell\right) \text { by ind. hyp. }\right) \\
& =4\left(6 \cdot 7^{k}+3 \ell\right):
\end{aligned}
$$

showing that $4 \mid\left(6 \cdot 7^{k+1}-2 \cdot 3^{k+1}\right)$, completing the inductive step.
By MI, for all $n \in \mathbb{Z}^{+}, S(n)$ holds.
Exercise 252: Let $S(n)$ be the statement $5 \mid\left(n^{5}-n\right)$.
Base step $(n=1)$ : The statement $S(1)$ says $5 \mid\left(1^{5}-1\right)$ or $5 \mid 0$, which is true.
Inductive step: Assume that for some fixed $k \geq 1, S(k)$ holds, that is. $k^{5}-k=5 \ell$ for some $\ell \in \mathbb{Z}$. To be proved is

$$
S(k+1): 5 \mid(k+1)^{5} \cdots(k+1)
$$

holds. Calculating

$$
\begin{aligned}
(k+1)^{5}-(k+1) & =\left(k^{5}+5 k^{4}+10 k^{3}+10 k^{2}+5 k+1\right)-(k+1) \\
& =\left(k^{5}-k\right)+5\left(k^{4}+2 k^{3}+2 k^{2}+k\right) \\
& \left.=5 \ell+5\left(k^{4}+2 k^{3}+2 k^{2}+k\right) \text { (by ind. hyp }\right), \\
& =5\left[\ell+k^{4}+2 k^{3}+2 k^{2}+k\right],
\end{aligned}
$$

a multiple of 5 . Thus $5 \mid(k+1)^{5}-(k+1)$. proving $S(k+1)$, completing the inductive step.

Hence by MI, for all $n \geq 1, S(n)$ holds.
Exercise 253: For any $n \geq 1$, let $P(n)$ denote the proposition that $3^{2 n}+4^{n+1}$ is divisible by 5 .
BaSE STEP: $P(1)$ says that $3^{2}+4^{2}$ is divisible by 5 , which is true.
Inductive step: Let $k \geq 1$ be fixed, and suppose that

$$
P(k): \quad 3^{2 k}+4^{k+1} \text { is divisible by } 5
$$

holds, say, with $3^{2 k}+4^{k+1}=5 m$ for some integer $m$. To be shown is that

$$
P(k+1): \quad 3^{2 k+2}+4^{k+2} \text { is divisible by } 5
$$

follows. Calculating,

$$
\begin{aligned}
3^{2 k+2}+4^{k+2} & =9 \cdot 3^{2 k}+4 \cdot 4^{k+1} \\
& =5 \cdot 3^{2 k}+4 \cdot 3^{2 k}+4 \cdot 4^{k+1} \\
& =5 \cdot 3^{2 k}+4\left(3^{2 k}+4^{k+1}\right) \\
& =5 \cdot 3^{2 k}+4(5 m) \text { by ind. hyp. } \\
& =5\left(3^{2 k}+4 m\right)
\end{aligned}
$$

showing that $3^{2 k+2}+4^{k+2}$ is also divisible by 5 , proving $P(k+1)$, and hence concluding the inductive step.

By the principle of mathematical induction, for all $n \geq 1$, the statement $P(n)$ is true.

Exercise 255: For $n \geq 1$, let $S(n)$ denote the statement $6 \mid\left(n^{3}-n\right)$.
Base Step: $S(1)$ says that 6 divides 0 , which is true.
Inductive step: Let $k \geq 1$ and suppose that $S(k)$ is true, say $k^{3}-k=6 \mathrm{~m}$. 'Oo show that $S(k+1)$ follows, show that 6 divides $(k+1)^{3} \cdots(k+1)$. To this purpose,

$$
\begin{aligned}
(k+1)^{3} \cdots(k+1) & =k^{3}+3 k^{2}+3 k+1 \cdots k-1 \\
& =\left(k^{3}-k\right)+\left(3 k^{2}+3 k\right) \\
& =6 m \iota+3 k(k+1) \quad(\text { by } S(k))
\end{aligned}
$$

and since one of $k$ or $k+1$ is even, the last term is also divisible by 6 , and so $S(k+1)$ is true, completing the inductive step.

By the principle of mathematical induction, for every $n \geq 1, S(n)$ is true.
Exercise 256: For every positive integer $n \geq 1$, let $M(n)$ denote the statement $6 \mid\left(7^{n}-1\right)$.
Base step: Since $6 \mid(7-1), M(1)$ is truc.
Inductive step: For some fixed $k \geq 1$, suppose that $M(k)$ is true; in particular, let $m$ be an integer with $6 m=7^{k}-1$. It remains to prove $M(k+1)$, namely, that 6 divides $7^{k+1}$. Then

$$
7^{k+1}-1=7\left(7^{k}-1\right)+7-1=7(6 m)+6
$$

shows that $7^{k+1}-1$ is also divisible by 6 , concluding the proof of $M(k+1)$, and hence the inductive step.

By MI, for every positive integer $n, M(n)$ is truc. (In fact, $M(0)$ is also true.)

Exercise 257: For any positive integer $n$, let $D(n)$ denote the statement $6 \mid\left(n^{3}+\right.$ $5 n$ ).
Base step: For $n=1, n^{3}+5 n=6$, so $D(1)$ holds.
Inductive step: Let $k \geq 1$ be fixed, and suppose that $D(k)$ holds; in particular: let $\ell$ be an integer with $6 \ell=k^{3}+5 k$. Then

$$
\begin{aligned}
(k+1)^{3}+5(k+1) & =k^{3}+3 k^{2}+3 k+1+5 k+5 \\
& =k^{3}+5 k+3 k^{2}+3 k+6 \\
& =6 \ell+3 k(k+1)+6 \text { (by } D(k))
\end{aligned}
$$

Since one of $k$ or $k+1$ is even, the term $3 k(k+1)$ is divisible by 6 , and so the last expression above is divisible by 6 . This proves $D(k+1)$, and concludes the inductive step $D(k) \rightarrow D(k+1)$.

By MI, for each $n \geq 1$, the statement $D(n)$ is true.
Excrcise 258: This exercise has a direct, solution because among $n,(n+1)$, and $(n+2)$, one is a multiple of 3 and at least one is even, yielding a factor of 6 . An inductive proof is however also possible:

For each $n \geq 0$, let $S(n)$ denote the statement $6 \mid n(n+1)(n+2)$.
Base step: Since 6 divides $0, S(0)$ holds.
Inductive step: Fix $k \geq 0$, and suppose that $S(k)$ holds, that is, suppose that $\ell$ is an integer so that

$$
k(k+1)(k+2)=6 \ell .
$$

Then trying to prove $S(k+1)$,

$$
\begin{aligned}
(k+1)(k+2)(k+3) & =k(k+1)(k+2)+3(k+1)(k+2) \\
& =6 \ell+3(k+1)(k+2) .
\end{aligned}
$$

and since one of $k+1$ or $k+2$ is even, 6 divides $3(k+1)(k+2)$, and so 6 divides $(k+1)((k+1)+1)((k+1)+2)$, proving $S(k+1)$, and concluding the inductive step $S(k) \rightarrow S(k+1)$.

By MI, for every $n \geq 0, S(n)$ holds.
Exercise 259: For every $n \geq 0$, let $P(n)$ be the proposition that $n(n-1)(2 n \cdots 1)$ is divisible by 6.
Base step: $P(0)$ says that 0 is divisible by 6 , a true statement.
Inductive step: Fix $k \geq 0$, and suppose that $P(k)$ is true, that is, fix an integer $\ell$ so that $k(k-1)(2 k-1)=6 \ell$. To show that $P(k+1)$ is true, it remains to show that $(k+1)(k)(2(k+1)-1)$ is also divisible by 6. Calculating,

$$
(k+1)(k)(2 k+1)=(k+1) k(2 k-1)+2(k+1) k
$$

$$
\begin{aligned}
& =k(k-1)(2 k-1)+2 k(2 k-1)+2(k+1) k \\
& =6 \ell+2 k(3 k) \quad(\text { by } P(k)) \\
& =6\left(\ell+k^{2}\right)
\end{aligned}
$$

shows $P(k+1)$ is also true, completing the inductive step.
By MI, for every $n \geq 0$, the statement $P(n)$ is true.
Exercise 260: Show that 7 divides $n^{7}-n$ in a manner similar to that done in the solution to Exercise 252.

Exercise 261: For each $n \geq 1$. let $A(n)$ be the assertion that $7 \mid\left(2^{n+2}+3^{2 n+1}\right)$. BaSE STEP: $A(1)$ says that 7 divides $2^{3}+3^{3}=35$, which holds true. Inductive step: Fix $k \geq 1$ and assume that $A(k)$ holds, say for some integer $\ell, 2^{k+2}+3^{2 k+1}=7 \ell$. To show that $A(k+1)$ follows, show that 7 also divides $2^{k+3}+3^{2 k+3}$. To this end,

$$
\begin{aligned}
2^{k+3}+3^{2 k+3} & =2 \cdot 2^{k+1}+9 \cdot 3^{2 k+1} \\
& =2\left(2^{k+1}+3^{2 k+1}\right)+7 \cdot 3^{2 k+1} \\
& =2 \cdot 7 \ell+7 \cdot 3^{2 k+1} \text { by } A(k)
\end{aligned}
$$

which is divisible by 7 , and thus $A(k+1)$ is also true, completing the inductive step.

By the principle of mathematical induction, for each $n \geq 1 . A(n)$ holds.
Exercise 262: To be shown is that for every $n \geq 1$.

$$
S(n): 7 \mid\left(11^{n}-4^{n}\right)
$$

Before presenting the inductive proof, one might notice that a simple factorization shows that this result is true, and induction is not really necessary.
BaSE STEP: $11^{1}-4^{1}=7$, and so $S(1)$ holds.
INDUCTIVE STFP: Fix $k \geq 1$ and suppose that $S(k)$ is true, where $\ell$ is some integer satisfying $11^{k}-4^{k}=7 \ell$. To see that $S(k+1)$ is also true, compute:

$$
\begin{aligned}
11^{k+1}-1^{k+1} & =11 \cdot 11^{k}-4 \cdot 4^{k} \\
& =11\left(11^{k}-4^{k}\right)+7 \cdot 4^{k} \\
& =11(7 \ell)+7 \cdot 4^{k} \quad(\text { by } S(k))
\end{aligned}
$$

This last expression is divisible by 7 , and so $S(k+1)$ is also true, completing the inductive step.

By MI., for each $n \geq 1, S(n)$ is true.

Exercise 263: For every $n \geq 1$, denote the assertion in the exercise by

$$
A(n): 7 \mid\left(23^{3 n}-1\right) .
$$

BASE STEP: $23^{3}-1=(23-1)\left(23^{2}+23+1\right)=22(553)=22(79 \cdot 7)$, so $A(1)$ holds.
Inductive step: Fix $k \geq 1$ and suppose that $A(k)$ is true, where $\ell$ is some integer satisfying

$$
23^{3 k}-1=7 \ell .
$$

Then

$$
\begin{aligned}
23^{3(k+1)}-1 & =23^{3} \cdot 23^{3 k}-1 \\
& =23^{3}\left(23^{3 k}-1\right)+23^{3}-1 \\
& \left.=23^{3}(7 \ell)+22 \cdot 79 \cdot 7 \quad \text { (by } A(k)\right)
\end{aligned}
$$

shows that 7 divides $23^{3(k+1)} \ldots 1$, proving that $A(k+1)$ follows. This completes the inductive stcp.

By MI, for each $n \geq 1, A(n)$ is true.
Exercise 264: For every $n \geq 1$, let $D(n)$ denote the statement " $3^{2 n}-1$ is divisible by 8 ".
Base step: Since $3^{2}-1=8, D(1)$ holds.
Inductive s'pep: Fix $k \geq 1$ and suppose that $D(k)$ is true, where $\ell$ is some integer satisfying

$$
3^{2 k}-1=8 \ell .
$$

To see $D(k+1)$, show that $3^{2(k+1)}-1$ is divisible by 8 :

$$
\begin{aligned}
3^{2 k+2}-1 & =9\left(3^{2} k-1\right)+8 \\
& =9 \cdot 8 \ell+8 \\
& =8(9 \ell+1) \quad(\text { by } D(k)) .
\end{aligned}
$$

This completes the proof of $D(k+1)$ and hence the inductive step.
By MI, for each $n \geq 1, D(n)$ is true.
Exercise 265: For $n \geq 1$, denote the statement in the exercise by

$$
A(n): 8 \mid\left(3^{n}+7^{n}-2\right)
$$

BASE STEP: Since $3^{1}+7^{1}-2=8, \Lambda(1)$ is true. (In fact, so is $A(0)$, so the result in this problem could be stated for $n \geq 0$.)

Inductive step $(\Lambda(k) \rightarrow A(k+1)):$ Fix $k \geq 1$ and suppose that $A(k)$ is true, where $\ell$ is some integer satisfying

$$
3^{k}+7^{k}-2=8 \ell .
$$

To show $A(k+1)$, if suffices to show that $3^{k+1}+7^{k+1}-2$ is also divisible by 8 . Calculating,

$$
\begin{aligned}
3^{k+1}+7^{k+1}-2 & =3 \cdot 3^{k}+7 \cdot 7^{k}-2 \\
& =3\left(3^{k}+7^{k}-2\right)+4 \cdot 7^{k}+4 \\
& =3 \cdot 8 \ell+4\left(7^{k}+1\right) \quad(\text { by } A(k))
\end{aligned}
$$

For $k \geq 1$, the number $7^{k}+1$ is an even number, so the entire last expression above is divisible by 8 , which proves $A(k+1)$, concluding the inductive step.

By MI, for each $n \geq 1, A(n)$ is true.
Exercise 266: For every $n \geq 1$, denote the statement by

$$
S(n): \quad 8 \mid\left(5^{n+1}+2 \cdot 3^{n}+1\right) .
$$

Base step: $S(1)$ says 8 divides $5^{2}+2 \cdot 3^{1}+1=32$, which is true.
Inductive step: Fix $k \geq 1$ and suppose that $S(k)$ is truc, where $\ell$ is some integer satisfying

$$
5^{-k+1}+2 \cdot 3^{k}+1=8 \ell .
$$

Then to see $S(k+1)$,

$$
\begin{aligned}
5^{k+2}+2 \cdot 3^{k+1}+1 & =5 \cdot 5^{k+1}+3 \cdot 2 \cdot 3^{k}+1 \\
& =5\left(5^{k}+2 \cdot 3^{k}+1\right)+4 \cdot 3^{k}-4 \\
& \left.=5 \cdot 8 \ell+4\left(3^{k}-1\right) \quad \quad \text { (by } S(k)\right)
\end{aligned}
$$

Since for $k \geq 1,3^{k}$ is odd, $3^{k}-1$ is divisible by 2 , and so the last expression above is divisible by 8 , proving $S(k+1)$, which concludes the inductive step.

By MI, for each $n \geq 1, S(n)$ is true.
Exercise 267: For $n \geq 0$, define the proposition

$$
P(n): 9 \mid\left(n^{3}+(n+1)^{3}+(n+2)^{3}\right) .
$$

Base step ( $n=0$ ): Since $0^{3}+1^{3}+8^{3}=9, P(0)$ is true. As an extra check, $1^{3}+2^{3}+3^{3}=1+8+27=36=4 \cdot 9$ shows $P(1)$ is true, too.
Inductive step: Let $k \geq 0$ be a fixed integer, and suppose that $P(k)$ is truc, where for some integer $\ell$,

$$
k^{3}+(k+1)^{3}+(k+2)^{3}=9 \ell .
$$

To see that $P(k+1)$ is true,

$$
\begin{aligned}
(k+1)^{3}+(k+2)^{3}+(k+3)^{3} & =k^{3}+(k+1)^{3}+(k+2)^{3}+(k+3)^{3}-k^{3} \\
& =9 \ell+(k+3)^{3}-k^{3} \quad(\text { by } P(k)) \\
& =9 \ell+k^{3}+9 k^{2}+27 k+27-k^{3} \\
& =9 \ell+9\left(k^{2}+3 k+3\right),
\end{aligned}
$$

and so 9 divides $(k+1)^{3}+((k+1)+1)^{3}+((k+1)+2)^{3}$, proving $P(k+1)$. This completes the inductive step.

By MI, for each $n \geq 0$, the statement $P(n)$ holds.
Exercise 269: For every $n \geq 1$, denote the statement $10 \mid\left(n^{5}-n\right)$ by $S(n)$. One could simply use Exercise 252 to guarantee a factor of 5 , then observe that $n^{5}-n$ is always even to yicld the remaining factor of 2 . However, an inductive proof is also possible:
Base step: $S(1)$ says 10 divides $1^{5}-1=0$ which is true.
Induction smer: Let $k \geq 1$ and suppose that $S(k)$ is true, namely that $k^{5}-k=$ $10 m$ for some non-negative integer $m$. To show $S(k+1)$, one needs to show that 10 divides $(k+1)^{5}-(k+1)$. Indeed,

$$
\begin{aligned}
(k+1)^{5}-(k+1) & =k^{5}+5 k^{4}+10 k^{3}+10 k^{2}+5 k+1-k-1 \\
& =k^{5}-k+10\left(k^{3}+k^{2}\right)+5\left(k^{4}+k\right) \\
& =10 m+10\left(k^{3}+k^{2}\right)+5\left(k^{4}+k\right)
\end{aligned}
$$

and it only remains to observe that $k^{4}+k$ is always even for one to conclude $S(k+1)$. This completes the inductive step.

By mathematical induction, conclude that for every $n \geq 1$, the number $n^{5}-n$ is divisible by 10 .

Exercise 270: For every $n \geq 1$, let

$$
P(n): \quad 15 \mid\left(4(47)^{4 n}+3(17)^{4 n}-7\right) .
$$

denote the statement in the exercise.
Base step: One can calculate

$$
4(47)^{4}+3(17)^{4}-7=19769280=15 \cdot 1317952
$$

and observe that $P(1)$ is true. Note: One could have noticed that $P(0)$ is also true and more casily verified, and so proving the statement for all $n \geq 0$, is actually easier. The details of this suggestion are left to the reader.

InduCTIVE STEP: Fix some $k \geq 1$ and assume that $P(k)$ holds. To prove $P(k+1)$, it suffices to show that 15 divides $4(47)^{4 k+4}+3(17)^{4 k+4}-7$. This is perhaps most easily done working modulo 15 :

$$
\begin{aligned}
4(47)^{4 k+4}+3(17)^{4 k+4}-7 & =4(47)^{4}(47)^{4 k}+3(17)^{4}(17)^{4 k}-7 \\
& \equiv 4\left(2^{4}\right)(47)^{4 k}+3\left(2^{4}\right)(17)^{4 k}-7(\bmod 15) \\
& \equiv 4(47)^{4 k}+3(17)^{4 k}-7(\bmod 15) \\
& \equiv 0, \quad(\bmod 15) \quad(\text { by } P(k))
\end{aligned}
$$

and so $P(k+1)$ follows.
By mathematical induction, for every $n \geq 1$ (or $n \geq 0$ if the suggestion in the base step above was followed): $P(n)$ is true.

Exercise 271: For every $n \geq 0$, let $S(n)$ denote the statement 15$\}\left(2^{4 n}-1\right)$. Base step: The statement $S(0)$ says that 15 divides $2^{4}-1$, which is true.

Inductive step: Fix $k \geq 0$, and suppose $S(k)$ is true; in particular, let $\ell$ be an integer so that $2^{4 k}-1=15 \ell$. To see that $S(k+1)$ follows,

$$
\begin{aligned}
2^{4(k \cdot+1)}-1 & =16 \cdot 2^{4 k} \cdots 1 \\
& =16\left(2^{4 k}-1\right)+15 \\
& =16 \cdot 15 \ell+15 \\
& =15(16 \ell+1)
\end{aligned}
$$

This completes the inductive step.
By MI, for each $n \geq 0$, the statement $S(n)$ holds.
Exercise 272: For every $n \geq 1$, let $T(n)$ be the statement that 16 divides $5^{n}-4 n-1$. BASE STEP: $T(1)$ holds because $5^{1}-4(1)-1=0$, and 16 divides 0 .
Inductive step: Fix some $k \geq 1$ and suppose that $T(k)$ holds, that is, suppose that there is some integer $j$ so that $5^{k}-4 k-1=16 j$. It remains to show $T(k+1)$, that is, it remains to show that 16 also divides $5^{k+1}-4(k+1)-1$. With a little algebra,

$$
\begin{aligned}
5^{k+1} \ldots 4(k+1)-1 & =5\left(5^{k}\right)-4 k-5 \\
& =5\left(5^{k}\right)-20 k-1+16 k \\
& =5\left[5^{k}-40 k-1\right]+16 k \\
& =5[16 j]+16 k \quad(\text { by } T(k)) \\
& =16(5 j+k)
\end{aligned}
$$

and so 16 divides $5^{k+1}-4(k+1)-1$, as desired. This concludes the inductive step $T(k) \rightarrow T(k+1)$.

By mathematical induction, for each $n \geq 1$, the statement $T(n)$ is true.
Exercise 273: For any $n \geq 0$, let $A(n)$ be the assertion that

$$
17 \mid\left(3 \cdot 5^{2 n+1}+2^{3 n+1}\right)
$$

BASE STEP: When $n=0$, the expression $3 \cdot 5^{2 n+1}+2^{3 n+1}$ is equal to 17 , so $A(0)$ is true.

Inductive step: Let $k \geq 0$ and let the induction hypothesis be that $A(k)$ holds. To show that $A(k+1)$ follows, one must show that $3 \cdot 5^{2 n+3}+2^{3 n+4}$ is divisible by 17. Calculating,

$$
\begin{aligned}
3 \cdot 5^{2 n+3}+2^{3 n+4} & =25 \cdot 3 \cdot 5^{2 k+1}+8 \cdot 2^{3 k+1} \\
& =17 \cdot 3 \cdot 5^{2 k+1}+8\left(3 \cdot 5^{2 k+1}+8 \cdot 2^{3 k+1}\right)
\end{aligned}
$$

and since, by induction hypothesis $A(k)$, the last expression in parentheses is divisible by 17 , it now follows that so too is $3 \cdot 5^{2 n+3}+2^{3 n+4}$. This completes the inductive step.

By mathematical induction, for every $n \geq 0$, the statement $A(n)$ holds.
Exercise 275: This problem (with kind permission) is reproduced from José Espinosa's website [176, No. 15], with solution by Naoki Sato.

For $n \geq 1$, put $f(n)=2^{2^{n}}+3^{2^{n}}+3^{2^{n}}$, and let $C(n)$ be the claim that $f(n)$ is divisible by 19. The proof is by an alternative form of mathematical induction. BASE STEP: $\Lambda s f(1)=38$ and $f(2)=38 \cdot 19$, both $C(1)$ and $C(2)$ hold.

Inductive step: Fix some $k \geq 1$ and suppose that $C(k)$ is true. To see that $C(k+2)$ follows,

$$
\begin{aligned}
f(k+2) & =2^{2^{k+2}}+3^{2^{k+2}}+5^{2^{k+2}} \\
& =2^{4 \cdot 2^{k}}+3^{4 \cdot 2^{k}}+5^{4 \cdot 2^{k}} \\
& =16^{2^{k}}+81^{2^{k}}+625^{2^{k}} \\
& \equiv 3^{2^{k}}+5^{2^{k}}+2^{2^{k}} \quad(\bmod 19) \\
& =f(k),
\end{aligned}
$$

and by induction hypothesis $C(k), f(k)$ is divisible by 19 , so also is $f(k+2)$. This completes the proof of $C(k+2)$ and hence the inductive step.

By mathematical induction, for all $n \geq 1, f(n)$ is divisible by 19 .
Exercise 276: For $n \geq 1$, let $S(n)$ be the statement that

$$
21 \mid\left(4^{n+1}+5^{2 n-1}\right)
$$

BASE STEP: With $n=1,4^{1+1}+5^{2 \cdot 1-1}=16+5=21$, so $S(1)$ is true.
INIUUCTIVE STEP: Let $m \geq 1$ and assume that $S(m)$ is true, that is, $4^{m+1}+5^{2 m-1}$ is divisible by 21 . To complete the inductive step, it remains to show that $S(m+1)$ is true, namely, that $4^{(m+1)+1}+5^{2(m+1)-1}$ is also divisible by 21 .

$$
\begin{aligned}
4^{(m+1)+1}+5^{2(m+1)-1} & =4 \cdot 4^{m+1}+25 \cdot 5^{2 m-1} \\
& =4\left(4^{m+1}+5^{2 m-1}\right)+21 \cdot 5^{2 m-1}
\end{aligned}
$$

and since by induction hypothesis, $4^{m+1}+5^{2 m-1}$ is divisible by 21 , so too is $4^{(m+1)+1}+5^{2(m+1)-1}$, completing the inductive step $S(m) \rightarrow S(m+1)$.

Thus, by MI, for all $n \geq 1$, the statement $S(n)$ holds true.
Exercise 277: For every positive integer $n$, let $T(n)$ be the statement that 24 divides $n\left(n^{2}-1\right)$. To be shown is that for every odd $n \geq 1, T(n)$ holds.
Base step: Since $1\left(1^{2}-1\right)=0$, and 24 trivially divides $0, T(1)$ is true.
Inductive step: Fix an odd number $k \geq 1$, say $k=2 \ell+1$ and suppose that $T(k)$ is true, that is, suppose that there is some integer $m$ so that $k\left(k^{2}-1\right)=24 m$. The next odd number after $k$ is $k+2$, so it remains to prove $T(k+2)$, that is, that 24 divides $(k+2)\left((k+2)^{2}-1\right)$. To this end,

$$
\begin{aligned}
(k+2)\left((k+2)^{2}-1\right) & =k\left(k^{2}+4 k+3\right)+2\left(k^{2}+4 k+3\right) \\
& =k\left(k^{2}-1\right)+k(4 k+4)+2\left(k^{2}+4 k+3\right) \\
& =24 m+4 k(k+1)+2(k+1)(k+3) \quad(\text { by } T(k)) \\
& =24 m+(k+1)(6 k+6) \\
& =24 m+(2 \ell+2)(12 \ell+12) \\
& =24 m+24(\ell+1)^{2},
\end{aligned}
$$

which is evidently divisible by 24 , concluding the inductive step $T(k) \rightarrow T(k+2)$ for $k$ odd. [Note: The above sequence of equalities might not be the most efficient derivation of the result.]

By mathematical induction, for all odd positive integers $n$, the statement $T(n)$ is true.

Exercise 278: This problem appears courtesy of José Espinosa and can be found on his website [176, No. 17]; the hint "Show that $f(n)$ has period 12 modulo 32. " is provided by Naoki Sato.

The solution provided by Espinosa proceeds as follows: For $n=1, f(3 \cdot 1)+f(3 \cdot$ $1+1)=f(3)+f(4)=3(1+1)+1+3(7+1)+1=7+25=32$, which is trivially divisible by 32 . For the inductive step,

$$
f(3(k+1))+f(3(k+1)+1)=f(3 k+3)+f(3 k+4)
$$

$$
\begin{aligned}
& =f(3 k+3)+3[f(3 k+3)+f(3 k+2)]+1 \\
& =4 f(3 k+3)+3 f(3 k+2)+1 \\
& =4[3(f(3 k+2)+f(3 k+1))+1]+3 f(3 k+2)+1 \\
& =15 f(3 k+2)+12 f(3 k+1)+5 \\
& =15(3(f(3 k+1)+f(3 k))+1)+12 f(3 k+1)+5 \\
& =12 f(3 k+1)+20+45(f(3 k+1)+f(3 k)) \\
& =4(3 f(3 k+1)+5)+45(f(3 k+1)+f(3 k))
\end{aligned}
$$

So if one can prove that $3(f(3 k+1)+5$ is divisible by 8 , the proof can be completed. To this end, another proof by induction is helpful. For $k=1,3 f(4)+5=3 \cdot 25+5=$ 80 , which is divisible by 8 . Then

$$
\begin{aligned}
3 f(3(k+1)+1)+5 & =3 f(3 k+4)+5 \\
& =3(3(f(3 k+3)+f(3 k+2))+1)+5 \\
& =3(3(3(f(3 k+2)+f(3 k+1))+1+f(3 k+2))+1)+5 \\
& =3(12 f(3 k+2)+9 f(3 k+1)+2)+5 \\
& =36 f(3 k+2)+27 f(3 k+1)+17 \\
& =36 f(3 k+2)+9(3 f(3 k+1)+5)-28 \\
& =4(9 f(3 k+2)-7)+9(3 f(3 k+1)+5)
\end{aligned}
$$

To see that $9 f(3 k+2)-7$ is divisible by 2 , prove that $f(3 k+2)-1$ is divisible by 2. For $k=1, f(3 \cdot 1+2)-1=f(5)-2=97-1=96$, divisible by 2 . Then

$$
\begin{aligned}
f(3(k+1)+2)-1 & =f(3 k+5) \\
& =3(f(3 k+4)+f(3 k+4))+1-1 \\
& =3(3(f(3 k+3)+f(3 k+2))+1+f(3 k+3) \\
& =12 f(3 k+3)+9 f(3 k+2)+3 \\
& =12 f(3 k+3)+1)+9(f(3 k+2)-1)
\end{aligned}
$$

Therefore, if $f(3 k+2)-1$ is divisible by 2 , then so is $f(3(k+1)+2)-1$. Hence $9 f(3 k+2)-7$ is divisible by 2 , and so $3(f(3 k+1)+5$ is divisible by 8 , and also, for all positive integers $n, f(3 k)+f(3 k+1)$ is divisible by 32 .
Exercise 279: For each $n \geq 1$, let $D(n)$ be the statement that 43 divides $6^{n+1}+$ $7^{2 n-1}$.
BaSE STEP $(n=1)$ : Since $6^{1+1}+7^{2(1)-1}=36+7, D(1)$ holds.
Inductive step: Suppose that for some $k \geq 1, D(k)$ holds, that is, $6^{k+1}+7^{2 k-1}=$ $43 m$ for some positive integer $m$. To see that $D(k+1)$ is true, use the trick of adding and subtracting the expression $6 \cdot 7^{2 k-1}$ as follows:

$$
6^{(k+1)+1}+7^{2(k+1)-1}=6^{k+2}+7^{2 k+1}
$$

$$
\begin{aligned}
& =6^{k+2}+\underbrace{6 \cdot 7^{2 k-1}-6 \cdot 7^{2 k-1}}+7^{2 k+1} \\
& =6\left(6^{k+1}+7^{2 k-1}\right)+\left(-6+7^{2}\right) 7^{2 k-1} \\
& \left.=6 \cdot 43 m+43 \cdot 7^{2 k-1} \quad \text { by } D(k)\right) \\
& =43\left(6 m+7^{2 k-1}\right) .
\end{aligned}
$$

Since $m \geq 1$ and $k \geq 1$, the number $6 m+7^{2 k-1}$ is also a positive integer and so $6^{(k+1)+1}+7^{2(k+1)-1}$ is divisible by 43 , that is, $D(k+1)$ follows from $D(k)$. This concludes the inductive step.

By Ml, for each $n \geq 1$, the statement $D(n)$ is true.
Exercise 280: This problem appeared in [161, 8.37, p. 209] with a nasty typo. The original problem read "1007, 10017, 10117, ..." from which it was impossible to determine what the sequence was. Use the fact that the successive differences are of the form $9010 \ldots 0$, a number divisible by 53 .

Excrcise 281: For every $n \geq 0$, denote the assertion by

$$
A(n): \quad 57 \mid\left(7^{n+2}+8^{2 n+1}\right) .
$$

BaSE sTEP: Since $7^{2}+8=57, A(0)$ is true.
Inductive step: Let $k \geq 0$ be a fixed integer, and suppose that $A(k)$ is true with some integer $\ell$ satisfying

$$
7^{k+2}+8^{2 k+1}=57 \ell .
$$

Then.

$$
\begin{aligned}
7^{k+3}+8^{2 k+3} & =7 \cdot 7^{k+2}+64 \cdot 8^{2 k+1} \\
& =7\left(7^{k+2}+8^{2 k+1}\right)+57 \cdot 8^{2 k+1} \\
& =7 \cdot 57 \ell+57 \cdot 8^{2 k+1} \quad(\text { by } A(k)),
\end{aligned}
$$

whence it follows that 57 divides $7^{(k+1)+2}+8^{2(k+1)+1}$, proving $A(k+1)$, and concluding the inductive step.

By MI, for each $n \geq 0, A(n)$ is true.
Exercise 282: This problem appears in, e.g., [350. Problem 8]. The solution is a little tricky, as another inductive proof is used inside the inductive step of the main proof.

For each $n \geq 0$, denote the statement in the exercise by

$$
S(n): \quad 64 \mid\left(3^{4 n+1}+10 \cdot 3^{2 n}-13\right) .
$$

Base Step $S(0)$ : Using $n=0,3^{1}+10-13=0$, and 64 divides 0 , so $S(0)$ holds. As an extra check, with $n=1,3^{5}+10 \cdot 3^{2}-13=243+90-13=320=64 \cdot 5$, so $S(1)$ holds, too.

Inductive step $(S(k) \rightarrow S(k+1)$ ): Fix some $k \geq 0$, and suppose that $S(k)$ is true, with some integer $\ell$ so that $3^{4 k+1}+10 \cdot 3^{2 k}-13=64 \ell$. 'Jo show that $S(k+1)$ follows, show that $3^{4(k+1)+1}+10 \cdot 3^{2(k+1)}-13$ is also a multiple of 64 :

$$
\begin{aligned}
3^{4 k+5}+10 \cdot 3^{2 k+2} \cdots 13 & =81 \cdot 3^{4 k+1}+90 \cdot 3^{2 k}-13 \\
& =9\left(3^{4 k+1}+3^{2 k}-13\right)+72 \cdot 3^{4 k+1}+8 \cdot 13 \\
& =9(64 \ell)+72 \cdot 3^{4 k+1}+8 \cdot 13
\end{aligned}
$$

So to show $S(k+1)$, it suffices to show that $72 \cdot 3^{4 k+1}+8 \cdot 13$ is divisible by 64 , or, equivalently, that $T(k): 9 \cdot 3^{4 k+1}+13$ is divisible by 8 . The statement $T(k)$ is proved separately by induction:
BASE STEP $(T(0)): 9 \cdot 3^{1}+13=40=8 \cdot 5$, so $T(0)$ holds.
Inductive step $(T(j) \rightarrow T(j+1))$ : For some fixed $j \geq 0$, suppose that $T(j)$ holds with some integer $z$ so that $9 \cdot 3^{4 j+1}+13=8 z$. (Observe that $z \geq 5$.) Then to see that $T(j+1)$ holds,

$$
\begin{aligned}
9 \cdot 3^{4(j+1)+1}+13 & =9 \cdot 3^{4} 3^{4 j+1}+13 \\
& =81\left(9 \cdot 3^{4 j+1}+13\right)-80 \cdot 13 \\
& =81 \cdot 8 z--80 \cdot 13 \\
& =8(81 z-130) .
\end{aligned}
$$

This completes the inductive step.
By MI, for each $k \geq 0, T(k)$ holds. Returning to the main body of the proof, since $T(k)$ holds, so does $S(k+1)$; this completes the inductive step $S(k) \rightarrow S(k+1)$.

By MI, for each $n \geq 0, S(n)$ holds.
Exercise 285: For each integer $n \geq 0$, denote the statement in the exercise by

$$
S(n): 73 \mid\left(8^{n+2}+9^{2 n+1}\right)
$$

Base step: $8^{2}+9=73$, so $S(0)$ holds. As an extra check, $8^{3}+9^{3}=512+729=$ $1251=73 \cdot 17$, so $S(1)$ is true, as well.
Inductive step: Fix some $k \geq 0$ and suppose that $S(k)$ holds, where for some integer $\ell, 8^{k+2}+9^{2 k+1}=73 \ell$. Then

$$
\begin{aligned}
8^{(k+1)+1}+9^{2(k+1)+1} & =8^{k+2}+9^{2 k+3} \\
& =8 \cdot 8^{k+1}+81 \cdot 9^{2 k+1} \\
& =8\left(8^{k+1}+9^{2 k+1}\right)+73 \cdot 9^{2 k+1} \\
& =8 \cdot 73 \ell+73 \cdot 9^{2 k+1} \quad(\text { by } S(k)) \\
& =73\left(8+9^{2 k+1}\right)
\end{aligned}
$$

shows that 73 divides $8^{(k+1)+1}+9^{2(k+1)+1}$, which is $S(k+1)$. This completes the inductive step.

By MI, for each $n \geq 0$, the statement $S(n)$ is truc.

Exercise 286: For each $n \geq 1$, let $P(n)$ denote the proposition that $80 \mid\left(3^{4 n}-1\right)$. Base step: Since $3^{4} \cdots 1=80, P(1)$ is true.

Inductive ster: Fix some integer $k \geq 1$, and let the inductive hypothesis be that $P(k)$ is truc; to be precise, assume that $\ell$ is an integer so that $3^{4 k}-1=80 \ell$. The goal is to show that $P(k+1)$ is true, that is, that 80 divides $3^{4(k+1)}-1$. Toward this goal,

$$
\begin{aligned}
3^{4 k+4}-1 & =3^{4} 3^{4 k}-1 \\
& =81\left(3^{4 k}-1\right)+81-1 \\
& =81 \cdot 80 \ell+80 \quad \text { (by } P(k)) \\
& =80(81 \ell+1)
\end{aligned}
$$

shows that $P(k+1)$ indeed follows from $P(k)$.
By MI, for each $n \geq 1,80$ divides $3^{4 n}-1$.

Exercise 287: This problem appears in [350] and many other places. For every $n \geq 0$, let $S(n)$ be the statement that 133 divides $11^{n+2}+12^{2 n+1}$.

Base step: Since $11^{2}+12=133$, the statement $S(0)$ is true.
Induction ster: Fix $k \geq 0$ and suppose that $S(k)$ is truc, say for some integer $m$, $11^{k+2}+12^{2 k+1}=133 m$. Then

$$
\begin{aligned}
11^{k+3}+12^{2 k+3} & =11 \cdot 11^{k+2}+144 \cdot 12^{2 k+1} \\
& =144\left(11^{k+2}+12^{2 k+1}\right)-133 \cdot 11^{k+2} \\
& =144(133 m)-133 \cdot 11^{k+2} \quad(\text { by } S(k)) \\
& =133\left(144 m-11^{k+2}\right)
\end{aligned}
$$

and so $S(k+1)$ follows. This completes the inductive step.
By MI, for each $n \geq 0$, the statement $S(n)$ is true.

Exercise 288: For every $n \geq 1$, let $S(n)$ be the statement that

$$
576 \mid\left(5^{2 n+2}-24 n-25\right)
$$

BASE STEP: When $n=1,5^{4}-24 \cdot 1-25=625-49=576$, which is (of course) divisible by 576 , so $S(1)$ is true.

INDICTION STEP: Suppose that for some fixed $m \geq 1 . S(m)$ is true, that is, there exists an integer $k$ so that $5^{2 m+2}-24 k-25=576 k$. Then

$$
\begin{aligned}
5^{2(m+1)+2}-24(m n+1)-25 & =25 \cdot 5^{2 m+2}-24 m-49 \\
& =25 \cdot 5^{2 m+2}-25 \cdot 24 m-625+576 m+576 \\
& =25\left[5^{2 m+2}-24 m-25\right]+576(m+1) \\
& =25 \cdot 576 k+576(m+1) \\
& =576(25 k+m+1)
\end{aligned}
$$

which proves that $5^{2(m+1)+2}-24(m+1)-25$ is divisible by 576 . Hence, $S(m+1)$ follows from $S(m)$, finishing the inductive step.

By mathematical induction, for each $n \geq 1, S(n)$ is true.
Exercise 290: This problem can be found in, e.g., [350. Problem 88], however, the proof given there is essentially a direct proof-the inductive hypothesis is not required; however, one small lemma used in the main proof might be proved by induction. Note also that part of this proof also appears separately in Exercise 305.

To be shown is that for each $n \geq 1$, the proposition

$$
P(n): \quad 2^{n+1} \mid\left\lceil(1+\sqrt{3})^{2 n} \mid\right.
$$

holds. For example, $P(1)$ says that 4 divides

$$
\left\lceil(1+\sqrt{3})^{2}\right\rceil=\lceil 1+2 \sqrt{3}+3\rceil=4+\lceil 2 \sqrt{3}\rceil=4+4
$$

which is true. 'Io deal with the ceiling function in general, observe that for any positive integer $n$ :

$$
\begin{aligned}
(1+\sqrt{3})^{2 n}+(1-\sqrt{3})^{2 n} & =\sum_{i=0}^{2 n}(1+\sqrt{3})^{i}+\sum_{i=0}^{2 b}(1-\sqrt{3})^{2} \\
& =\sum_{i=0}^{2 n}\binom{2 n}{i}\left[(\sqrt{3})^{i}+(-\sqrt{3})^{i}\right] \\
& =\sum_{j=0}^{n}\binom{2 n}{2 j} 2(\sqrt{3})^{2 j} \\
& =2 \sum_{j=0}^{n}\binom{2 n}{2 j} 3^{j}
\end{aligned}
$$

is an (even) integer. Since $\left|(1-\sqrt{3})^{2 n}\right|<1$ (a simple, but unnecessary, proof of which is by induction) it follows that for any positive integer $n$,

$$
\left\lceil(1+\sqrt{3})^{2} n\right\rceil=(1+\sqrt{3})^{2 n}+(1-\sqrt{3})^{2 n}
$$

'Thus,

$$
\begin{aligned}
\left\lceil(1+\sqrt{3})^{2 n}\right\rceil & =(1+\sqrt{3})^{2 n}+(1-\sqrt{3})^{2 n} \\
& =(4+2 \sqrt{3})^{n}+(4-2 \sqrt{3})^{n} \\
& =2^{n}\left[(2+\sqrt{3})^{n}+(2-\sqrt{3})^{n}\right] \\
& =2^{n}\left[\sum_{i=0}^{n}\binom{n}{i} 2^{n-i}(\sqrt{3})^{i}+\sum_{i=0}^{n}\binom{n}{i} 2^{n-i}(-\sqrt{3})^{i}\right] \\
& =2^{n} \cdot 2 \sum_{i=0}^{n}\binom{n}{i} 2^{n-i}(\sqrt{3})^{i} \\
& =2^{n+1} \sum_{j=0}^{\lfloor n / 2\rfloor}\binom{n}{2 j} 2^{n-2 j} 3^{j}
\end{aligned}
$$

shows that $P(n)$ is true.
Remark: I have not yet found a purely inductive proof of $P(n)$ (i.e., one that uses the inductive hypothesis in an inductive step).

Exercise 292: For $n \geq 1$, let $S(n)$ be the statement that the polynomial $x^{2 n}-y^{2 n}$ is divisible by $x^{2}-y^{2}$. In fact, $S(n)$ is a special case of a more general statement: let $T(n)$ be the property that, for any polynomials $p$ and $q, p^{n}-q^{n}$ is divisible by p - q. (So $S(n)$ uses only $p=x^{2}$ and $B q=y^{2}$.) One proof for $T(n)$ is direct by the factorization

$$
p^{n}-q^{n}=(p-q)\left(p^{n-1}+p^{n-2} q+\cdots+p^{2} q^{n-3}+p q^{n-2}+q^{n \cdot 1}\right)
$$

however, for completeness, a proof of $T(n)$ by induction is included:
Base step: Statement $T(1)$ says that for any polynomials $p, q, p^{1}-q^{1}$ is divisible by $p-q$, which is true.
INDUCTIVE STER: Fix $k \geq 1$ and suppose that $T(k)$ is true, with say, $p^{k}-q^{k}=$ $(p-q) r$, where $r$ is some polynomial. It remains to show that $T(k+1)$ follows, that is, that $p^{k+1}-q^{k+1}$ is also divisible by $p-q$. Toward this goal, calculate

$$
\begin{aligned}
p^{k-1}-q^{k+1} & =p \cdot p^{k}-q \cdot q^{k} \\
& =p\left(p^{k}-q^{k}\right)+(p-q) q^{k} \\
& =p(p-q) r+(p-q) q^{k} \quad(\text { by } T(k)) \\
& =(p-q)\left[p r+q^{k}\right]
\end{aligned}
$$

showing the desired result $T(k: 1)$. This completes the inductive step $T(k) \rightarrow$ $T(k+1)$.

By the principle of mathematical induction, for every positive integer $n$, the stronger result $T(n)$ holds, and hence $S(n)$ holds as well.

Exercise 293: For each $n \geq 0$, let $S(n)$ be the statement that the polynomial $x^{2 n+1}+y^{2 n+1}$ is divisible by $x+y$.
BaSE step: $S(0)$ says that $x+y$ is divisible by $x+y$, and so $S(0)$ is valid.
Inductive step $(S(k) \rightarrow S(k+1)$ ): Fix some $k \geq 0$ and suppose that $S(k)$ holds, in particular, suppose that $r$ is a polynomial so that

$$
x^{2 k+1}+y^{2 k+1}=r(x+y)
$$

Yet to be shown is that $S(k+1)$ holds, namely, that $x^{2 k+3}+y^{2 k+3}$ is divisible by $x+y$ as well:

$$
\begin{aligned}
x^{2 k+3}+y^{2 k+3} & =x^{2} x^{2 k+1}+y^{2} y^{2 k+1} \\
& =x^{2}\left(x^{2 k+1}+y^{2 k+1}\right)-x^{2} y^{2 k+1}+y^{2} y^{2 k+1} \\
& =x^{2}\left(x^{2 k+1}+y^{2 k+1}\right)+\left(y^{2}-x^{2}\right) y^{2 k, 1} \\
& =x^{2} \cdot r(x+y)+(y-x)(y+x) y^{2 k+1}
\end{aligned}
$$

from which it follows that $x+y$ is a factor, and so $S(k+1)$ follows, completing the inductive step.

By MI, for each $n \geq 0, S(n)$ holds.
Exercise 294: This problem appeared in [582, Prob. 28] without solution, but I seem to recall Bevan telling me that there was kind of a trick that made the problem simple. One such trick that almost works is to work modulo 5 , a trick investigated below; another idea is to first prove

$$
\sum_{i=1}^{n} i^{5}=\frac{1}{12} n^{2}(n+1)^{2}\left(2 n^{2}+2 n-1\right)
$$

by induction, then use this formula to show that $\binom{n+1}{2}$ is indeed a factor-however, this idea does not seem to be in the spirit of the question.

For any $n \geq 1$, let $P(n)$ denote the proposition that $\binom{n+1}{2}$ divides $\sum_{j=1}^{n} j^{j}$.
Base step: If $n=1$, then $\binom{n+1}{2}=1=\sum_{j=1}^{n} j^{5}$, and so $P^{P}(1)$ is true.
Indlctive step: For some $k \geq 1$, suppose that $P(k)$ holds. From Exercise 252, for any $n \geq 1,5$ divides $n^{5}-n$, and so, $n^{5} \equiv n(\bmod 5)$. Then

$$
\begin{aligned}
\sum_{i=1}^{k+1} i^{5} & \equiv \sum_{i=1}^{k+1} i(\bmod 5) \\
& =\binom{k+2}{2}(\bmod 5)
\end{aligned}
$$

So where does that get us? The inductive hypothesis has not been used yet.
Exercise 295: This problen appears with kind permission from Jose Espinosa [176, No. 5]. The solution outlines provided there by Naoki Sato were as follows:

For all $n$, let $s_{n}=a^{2 n}+b^{2 n}+c^{2 n}$. Then $a^{2}+b^{2}+c^{2}=2\left(a^{2}+a b+b^{2}\right)$ and since $d$ is odd, $d$ divides $a^{2}+a b+b^{2}$. Also,

$$
\begin{aligned}
a^{2} b^{2}+a^{2} c^{2}+b^{2} c^{2} & =a^{2} b^{2}+\left(a^{2}+b^{2}\right)(a+b)^{2} \\
& =a^{4}+2 a^{3} b+3 a^{2} b^{2}+2 a b^{3}+b^{4} \\
& =\left(a^{2}+a b+b^{2}\right)^{2}
\end{aligned}
$$

so $a^{2} b^{2}+a^{2} c^{2}+b^{2} c^{2}$ is divisible by $d^{2}$. Finally, by results on recursion, for all $n \geq 3$,

$$
s_{n}=\left(a^{2}+b^{2}+c^{2}\right) s_{n-1}-\left(a^{2} b^{2}+a^{2} c^{2}+b^{2} c^{2}\right) s_{n-2}+a^{2} b^{2} c^{2} s_{n-3}
$$

(a) Note that $a^{6 n-4}+b^{6 n-4}+c^{6 n-4}=s_{3 n-2}$, and for all $n \geq 2$,

$$
s_{3 n-2}=\left(a^{2}+b^{2}+c^{2}\right) s_{3 n-3} \cdot\left(a^{2} b^{2}+a^{2} c^{2}+b^{2} c^{2}\right) s_{3 n-4}+a^{2} b^{2} c^{2} s_{3 n-5}
$$

For $n=2, s_{3 n-5}=s_{1}=a^{2}+t^{2}+c^{2}$, which is divisible by $d$. Hence, by induction, for all $n \geq 1, s_{3 n-2}$ is divisible by $d$.
(b) Note that $a^{6 n-2}+b^{6 n-2}+c^{6 n-2}=s_{3 n-1}$, and for all $n \geq 2$,

$$
s_{3 n-1}=\left(a^{2}+b^{2}+c^{2}\right) s_{3 n-2} \cdots\left(a^{2} b^{2}+a^{2} c^{2}+b^{2} c^{2}\right) s_{3 n-3}+a^{2} b^{2} c^{2} s_{3 n-4}
$$

For $n=2$,

$$
s_{3 n-4}=s_{2}=a^{4}+b^{4}+c^{4}=2 a^{4}+4 a^{3} b+6 a^{2} b^{2}+4 a b^{3}+2 b^{4}=2\left(a^{2}+a b+b^{2}\right)^{2}
$$

which is divisible by $d^{2}$. By part (a), $s_{3 n-2}$ is divisible by $d$. Also $a^{2}+b^{2}+c^{2}$ is divisible by $d$ and $a^{2} b^{2}+a^{2} c^{2}+b^{2} c^{2}$ is divisible by $d^{2}$. Hence, by induction, for all $n \geq 1, s_{3 n-1}$ is divisible by $d^{2}$.
(c) For all $n \geq 1,2^{n}$ is congruent to 2 or 4 modulo 6 . The result then follows from parts (a) and (b).
(d) First observe that for $n \geq 1,4^{n}$ is congruent. to 4 modulo 6 . The result then follows from part (b).

Exercise 296: This problem essentially appears in [437. Prob. 12-25], where a slightly different question is posed, yet the proof presented there implicitly contains the proof of this result.

Suppose that $A, B$, and $C$ are positive integers where $B C \mid(A-B-C)$. For each $n \geq 1$, let $S(n)$ be the statement that $B C \mid\left(A^{n}-B^{n} \cdots C^{n}\right)$.
Base step: $S(1)$ is just a restatement of the hypothesis. and so holds vacuously:

Inductive ster: Fix some $k \geq 1$, and suppose that $S(k)$ is true, that is, suppose $B C$ divides $A^{k}+B^{k}+C^{k}$, (and $B C$ divides $A-B-C$ ). Let $\ell, m$ be integers with

$$
\begin{equation*}
A \cdots B-C=B C \ell \text { and } A^{k}-B^{k}-C^{k}=B C m \tag{29.10}
\end{equation*}
$$

To show $S(k+1)$, it suffices to show that $B C$ divides $A^{k+1}-B^{k+1}-C^{k+1}$. Observe that

$$
\begin{aligned}
A^{k+1}= & A \cdot A^{k} \\
= & (B C \ell+B+C)\left(B C m+B^{k}+C^{k}\right) \quad(\text { by eq'ns }(29.10)) \\
= & (B C)^{2} \ell m+B^{k+1} C \ell+B C^{k+1} \ell \\
& \quad+B^{2} C m+B^{k+1}+B C^{k}+B C^{2} m+B^{k} C+C^{k+1} \\
= & B^{k+1}+C^{k+1}+B C\left(B C \ell+B^{l} \ell+C^{k} \ell+B m+C^{k-1}+C m+B^{k-1}\right),
\end{aligned}
$$

and so $B C$ divides $A^{k+1}-B^{k+1}-C^{k+1}$ as required. This completes the inductive step $S(k) \rightarrow S(k+1)$.

By MI, it follows that for each $n \geq 1, S(n)$ is true.
Exercise 297: L.et $p$ be a prime and $a_{1}, a_{2}, \ldots, a_{n}, \ldots$ be positive integers each larger than one. Let $A(n)$ be the assertion that if

$$
p \mid\left(a_{1} \cdot a_{2} \cdot \ldots \cdot a_{n}\right)
$$

then $p$ divides some $a_{l}$.
Base sters ( $n=1, n=2$ ): The statement for $n=1$ is trivially true.
Here is a standard proof for the case $n=2$ : If a prime $p$ divides a product $a b$, and $p$ does not divide $a$, then $\operatorname{gcd}(a, p)=1$ and so (by the Euclidean division algorithrn) there exist integers $k$ and $\ell$ so that $1=k a+\ell p$. Multiplying this equation by $b$ gives $b=k a b+\ell p b$; since $p$ divides both terms on the right-hand side, $p$ divides the left side, that is, $p \mid b$. Hence $A(2)$ has been proved.
Induction step: Let $k \geq 2$ and suppose that $A(k)$ holds. To prove is that

$$
A(k+1): \text { "if } p \mid\left(a_{1} a_{2} \cdots a_{n} a_{k+1}\right) \text { then } p \text { divides one of the } a_{i} \text { ". }
$$

So assume that $p \mid\left(a_{1} a_{2} \cdots a_{n} a_{k+1}\right)$. Putting $a=a_{1} a_{2} \cdots a_{k}$ and $b=a_{k+1}$, by $S(2)$, either $p \mid a$ or $p \mid b$. If $p \mid b$, the antecedent of $A(k+1)$ is true, since then $p \mid a_{k+1}$. If $p$ fails to divide $b$, then $p \mid a$, that is, $p \mid\left(a_{1} a_{2} \cdots a_{k}\right)$, and so by induction hypothesis $A(k), p$ divides some $a_{i}$, and again the antecedent of $A(k+1)$ is true. Thus $A(k+1)$ holds, completing the inductive step.

By MI, for every $n \geq 1$, the statement $A(n)$ is true.
Exercise 298: This result occurred in [280, Problem 2], complete with a solution. A few details are added to that solution.

Base step: For $n=1, N=2$ suffices.
Inductive step: For some $k \geq 1$, suppose that $N$ is divisible by $2^{k}$, say, $N=$ $a_{k-1} 10^{k-1}+a_{k-2} 10^{k-2}+\cdots a_{1} 10+a_{0}$.

If $N$ is also divisible by $2^{k+1}$, then put $a_{k}=2$ in front of $N$, getting a new number $N^{\prime}=2 \cdot 10^{k}+N$ which is divisible by $2^{k+1}$ since both $2 \cdot 10^{k}$ and $N$ are.

If $N$ is not divisible by $2^{k}$, then put $a_{k}=1$ in front of $N$, getting the new number $N^{\prime}=10^{k}+N$. Since $2^{k+1}$ does not divide $N, N / 2^{k}$ is odd, and so $10^{k}+N=$ $2^{k}\left(5^{k}+N / 2^{k}\right)$, and so $10^{k}+N$ is a product of $2^{k}$ and an even number, that is, $2^{k+1}$ divides $10^{k}+N$.

In either case, there is a $(k+1)$-digit number $N^{\prime}$ with all digits being 1 or 2 , and which is divisible by $2^{k+1}$. This concludes the inductive step.

By MI, for each $n \geq 1$, the result is true.
Exercise 299: This exercise has a very easy direct proof, accomplished simply by observing that in the expansion of ( $2 n$ )!, there are $n$ even numbers, each of which has a factor of (at least one) 2.

Here is the inductive proof: For any $n \geq 1$, let $S(n)$ denote the statemem that $\frac{(2 n)!}{2^{n}}$ is an integer.
Base step: $S(1)$ says $2 / 2$ is an integer, so $S(1)$ is true.
Inductive step: Fix some $k \geq 1$ and suppose that $S(k)$ holds, say with some positive integer $m$ satisfying $\frac{(2 k)!}{2^{k}}=m$. Then

$$
\begin{aligned}
\frac{(2 k+2)!}{2^{k+1}} & =\frac{(2 k+2)(2 k+1)((2 k)!)}{2 \cdot 2^{k}} \\
& =\frac{(2 k+2)(2 k+1)}{2} \cdot \frac{(2 k)!}{2^{k}} \\
& =\frac{(2 k+2)(2 k+1)}{2} \cdot m \\
& =(k+1)(2 k+1) m
\end{aligned}
$$

which is an integer, so $S(k+1)$ holds, completing the inductive step.
By MI, for each $n \geq 1, S(n)$ is true.
Exercise 300: For each integer $n \geq 1$, let $I(n)$ denote the statement that $\frac{(2 n)!}{n!2^{n}}$ is an integer.
Base Step: Since $\frac{(2 \cdot 1)!}{1!2^{1}}=1, I(1)$ holds.
Inductive Step: For some fixed $k>1$, suppose that $I(k)$ holds; in particular, let $m$ be the integer $\frac{(2 k)!}{k!2^{k}}$. To prove $I(k+1)$, it suffices to show that $\frac{(2 k+2)!}{(k+1)!2^{k+1}}$ is also an integer. Rewriting this expression,

$$
\frac{(2 k+2)!}{(k+1)!2^{k+1}}=\frac{(2 k+2)(2 k+1)[(2 k)!]}{2(k+1) k!2^{k}}
$$

$$
\begin{aligned}
& =m \frac{(2 k+2)(2 k+1)}{2(k+1)}(\text { by } I(k)) \\
& =m(2 k+1)
\end{aligned}
$$

which is an integer, so $I(k+1)$ also holds, completing the inductive step $I(k) \rightarrow$ $I(k+1)$.

By MI, for each positive integer $n, I(n)$ holds.
Exercise 301: This exercise has appeared in many places, [582], for one.
For each positive integer $n$, let $P(n)$ be the proposition that

$$
\frac{n^{5}}{5}+\frac{n^{3}}{3}+\frac{7 n}{15}
$$

is an integer.
BaSE sthe: $\frac{1}{5}+\frac{1}{3}+\frac{7}{15}=1$, so $P(1)$ is true.
InduCTIVE STEP: Fix $k>1$, and suppose that $S(k)$ is true; in particular, let $m=\frac{k^{5}}{5}+\frac{k^{3}}{3}+\frac{7 k}{15}$ be an integer. To show that $S(k+1)$ holds, examine

$$
\begin{aligned}
& \frac{(k+1)^{5}}{5}+\frac{(k+1)^{3}}{3}+\frac{7(k+1)}{15} \\
& \quad=\frac{k^{5}+5 k^{4}+10 k^{3}+10 k^{2}+5 k+1}{5}+\frac{k^{3}+3 k^{2}+3 k+1}{3}+\frac{7 k+7}{15} \\
& \quad=\left[\frac{k^{5}}{5}+\frac{k^{3}}{3}+\frac{7 k}{15}\right]+\frac{5 k^{4}+10 k^{3}+10 k^{2}+5 k+1}{5}+\frac{3 k^{2}+3 k+1}{3}+\frac{7}{15} \\
& =m+k^{4}+2 k^{3}+2 k^{2}+k+k^{2}+k+\frac{1}{5}+\frac{1}{3}+\frac{7}{15}(\text { by } P(k)) \\
& \quad=m+k^{4}+2 k^{3}+2 k^{2}+k+k^{2}+k+1
\end{aligned}
$$

which is an integer. Thus $S(k+1)$ is true, completing the inductive step.
So by MI, for each $n \geq 1$, the statement $S(n)$ is true.
Exercise 302: This problern, too, appeared in Youse's book [582] (however, that is the only place where I have seen it).

For each positive integer $n$. let $A(n)$ be the assertion that

$$
\frac{n^{\bar{i}}}{7}+\frac{n^{3}}{3}+\frac{11 n}{21}
$$

is an integer. l'utting these three fractions over a common denominator gives

$$
\frac{3 n^{7}+7 n^{3}+11 n}{21}
$$

so equivalently, to be shown is that 21 divides $3 n^{7}+7 n^{3}+11 n$.

Base step: With $n=1,3 n^{7}+7 n^{3}+11 n=21$, so $A(1)$ is true.
Induction step: Fix some $k \geq 1$ and suppose that $A(k)$ is true, that is, suppose that $3 k^{7}+7 k^{3}+11 k$ is divisible by 21 . To show that $A(k+1)$ is then true, show that $x_{k}=3(k+1)^{7}+7(k+1)^{3}+11(k+1)$ is also divisible by 21. Expanding,

$$
\begin{aligned}
x_{k}= & 3\left(k^{7}+7 k^{6}+21 k^{5}+35 k^{4}+35 k^{3}+21 k^{2}+7 k+1\right) \\
& \quad+7\left(k^{3}+3 k^{2}+3 k+1\right)+11 k+11 \\
= & 3 k^{7}+21 k^{6}+63 k^{5}+105 k^{4}+105 k^{3}+63 k^{2}+21 k+3 \\
& \quad+7 k^{3}+21 k^{2}+21 k+7+11 k+11 . \\
= & \left(3 k^{7}+7 k^{3}+11 k\right)+21 k^{6}+63 k^{5}+105 k^{4}+105 k^{3}+84 k^{2}+42 k+21 \\
= & \left(3 k^{7}+7 k^{3}+11 k\right)+21\left(k^{6}+3 k^{5}+5 k^{4}+5 k^{3}+4 k^{2}+2 k+1\right) .
\end{aligned}
$$

In the last line above, by induction hypothesis, the first term is divisible by 21 , and so the entire expression is also. This shows that $x_{k}$ is divisible by 21 , proving $A(k+1)$, and concluding the induction step.

By mathematical induction, for every $n \geq 1$, the statement $A(n)$ is true.
Comment: One might think that since $3 n^{7}+7 n^{3}+11 n$ has a common factor of $n$. it might suffice to prove by induction that $3 n^{6}+7 n^{2}+11$ is always divisible by 21, however, already when $n=3$, this expression is equal to 2261 , not divisible by 21 (but divisible by 7).

Exercise 303: This exercise appeared in Trim's book [534].
Let $S(n)$ be the statement that if $n$ is a positive integer, so is $\left(n^{3}+6 n^{2}+2 n\right) / 3$. Base step: Since $1^{3}+6 \cdot 1^{2}+2 \cdot 1=9, S(1)$ is true.
Inductive step: Fix $k \geq 1$ and suppose that $S(k)$ is true, that is, $\left(k^{3}+6 k^{2}+2 k\right) / 3$ is an integer. To show that $S(k+1)$ holds, show that $\left((k+1)^{3}+6(k+1)^{2}+2(k+1)\right) / 3$ is also an integer. Indeed,

$$
\begin{aligned}
& \frac{(k+1)^{3}+6(k+1)^{2}+2(k+1)}{3} \\
& =\frac{k^{3}+3 k^{2}+3 k+1+6 k^{2}+12 k+6+2 k+2}{3} \\
& =\frac{\left(k^{3}+6 k^{2}+2 k\right)+3 k^{2}+15 k+3}{3} \\
& =\frac{k^{3}+6 k^{2}+2 k}{3}+k^{2}+5 k+1,
\end{aligned}
$$

and by induction hypothesis, this is an integer as well. Thus $S(k+1)$ is verified, completing the inductive step $S(k) \rightarrow S(k+1)$.

By mathematical induction, for all positive integers $n$, the statement $S(n)$ is true.

Exercise 304: This exercise occurred in [280, Problem 6]. The solation is by double induction, but there are some subtleties; so the presentation here is rather pedantic.

Let, $x$ and $y$ be non-zero reals so that $x+\frac{1}{x}, y+\frac{1}{y}$, and $x y+\frac{1}{x y}$ are integers. Let $S(m, n)$ be the statement that $x^{m} y^{n}+\frac{1}{x^{m} y^{n}}$ is an integer. The proof that $S(m, n)$ is true for all integers $m$ and $n$ is given in four stages:
(i) For all $m \geq 0, S(m, 0)$ is true.
(ii) For all $m \geq 0, S(m, 1)$ is true.
(iii) For any fixed $m \geq 0$ and all $n \geq 0, S(m, n)$ is true,
(iv) If either $m$ or $n$ (or both) are negative, then $S(m, n)$ is true.

Steps (i) (iii) are proved below by induction, each with two base cases. Step (iv) uses a direct proof.
(i) For all $m \geq 0, S(m, 0)$ is true:

Base step: Since $1+\frac{1}{1}$ is an integer, $S(0,0)$ is true and by assumption, $S(1,0)$ is true.
Inductive step: $(S(k-1,0) \wedge S(k, 0) \quad S(k+1))$
For some fixed $k \geq 1$, assume that both $S(k-1,0)$ and $S(k .0)$ are true. Then since

$$
x^{k+1}+\frac{1}{x^{k+1}}=\left(x+\frac{1}{x}\right)\left(x^{k}+\frac{1}{x^{k}}\right) \cdot\left(x^{k-1}+\frac{1}{x^{k+1}}\right),
$$

and the three bracketed terms on the right are integers by assumption, by $S(k)$, and $S(k-1)$ respectively, so $S(k+1,0)$ holds as well.

By an alternalive form of mathematical induction, (or a restricted type of strong induction) for all $m \geq 0, S(m, 0)$ is true.
(ii) For all $m \geq 0, S(m, 1)$ is true:

Base step: Both $S(0,1)$ and $S(1,1)$ are true by assumption.
Induction step: $(S(k-1,1) \wedge S(k, 1) \rightarrow S(k+1,1))$
For some fixed $k \geq 1$, suppose that $S(k-1,1)$ and $S(k, 1)$ be true. Then

$$
x^{k+1} y+\frac{1}{x^{k+1} y}=\left(x+\frac{1}{x}\right)\left(x^{k} y+\frac{1}{x^{k} y}\right)-\left(x^{k}{ }^{1} y+\frac{1}{x^{k-1} y}\right)
$$

and the three bracketed terms on the right are integers by assumption, $S(k, 1)$ and $S(k-1,1)$ respectively, showing that $S(k+1,1)$ is true.

By an alternative form of induction, for all $m \geq 0$, the statement $S(m, 1)$ is true.
(iii) For any fixed $m \geq 0$ and all $n \geq 0, S(m, n)$ is true:

Fix some $m \geq 0$.
Base step: In parts (i) and (ii), $S(m, 0)$ and $S(m, 1)$ were shown to be true.
Ininuctive step: $(S(m, \ell-1) \wedge S(m, \ell-1) \rightarrow S(m, \ell+1))$

For some fixed $\ell \geq 1$, suppose that both $S(m, \ell-1)$ and $S(m, \ell)$ are true. Then

$$
x^{m} y^{\ell+1}+\frac{1}{x^{m} y^{\ell+1}}=\left(x^{m} y^{\ell}+\frac{1}{x^{m} y^{\ell}}\right)\left(y+\frac{1}{y}\right)-\left(x^{m} y^{\ell-1}+\frac{1}{x^{m} y^{\ell-1}}\right)
$$

and by $S(m, \ell)$, assumption, and $S(m, \ell-1)$ respectively, the threc bracketed expressions on the right are integers. This shows that $S(m, \ell+1)$ is true, finishing the inductive step.

Therefore, by an alternative form of induction, $S(m, n)$ is truc for the fixed $m \geq 0$ and all $n \geq 0$; since $m$ was arbitrary, this shows that for all non-negative integers $m$ and $n$, the statement $S(m, n)$ is true.
(iv) If either $m$ or $n$ is negative (or both), $S(m, n$ ) is true:

If both $m$ and $n$ are positive, then since

$$
x^{m} y^{n}+\frac{1}{x^{m} y^{n}}=\frac{1}{x^{-m} y^{-n}}+x^{-m} y^{-n}
$$

is an integer, $S(-m,-n)$ is true as well.
Also, since

$$
x^{-m} m y^{n}+\frac{1}{x^{-m} y^{n}}=\left(x^{-m}+\frac{1}{x^{-m}}\right)\left(y^{n}+\frac{1}{y^{n}}\right)-\left(x^{m} y^{n}+\frac{1}{x^{m} y^{n}}\right)
$$

and $x^{-m}+\frac{1}{x^{-m_{2}}}=x^{m}+\frac{1}{x^{m}}$, it follows that $x^{-m} y^{n}+\frac{1}{x^{-m} y^{n}}$ is an integer. Interchanging the roles of $x$ and $y$, it follows that $x^{m} y^{-n}+\frac{1}{x^{m} y^{-n}}$ is also an integer. This concludes the proof of (iv) and hence the exercise.

Exercise 305: This exercise appears in [582, Problem 69] without solution. First, an (overly complicated) inductive solution is presented, then a much simpler direct, non-inductive proof (which was implicitly used in Exercise 290, as well) follows.

Let $I(n)$ denote the proposition that $(2+\sqrt{3})^{n}+(2-\sqrt{3})^{n}$ is an integers.
Inductive Proof of $I(n)$ :
Base step $(n=1):(2+\sqrt{3})^{1}+(2-\sqrt{3})^{1}=4$, which is an integer, so $I(1)$ is true.
Inductive step: For some $k \geq 1$, assume that $I(k)$ is truc, that is, $(2+\sqrt{3})^{k}+$ $(2-\sqrt{3})^{k}$ is an integer. Then

$$
\begin{aligned}
&(2+\sqrt{3})^{k+1}+(2-\sqrt{3})^{k+1} \\
& \quad=(2+\sqrt{3})(2+\sqrt{3})^{k}+(2-\sqrt{3})(2-\sqrt{3})^{k} \\
&=2\left((2+\sqrt{3})^{k}+(2-\sqrt{3})^{k}\right)+\sqrt{3}\left((2+\sqrt{3})^{k}-(2-\sqrt{3})^{k}\right)
\end{aligned}
$$

By $I(k)$, the first summand $2\left((2+\sqrt{3})^{k}+(2-\sqrt{3})^{k}\right)$ is an integer. It remains to show that $\sqrt{3}\left((2+\sqrt{3})^{k}-(2-\sqrt{3})^{k}\right)$ is an integer. This is shown by expanding both inner terms using the binomial theorem:

$$
\begin{aligned}
& \sqrt{3}\left((2+\sqrt{3})^{k}-(2-\sqrt{3})^{k}\right. \\
& \quad=\sqrt{3}\left(\sum_{i=0}^{k}\binom{k}{i} 2^{k-i}(\sqrt{3})^{i}-\sum_{i=0}^{k}\binom{k}{i} 2^{k-i}(-\sqrt{3})^{i}\right) \\
& \quad=\sqrt{3} \sum_{i=0}^{k}\binom{k}{i} 2^{k-i}\left((\sqrt{3})^{i}-(-\sqrt{3})^{i}\right) .
\end{aligned}
$$

When $i$ is even, $(\sqrt{3})^{i}-(-\sqrt{3})^{i}=0$, and when $i$ is odd, $(\sqrt{3})^{i}-(-\sqrt{3})^{i}=2\left(\sqrt{3}{ }^{i}=\right.$ $3^{(i-1) / 2} 2 \sqrt{3}$, and together with the $\sqrt{3}$ term in front, produces an integer. Thus $(2+\sqrt{3})^{k+1}+(2-\sqrt{3})^{k+1}$ is an integer as well, that is, $I(k+1)$ is true, completing the inductive step.
'Therefore, by mathematical incluction, for all $n \geq 1$ the statement $I(n)$ is true.

Direct Proof of $l(n)$ :

$$
\begin{aligned}
{[2+\sqrt{3})^{n}+(2-\sqrt{3})^{n} } & \left.=\sum_{i=0}^{n}\binom{n}{i} 2^{n-i}(\sqrt{3})^{i}+\sum_{i=0}^{n}\binom{n}{i} 2^{n-i}(-\sqrt{3})^{i}\right] \\
& =2 \sum_{\substack{i=0 \\
i \text { even }}}^{n}\binom{n}{i} 2^{n-i}(\sqrt{3})^{i} \\
& =2 \sum_{j=0}^{i n / 2\rfloor}\binom{n}{2 j} 2^{n-2 j} 3^{j}
\end{aligned}
$$

which is an (even) integer.
Exercise 306: This problem occurred in the 1981 West, Germany Mathematical Olympiad; the solution appears, e.g., in [277, pp. $88-89$ ], where it is also mentioned that a more general proof for all positive integers (not just powers of 2 ) was given by Ronald Graham in Mathematical Intelligencer, 1979, p. 250. Only the proof for the powers of 2 is given here. This also appeared in [161, 8.28, p.208].
Base s'rep: Since $n=1$ is the first power of 2 , note that the claim holds rather trivially (since there is only one number in the set). One might also observe that for the next case. $n=2$, the claim also is true, because in any set of 3 numbers, two have the same parity, and so their sum is even (divisible by 2 ).

Induction ster: Suppose that the claim holds for $n=2^{k-1}$ and let $S$ be a set of $2\left(2^{k}\right)-1$ integers. Select any $2 \cdot 2^{k-1}-1$ elements. Apply the induction hypothesis, producing $2^{k-1}$ integers whose sum is divisible by $2^{k-1}$, say, whose sum is $s_{1}=2^{k-1} a$. Delete these $2^{k-1}$ elements from $S$, producing $S_{1}$ with $2 \cdot 2^{k}-1-2^{k-1}=3 \cdot 2^{k-1}-1$ integers left. Again pick any $2 \cdot 2^{k-1}-1$ elements from $S_{1}$, apply the inductive hypothesis, and get $2^{k-1}$ more integers whose sum is divisible by $2^{k-1}$, say with sum $s_{2}=2^{k-1} b$. Delete these from $S_{1}$, giving $S_{2}$ with $3 \cdot 2^{k-1}-1-2^{k-1}=2 \cdot 2^{k-1}-1$ integers remaining. From $S_{2}$, again by induction hypothesis, pick $2^{k-1}$ with some equal to, say, $s_{3}=2^{k-1} c$.

Two of the integers $a, b, c$ have the same parity, say $a$ and $b$. In this case, the two subsets having sums $s_{1}$ and $s_{2}$ respectively contain $2^{k}$ integers in all, and have grand total $2^{k-1}(a+b)$. But $a+b$ is even, say $a+b=2 \ell$, so the grand total is $2^{k-1} \cdot 2 \ell=2^{k} \ell$, that is, the grand total is divisible by $2^{k}$. This completes the inductive step, and hence the proof.

Exercise 307: This exercise was found on the web [518]; 1 don't know the original source. The solution here might not be the intended one. For $n \geq 1$, let $A(n)$ be the assertion of the exercise.
BASE STEP: Since $2^{2^{1}}=4>1$, at least one prime (namely, 2) is a divisor.
Induction step: Suppose that for some $k \geq 1, A(k)$ is true. Then $2^{2^{k+1}}-1=$ $\left(2^{2^{k}}-1\right)\left(2^{2^{k}}+1\right)$ and by $A(k)$, the first factor is divisible by at least $k$ distinct primes $p_{1}, \ldots, p_{k}$. To prove $A(k+1)$, it remains to show that at least one prime factor of $2^{2^{k}}+1$ is not in $\left\{p_{1}, \ldots, p_{k}\right\}$. In hopes of contradiction, suppose that $p_{1}$ divides $2^{2^{k}}+1$. Putting $q=2^{2^{k-1}}-1, p_{1}$ would then divide both $q$ and $q+2$, and so would divide the difference 2. showing that $p_{1}$ must be 2 itself. However, $2^{2^{k+1}}-1$ is odd, so $p_{1}=2$ is impossible. Thus, one must abandon the assumption that $p_{1}$ divides $2^{2^{k}}+1$. Since this argument holds for any $p_{i}$, none of $p_{1}, \ldots, p_{k}$ divides $2^{2^{k}}+1$, and so $2^{2 k}+1$ contains yet one more prime fact.or. This completes the proof of $A(k+1)$ and hence the inductive step.

By mathematical induction, for each $n \geq 1$, the statement $A(n)$ holds.
Exercise 308: This problem appears with kind permission from José Espinosa's website [176, No. 7] of "uncommon" [=hard"] mathematical induction problems. Three proofs are provided by Espinosa, occupying nearly three pages of dense mathematics, and so the reader is referred to the source for a complete proofs. One solution outlined (by Naoki Sato) does not appear to be inductive, though it might aid in finding an inductive proof:

First prove a lemma:
Lemma 29.3.1. For any prime $p$ and positive integor $n$ not divisible by $p-\mathbf{1}$,

$$
\sum_{i=1}^{p-1} i^{n} \equiv 0 \quad(\bmod p)
$$

Proof: Let $s$ denote the given sum, and let $g$ be a primitive root modulo $p$. Since $n$ is not divisible by $p-1, g^{n} \not \equiv 1(\bmod p)$. Therefore.

$$
g^{n} s=\sum_{i=1}^{p-1}(g i)^{n} \equiv \sum_{i=1}^{p-1} i^{n} \equiv s \quad(\bmod p)
$$

so $\left(g^{n}-1\right) s \equiv 0(\bmod p)$ implies $s \equiv 0(\bmod p)$.
Let $t$ denote the sum in the problem, and let $u$ denote

$$
\begin{aligned}
\sum_{i=1}^{p-1} i^{2^{n}} & =\sum_{i=1}^{2 k+1} i^{2^{n}}+\sum_{i=2 k+2}^{4 k+2} i^{2^{n}} \\
& =\sum_{i=1}^{2 k+1} i^{2^{n}}+\sum_{i=1}^{2 k+1}(p-i)^{2^{n}} \\
& \equiv 2 t(\bmod p) .
\end{aligned}
$$

Since $2^{n}$ is not divisible by $p-1=4 k+2=2(2 k+1)$, by Lemma 29.3.1: $u \equiv 0$ $(\bmod p)$, so $t \equiv 0(\bmod p)$.

Exercise 309: This problem appears with kind permission from José Espinosa's website [176, No. 24]. An inductive proof is not given, but appears challenging. One solution provided (by Naoki Sato) does not appear to be by induction:

Let $s$ denote the given sum, and let $t$ denote

$$
\begin{aligned}
\sum_{i=1}^{p-1} i^{2 \cdot 3^{n}} & =\sum_{i-1}^{3 k+2} i^{2 \cdot 3^{n}}+\sum_{i=3 k+3}^{6 k+4} i^{2 \cdot 3^{n}} \\
& =\sum_{i=1}^{2 k+1} i^{2 \cdot 3^{n}}+\sum_{i=1}^{2 k+1}(p-i)^{2 \cdot 3^{n}} \\
& =2 s(\bmod p)
\end{aligned}
$$

Hence $p-1-6 k+4=2(3 k+2)$, which can not divide $2 \cdot 3^{n}$. Therefore, $t \equiv 0$ $(\bmod p)$, and so $s=0(\bmod p)$.

The hint provided by Espinosa is to see the solution to Exercise 308. and to use the fact that if $a$ and $b$ are relatively prime, then both $a^{2}-a b+b^{2}$ and $a^{2}+a b+b^{2}$ are divisible by primes of the form $6 k+1$ or 3 (when $b$ is relatively prime to 3 ).

Exercise 310: This problem appears with kind permission from José Espinosa's website [176, No. 29] without an inductive solution, but one (by Naoki Sato) that does not appear to be inductive:

Let $s$ denote the given sum, and let $t$ denote

$$
\begin{aligned}
\sum_{i=1}^{p-1} i^{4 n+2} & =\sum_{i=1}^{2 k} i^{4 n+2}+\sum_{i=2 k+1}^{4 k} i^{4 n+2} \\
& =\sum_{i=1}^{2 k} i^{4 n+2}+\sum_{i=1}^{2 k}(p-i)^{4 n+2} \\
& \equiv 2 s(\bmod p)
\end{aligned}
$$

Since $p-1=4 k$ does not divide $4 n+2, t \equiv 0(\bmod p)$, so $s \equiv 0(\bmod p)$.
Note: A hint given for an inductive proof says: From Wilson's theorem, there exists an integer $a$ so that $a^{2} \equiv-1(\bmod 4 k+1)$; then prove that the integers $1,2, \ldots, 2 k$ can be arranged into $k$ pairs so that the sum of the squares of each pair is divisible by $4 k+1$. By the well-known fact that $x^{2 n+1}+y^{2 n+1}$ is divisible by $x+y$, the result follows.

### 29.4 Solutions: Expressible as sums

Exercise 311: See proof of Theorem 3.4.1.
Exercise 312: For each integer $n \geq 8$ let $S(n)$ be the statement that $n$ is expressible as a sum of 3 's and 5's.

Base step: Since $8:-3+5,9=3+3+3,10=5+5, S(8), S(9)$, and $S(10)$ are true.

Inductive ster $(S(k) \rightarrow S(k+3))$ : Let $k \geq 8$ and assume that $S(k)$ is true, where for some non-negative integers $a, b, k=a \cdot 3+b \cdot 5$. Then $k+3=(a+1) \cdot 3+b \cdot 5$, a sum of 3 's and 5 's, so $S(k+3)$ is true.

By MI (actually, by three cases of MI), for all $n \geq 8, S(n)$ is true.
Exercise 313: (Outline) To show that any positive integer $n \notin\{1,3\}$ can be written as a sum of 2 's and 5 's, it suffices to check when $n=2$, and when $n=5$. The inductive step $k$ to $k+2$ then covers all the cases: $2 \rightarrow 4 \rightarrow 6 \cdots$ and $5 \rightarrow 7 \rightarrow 9 \cdots$. [Follow the write up of Exercise 312.]

Exercise 314: (Outline) To show that any integer $n \geq 24$ can be written as a sum of 5 's and 7 's, first show that $24,25,26,27,28$ all can be, and then induct from $k$ to $k+5$.

Exercise 315: (Outline) To show that any integer $n \geq 64$ can be expressed as a sum of 5 's and 17 's, first show that $64,65,66,67,68$ all can be, and then induct from $k$ to $k+5$.

### 29.5 Solutions: Egyptian fractions

Exercise 316: (Outline) Use the partial fractions ideutity

$$
\frac{1}{A}=\frac{1}{A+1}+\frac{1}{A(A+1)} .
$$

This expression can be used as many times as desired, each time applying it to the last term in the Egyptian fraction representation most recently obtained. Then a proof by mathematical induction shows that if any representation is given with $k$ fractions, then for any $n \geq k$, there is an expression that uses at least $n$ fractions.

Exercise 317: (Outline) The idea is a greedy algorithm, and although it may seem quite natural, this algorithm is credited to Leonardo Fibonacci in 1202 [191], and is sometimes called Fibonacci's algorithm. This algorithm was rediscovered by J. J. Sylvester [522, pp. 440-445]. The idea is to, recursively, find the largest unit fraction that is at most $p / q$, subtract off, and then repeat with the new remainder. Put $b=\left\lceil\int_{p}^{q}\right\rceil$; then $\frac{1}{b} \leq{ }_{q}^{p} \leq \frac{1}{b-1}$ : and so both $q \leq \frac{1}{b}$ and $b p-p<q$. Thus $\frac{p}{q}-\frac{1}{b}=\frac{b p-q}{q b}$. The numerator of the remainder (without reducing the fraction) is $b p-q=b p-p+p-q<q+p-q=p$ is smaller than the original numerator. So $\frac{p}{q}=\frac{1}{b}+\frac{b p-q}{q b}$. Repeat this process with $\frac{p_{1}}{q_{1}}=\frac{b p-q}{q b}$. Eventually, the numerator of a remainder is 1 by the well-ordcring of positive integers.

Exercise 318: (Outline) One idea is by Exercise 395, use a sufficiently long series of harmonic numbers to get the original expression down to less than 1, and then apply Exercise 317.

Note: Induction is not really necessary in the solution to Excrcise 318, as the two main ingredients of the proof were already done by induction.

### 29.6 Solutions: Farey fractions

Exercise 319: If $\underset{q}{p} \leq \frac{1}{2}$ is in $\mathcal{F}_{n}$, then so is $\frac{1}{2}+\left(\frac{1}{2}-\frac{p}{q}\right)=\frac{q-p}{q}$.
Exercise 320: Check the two statements $S_{1}(n)$ and $S_{2}(n)$ for $n=1,2,3$, and then for the inductive hypothesis, assume that both $S_{1}(n)$ and $S_{2}(n)$ hold and prove both $S_{1}(n+1)$ and $S_{2}(n+2)$.

### 29.7 Solutions: Continued fractions

Exercise 323: First observe that $p_{0}=a_{0}$ and $q_{0}=1$. Also, $C_{1}=a_{0}+\frac{1}{a_{1}}=\frac{a_{0} a_{1}+1}{a_{1}}$, so $p_{1}=a_{0} a_{1}+1$ and $q_{1}=a_{1}$. Let $S(k)$ be the two statements of equations ( 11.10 ) and (11.11).

BASE STEP: With simple algebra, $C_{2}=\frac{a_{2}\left(a_{0} a_{1}+1\right)+a_{0}}{a_{2} a_{1}+1}$, so $p_{2}=a_{2}\left(a_{0} a_{1}+1\right)+a_{0}=$ $a_{2} p_{1}+p_{0}$ and $q_{2}=a_{2} a_{1}+1=a_{2} q_{1}+q_{0}$ confirm $S(2)$.

Inductive step: Fix $m \geq 3$ and assume that for any rational continued fraction, the corresponding equations in $S(m-1)$ are true. It remains to show that $S(m)$ holds. Consider the rational continued fraction $D=\left[a_{0}, a_{1}, \ldots, a_{n-1}+\frac{1}{a_{m}}\right]$. By equation (11.8), $C_{m}=\left\{a_{0}, a_{1}, \ldots, a_{m n}\right\}=D$, and for each $j=0,1,2, \ldots, m-2$, each of $C$ and $D$ have the same $j$-convergents, that is, $C_{j}=D_{j}$. However, $C_{m}=D_{m-1}$. For each $i$, let $D_{i}=\frac{p_{i}^{\prime}}{q_{2}^{\prime}}$. Then

$$
\begin{aligned}
\frac{p_{m}}{q_{m}} & =C_{m}=D_{m-1}=\frac{p_{m-1}^{\prime}}{q_{m-1}^{\prime}} \\
& =\frac{\left(a_{m-1}+\frac{1}{a_{m}}\right) p_{m-2}^{\prime}+p_{m-3}^{\prime}}{\left(a_{m-1}+\frac{1}{a_{m}}\right) q_{m-2}^{\prime}+q_{m-3}^{\prime}} \quad(\text { by } S(m-1) \text { applied to } D) \\
& \left.=\frac{\left(a_{m-1}+\frac{1}{a_{m}}\right) p_{m-2}+p_{m-3}}{\left(a_{m-1}+\frac{1}{a_{m}}\right) q_{m-2}+q_{m-3}} \quad \text { (since } C_{m-2}\right)=D_{m-2}, C_{m-3}=D_{m-3} \\
& =\frac{a_{m} a_{m-1} p_{m-2}+p_{m-2}+a_{m} p_{m-3}}{a_{m} a_{m-1} q_{m-2}+q_{m-2}+a_{m} q_{m-3}} \\
& =\frac{a_{m}\left(a_{m-1} p_{m-2}+p_{m-3}\right)+p_{m-2}}{a_{m}\left(a_{m-1} q_{m-2}+q_{m-3}\right)+q_{m-2}} \\
& =\frac{a_{m} p_{m-1}+p_{m-2}}{a_{m} q_{m-1}+q_{m-2}}(\text { by } S(m-1) \text { applied to } C)
\end{aligned}
$$

and so comparing numerators and denominators, both equations in $S(m)$ hold true.
By mathematical induction, for every $k \geq 3$ and for any rational continued fraction, equations (11.10) and (11.11) are true.

Exercise 324: For each $k \geq 1$, let $S(k)$ denote the equality (11.12): $p_{k} q_{k-1}-$ $p_{k-1} q_{k}=(-1)^{k-1}$.

BASE STEP: Using the values $p_{0}=a_{0}, q_{0}=1, p_{1}=a_{0} a_{1}+1$, and $q_{1}=a_{1}, S(1)$ says

$$
\left(a_{0} a_{1}+1\right) \cdot 1-a_{0} a_{1}=(-1)^{k-1}
$$

which is true.
Indective step: For some fixed $m \geq 2$, assume

$$
S(m-1): p_{m-1} q_{m-2}-p_{m-2} q_{m-1}=(-1)^{m-2}
$$

holds. Then

$$
p_{m} q_{m \cdot 1}-p_{m \cdot 1} q_{m}
$$

$$
\begin{align*}
& =\left(a_{m} p_{m-1}+p_{m-2}\right) q_{m-1} \cdots p_{m-1}\left(a_{m} q_{m-1}+q_{m-2}\right) \quad \text { (by Thm 11.7.1) }  \tag{byThm11.7.1}\\
& =p_{m \cdot 2} q_{m-1}-p_{m-1} q_{m-2} \\
& =-\left(p_{m-1} q_{m-2}-p_{m-2} q_{m-1}\right) \\
& =-(-1)^{m-2} \\
& =(-1)^{m-1}
\end{align*}
$$

shows that $S(m)$ is true, completing the inductive step.
By mathematical induction, for each $k \geq 1, S(k)$ is true.
Exercise 325: The solution is very similar to that of Exercise 324, however, for the base case, one needs also the values $p_{2}=a_{0}\left(a_{1} a_{2}+1\right)+a_{2}$ and $q_{2}=a_{1} a_{2}+1$. The rest is left to the reader.

Exercise 326: (Outline) let $C=\left[a_{0}, a_{1}, a_{2}, \ldots\right]$ be as in the hypothesis. Then $q_{0}=1$ and $q_{1}=a_{1} \geq 1$, and $q_{2}=a_{1} a_{2}+1>q_{1}$ show that the first three terms are in increasing order. By equation (11.11), the result follows. If one were to use induction, one gets a slightly stronger result (after $i \geq 2$, the $q_{i}$ 's jump by at least two).

Exercise 327: The solution is straightforward by induction using equation (11.11). Let $S(k)$ be the statement that $q_{k} \geq 2^{k / 2}$.
BASE STEPS: When $k=2, q_{2}=a_{1} a_{2}+1 \geq 2=2^{2 / 2}$. so $S(2)$ holds. A small calculation shows $q_{3}=a_{3}\left(a_{1} a_{2}+1\right)+a_{1} \geq 3>2^{3 / 2}$, so $S(3)$ holds as well.
INDUCTIVE STEP $(S(m-2) \wedge S(m-1) \rightarrow S(m))$ : Let $m \geq 4$ and suppose that $S(m-2)$ and $S(m-1)$ hold. Then

$$
\begin{aligned}
q_{m} & =a_{m} q_{m-1}+q_{m-2} & & \text { (by eqn }(11.11) \\
& \geq q_{m-1}+q_{m-2} & & \left(\text { since } a_{m} \geq 1\right) \\
& \geq 2^{\frac{m-1}{2}}+2^{\frac{m-2}{2}} & & (\text { by } S(m-1) \text { and } S(m-2)) \\
& =2^{m / 2}\left(2^{-1 / 2}+2^{-1}\right) & & \\
& >2^{m / 2} & &
\end{aligned}
$$

shows $S(m)$ is true, completing the inductive step. [Note: It appears as if the result could be strengthened considerably, since $\left.2^{-1 / 2}+2^{-1}>1.207.\right]$

By MI, for each $k \geq 2$, the statement $S(k)$ holds.
Exercise 328: Sce [311, p. 7].

## Chapter 30

## Solutions: Sequences

### 30.1 Solutions: Difference sequences

Exercise 329: Fix some sequence $x=x_{1}, x_{2}, x_{3}, \ldots$, and let $\left(\Delta^{k} x\right)_{n}$ denote the $n$-th term of the $k$-th difference sequence. Let $S(k)$ denote the statement "For each $n \geq 1$,

$$
\left(\Delta^{k} x\right)_{n}=\sum_{i=0}^{k}(-1)^{i}\binom{k}{i} x_{n+k-i}
$$

holds." The proof is by induction on $k$.
Base step: For $k=0 .\left(\Delta^{k} x\right)_{n}$ is simply $x_{n}$, and $\sum_{i=0}^{0}(-1)^{i}\binom{0}{i} x_{n-i}=x_{n}$ as desired. One might also check $k=1: \sum_{i=0}^{1}(\cdots 1)^{i}\binom{1}{i} x_{n+1-i}=x_{n+1}-x_{n}$, which is precisely $(\Delta x)_{n}$.
Induction step: For some $k \geq 0$, assume that $S(k)$ is truc. To be shown is $S(k+1)$, namely, that for each $n \geq 1$,

$$
\left(\Delta^{k+1} x\right)_{n}=\sum_{i=0}^{k+1}(-1)^{i}\binom{k+1}{i} x_{n+k+1-i} .
$$

Begimning with the left side of $S(k+1)$, for each $n$,

$$
\begin{aligned}
& \left(\Delta^{k+1} x\right)_{n} \\
& =\left(\Delta^{k} x\right)_{n+1}-\left(\Delta^{k} x\right)_{n} \\
& =\sum_{i=0}^{k}(-1)^{i}\binom{k}{i} x_{n+1+k-i}-\sum_{i=0}^{k}(-1)^{i}\binom{k}{i} x_{n+k-i}(\text { by } S(k)) \\
& =x_{n+1+k}-\binom{k}{1} x_{n+k}+\cdots+(-1)^{k}\binom{k}{k} x_{n+1}
\end{aligned}
$$

$$
\begin{aligned}
& -\left[x_{n+k}-\binom{k}{1} x_{n+\cdot k \cdot 1}+\cdots+(-1)^{k-1}\binom{k}{k-1} x_{n+1}\right]-(-1)^{k} x_{n} \\
= & x_{n+1+k}+\sum_{i=1}^{k}(-1)^{i}\left[\binom{k}{i}+\binom{k}{i-1}\right] x_{n+k-i}-(-1)^{k} x_{n} \\
= & x_{n+1+k}+\sum_{i=1}^{k}(-1)^{i}\binom{k+1}{i} x_{n+k-i}-(-1)^{k+1} x_{n} \quad \text { (by Pascal's id.) } \\
= & \sum_{i=0}^{k+1}(-1)^{i}\binom{k+1}{i} x_{n+k+1-i},
\end{aligned}
$$

completing the inductive step.
By mathematical induction, for all $k \geq 0$, the statement $S(k)$ holds.
Fxercise 330: According to Dickson [136, p. 60] it was shown by Schubert [480] that the $k$-th difference sequence of the $k$-th powers is the constant sequence $k$ !. An inductive proof of this fact is in [77, p. 263]; it seems to parallel a proof of the fact that the $k$-derivative of $x^{k}$ is $k!$.

To solve this exercise (by induction), one must first decide what to induct on. At first, it seems as if there are two choices, to induct on $k$, or to induct on the position in the sequence. Even after some initial experimentation, neither choice reveals itself to be natural. Indeed, one proof inducts on $k$, but the $k$ from " $k$-th difference", and not the $k$ from the exponents. First derive an expression for the $k$-th difference sequence of the sequence $1^{n}, 2^{n}, 3^{n}, \ldots$. If one wanted to be pedantic, this derivation can really be written up in the style of an inductive proof: however, since it is found via a recursive procedure, and the expressions are kind of hard to typeset, the formality is dispensed with here.

Fix some $n$ and examine the sequence $s=1^{n}, 2^{n}, 3^{n}, \ldots$. The $m$-th term of the first difference sequence $\Delta s$ is $(m+1)^{n}-m^{n}$; denote this by simply $\Delta_{m}$. Then, by the binomial theorem, (see Exercise 104)

$$
\begin{aligned}
\Delta_{m} & -m^{n}+\binom{n}{n-1} m^{n-1}+\cdots+\binom{n}{1} m+1 \cdots m^{n} \\
& =\sum_{i=1}^{n}\binom{n}{n-i} m^{n i} .
\end{aligned}
$$

Looking at the next term, $\Delta_{m+1}=\sum_{i=1}^{n}\binom{n}{n \cdot i}(m+1)^{n-i}$. Their difference is the $m$-th term in the second difference sequence, denoted by simply $\Delta_{m}^{2}$. 'Ihen, again applying the binomial theorem to each $(m+1)^{n \cdot i}$, one obtains

$$
\Delta_{m}^{2}=\Delta_{m+1}-\Delta_{m}
$$

$$
\begin{aligned}
& =\sum_{i=1}^{n}\binom{n}{n-i}\left[(m+1)^{n-i}-m^{n-i}\right] \\
& =\sum_{i=1}^{n}\binom{n}{n-i} \sum_{j=1}^{n \cdot i}\binom{n-i}{n-i-j} m^{n-i-j} .
\end{aligned}
$$

Continuing this procedure down to the $k$-th differences, (and replacing $i$ with $i_{1}, j$ with $i_{2}$, ctc.) the $m$-th term of the $k$-th difference sequence $\Delta^{k}$ is $\Delta_{m}^{k}=$

$$
\sum_{i_{1}=1}^{n}\binom{n}{n-i_{1}} \sum_{i_{2}=1}^{n-i_{1}}\binom{n \cdots i_{1}}{n-i_{1}-i_{2}} \cdots \sum_{i_{k}=1}^{n-i_{1}-\ldots-i_{k-1}}\binom{n-i_{1}-\ldots-i_{k-1}}{n-i_{1}-\ldots-i_{k}} m^{n-i_{1} \cdots \cdots-i_{k}} .
$$

In particular, when $n=k$, it is kind of remarkable that the only term which survives is when $i_{1}=i_{2}=\cdots=i_{k}=1$, in which case

$$
\Delta_{m}^{k}=\binom{k}{k-1}\binom{k-1}{k-2} \cdots\binom{1}{0}=k(k-1) \cdots 1=k!
$$

Note: The last expression for $\Delta_{m}^{k}$ above looks nothing like the expression from Fxercise 329 when $x_{m}$ 's are replaced with $m^{n}$ 's. However, one should verify that both expressions indeed yield correct results. Can one find a more direct inductive proof that both expressions are indeed equal for the sequence here? 'This might be quite difficult to do directly; however, it would not be surprising to find that a more elegant proof exists.

Exercise 331: Sce [266. p.141]. The base case consists of four considerations, and the proof is not entirely trivial.

### 30.2 Solutions: Fibonacci numbers

Exercise 332: Let $S(k)$ be the statement that after $k$ months, there are $F_{k+2}$ pairs of rabbits. The solution involves proving a a stronger statement than $S(k)$, namely $T(k)$, the statement that after $k$ months, there arc $F_{k}$ pairs of immature rabbits and $F_{k+1}$ pairs of mature rabbits. Since $F_{k+2}=F_{k}+F_{k i 1}, T(k)$ implies $S(k)$.

Basf, step ( $k=0$ ): After 0 months there are $0=F_{0}$ immature pairs; and $1=F_{1}$ pair of mature rabbits, so the base case $T(0)$ holds.
Induction step: Fix some $n \geq 0$, and suppose that $T(n)$ is true, that is, that after $n$ months, there are $F_{n}$ pairs of immature rabbits and $F_{n+1}$ pairs of mature rabbits. During the ( $n+1$ )-st month, the mature pairs each have a pair, giving $F_{n+1}$ new (immature) pairs, and the previously immature rabbits mature, giving
$F_{n}+F_{n+1}=F_{n+2}$ mature rabbit pairs. So at the end of the ( $n+1$ )-st month, there are $F_{n+1}$ immature pairs and $F_{(n+1)+1}$ mature rabbit pairs, agreeing with $T(n+1)$. This completes the inductive step $T(n) \rightarrow T(n+1)$.

Hence, by mathematical induction, for all $k \geq 0$, the statement $T(k)$ holds.
Exercise 333: For every $n \geq 6$, let $S(n)$ denote the statement.

$$
S(n): \quad F_{n}>\left(\frac{3}{2}\right)^{n-1} .
$$

Base steps $(n=6,7)$ : Since $F_{6}=8$ and $\left(\frac{3}{2}\right)^{6-1}=\frac{243}{32}$, which is less than 8 , the case $S(6)$ is proved. (Note that the case $n=5$ fails since $F_{5}=5$ and $\left(\frac{3}{2}\right)^{5-1}=\frac{81}{16}>5$.) Also, $F_{7}=13$ and $\left(\frac{3}{2}\right)^{7-1}=\frac{729}{64}<13$, showing $S(7)$.
Induction step: Suppose that for some $k \geq 7$, both $S(k-1)$ and $S(k)$ hold. To be shown is

$$
S(k+1): \quad F_{k+1}>\left(\frac{3}{2}\right)^{k} .
$$

Beginning with the left side of $S(k+1)$,

$$
\begin{aligned}
F_{k+1} & =F_{k-1}+F_{k} \\
& >\left(\frac{3}{2}\right)^{k-2}+\left(\frac{3}{2}\right)^{k-1} \quad(\text { by } S(k-1) \text { and } S(k)) \\
& =\left(\frac{3}{2}\right)^{k-2}\left[1+\frac{3}{2}\right] \\
& >\left(\frac{3}{2}\right)^{k-2} \frac{9}{4} \\
& =\left(\frac{3}{2}\right)^{k-2}\left(\frac{3}{2}\right)^{2} \\
& =\left(\frac{3}{2}\right)^{k}
\end{aligned}
$$

which is the right side of $S(k+1)$. completing the proof of $S(k+1)$, and hence the inductive step $[S(k-1) \wedge S(k)] \rightarrow S(k+1)$.

Therefore, by mathematical induction, (a limited type of strong induction) for all $n \geq 6$, the statement $S(n)$ holds.

Exercise 334: For every $n \geq 1$, let $S(n)$ denote the statement

$$
S(n): \quad F_{n} \leq\left(\frac{7}{4}\right)^{n-1} .
$$

Base step: $S(1)$ says $F_{1} \leq\left(\frac{7}{4}\right)^{0}$, and since $F_{1}=1$, this is true. $S(2)$ says $F_{2} \leq \frac{7}{4}$, or $1 \leq \frac{7}{4}$; again this is true.

Induction step: Fix some $k \geq 2$ and assume that both $S(k-1)$ and $S(k)$ are true. Then

$$
\begin{aligned}
F_{k+1} & =F_{k-1}+F_{k} \\
& \leq\left(\frac{7}{4}\right)^{k-2}+\left(\frac{7}{4}\right)^{k-1} \quad(\text { by } S(k-1) \text { and } S(k)) \\
& =\left(\frac{7}{4}\right)^{k-2}\left(1+\frac{7}{4}\right) \\
& =\left(\frac{7}{4}\right)^{k-2}\left(\frac{11}{4}\right) \\
& \leq\left(\frac{7}{4}\right)^{k-2}\left(\frac{49}{16}\right) \\
& =\left(\frac{7}{4}\right)^{k}
\end{aligned}
$$

shows $S(k+1)$ is also true, completing the inductive step.
Therefore, by mathematical induction, for all $n \geq 1, S(n)$ holds.
Exercise 335: For each $n \geq 1$, let $S(n)$ denote the statement

$$
S(n): \quad F_{n} \leq\left(\frac{18}{11}\right)^{n-1} .
$$

Base step: $S(1)$ says $F_{1} \leq\left(\frac{18}{11}\right)^{0}$, and since $F_{1}=1$, this is true. $S(2)$ says $F_{2} \leq \frac{18}{15}$, or $1 \leq \frac{7}{4}$; again this is true.
Induction step: Fix some $k \geq 2$ and assume that both $S(k-1)$ and $S(k)$ are true. To be shown is that $S(k+1)$ is true.

$$
\begin{aligned}
F_{k+1} & =F_{k-1}+F_{k} \\
& \leq\left(\frac{18}{11}\right)^{k-2}+\left(\frac{18}{11}\right)^{k-1}(b y S(k-1) \text { and } S(k)) \\
& =\left(\frac{18}{11}\right)^{k-2}\left(1+\frac{18}{11}\right) \\
& =\left(\frac{18}{11}\right)^{k-2}\left(\frac{29}{11}\right) \\
& =\left(\frac{18}{11}\right)^{k-2}\left(\frac{319}{121}\right)
\end{aligned}
$$

$$
\begin{aligned}
& <\left(\frac{18}{11}\right)^{k-2}\left(\frac{324}{121}\right) \\
& =\left(\frac{18}{11}\right)^{k-2}\left(\frac{18^{2}}{11^{2}}\right) \\
& =\left(\frac{18}{11}\right)^{k}
\end{aligned}
$$

which shows $S(k+1)$ is also truc. 'This completes the inductive step.
Therefore, by mathematical induction, for all $n \geq 1, S(n)$ holds.
Exercise 336: For $n \geq 0$, denote the statement by

$$
S(n): \quad F_{n} \leq\left(\frac{5}{3}\right)^{n-1}
$$

BASE CASES: $S(0)$ says $F_{0} \leq\left(\frac{5}{3}\right)^{-1}$, and since $0 \leq \frac{3}{5}$, this is true. $S(1)$ says $F_{1} \leq\left(\frac{5}{3}\right)^{0}$, or $1 \leq 1$; again a true statement.
Induction ster: Fix some $k \geq 1$ and assume that both $S(k-1)$ and $S(k)$ are true. To sec that $S(k+1)$ is truc, calculate

$$
\begin{aligned}
F_{k+1} & =F_{k-1}+F_{k} \\
& \leq\left(\frac{5}{3}\right)^{k-2}+\left(\frac{5}{3}\right)^{k \cdots 1}(\text { by } S(k-1) \text { and } S(k)) \\
& =\left(\frac{5}{3}\right)^{k-2}\left(1+\frac{5}{3}\right) \\
& =\left(\frac{5}{3}\right)^{k-2}\left(\frac{8}{3}\right) \\
& <\left(\frac{5}{3}\right)^{k-2}\left(\frac{25}{9}\right) \\
& =\left(\frac{5}{3}\right)^{k}
\end{aligned}
$$

which shows $S(k+1)$ is also truc. This completes the inductive step.
By MI, for all $n \geq 0$, the statement $S(n)$ holds.
Exercise 337: For each $n \geq 0$, let $S(n)$ be the statement

$$
F_{n}+2 F_{n+1}=F_{n+3} .
$$

First observe that $S(n)$ has a trivial direct proof:

$$
I_{n+3}^{\prime}=F_{n+1}^{\prime}+F_{n+2}=F_{n+1}+\left(F_{n}+F_{n+1}\right)=F_{n}+2 F_{n+1}
$$

so it may seem rather silly to prove this by induction. Nevertheless, here is one such proof:
Base step: $S(0)$ says $F_{0}+2 F_{1}=F_{3}$, which is true since $F_{0}=0, F_{1}=1$, and $F_{3}=2$.
Inductive step: For some fixed $k \geq 0$, assume that $S(k)$ is true. To be shown is that,

$$
S(k+1): \quad F_{k+1}+2 F_{k+2}=F_{k+4}
$$

follows from $S(k)$. Note that $S(k+1)$ can be proved without the inductive hypothesis; however to formulate the proof as an inductive proof, following sequence of equalities uses the inductive hypothesis:

$$
\begin{aligned}
F_{k+1}+2 F_{k+2} & =F_{k+1}+2\left(F_{k}+F_{k+1}\right) \\
& =\left(F_{k+1}+F_{k}\right)+\left(F_{k}+2 F_{k+1}\right) \\
& =F_{k+2}+\left(F_{k}+2 F_{k+1}\right) \\
& =F_{k+2}+F_{k+3} \text { (by } S(k) \\
& =F_{k+4} .
\end{aligned}
$$

This completes the inductive $\operatorname{stcp} S(k) \rightarrow S(k+1)$.
Therefore, by the principle of mathematical induction, $S(n)$ is true for every $n \geq 0$.

Exercise 338: For a non-negative integer $n$, let $S(n)$ be the statement that $F_{n}$ is an even number if and only if $n$ is divisible by 3 . One can view $S(n)$ as saviug if $n$ is divisible by 3 , then $F_{n}$ is even, and if $n$ is not divisible by 3 , then $F_{n}$ is odd.
Base steps: Since 0 is divisible by 3 , and $F_{0}=0$ is even, $S(0)$ is truc. Since 1 is not divisible by 3 and $F_{1}=1, S(1)$ is true. Since 2 is not divisible by 3 and $F_{2}=1$, $S(2)$ is also true.
Inductive step: For some $k \geq 1$, suppose that both $S(k-1)$ and $S(k)$ are true. To prove $S(k+1)$ is true, there are three cases.

If $k+1$ is divisible by 3 , then both $k-1$ and $k$ are not divisible by 3 , and by $S(k-1)$ and $S(k)$ respectively, both $F_{k-1}$ and $F_{k}$ are odd; thus $F_{k+1}=F_{k-1}+F_{k}$ is even.

When $k+1$ is not divisible by 3 , there are two possibilities: $k+1-3 f+1$ for some $\ell \geq 1$, or $k+1=3 \ell+2$ for some $\ell \geq 0$.

Suppose that $k+1=3 \ell+1$; Then $k-1=3 \ell-1$ is not divisible by 3 and by $S(k-1), F_{k-1}$ is odd. Also, $k=3 \ell$ is divisible by 3 , and by $S(k)$ respectively, $F_{k}$ is even. Thus $F_{k+1}=F_{k-1}+F_{k}$ is odd plus even which is odd.

Finally, suppose $k+1=3 \ell+2$. Then $k-1$ is divisible by 3 , so by $S(k-1)$, $F_{k-1}$ is even. Also, $k$ is not divisible by threc, so by $S(k), F_{k}$ is even. Thus, $F_{k+1}=F_{k-1}+F_{k}$ is even plus odd, which is odd.

The inductive step $[S(k-1) \wedge S(k)] \rightarrow S(k+1)$ is now established in all three cases.

Therefore, by mathematical induction, for all $n \geq 0$, the statement $S(n)$ is true.

Exercise 339: For every $m \geq 0$, let. $S(m)$ be the statement

$$
F_{m+4}^{\prime}=2 F_{m}+3 F_{m+1} .
$$

Base step: When $m=0, S(m)$ says $F_{4}=2 F_{0}+3 F_{1}$, which is true since $F_{4}=3$, $F_{0}=1$, and $F_{1}=1$.

Inductive step: Suppose that for some $n \geq 0, S(n)$ is true. To show that

$$
S(n+1): \quad F_{n+5}=2 F_{n+1}+3 F_{n+2}
$$

follows from $S(n)$, calculate

$$
\begin{aligned}
F_{n+5} & =F_{n+3}+F_{n+4} \\
& =F_{n+3}+\left(2 F_{n}^{\prime}+3 F_{n+1}\right) \quad(\text { by } S(n)) \\
& =\left(F_{n+1}+F_{n+2}\right)+2 F_{n}+3 F_{n+1} \\
& =F_{n+1}+\left(F_{n}+F_{n+1}\right)+2 F_{n}+3 F_{n+1} \\
& =2 F_{n+1}+3\left(F_{n}+F_{n+1}\right) \\
& =2 F_{n+1}+3 F_{n+2} .
\end{aligned}
$$

This completes the inductive step $S(n) \rightarrow S(n+1)$.
Hence, mathematical induction proves that for all $m \geq 0$, the statement $S(m)$ is true.

Exercise 340: For each $i \geq 0$, let $S(i)$ be the statement that $F_{4 i}$ is divisible by 3 .
Base step: $F_{0}=0$ and is divisible by 3 , so $S(0)$ is true.
Induction step $(S(k) \rightarrow S(k+1))$ : Fix $k \geq 0$ and suppose that $F_{4 k}$ is divisible by 3. To be shown is that $F_{4(k+1)}$ is also divisible by 3. By Exercise 337, $F_{4 k+4}=$ $2 F_{4 k}+3 F_{k+1}$. The term $3 F_{k+1}$ is certainly divisible by 3 , and since by induction hypothesis, $F_{4 k}$ is also divisible by 3 , so too is $2 F_{4 k}+3 F_{k+1}$, that is, $F_{4 k+4}$ is also divisible by 3 , concluding the inductive step.

Therefore, by mathematical induction, for every $i \geq 0, S(i)$ holds, that is, $F_{4 i}$ is divisible by 3 .

Exercise 341: (Hint) 'lo prove that every fifth Fibonacei number is divisible by 5, imitate the proof of Exercise 340. For the inductive step, one can either derive the identity

$$
F_{n+5}=3 F_{n}+5 F_{n+1}
$$

from Exercise 339 (in onc casy step), prove it by induction, or prove it directly; here is a solution where this identity is derived directly.

For each $n \geq 0$, let $A(n)$ be the assertion that $F_{5 n}$ is divisible by 5 .
Base step: Since $F(0)=0$, which is divisible by $5, A(0)$ holds.
Inductive step: Fix some $k \geq 0$, and assume that
$A(k): \quad F_{5 k}$ is divisible by 5.
To complete the inductive step, it remains to show

$$
A(k+1): \quad F_{5 k+5} \text { is divisible by } 5
$$

Then

$$
\begin{aligned}
F_{5 k+5} & =F_{5 k+4}+F_{5 k+3} \\
& =\left(F_{5 k+3}+F_{5 k+2}\right)+\left(F_{5 k+2}+F_{5 k+1}\right) \\
& =\left(F_{5 k+2}+F_{5 k+1}\right)+\left(F_{5 k+1}+F_{5 k}\right)+\left(F_{5 k+1}+F_{5 k}\right)+F_{5 k+1} \\
& =\left(\left(F_{5 k+1}+F_{5 k}\right)+F_{5 k+1}\right)+\left(F_{5 k+1}+F_{5 k}\right)+\left(F_{5 k+1}+F_{5 k}\right)+F_{5 k+1} \\
& =5 F_{5 k+1}+3 F_{5 k} .
\end{aligned}
$$

By induction hypothesis, $F_{5 k}$ is divisible by 5 , and since $5 F_{5 k+1}$ is also divisible by 5 , so is their sum, and thus by calculations above, so is $F_{5 k+5}$. This concludes the inductive step $A(k) \rightarrow A(k+1)$.

By mathematical induction, for each $n \geq 0, A(n)$ holds.
Exercise 342: The proof is by induction on $n$ that for every $n \geq 0$, the statement

$$
P(n): \quad F_{n+8}=7 F_{n+4}-F_{n}
$$

is truc.
Base cases: For $n=0, F_{8}=21, F_{4}=3$, and $F_{0}=0$, so $F_{8}=7 F_{4}-F_{0}$ shows that $P(0)$ holds. For $n=1, F_{9}=34, F_{5}=5$, and $F_{1}=1$, so $F_{9}=7 F_{5}-F_{0}$ holds true as well.

Inductive step: Fix some $k \geq 0$ and suppose that both $P(k)$ and $P(k+1)$ are true. To see that $P(k+2)$ follows,

$$
\begin{aligned}
F_{(k+2)+8} & =F_{k+8}+F_{(k+1)+8} \\
& =\left(7 F_{k+4}-F_{k}\right)+\left(7 F_{(k+1)+4}-F_{k+1}\right) \quad(\text { by } P(k) \text { and } P(k+1)) \\
& =7\left(F_{(k+1)+4}+F_{k+4}\right)-\left(F_{k+1}+F_{k}\right) \\
& =7 F_{(k+2)+4}-F_{k+2},
\end{aligned}
$$

and so $P(k+2)$ is true, concluding the inductive step.

By mathematical induction, for all $n \geq 0$, the statement $P(n)$ is true.
Exercise 343: (Hint) Imitate the proof of Exercisc 340, using Exercise 342 in the inductive step to prove by induction that every 8th Fibonacci number is indeed divisible by 7 .

Exercise 344: (Hint) T'his problem appears with kind permission from José Espinosa [176, No. 2]. The hint provided there (in solutions by Naoki Sato) was to show first that the expression has period 6 modulo 7 .

Espinosa suggests to break the problem into three parts, for $n$ of the form $n=$ $3 m, n=3 m-1$, and $n=3 m-2$. Another suggested solution is of the form $S(k) \wedge S(k+1) \rightarrow S(k+2)$, where two base cases $S(1)$ and $S(2)$ are required.

Exercise 345: (Hint) To show by induction that for every $n \geq 0$, the proposition

$$
P(n): \quad F_{n+10}=11 F_{n+5}+F_{n}
$$

holds, repeat the proof technique as was used in Exercise 342.
Exercise 346: (Hint) Using Exercise 345, imitate the proof of Exercise 340.
Exercise 347: This problem comes from (with kind permission) José Espinosa's website [176, No. 26]. The hint given in accompanying solutions by Naiko Sato is to show that the expression has period 10 modulo 11. The hint given by Espinosa says to consider when $n$ is even, and to use

$$
F_{n+10}=55 F_{n+1}+34 F_{n}=11\left(5 F_{n+1}+3 F_{n}\right)+F_{n} .
$$

Exercise 348: (Hint) For every non-negative integer $n, F_{12 n}$ is divisible by each of $6,8,9$, and 12. Some of these follow from combinations of previous exercises. This exercise has a fairly substantial, however straightforward solution, and is left to the reader.

Exercise 350: Two proofs are given to show that every fifteenth Fibonacsi number is divisible by 10 ; the first is not specifically by induction: By Exercise 338, every third Fibonacci is even, and by Exercise 341, every fifth Fibonacci number is divisible by 5 . Since 15 is both a multiple of 3 and a multiple of 5 , every fifteenth Fibonacei number is divisible by $2 \cdot 5=10$.

Inductive proof for Exercise 350: For cach $i \geq 0$, let $S(i)$ be the statement that $F_{15 i}$ is divisible by 10 .

Base step: Checking $F_{0}=0$ shows $S(0)$ to be true.

Inductive step: For some fixed $k \geq 0$, suppose that $S(k)$ is true, that is, $F_{15 k}$ is divisible by 10 . Then by Lemma 12.2 .2 with $n=15 k$,

$$
F_{15(k+1)}=F_{15 k+15}=10 F_{15 k+10}+10 F_{15 k+5}+10 F_{15 k+1}+7 F_{15 k} .
$$

Since the first three terms of the right-hand side are clearly divisible by 10 , and by induction assumption, so is the last term, conclude that $F_{15(k+1)}$ is also divisible by 10. This completes the inductive step.

Therefore, by Ml, every $F_{15 i}$ is divisible by 10 .
Checking the chart at the beginning of Section 12.2, $F_{0}=0, F_{15}=610$, and $F_{30}=832040$ are the only Fibonacci numbers shown that are multiples of 10 .

Exercise 351: This problem appears with kind permission from José Espinosa's website [176, No. 3]. One hint provided (in solutions by Naoki Sato) was to prove that the expression has period 12 modulo 13.

Espinosa suggests to let

$$
f(n)=2\left(2^{2 n}+5^{2 n}+6^{2 n}\right)+3(-1)^{n+1}\left((-1)^{F_{n}}+1\right) .
$$

He also suggests to prove that $f(n)-f(n+1)+f(n+2)$ is divisible by 13 , or that $f(n)^{2}+f(n+1)^{2}+f(n+2)^{2}$ is divisible by 13 , noting that if $f(n)^{2}$ is divisible by 13, then so is $f(n)$.

Excrcise 352: For the moment, let $m$ be fixed, and for every $n>m$, let $S_{m}(n)$ be the statement

$$
F_{n \cdots m+1} F_{m}+F_{n m} F_{m-1}=F_{n} .
$$

The proof of all such $S_{m}(n)$ is by induction on $n$.
Base step: $(n=m+1, m+2)$ When $n=m+1, S_{m}(n)$ says

$$
F_{2} F_{m}+F_{1} F_{m-1}=F_{m+1},
$$

which is true because $F_{2}=F_{1}=1$. Similarly, when $n=m+2$,

$$
F_{3} F_{m}+F_{2} F_{m-1}=2 F_{m}+F_{m \cdots 1}=F_{m}+\left(F_{m}+F_{m-1}\right)=F_{m}+F_{m+1}=F_{m+2}
$$

shows that $S_{m}(m+2)$ is also correct.
Inductive step: $\left(\left[S_{m}(m+k-1) \wedge S_{m}(m+k)\right] \rightarrow S_{m}(m+k+1)\right)$ Suppose that for some $k \geq 2$, both

$$
\begin{aligned}
S_{m}(m+k-1): & F_{k} F_{m}+F_{k-1} F_{m-1}=F_{m+k-1}, \quad \text { and } \\
S_{m}(m+k): & F_{k+1} F_{m 2}+F_{k} F_{m-1}=F_{m+k}
\end{aligned}
$$

are truc. To show that

$$
S_{m}(m+k+1): \quad F_{k+2} F_{m}+F_{k+1} F_{m-1}=F_{m+k+1}
$$

follows, beginning with the left side of $S_{m}(m+k+1)$,

$$
\begin{aligned}
& F_{k+2} F_{m}+F_{k+1} F_{m-1} \\
& \quad=\left(F_{k}+F_{k+1}\right) F_{m}+\left(F_{k-1}+F_{k}\right) F_{m-1} \\
& =\left(F_{k} F_{m}+F_{k-1} F_{m-1}\right)+\left(F_{k+1} F_{m}+F_{k} F_{m-1}\right) \\
& =F_{n+k-1}+F_{m+k}\left(\text { by } S_{m}(m+k-1) \text { and } S_{m}(m+k)\right) \\
& =F_{m+k+1},
\end{aligned}
$$

obtain the right side of $S_{m}(m+k+1)$, completing the inductive step.
By an alternative form of mathematical induction, for all $n>m \geq 1, S_{m}(n)$ is true. Since $m \geq 1$ was arbitrary, this completes the solution.

Exercise 353: To be shown is that for any positive integers $m$ and $n, F_{m}$ divides $F_{n m}$. To accomplish this, fix $m \geq 1$ and induct on $n$. For each $n \geq 1$, let $S(n)$ denote the statement that $F_{m}$ divides $F_{m n}$.
Base step: For $n=1, F_{m}$ is identical to $F_{m \cdot 1}$, so the former divides the later and $S(1)$ is then true.

Inductive step: For some fixed $k \geq 1$, suppose that $S(k)$ is true, that is, $F_{m}$ divides $F_{m k}$, say, $q F_{m}=F_{m k}$. To be shown is $S(k+1)$, namely, that $F_{m}$ divides $F_{m(k+1)}$.

By Exercise 352, (with $n$ replaced by $m(k+1)$ ),

$$
\begin{aligned}
F_{m(k+1)} & =F_{m(k+1)-m+1} F_{n}+F_{m(k-1)-m} F_{m-1} \\
& =F_{m k+1} F_{m}+F_{m k} F_{m-1} \\
& \left.-F_{m k+1} F_{m}+q F_{m} F_{m-1} \quad \text { by } S(k)\right\} \\
& =F_{m}\left(F_{m k+1}+q F_{m} 1\right),
\end{aligned}
$$

and so $F_{m}$ divides $F_{m(k+1)}$ as well, proving $S(k+1)$ and thereby completing the inductive step.

By mathematical induction, for all $n \geq 1$, the statement $S(n)$ is truc. Since $m$ was arbitrary, this completes the solution.

Exercise 354: (Cassini's identity) For every $n \geq 1$, let $S(n)$ denote the statement

$$
F_{n-1}^{2} F_{n+1}=F_{n}^{2}+(-1)^{n} .
$$

BASE STEf: $S(1)$ says $F_{0} F_{2}=F_{1}-1$, which is true since both sides are 0 .

Inductive step: For some fixed $k \geq 1$. suppose that

$$
S(k): \quad F_{k-1} F_{k+1}=F_{k}^{2}+(-1)^{k}
$$

is truc. To be proved is

$$
S(k+1): \quad F_{k} F_{k+2}=F_{k+1}^{2}+(-1)^{k+1}
$$

Starting with the left side of $S(k+1)$.

$$
\begin{aligned}
F_{k} F_{k+2} & =F_{k}\left(F_{k}+F_{k+1}\right) \\
& =F_{k}^{2}+F_{k} F_{k+1} \\
& =\left(F_{k-1} F_{k+1}-(1)^{k}\right)+F_{k} F_{k+1} \quad(\text { by } S(k)) \\
& =\left(F_{k-1}+F_{k}\right) F_{k+1}-(-1)^{k} \\
& =F_{k+1} F_{k+1}-(-1)^{k} \\
& =F_{k+1}^{2}+(-1)^{k+1} .
\end{aligned}
$$

This concludes the proof of $S(k+1)$ and hence the inductive step.
Hence, by Ml, for all $n \geq 1$, the statement $S(n)$ is true.
Exercise 355: (Cassini converse) This exercise appeared in [230, 6.44, pp. 314, 553], with the following solution outline; details are added below. The credit given is originally due to Matiiasevich [369].

Outline: Replace the pair $(\ell, m)$ by $(-\ell, m),(\ell,-m)$ or $(-\ell,-m)$ so that $0 \leq$ $\ell \leq m$. The result is clear if $m=\ell$. If $m \geq \ell$, replace ( $\ell, m$ ) by ( $m, m-\ell$ ) and use: induction to show that there is an integer $n$ so that $\ell=F_{n}$ and $m=F_{n+1}$.

Details: Let $M(\ell, m)$ be the statement that if $\ell$ and $m$ are integers such that $\left|m^{2}-\ell m-\ell^{2}\right|=1$, then there exists $n$ so that $\ell= \pm F_{n}$ and $m=+F_{n+1}$. If $M(\ell, m)$ is true, then so are $M(-\ell,-m), M(m,-\ell)$, and $M(-m, \ell)$ (notice the order is switched for the second two) so assume, without loss of generality, that $0 \leq \ell \leq m$.
$M(m, m)$ says that if $\left|m^{2}\right|=1$, then for some $n, m- \pm F_{n}$ and $m= \pm F_{n+1}$. This is clear since if $\left|m^{2}\right|=1$, then $m= \pm 1$; when $m=1$, both $m=F_{1}$ and $m=F_{2}$ hold, and when $m=-1$, both $m=-F_{1}$ and $m=-F_{2}$ hold. So. for every $m$ satisfying the hypothesis of $M(m, m)$, the conclusion of $M(m, m)$ holds.
Inductive step $M(k, m) \rightarrow M(m, m+k)$. For some $k$ and $m$ with $0 \leq k \leq m$, suppose that $M(k, m)$ holds. Suppose that the hypothesis in $M(m, m+k)$ holds, that is, $\left|(m+k)^{2}-m(m+k)-m^{2}\right|=1$. Then $\left|m^{2}-m k-k^{2}\right|=1$ as well, and so by $M(k, m)$ (and since $0 \leq k \leq m$ ), there is an $n$ so that $k=F_{n}$ and $m=F_{n+1}$. Then $k+m=F_{n+2}$ shows that $M(m, m+k)$ holds, finishing the inductive step.

So how does this prove the result? What is the base step? The inductive step above shows that to prove $M(\ell, m)$, with $0 \leq \ell<m$, it suffices to prove $M(m, m-\ell)$. Complete details are left to the reader.

Exercise 356: (Catalan's identity) For $1 \leq r \leq n$, let $C(n, r)$ denote the identity

$$
F_{n}^{2}-F_{n-r} F_{n+r}=(-1)^{n-r} F_{r}^{2}
$$

The solution for all $r$ and $n$ satisfying $1 \leq r \leq n$ is an induction of a special kind, essentially, inducting on $n+r$, but with the restriction that for each $r, n$ must be at least $r$. The induction process can be viewed as follows: if one considers the pairs $(n, r)$ as points in the Cartesian plane, the first step is prove the result when $n=r$, that is, on the line $y=x$. The next step is to prove the result for $r=1$, that is, for points on the line $y=1$. Then, prove the result recursively for points along $y=2$, that is, for $(2,2),(3,2),(4,2), \ldots$, each time using the truth for points $(x, 2),(x, 1)$ and $(x+1,1)$ to prove it for $(x+1,2)$. Then continue along $y=3$, starting with $(4,3)$ and each time, using the three points of the square to the lower left of each $(x, 3)$. The induction then fills in each horizontal row consecutively.

The (equivalent) formulation of $C(n, r)$ preferred in the solution below is

$$
C(n, r): F_{n-r} F_{n+r}=F_{n}^{2}-(-1)^{n-r} F_{r}^{2}
$$

Base step: For any $n \geq 1$ and $r=1, C(n, 1)$ is precisely Cassini's (or Simson's, or Kepler's) identity, proved in Exercise 354. The case when $n=r$ says $0=0$, so for all $r \geq 1, C^{r}(r, r)$ is true.
INDUCTION STEP $C(k, s-1) \wedge C(k, s) \wedge C(k+1, s-1) \rightarrow C(k+1, s)$ : Let $k, s$ be fixed, with $2 \leq s \leq k$, and assume that each of

$$
\begin{aligned}
C(k, s-1) & : F_{k-(s-1)} F_{k+(s-1)}=F_{k}^{2}-(-1)^{k-(s-1)} F_{s-1}^{2} \\
C(k, s): & F_{k-s} F_{k+s}=F_{k}^{2}-(-1)^{k-s} F_{s}^{\prime 2}, \text { and } \\
C(k+1, s-1): & F_{k+1-(s-1)} F_{k|1| s \cdot-1}=F_{k+1}^{2}-(-1)^{k-s+2} F_{s-1}^{2}
\end{aligned}
$$

hold. To complete the inductive step, one must show

$$
C(k+1, s): F_{k+1-s} F_{k+1+s}=F_{k+1}^{2}-(-1)^{k+1-s} F_{s}^{2}
$$

Starting with the left side of $C(k+1, s)$,

$$
\begin{aligned}
& F_{k+1-s} F_{k+1+s} \\
& \quad=F_{k+1-s}\left(F_{k-1+s}+F_{k+s}\right) \\
& \quad=F_{k+1-s} F_{k-1+s}+F_{k \cdot 1-s} F_{k+s} \\
& \quad=F_{k}^{2}-(-1)^{k-(s-1)} F_{s \cdots 1}^{2}+F_{k+1-s}^{\prime} F_{k+s} \quad\left(\mathrm{by} C^{\gamma}(k, s-1)\right) \\
& \quad=F_{k-s} F_{k+s}+(-1)^{k-s} F_{s}^{2}-(-1)^{k-(s-1)} F_{s-1}^{2}+F_{k+1-s}^{2} F_{k+s} \quad(\text { by } C(k, s)) \\
& \quad=\left(F_{k-s}+F_{k+1-s}\right) F_{k+s}+(\cdots 1)^{k-s} F_{s}^{2}-(-1)^{k-(s-1)} F_{s-1}^{2} \\
& \quad=F_{k+2-n s} F_{k+s}+(-1)^{k-s} F_{s}^{2}-(-1)^{k-(s-1)} F_{s-1}^{2} \\
& \quad=F_{k+1-(s-1)} F_{k+1+s \cdots 1}+(-1)^{k-s} F_{s}^{2}-(-1)^{k-(s-1)} F_{s-1}^{2}
\end{aligned}
$$

$$
\begin{aligned}
& =F_{k+1}^{2}-(-1)^{k-s+2} F_{s-1}^{2}+(-1)^{k-s} F_{s}^{2}-(-1)^{k-(s-1)} F_{s-1}^{2} \\
& =F_{k+1}^{2}-(-1)^{k-s+1} F_{s}^{2},
\end{aligned}
$$

which is equal to the right side of $C(k+1, s)$. This completes the inductive step.
By mathematical induction on two variables, for all $n$ and $r$ satisfying $1 \leq r \leq n$, the statement $C(n, r)$ is true.

Exercise 358: Matijasevich's lemma and its proof can be found in [230, pp. 2945]. One proof might begin with: For $n>2$, let $M(n)$ denote the statement " $F_{m}$ is a multiple of $F_{n}^{2}$ if and only if $m$ is a multiple of $n F_{n}$." For each $k=1,2,3, \ldots$, examine $F_{k n}\left(\bmod F_{n}^{2}\right)$, and see when this is zero.

Exercise 359: For every $n \geq 0$, let $S(n)$ denote the statement

$$
F_{0}+F_{1}+F_{2}+\cdots+F_{n}=F_{n+2}-1 .
$$

Base step: $S(0)$ says $F_{0}=F_{2}-1$, which is $0=1-1$, a true statement.
lnductive step: For some fixed $k \geq 0$, suppose that $S(k)$ is true. Then

$$
\begin{aligned}
F_{0}+F_{1}+F_{2}+\cdots+F_{k}+F_{k+1} & =F_{k+2}-1+F_{k+1} \quad(\text { by } S(k)) \\
& =F_{k+1}+F_{k+2}-1 \\
& =F_{k+3}
\end{aligned}
$$

verifies that $S(k+1)$ is also true, completing the inductive step.
Therefore, by MI, for all $n \geq 1$, the statement $S(n)$ is truc.
Exercise 360: For every $n \geq 0$, let $P(n)$ denote the proposition

$$
F_{0}^{2}+F_{1}^{2}+F_{2}^{2}+\cdots+F_{n}^{2}=F_{n} F_{n+1} .
$$

BASE STEP: When $n=0, P(0)$ reads $F_{0}^{2}=F_{0} F_{1}$, which is true since both sides are zero.

Inductive step: For some fixed $m \geq 0$, let the inductive hypothesis be that $P(m)$ is true. To be proved is

$$
P(m+1): \quad F_{0}^{2}+F_{1}^{2}+F_{2}^{2}+\cdots+F_{m+1}^{2}=F_{m+1} F_{(m+1)+1} .
$$

Starting with the left side of $P(m+1$ ), (writing in one more term so that it is clear how to apply the inductive hypothesis)

$$
\begin{aligned}
F_{0}^{2}+F_{1}^{2}+F_{2}^{2}+\cdots+F_{m}^{2}+F_{m+1}^{2} & =F_{m} F_{m+1}+F_{m+1}^{2} \quad(\text { by } S(m)) \\
& =\left(F_{m}+F_{m+1}\right) F_{m+1}
\end{aligned}
$$

$$
\begin{aligned}
& =F_{m+2} F_{m+1} \\
& =F_{m+1} F_{(m+1)+1}
\end{aligned}
$$

This proves $S(m+1)$, concluding the inductive step.
From the principle of mathematical induction, one concludes that $P(n)$ holds for all $n \geq 0$.

Exercise 361: For each $n \geq 1$, let $S(n)$ denote the statement

$$
F_{1}+F_{3}+\cdots+F_{2 n-1}=F_{2 n} .
$$

BASE STEP: $S(1)$ says $F_{1}=F_{2}$, which is correct, both being equal to one.
Inductive step: Fix some $k \geq 1$ and suppose that $S(k)$ is true. It remains to show that

$$
S(k+1): \quad F_{1}+F_{3}+\cdots+F_{2 k-1}+F_{2(k+1)-1}=F_{2(k+1)}
$$

follows. Starting with the left-hand side of $S(k+1)$,

$$
\begin{aligned}
F_{1}+F_{3}+\cdots+F_{2 k-1}+F_{2(k+1)-1} & =\left[F_{1}+F_{3}+\cdots+F_{2 k \cdot 1}\right]+F_{2 k+1} \\
& \cdots F_{2 k}+\digamma_{2 k+1}(\text { by } S(k)) \\
& =F_{2 k+2},
\end{aligned}
$$

which is equal to the right side of $S(k+1)$, thereby finishing the inductive step $S(k) \rightarrow S(k+1)$.

By mathernatical induction, for any positive integer $n$, the statement $S(n)$ is true.

Exercise 362: For each $n \geq 1$, let $A(n)$ be the assertion that

$$
F_{0}+F_{2}+F_{4}+\cdots+F_{2 n}=F_{2 n+1}-1 .
$$

Base step: $A(0)$ says $F_{0}=F_{1}-1$ which is a true statement since $F_{0}=0$ and $F_{1}=1$.

Inductive step: Fix some $j \geq 0$ and suppose that

$$
A(j): \quad F_{0}+F_{2}+F_{1}+\cdots+F_{2 j}=F_{2 j+1} \cdot 1
$$

holds. To be shown is that

$$
A(j+1): \quad F_{0}+F_{2}+F_{4}+\cdots+F_{2(j+1)}=F_{2(j+1)+1} \cdots 1
$$

follows. Starting with the left side of $A(j+1)$ (and rewriting it slightly)

$$
F_{0}+F_{2}+F_{4}+\cdots+F_{2 j}+F_{2 j+2}=F_{2 j+1}-1+F_{2 j+2}(\text { by } A(j))
$$

$$
=F_{2 j+3}-1
$$

one arrives at the right side of $A(j+1)$. This concludes the inductive step.
Therefore, by mathematical induction, for all $n \geq 0, A(n)$ is true.
Exercise 363: For evcry $n \geq 1$, denote the equality in the statement of the exercise by

$$
S(n): \quad F_{1} F_{2}+F_{2} F_{3}+\cdots+F_{2 n-1} F_{2 n}=F_{2 n}^{2} .
$$

BASE STEP: When $n=1, S(1)$ says $F_{1} F_{2}=F_{2}^{2}$, which is correct because $F_{1}=F_{2}=$ 1.

Inductive step: Fix some $k \geq 1$ and assume the inductive hypothesis

$$
S(k): \quad F_{1} F_{2}+F_{2} F_{3}+\cdots+F_{2 k-1} F_{2 k}=F_{2 k}^{2}
$$

to be true. The next statement to be proved is

$$
S(k+1): \quad F_{1} F_{2}+F_{2} F_{3}+\cdots+F_{2 k+1} F_{2 k+2}=F_{2 k+2}^{2} .
$$

Starting from the left side of $S(k+1)$,

$$
\begin{aligned}
& F_{1} F_{2}+F_{2} F_{3}+\cdots+F_{2 k-1} F_{2 k}+F_{2 k} F_{2 k+1}+F_{2 k+1} F_{2 k-2} \\
& \quad=F_{2 k}^{2}+F_{2 k} F_{2 k+1}+F_{2 k+1} F_{2 k+2} \quad(\text { by } S(k) \\
& =F_{2 k}^{2}+F_{2 k} F_{2 k+1}+F_{2 k+1}\left(F_{2 k}+F_{2 k+1}\right) \\
& =F_{2 k}^{2}+F_{2 k} F_{2 k+1}+F_{2 k} F_{2 k+1}+F_{2 k+1}^{2} \\
& =\left(F_{2 k}+F_{2 k+1}\right)^{2} \\
& =F_{2 k+2}^{2},
\end{aligned}
$$

this completes the proof of $S(k+1)$, and hence the inductive step.
By the principle of mathematical induction, for every $n \geq 1, S(n)$ holds.
Exercise 364: For $n \geq 1$, let $A(n)$ be the assertion in the exercise:

$$
A(n): \quad F_{1} F_{2}+F_{2} F_{3}+\cdots+F_{2 n} F_{2 n+1}=F_{2 n+1}^{2}-1
$$

Base step: The statement $A(1)$ says

$$
F_{1} F_{2}+F_{2} F_{3}=F_{3}^{2}-1,
$$

which is true because $1 \cdot 1+1 \cdot 2=2^{2}-1$.
Inductive step: Fix $k \geq 1$ and suppose that $A(k)$ is true. Then

$$
F_{1} F_{2}+F_{2} F_{3}+\cdots+F_{2 k} F_{2 k+1}+F_{2 k+1} F_{2 k+2}+F_{2 k+2} F_{2 k+3}
$$

$$
\begin{aligned}
& =F_{2 k+1}^{2}-1+F_{2 k+1} F_{2 k+2}+F_{2 k+2} F_{2 k+3}(\text { by } A(k)) \\
& =F_{2 k+1}\left(F_{2 k+1}+F_{2 k+2}\right)+F_{2 k+2} F_{2 k+3}-1 \\
& =F_{2 k+1} F_{2 k+3}+F_{2 k+2} F_{2 k+3}-1 \\
& =\left(F_{2 k+1}+F_{2 k+2}\right) F_{2 k+3}-1 \\
& =F_{2 k+3} F_{2 k+3}-1
\end{aligned}
$$

proves $A(k+1)$, completing the inductive step.
By MI, for all $n \geq 1, A(n)$ is true.
Exercise 365: For $n \geq 0$, denote the equation in the exercise by

$$
P(n): \quad F_{n}^{2}+F_{n+1}^{2}=F_{2 n+1} .
$$

Base step: Since $F_{0}^{2}+F_{1}^{2}=0^{2}+1^{2}=1^{2}=F_{1}^{2}, P(0)$ is true.
Inductive step: For some fixed $k$, assume that $P(k)$ is true. To prove

$$
P(k+1): \quad F_{k+1}^{2}+F_{k+2}^{2}=F_{2 k+3},
$$

begin with the left side:,

$$
\begin{aligned}
F_{k+1}^{2}+F_{k+2}^{2} & =F_{k+1}^{2}+\left(F_{k}+F_{k+1}\right)^{2} \\
& =F_{k+1}^{2}+F_{k}^{2}+2 F_{k} F_{k+1}+F_{k+1}^{2} \\
& =\left(F_{k}^{2}+F_{k+1}^{2}\right)+2 F_{k} F_{k+1}+F_{k+1}^{2} \\
& =F_{2 k+1}+2 F_{k} F_{k+1}+F_{k+1}^{2} \quad(\text { by } P(k)) \\
& =F_{2 k+1}+F_{k+1}\left(F_{k+1}-2 F_{k}\right) \\
& \left.=F_{2 k+1}+F_{2 k+2} \quad \text { (by Lemma 12.2.4 with } m=k+1\right) \\
& =F_{2 k+3},
\end{aligned}
$$

which is the right side of $P(k+1)$. This completes the proof of $P(k+1)$ and hence the inductive step.

By mathematical induction, for all $n \geq 0$ the statement $P(n)$ is true.
Exercise 366: This problem is reproduced (with kind permission) from José Espinosa's website [176, No. 25]. The solutions by Naoki Sato give a hint to use the fact that $F_{n}^{2}+F_{n+1}^{2}=F_{2 n+1}$ (which is Exercise 365 here). The inductive solution given by Espinosa relies on Exercise 360 here, and an identity similar to that in Exercise 365 here which itsclf has an inductive proof (in Espinosa's Problem 6. beware of a typo and different notation for Fibonacci numbers; both identities fail as written]. A direct proof is also available using Binet's formula.

Excrcise 367: For every $n \geq 1$, let $S(n)$ denote the statement

$$
\frac{F_{0}}{2}+\frac{F_{1}}{4}+\frac{F_{2}}{8}+\cdots+\frac{F_{n-1}}{2^{n}}=1-\frac{F_{n+2}}{2^{n}} .
$$

Base step: Since $F_{0}=0, F_{1}=1$, and $F_{3}=2$, the statement $S(1)$ says $0+\frac{1}{4}=1-\frac{3}{4}$, a true statement.
Inductive stfe: Fix some $k \geq 1$ and suppose that

$$
S(k): \quad \frac{F_{0}}{2}+\frac{F_{1}}{4}+\cdots+\frac{F_{k-1}}{2^{k}}=1-\frac{F_{k+2}}{2^{k}}
$$

holds. To show

$$
S(k+1): \quad \frac{F_{0}}{2}+\frac{F_{1}}{4}+\cdots+\frac{F_{k}}{2^{k+1}}=1-\frac{F_{k+3}}{2^{k+1}},
$$

start with the left side of $S(k+1)$ :

$$
\begin{aligned}
\frac{F_{0}}{2}+\frac{F_{1}}{4}+\cdots+\frac{F_{k-1}}{2^{k}}+\frac{F_{k}}{2^{k+1}} & =1-\frac{F_{k+2}}{2^{k}}+\frac{F_{k}}{2^{k+1}}(\text { by } S(k)) \\
& =1+\frac{1}{2^{k+1}}\left(-2 F_{k+2}+F_{k}\right) \\
& =1+\frac{1}{2^{k+1}}\left(-2 F_{k+2}+F_{k+2}-F_{k+1}\right) \\
& =1+\frac{1}{2^{k+1}}\left(-F_{k+2}-F_{k+1}\right) \\
& =1-\frac{F_{k+3}}{2^{k+1}}
\end{aligned}
$$

which is the right side of $S(k+1)$. This completes the inductive step $S(k) \rightarrow S(k+1)$.
By mathematical induction, for all $n \geq 1$, the statement $S(n)$ holds.
Excrcise 368: For $n \geq 1$, let $P(n)$ be the proposition

$$
\left[\begin{array}{ll}
1 & 1 \\
1 & 0
\end{array}\right]^{n}=\left[\begin{array}{cc}
F_{n+1} & F_{n} \\
F_{n} & F_{n-1}
\end{array}\right] .
$$

Base step: Since $F_{2}=F_{1}=1$ and $F_{0}=0$, the base case $P(1)$ is true.
Inductive step: For some fixed $k \geq 1$, suppose that $P(k)$ is true. Then

$$
\begin{aligned}
{\left[\begin{array}{ll}
1 & 1 \\
1 & 0
\end{array}\right]^{k+1} } & =\left[\begin{array}{ll}
1 & 1 \\
1 & 0
\end{array}\right]^{k}\left[\begin{array}{ll}
1 & 1 \\
1 & 0
\end{array}\right] \\
& =\left[\begin{array}{cc}
F_{k+1} & F_{k}^{k} \\
F_{k} & F_{k-1}
\end{array}\right]\left[\begin{array}{ll}
1 & 1 \\
1 & 0
\end{array}\right](\text { by } I(k)) \\
& =\left[\begin{array}{cc}
F_{k+1}+F_{k} & F_{k+1} \\
F_{k+1} & F_{k}
\end{array}\right]=\left[\begin{array}{cc}
F_{k+2} & F_{k+1} \\
F_{k+1} & F_{k}
\end{array}\right],
\end{aligned}
$$

which proves $P(k+1)$, completing the inductive step.
Hence, by mathematical induction, for every $n \geq 1, Y(n)$ is true.

Exercise 369: (Binet's formula for Fibonacci numbers) For every $n \geq 0$, let $A(n)$ be the assertion that

$$
F_{n}=\frac{1}{\sqrt{5}}\left[\left(\frac{1+\sqrt{5}}{2}\right)^{n}-\left(\frac{1-\sqrt{5}}{2}\right)^{n}\right] .
$$

Base steps: When $n=0$, the expression on the right side $A(n)$ is 0 , which is $F_{0}$. For $n=1$, it is also not difficult to check that each side of $A(n)$ is 1 .

Inductive step $\left(\left[A(k-1) \wedge A_{k}\right] \rightarrow A(k+1)\right)$ : Suppose that for some fixed $k$, that $A(k-1)$ and $A(k)$ are true. Calculating, (where the second equality below follows from $A(k-1)$ and $A(k))$,

$$
\begin{aligned}
F_{k+1} & =F_{k-1}+F_{k} \\
& =\frac{1}{\sqrt{5}}\left[\left(\frac{1+\sqrt{5}}{2}\right)^{k-1}-\left(\frac{1-\sqrt{5}}{2}\right)^{k-1}\right]+\frac{1}{\sqrt{5}}\left[\left(\frac{1+\sqrt{5}}{2}\right)^{k}-\left(\frac{1-\sqrt{5}}{2}\right)^{k}\right] \\
& =\frac{1}{\sqrt{5}}\left[\left(\frac{1+\sqrt{5}}{2}\right)^{k-1}\left(1+\frac{1+\sqrt{5}}{2}\right)-\left(\frac{1-\sqrt{5}}{2}\right)^{k \cdots 1}\left(1+\frac{1-\sqrt{5}}{2}\right)\right] \\
& =\frac{1}{\sqrt{5}}\left[\left(\frac{1+\sqrt{5}}{2}\right)^{k-1}\left(\frac{3+\sqrt{5}}{2}\right)^{k}-\left(\frac{1-\sqrt{5}}{2}\right)^{k \cdot 1}\left(\frac{3-\sqrt{5}}{2}\right)\right] \\
& =\frac{1}{\sqrt{5}}\left[\left(\frac{1+\sqrt{5}}{2}\right)^{k-1}\left(\frac{1+\sqrt{5}}{2}\right)^{2}-\left(\frac{1-\sqrt{5}}{2}\right)^{k-1}\left(\frac{1-\sqrt{5}}{2}\right)^{2}\right] \\
& =\frac{1}{\sqrt{5}}\left[\left(\frac{1+\sqrt{5}}{2}\right)^{k+1}-\left(\frac{1-\sqrt{5}}{2}\right)^{k+1}\right]
\end{aligned}
$$

so $A(k+1)$ is also true, completing the inductive step.
By mathematical induction, for each $n \geq 0, A(n)$ is true.

Exercise 370: For any non-negative integers $m$ and $n$, let $P(m, n)$ be the proposition

$$
\binom{n}{0} F_{m}+\binom{n}{1} F_{m+1}+\cdots+\binom{n}{n} F_{m+n}=F_{m+2 n}
$$

For each $n, P(0, n)$ is true by Lemma 12.2.5. Here is the similar result when $m=1$ :
Lemma 30.2.1. For $n \geq 0$,

$$
\binom{n}{0} F_{1}+\binom{n}{1} F_{2}+\cdots+\binom{n}{n} F_{n}=F_{2 n+1}
$$

Proof:

$$
\begin{aligned}
\sum_{n=0}^{n}\binom{n}{i} F_{i+1} & =\sum_{n=0}^{n}\binom{n}{i} \frac{1}{\sqrt{5}}\left[\phi_{1}^{i+1}-\phi_{2}^{i+1}\right] \\
& =\frac{1}{\sqrt{5}}\left[\sum_{n=0}^{n}\binom{n}{i} \phi_{1}^{i+1}-\sum_{n=0}^{n}\binom{n}{i} \phi_{2}^{i+1}\right] \\
& =\frac{1}{\sqrt{5}}\left[\phi_{1}\left(1+\phi_{1}\right)^{n}-\phi_{2}\left(1-\phi_{2}\right)^{n}\right] \\
& \left.=\frac{1}{\sqrt{5}}\left[\phi_{1}\left(\phi_{1}^{2}\right)^{n}-\phi_{2}\left(\phi_{2}^{2}\right)^{n}\right] \text { (by eqn }(12.1)\right) \\
& =F_{2 n+1}
\end{aligned}
$$

All is now ready for the inductive proof; fix an arbitrary $n$, and induct on $m$.
Base step: The cases $P(0, m)$ and $P(1, n)$ are handled above, by Lemmas 12.2.5 and 30.2.1.

Inductive step $([P(m, n) \wedge P(m+1, n)] \rightarrow P(m+2, n))$ : Fix some $m \geq 1$, and suppose that both

$$
P(m, n): \quad \sum_{n=0}^{n}\binom{n}{i} F_{m+i}=F_{m+2 n}
$$

and

$$
P(m+1, n): \quad \sum_{n=0}^{n}\binom{n}{i} F_{m+1+i}=F_{m+1+2 n}
$$

hold. Then

$$
\begin{aligned}
\sum_{n=0}^{n}\binom{n}{i} F_{m+2+i} & =\sum_{n=0}^{n}\binom{n}{i}\left(F_{m+i}+F_{m+1+i}\right) \\
& =\sum_{n=0}^{n}\binom{n}{i} F_{m+i}+\sum_{n=0}^{n}\binom{n}{i} F_{m+1+i} \\
& =F_{m+2 n}+F_{m+1+2 n} \quad \text { (by ind. hyp.) } \\
& =F_{m+2+2 n}
\end{aligned}
$$

proves $P(m+2, n)$, completing the inductive step.
Since $n$ was arbitrary, by mathematical induction, for all $m \geq 0$ and all $n \geq 0$, $P(m, n)$ is true.

Exercise 371: For $n \geq 1$, denote the statements by

$$
S(n): \quad \sum_{i=0}^{n}\binom{2 n-i}{i}=F_{2 n+1},
$$

and

$$
T(n): \quad \sum_{i \cdot 0}^{n}\binom{n+1+i}{n-i}=F_{2 n+2}
$$

Proving either one of these statements alone can be challenging, however, if one proves them simultaneously, the task is fairly simple.
L3ASE STEP: $S(1)$ says $\binom{2}{0}+\binom{1}{1}=F_{3}$, which is correct since both sides equal 2 , and $T(1)$ says $\binom{3}{0}+\binom{2}{1}=F_{4}$, again correct since both sides are equal to 3 .
Inductive steps: Fix some $k \geq 1$, and assume that both $S(k)$ and $T(k)$ hold. Showing that $S(k+1)$ and $T(k+1)$ hold is done in two steps, first $[S(k) \wedge T(k)] \rightarrow$ $S(k+1)$, and then $[T(k) \wedge S(k+1)] \rightarrow T(k+1)$. Here are the equations showing the first step; beginning with the left side of $S(k+1)$, take off the first and last summand, and apply Pascal's identity:

$$
\begin{aligned}
\sum_{i=0}^{k+1}\binom{2 k+2-i}{i} & =1+\left[\sum_{i=1}^{k}\binom{2 k+2-i}{i}\right]+1 \\
& =1+\left[\sum_{i=1}^{k}\left(\binom{2 k+1-i}{i-1}+\binom{2 k+1-i}{i}\right)\right]+1 \\
& =\left[\sum_{j=0}^{k-1}\binom{2 k-j}{j}\right]+1+\left(1+\sum_{i=1}^{k} 2 k+1-i\right) \\
& =\sum_{j=0}^{k}\binom{2 k-j}{j}+\sum_{i=0}^{k}\binom{2 k+1-i}{i} \\
& =F_{2 k+1}+F_{2 k+2} \quad(\text { by } S(k) \text { and } T(k) \text { resp. }) \\
& =F_{2 k+3} .
\end{aligned}
$$

giving the right side of $S(k+1)$, completing the step $[S(k) \wedge T(k)] \rightarrow S(k+1)$. The induction hypothesis can be extended to $S(k+1)$ and $T(k)$. Starting with the left side of $T(k+1)$, calculations are simpler than in the above step:

$$
\begin{aligned}
\sum_{i \cdot 0}^{k+1}\binom{2 k+3-i}{i} & =\binom{2 k+3}{0}+\sum_{i=1}^{k+1}\binom{2 k+3-i}{i} \\
& =1+\sum_{i=1}^{k+1}\left(\binom{2 k+2 \cdots i}{i-1}+\binom{2 k+2-i}{i}\right) \\
& =\left[\begin{array}{c}
\left.\sum_{j=0}^{k}\binom{2 k+1-j}{j}\right]+1+\sum_{i=1}^{k+1}\binom{2 k+2-i}{i} \\
\end{array}=\left[\sum_{j=0}^{k}\binom{2 k+1-j}{j}\right]+\sum_{i=0}^{k+1}\binom{2 k+2-i}{i}\right.
\end{aligned}
$$

$$
\begin{aligned}
& =F_{2 k+2}+F_{2 k+3} \quad(\text { by } T(k) \text { and } S(k+1), \text { resp. }) \\
& =\quad F_{2 k+4} .
\end{aligned}
$$

' $\operatorname{This}$ proves that $T(k+1)$ is truc, completing the step $[T(k) \wedge S(k+1)] \rightarrow T(k+1)$.
Thus, by mathematical induction, for all $n \geq 1$, both statements $S(n)$ and $T(n)$ are truc.

Comment: Is there an inductive proof of just one of these statements that does not rely on the other? For example, to prove $S(n)$, one might try expressing a Fibonacci number with an odd index as a sum of others with only odd indices, such as $F_{9}=2 F_{7}+F_{5}+F_{3}+F_{1}$, and proceed using strong induction.

Exercise 372: (Zeckendorf's theorem) Hint: Use a greedy algorithm.
Excrcise 373: For $n \geq 1$, let, $C(n)$ be the claim that the number of binary strings of length $n$ not containing ' 11 " as a substring is $F_{n+2}$. First note that the result in this exercise also follows from Lixercise 380 , (whose proof is considerably more complicated).

BASF CASES: Both binary strings 0 and 1 of length 1 do not contain " 11 ", and since $F_{1+2}=F_{3}-2, C(1)$ is valid. The strings of length $n=2$ not containing " 11 " are $00,01,10$, of which there are $3=F_{4}=F_{2+2}$, and so too $C(2)$ is valid.

Inductive step: For some fixed $k \geq 1$, suppose that the claims $C(k)$ and $C(k+1)$ are true. 'Io be proved is $C(k+2)$. A string of length $k+2$ can begin either with a 0 or a 1 .

If a string of length $k+2$ begius with a 1 , for it to not contain a " 11 " substring, then a 0 must occupy the second position; in this case, the remaining string of length $k$ can not have 11 as a substring, and (by induction assumption $C(k)$ ) there are $F_{k+2}$ such strings.

If a string of length $k+2$ begins with a 0 , then the remaining string of length $k+1$ can be (by induction assumption $C(k+1)$ ) completed in $F_{k+3}$ ways.

So, in all, there are $F_{k+2}+F_{k+3}=F_{k+4}=F_{(k+2)+2}$ strings of length $k+2$ which do not contain " 11 " as a substring; this is precisely the claim $C(k+2)$, finishing the inductive step.

Therefore, by mathematical induction, for every $n \geq 1, C(n)$ is valid.

Exercise 374: This excrcise appeared in [161, 8.11, p. 207]. In the following solution, first a recursion is derived. A string beginning with 0 can be continued in $a_{n-1}$ ways; a string beginning with 100 can be continued in $a_{n-3}$ ways; a string beginning with 1100 can be continued in $a_{n-4}$ ways. Thus

$$
a_{n}=a_{n-1}+a_{n-3}+a_{n-4} .
$$

Working out the first few values, $a_{1}=2, a_{2}=4=F_{2}^{2}, a_{3}=6=F_{3} F_{4}, a_{4}=9=F_{4}^{2}$, and $a_{5}=F_{4} F_{5}$. So one might conjecture that

$$
a_{2 m}=F_{m+2}^{2}, \quad a_{2 m+1}=F_{m+2} F_{m+3} .
$$

In fact, these two can be proved by induction on $m$. If this conjecture is true for all $k<2 m$, then

$$
\begin{aligned}
a_{2 m} & =a_{2 m-1}+a_{2 m-3}+a_{2 m-4} \\
& =F_{m+1} F_{m+2}+F_{m} F_{m+1}+F_{m}^{2} \quad(\text { by III }) \\
& =F_{m+1} F_{m+2}+F_{m}\left(F_{m+1}+F_{m}\right) \\
& =F_{m+1} F_{m+2}+F_{m} F_{m+2} \\
& =\left(F_{m+1}+F_{m}\right) F_{m+2} \\
& =F_{m+2}^{2},
\end{aligned}
$$

and with similar calculations, one shows $a_{2 m+1}=F_{m+2} F_{m+3}$. Hence the conjecture is true for $n=2 m$ and $n=2 m+1$, completing the inductive step, and hence the proof of the conjecture in general.

Exercise 377: Use strong induction on $k$ ?
Exercise 378: Use Exercise 377 and Binet's formula. If $m=1$, then $k=0=$ $\log _{\phi}(1)$ and the result holds. If $m \geq 2$ then $k \geq 1$, and using the approximation $\frac{1-\sqrt{5}}{2}<0.6 \leq(0.3) m$,

$$
\phi^{k+1}<\sqrt{5} m+(0.3) m=(\sqrt{5}+0.3) m .
$$

Taking logarithms,

$$
\begin{aligned}
k+1 & =\log _{\phi}\left(\phi^{k+1}\right) \\
& <\log _{\phi}((\sqrt{5}+0.3) m) \\
& =\log _{\phi}(\sqrt{5}+0.3)+\log _{\phi}(m) \\
& <2+\log _{\phi}(m),
\end{aligned}
$$

and so $k<\log _{\phi}(m)+1$.
Exercise 379 (Lamé's Theorem): Proof outline: The proof is by induction on $N$. For $N=1, m \leq 9$, and so by Exercise 378, the Euclidean algorithm computes $\operatorname{gcd}(m, n)$ in at most $\left\lfloor\log _{\phi}(9)\right\rfloor+1=5$ steps.

To prove the inductive step, increasing the number of digits of $m \geq 9$ increases the number of steps by at most five since

$$
\log _{\phi}(10 m+9) \leq \log _{\phi}(11 m)=\log _{\phi}(11)+\log _{\phi}(m),
$$

and $\log _{\phi}(11)<5$.
Exercise 380: This problem appears in [6, Ex. 8, p. 98]. Note that the final conclusion follows directly from Exercise 373 because there is a one-to-one correspondence between binary words of length $n$ and subsets of $\{1,2, \ldots, n\}$. For example, 0111 corresponds to the subset $\{2,3,4\}$ of $\{1,2,3,4\}$ : the corresponding binary vector ( $0,1,1,1$ ) is called the characteristic vector for the subset. So a binary word with consecutive 1 's corresponds directly to a subset, with consecutive integers. The solution provided here is slightly different than the one for Exercise 373.

Let $a_{n, k}$ be the number of $k$-subsets of $\{1,2, \ldots, n\}$ which do not contain a pair of consecutive integers. Consider the statements

$$
S(n, k): \quad a_{n, k}=\binom{n-k+1}{k},
$$

and

$$
S(n): \quad \sum_{k \geq 0} a_{n, k}=F_{n+2} .
$$

To see $S(n, k)$, proceed by induction on both $n$ and $k$.
Base Cases: When $n=0$, there is only one 0 -subset (namely the emply set), and for $k \geq 1$, there are no $k$-subsets, so $a_{0,0}-1=\binom{0-0+1}{0}$ and for $k \geq 1, a_{0, k}=0=$ $\binom{-k+1}{k}=0$. Also, for each $n \geq 1, a_{n, 0}=1=\binom{n-0+1}{0}$ and $a_{n, 1}=n=\binom{n+1-1}{1}$. So it is shown that for all $n \geq 0, k \geq 0, S(0, k), S(1, k), S(n, 0)$, and $S(n, 1)$ are all true.
Induction step: For some $n \geq 2$ and $k \geq 1$, assume that both $S(n-2, k-1)$ and $S(n-1, k)$ hold. Examine a $k$-set $\left\{x_{1}, x_{2}, \ldots, x_{k}\right\}$ from $\{1,2, \ldots, n\}$ that contains no consecutive integers. If $x_{k}-n$, then there are $a_{n-2, k-1}$ way's to select $x_{1} \ldots, x_{k-1}$ since $n-1$ then can not be one of the remaining $x_{i}$ 's. If $n \notin\left\{x_{1}, \ldots, x_{k}\right\}$, then there are $a_{n-1, k}$ ways to select the $x_{i}$ 's. Hence,

$$
\begin{aligned}
a_{n, k} & =a_{n-2, k-1}+a_{n-1, k} \\
& =\binom{n-2 \cdots(k-1)+1}{k-1}+\binom{n-1-k+1}{k} \quad \text { (by ind. hyps.) } \\
& =\binom{n-k}{k-1}+\binom{n-k}{k} \\
& =\binom{n-k+1}{k}, \quad \text { (by Pascal's identity) }
\end{aligned}
$$

proving $S(n, k)$, completing the inductive step $S(n-2, k \cdots 1) \wedge S(n-1, k) \rightarrow S(n, k)$.
By mathematical induction, $S(n, k)$ is true for all $n, k \geq 0$.
Note: The reader might check that the above base cases and inductive steps actually prove $S(n, k)$ for all $n, k$. The idea is to first induct on $n$ for fixed $k$ and
$k-1$, then induct on $k$. For example, if one wanted to see that $S(6,3)$ is true, proceed with implications as follows:

$$
\begin{aligned}
& S(0,1) \wedge S(1,2) \rightarrow S(2,2) \\
& S(1,1) \wedge S(2,2) \rightarrow S(3,2) \\
& S(2,1) \wedge S(3,2) \rightarrow S(4,2) \\
& S(3,1) \wedge S(4,2) \rightarrow S(5,2) \\
& S(0,2) \wedge S(1,3) \rightarrow S(2 ; 3) \\
& S(1,2) \wedge S(2,3) \rightarrow S(3,3) \\
& S(2,2) \wedge S(3,3) \rightarrow S(4,3) \\
& S(3,2) \wedge S(4,3) \rightarrow S(5,3) \\
& S(4,2) \wedge S(5,3) \rightarrow S(6,3) \text {. }
\end{aligned}
$$

For $n \geq 0$, prove $S(n)$ by induction:
Base step: For $n=0$,

$$
\sum_{k \geq 0}\binom{1 \cdots-k}{k}=\binom{1}{0}=1+0=1=F_{2},
$$

so $S(0)$ is true. For $n=1$,

$$
\sum_{k \geq 0}\binom{2-k}{k}=\binom{2}{0}+\binom{1}{1}+\binom{0}{2}=1+1+0=2=F_{3},
$$

so $S(1)$ also holds.
Inductive step: Let $n \geq 2$ and assume that both $S(n-2)$ and $S(n-1)$ are true, that is, both

$$
\sum_{j \geq 0}\binom{n-2-j+1}{j}=F_{n} \quad \text { and } \quad \sum_{k \geq 0}\binom{n-1-k+1}{k}=F_{n+1} .
$$

Then

$$
\begin{aligned}
\sum_{k \geq 0}\binom{n-k+1}{k} & =\sum_{k \geq 0}\left[\binom{n-k}{k}+\binom{n-k}{k-1}\right] \\
& =\sum_{k \geq 0}\binom{n-k}{k}+\sum_{k \geq 0}\binom{n-k}{k-1} \\
& =\sum_{k \geq 0}\binom{n-k}{k}+\sum_{k \geq 1}\binom{n-k}{k-1}
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{k \geq 0}\binom{n-k}{k}+\sum_{j \geq 0}\binom{n-j-1}{j} \\
& =F_{n+1}+F_{n} \\
& =F_{n+2}
\end{aligned}
$$

shows that $S(n)$ also holds.
By induction, for each $n \geq 0$, the statement $S(n)$ is true.
Exercise 381: This problem appears in [6, Ex. 10, p. 98]. To be shown is that $\sum_{k}\binom{n}{k} F_{m+k}$ is always a Fibonacci number. First, make clear what the sum ranges over: If $0 \leq k \leq n$, then $\binom{n}{k}$ is non-zero; if $k<0$, the binomial coefficient is undefined and if $k>n$, then $\binom{n}{k}=0$, so one might try to show that $\sum_{k=0}^{n}\binom{n}{k} F_{m+k}$ is always a Fibonacci number.

One approach is to guess what Fibonacci number is obtained from this sum, and then prove this by induction. It seems natural to ask "Docs one have to explicitly find which Fibonacci number is arrived at?" The answer is "perhaps not", however, I couldn't see any other way; this exercise might be possible to solve without answering this question.

With $n-1$, the expression $\sum_{k=0}^{n}\binom{n}{k} F_{m+k}$ is $F_{m}+F_{m+1}=F_{m+2}$. With $n=2$,

$$
\begin{aligned}
\binom{2}{0} F_{m}+\binom{2}{1} F_{m+1}+\binom{2}{2} F_{m+2} & =F_{m}+2 F_{m+1}+F_{m+2} \\
& =\left(F_{m}+F_{m+1}\right)+\left(F_{m+1}+F_{m+2}\right) \\
& =F_{m+2}+F_{m+3} \\
& =F_{m+4}
\end{aligned}
$$

Similarly (with quite a few more lines of computation) with $n=3$, one arrives at $F_{m \not f 6}$. One might then conjecture that

$$
S(m, n): \quad \sum_{k=0}^{n} F_{m+k}=F_{m+2 n}
$$

is the rule, as it holds for any $m \geq 0$ and $n=1,2,3$. Inducting on $n$, a bit of a trick is involved. As is often the case with identities for Fibonacei numbers, two statements are needed in the inductive hypothesis, but rather than fixing an $m$ and proving $S(m, n-1) \wedge S(m, n) \rightarrow S(m, n+1)$, usc $S(m, n)$ and $S(m+1, n)$ to get $S(m, n+1)$ :
Base step: For all $m$, the statements $S(m, 1)$ and $S(m, 2)$ are true as verified above.

Induction step: Let $p \geq 2$ and let $m \geq 1$ be arbitrary, but fixed. Assume that both $S(m, p)$ and $S(m+1 . p)$ are true, that is, assume that $\sum_{k=0}^{n}\binom{n}{p} F_{m+p}=F_{m+2 p}$
and $\sum_{k=0}^{p}\binom{p}{k} F_{m+1+p}=F_{m+1+2 p}$. Fo show that $S(m, p+1)$ follows,

$$
\begin{aligned}
\sum_{i=0}^{p+1}\binom{p+1}{k} F_{m+i} & =F_{m}+\left(\sum_{i=1}^{p}\binom{p+1}{i} F_{m+i}\right)+F_{m+1+p} \\
& -F_{m}+\left(\sum_{i=1}^{p}\left[\binom{p}{i}+\binom{p}{i-1}\right] F_{m+i}\right)+F_{m+1+p} \\
& =F_{m}+\left(\sum_{i=1}^{p}\binom{p}{i} F_{m+i}\right)+\left(\sum_{i=1}^{p}\binom{p}{i-1} F_{m+i}\right)+F_{m+1+p} \\
& =\sum_{i=0}^{p}\binom{p}{i} F_{m+i}+\left(\sum_{j=0}^{p-1}\binom{p}{j} F_{m+j+1}\right)+F_{m+1+p} \\
& =\sum_{i=0}^{p}\binom{p+1}{i} F_{m+i}+\sum_{j=0}^{p} F_{m+1+j} \\
& =F_{m+2 p}+F_{m+1+2 p} \quad(b y S(m, n) \text { and } S(m+1, n)) \\
& =F_{m+2 p+2}
\end{aligned}
$$

which proves $S(m, p+1)$, completing the inductive step $S(m, p) \wedge S(m+1, n) \rightarrow$ $S(m, p+1)$.

Thus, by mathematical induction (inducting on $n$ ), for every $m \geq 0$ and $n \geq 1$, the sum $\sum_{k=0}^{n}\binom{n}{k} F_{m+k}$ is a Fibonacci number, in particular, $F_{m+2 n}$.

Exercise 382: For each $n=1,2,3, \ldots$ let $S(n)$ be the statement that the net resistance $R_{n}$ between points $A$ and $B$ in $F C(n)$ is

$$
R_{n}=\frac{F_{2 n+1}}{F_{2 n}}
$$

BASE SIEP: Since $F C(n)$ has only two resistors in series, $R_{1}=2=\frac{2}{1}=\frac{F_{3}}{F_{2}}$, so $S(1)$ is true.

Inductive step: Fix some $k \geq 1$ and assume that $S(k)$ is true, namely that $R_{k}=\frac{F_{2 k+1}}{F_{2 k}}$. To prove $S(k+1)$, one must show that

$$
R_{k+1}=\frac{F_{2 k+3}}{F_{2 k+2}}
$$

Let $F C(k)$ be drawn (or fixed) with points $A$ and $B$ as per the diagram in the question. Form the circuit $F C(k+1)$ by adding two resistors on the left of $F C(k+1)$, one resistor joining $A$ and $B$. the other to the left of $A$, and extending the ground wire to the left, thereby determining new measuring points $A^{\prime}$ and $B^{\prime}$ with net resistance between $A^{\prime}$ and $B^{\prime}$ being $R(k+1)$.

The resistance now between $A$ and $B$ is (by Kirchoff's law)

$$
\frac{1 \cdot R_{k}}{1+R_{k}}
$$

Together with the new resistor on the left, the net resistance between $A^{\prime}$ and $B^{\prime}$ is

$$
\begin{aligned}
R_{k+1} & =1+\frac{1 \cdot R_{k}}{1+R_{k}} \\
& =1+\frac{\frac{F_{2 k+1}}{F_{2 k}}}{1+\frac{F_{2 k+1}}{F_{2 k}}} \\
& =2-\frac{1}{1+\frac{F_{2 k}}{F_{2 k+1}}} \\
& =2-\frac{F_{2 k}}{F_{2 k}+F_{2 k+1}} \\
& =2 \cdots \frac{F_{2 k}}{F_{2 k+2}} \\
& =\frac{2 F_{2 k+2}-F_{2 k}}{F_{2 k+2}} \\
& =\frac{F_{2 k+3}}{F_{2 k+2}}
\end{aligned}
$$

which agrees with $S(k+1)$, completing the inductive step.
By mathematical induction, for all $n$, the statement $S(n)$ is true.
Exercise 384: See [328, Lemma 34.1, pp. $408-409$ ] for a proof [which I have not: scen] and [410] for related discussion.

### 30.3 Solutions: Lucas numbers

Exercise 385: For every $n \geq 1$, let $S(n)$ be the statement that $L_{n}=F_{n-1}+F_{n+1}$.

Base step: Since $L_{1}=1=0+1+F_{0}+F_{2}$ and $L_{3}=3=1+2=F_{1}+F_{3}: S(1)$ and $S(2)$ hold.

INIUUCTIVF STEP: Let $k \geq 2$ and suppose that both $S(k-1)$ and $S(k)$ hold. To show that $S(k+1)$ holds,

$$
\begin{aligned}
L_{k+1} & =I_{k-1}+L_{k} & & \text { (by definition of } \left.L_{k+1}\right) \\
& =F_{k-2}+F_{k}+F_{k-1}+F_{k+1} & & \text { (by } S(k-1) \text { and } S(k)) \\
& =\left(F_{k-2}+F_{k-1}\right)+\left(F_{k}+F_{k+1}\right) & &
\end{aligned}
$$

$$
=F_{k}+F_{k+2}
$$

Thus, $S(k+1)$ holds, completing the inductive step.
By mathematical induction, for each $n \geq 1$, the statement $S(n)$ is true.
Exercise 386: For every $n \geq 0$, let $S(n)$ be the statement that $F_{n}+L_{n}=2 F_{n+1}$.
Base step: Since $F_{0}+L_{0}=0+2=2 \cdot 1=2 F_{1}$ and $F_{1}+L_{1}=1+1=2 \cdot 1=2 F_{1}$, $S(0)$ and $S(1)$ both hold.

Inductive step: For some fixed $k \geq 2$, suppose that both $S(k-1)$ and $S(k)$ holds. To show that $S(k+1)$ holds,

$$
\begin{aligned}
F_{k+1}+L_{k+1} & =F_{k}+F_{k-1}+L_{k}+L_{k-1} & & \text { (by the recursive definitions) } \\
& =F_{k}+L_{k}+F_{k-1}+L_{k-1} & & \\
& =2 F_{k+1}+2 F_{k} & & \\
& =2\left(F_{k+1}+F_{k}\right) & & \\
& =2 F_{k+2} . & &
\end{aligned}
$$

Thus, $S(k+1)$ holds, completing the inductive step.
By MI, for each $n \geq 0, S(n)$ holds.
Note: This result also has a non-inductive proof using Exercise 385: For $n \geq 1$, $F_{n}+L_{n}=F_{n}+F_{n-1}+F_{n+1}=F_{n+1}+F_{n+1}=2 F_{n+1}$.

Exercise 387: For every $n \geq 1$, let $S(n)$ be the statement that

$$
L_{n-1} L_{n+1}-L_{n}^{2}=5(-1)^{n+1} .
$$

Base step: Since $L_{0} L_{2}-L_{1}^{2}=2 \cdot 3-1^{2}=5=5(-1)^{1+1}$ : $S(1)$ holds.
Inductive stife: Let $k \geq 1$ and assume that $S(k)$ holds. Then

$$
\begin{array}{rlr}
L_{k} L_{k+2}-L_{k+1}^{2} & =L_{k} L_{k+2}-L_{k} L_{k+1}+L_{k} L_{k+1}-L_{k+1}^{2} \\
& =L_{k}\left(L_{k+2}-L_{k+1}\right)+L_{k+1}\left(L_{k}-L_{k+1}\right) \\
& =L_{k}\left(L_{k+1}+L_{k}-L_{k+1}\right)+L_{k+1}\left(L_{k} \cdots L_{k}-L_{k-1}\right) \\
& =L_{k} L_{k}-L_{k+1} L_{k-1} \\
& =(-1)\left(L_{k+1} L_{k-1}-L_{k}^{2}\right) \\
& =(-1) 5(-1)^{k+1} \\
& =5(-1)^{k+2} . & \text { (by } S(k)) \\
\end{array}
$$

Thus, $S(k+1)$ holds, completing the inductive step.
By mathematical induction, for each $n \geq 1, S(n)$ is true.

Exercise 388: For $n \geq 1$, let $S(n)$ be the statement that $\sum_{i=1}^{n} L_{i}=L_{n+2}-3$.
Base step: Since $I_{1}=2=5-3=L_{3}-3, S(1)$ holds.
Inductive step: Suppose that for some $k \geq 1, S(k)$ holds. Then,

$$
\begin{align*}
\sum_{i=1}^{k+1} I_{i} & =\sum_{i=1}^{k} L_{i}+L_{k+1} \\
& =L_{k+2}-3+L_{k+1}  \tag{k}\\
& =L_{k+3}-3
\end{align*}
$$

and hence $S(k+1)$ holds, completing the inductive step.
By mathematical induction, for each $n \geq 1$, the equality $S(n)$ holds.
Exercise 389: For $n \geq 1$, let $I(n)$ be the identity $L_{n}+2 L_{n+1}=L_{n+3}$.
BASE STEP: Since $L_{1}+2 L_{2}=1+2 \cdot 3=7=L_{4}$ and $L_{2}+2 L_{3}=3+2 \cdot 4=11=L_{5}$, both $I(1)$ and $I(2)$ hold.
Inductive step: Let $k \geq 2$ and suppose that both $I(k-1)$ and $I(k)$ hold. Then,

$$
\begin{array}{rlrl}
L_{k+1}+2 L_{k+2} & =L_{k}+L_{k-1}+2\left(L_{k-1}+L_{k}\right) & & \text { (by the recursive definition) } \\
& =L_{k}+2 L_{k+1}+L_{k-1}+2 L_{k} \\
& =L_{k+3}+L_{k+2} & & \\
& =L_{k+4}, & &
\end{array}
$$

and so $I(k+1)$ holds. The inductive step $[I(k-1) \wedge I(k)] \rightarrow I(k+1)$ is complete.
By mathematical induction, for each $n \geq 1, I(n)$ is correct.
Exercise 390: For $n \geq 1$, let $S(n)$ be the statement that $\sum_{i=1}^{n} L_{i}^{2}=L_{n} L_{n+1}-2$. BaSE STEP: Since $L_{1}^{2}=1^{2}=1 \cdot 3-2=L_{1} L_{2}-2$, the statement $S(1)$ holds. Inductive step: Fix $k \geq 1$ and assume that $S(k)$ holds. Then,

$$
\begin{aligned}
\sum_{i=1}^{k+1} L_{i}^{2} & =\sum_{i=1}^{k} L_{i}^{2}+L_{k+1}^{2} \\
& =L_{k} L_{k+1}-2+L_{k+1}^{2} \quad \quad(\text { by } S(k)) \\
& =L_{k+1}\left(L_{k+1}+L_{k}\right)-2 \\
& =L_{k+1} L_{k!2}-2
\end{aligned}
$$

proving that $S(k+1)$ holds, completing the inductive step.
By the principle of mathematical induction, for each $n \geq 1, S(n)$ is true.

Exercise 391: For $n \geq 1$, let $A(n)$ be the assertion that

$$
2 \sum_{i=0}^{n} L_{3 i}=1+L_{3 n+2}
$$

Base step: Since $2\left(L_{0}+L_{3}\right)=2(2+4)=12=1+11=1+L_{5}, A(1)$ holds. Inductive step: Let $k \geq 1$ and assume that $A(k)$ holds. Then

$$
\begin{align*}
2 \sum_{i=1}^{k+1} L_{3 i} & =2 \sum_{i=1}^{k} L_{3 i}+2 L_{3 k+3} \\
& =1+L_{3 k+2}+L_{3 k+3}+L_{3 k+3}  \tag{k}\\
& =1+L_{3 k+4}+L_{3 k+3} \\
& =1+L_{3 k+5}=1+L_{3(k+1)+2}
\end{align*}
$$

and therefore $A(k+1)$ follows, completing the inductive step.
By MI, for each $n \geq 1$, the assertion $A(n)$ is true.
Exercise 392: For each $n \geq 1$, let $S(n)$ be the statement that $5 F_{n+2}=L_{n+4}-L_{n}$. BaSE STEP: Since $5 F_{3}=5 \cdot 2=10=11-1=L_{5}-L_{1}$ and $5 F_{4}-5 \cdot 3=15=$ $18-3=L_{6} \cdot L_{2}$, both $S(1)$ and $S(2)$ hold.

Inductive step: Fix $k \geq 2$, and assume that both $S(k-1)$ and $S(k)$ hold. Then, starting with the right side of $S(k+1)$,

$$
\begin{array}{rlr}
L_{k+5}-L_{k+1} & =\left(L_{k+4}+L_{k+3}\right)-\left(L_{k}+L_{k-1}\right) \\
& =\left(L_{k+4}-L_{k}\right)+\left(L_{k+3}-L_{k-1}\right) \\
& \left.=5 F_{k+2}+5 F_{k+1} \quad \text { (by } S(k-1) \text { and } S(k)\right) \\
& =5\left(F_{k+2}+F_{k+1}\right) \\
& =5 F_{k+3}, &
\end{array}
$$

which is the left side of $S(k+1)$, completing the inductive step.
By mathematical induction, for each $n \geq 1$, the equality $S(n)$ holds.

### 30.4 Solutions: Harmonic numbers

Exercise 395: To see that the harmonic series diverges, it suffices to show that for any $n \in \mathbb{Z}^{+}$, there exists an $m$ so that $H_{m} \geq n$. To see this, partition the series into groups, each group totalling at least. $1 / 2$ as follows:

$$
1+\frac{1}{2}+\underbrace{\frac{1}{3}+\frac{1}{4}}_{\geq 1 / 2}+\underbrace{\frac{1}{5}+\cdots+\frac{1}{8}}_{\geq 1 / 2}+\underbrace{\frac{1}{9}+\ldots+\frac{1}{16}}_{\geq 1 / 2}+\cdots ;
$$

the number of groups can be made as large as necessary. To formalize this idea, for each $k \geq 1$,

$$
\sum_{i=2^{k}+1}^{2^{k+1}} \frac{1}{i} \geq \sum_{i=2^{k}+1}^{2^{k+1}} \frac{1}{2^{k+1}}=\left(2^{k+1}-2^{k}\right) \frac{1}{2^{k+1}}=\frac{1}{2}
$$

Claim: for each $p \geq 0$,

$$
S(p): \quad H_{2^{p}} \geq 1+\frac{p}{2} .
$$

Proving this claim proves what is desired in this exercise, since for every $n$, choose $p$ so large that $1+\frac{p}{2} \geq n$, and then use $m=2^{p}$. Here is an inductive proof of the claim:
Base step: When $p=0, H_{1} \geq 1$ confirms that $S(0)$ is true.
Induction ster: Fix some $\ell \geq 0$, and assume that $S(\ell)$ is truc. To show that $S(\ell+1)$ follows,

$$
\begin{aligned}
H_{2^{\ell+1}} & =H_{2^{\ell}}+\sum_{i=22^{i}+1}^{2^{\ell+1}} \frac{1}{i} \\
& \geq H_{2^{\ell}}+\frac{1}{2} \text { (by fact abovc) } \\
& \left.\geq 1+\frac{\ell}{2}+\frac{1}{2} \text { (by } S(\ell)\right) \\
& =1+\frac{\ell+1}{2}
\end{aligned}
$$

which completes the inductive step.
By mathematical induction, for every $p \geq 0$, the statement $S(p)$ holds true.
So, for every $n$, there exists an $m$ so that $H_{m} \geq n$. In other words, $\lim _{m \rightarrow \infty} H_{m}=$ $\infty$.

Exercise 396: The following identity simplifies the inductive step below:
Lemma 30.4.1. For any positive integer $n$,

$$
\begin{equation*}
\sum_{i=1}^{n} \frac{(-1)^{2-1}}{i}\binom{n}{i-1}=\frac{1}{n+1} . \tag{30.1}
\end{equation*}
$$

Proof: Fxpanding $(1-1)^{n+1}$ using the binomial theorem,

$$
\begin{aligned}
0 & -(1-1)^{n+1} \\
& =\sum_{i=0}^{n+1}(-1)^{i}\binom{n+1}{i}
\end{aligned}
$$

$$
\begin{aligned}
& =1+\sum_{i=1}^{n+1}(-1)^{i}\binom{n+1}{i} \\
& =1+\sum_{i=1}^{n+1}(-1)^{i} \frac{n+1}{i}\binom{n}{i-1} \quad(\text { by cq'ı }(9.4)) \\
& =1+(n+1) \sum_{i=1}^{n+1} \frac{(-1)^{i}}{i}\binom{n}{i-1}
\end{aligned}
$$

so

$$
1=(n+1) \sum_{i=1}^{n+1} \frac{(-1)^{i-1}}{i}\binom{n}{i-1}
$$

which gives (30.1).
For $n \geq 1$, consider the statement

$$
S(n): \quad H_{n}=\sum_{i=1}^{n} \frac{(-1)^{i-1}}{i}\binom{n}{i}
$$

Base step: $S(1)$ says that $H_{1}=\frac{(-1)^{0}}{1}\binom{1}{1}$, which is correct.
Inductive step: Fix some $k \geq 1$ and assume that

$$
S(k): \quad H_{k}=\sum_{i=1}^{k} \frac{(-1)^{i-1}}{i}\binom{k}{i}
$$

holds. To complete the induction step, it suffices to show

$$
S(k+1): \quad u_{k+1}=\sum_{i=1}^{k+1} \frac{(-1)^{i-1}}{i}\binom{k+1}{i}
$$

Starting with the right-hand side of $S(k+1)$,

$$
\begin{align*}
& \sum_{i=1}^{k+1} \frac{(-1)^{i-1}}{i}\binom{k+1}{i} \\
& =\left[\sum_{i=1}^{k} \frac{(-1)^{i-1}}{i}\binom{k+1}{i}\right]+\frac{(-1)^{k}}{k+1} \\
& =\left[\sum_{i=1}^{k} \frac{(-1)^{i-1}}{i}\left(\binom{k}{i}+\binom{k}{i-1}\right)\right]+\frac{(-1)^{k}}{k+1}  \tag{Pascal'sid.}\\
& =\left[\sum_{i=-1}^{k} \frac{(-1)^{i-1}}{i}\binom{k}{i}\right]+\left[\sum_{i=1}^{k} \frac{(-1)^{i-1}}{i}\binom{k}{i-1}\right]+\frac{(-1)^{k}}{k+1}
\end{align*}
$$

$$
\begin{align*}
& =H_{k}+\left[\sum_{i=1}^{k} \frac{(-1)^{i-1}}{i}\binom{k}{i-1}\right]+\frac{(-1)^{k}}{k+1}  \tag{k}\\
& =H_{k}+\sum_{i=1}^{k+1} \frac{(-1)^{i-1}}{i}\binom{k}{i-1} \\
& =H_{k}+\frac{1}{k+1}  \tag{30.1}\\
& =H_{k+1} .
\end{align*}
$$

which is the left side of $S(k+1)$, completing the inductive step $S(k) \rightarrow S(k+1)$. By MI, for each $n \geq 1, S(n)$ is true.

Exercise 397: For each $n \geq 1$, denote the assertion in the exercise by

$$
A(n): \quad H_{1}+H_{2}+\cdots+H_{n}=(n+1) H_{n}-n .
$$

Base step: Since $A(1)$ says $H_{1}=2\left(H_{1}-1\right)$; this is easily verified.
Inductive step: Suppose that for some $\ell \geq 1, A(\ell)$ is true. Then

$$
\begin{aligned}
\sum_{i=1}^{\ell+1} H_{i} & =(\ell+1) H_{\ell}-\ell+H_{\ell+1}(\text { by } A(\ell)) \\
& =(\ell+1)\left[H_{\ell+1}-\frac{1}{\ell+1}\right]-\ell+I H_{\ell+1} \\
& =(\ell+2) H_{\ell+1}-(\ell+1)
\end{aligned}
$$

shows that $A(\ell+1)$ is true also. This completes the inductive step.
So by MI, for every $n \geq 1$, the statement $A(n)$ holds.
Exercise 398: (Outline) This appeared as an exercise in [6, p. 99, 12(iv)]. For $n \geq 1$, denote the statement in the exercise by

$$
S(n): \quad 1+\frac{n}{2} \leq H_{2^{n}} \leq 1+n .
$$

Since the left-hand inequality in $S(n)$ was proved in Exercise 395 (by induction), it remains to prove the right-hand inequality.

Hint: In Exercise 395, one relied on the inequality

$$
\sum_{i=2^{k+1}}^{2^{k+1}} \frac{1}{i} \geq \frac{1}{2}
$$

The remaining inequality in this exercise is based on a similar trick, something like

$$
\sum_{i=2^{k}+1}^{2^{k+1}} \frac{1}{i} \leq 1
$$

Exercise 399: To be shown that for $n \geq 1$,

$$
S(n): \quad \sum_{k=1}^{n} k H_{k}=\frac{n(n+1)}{2} H_{n+1}-\frac{n(n+1)}{4} .
$$

BASE STEP: $S(1)$ says $H_{1}=\frac{1 \cdot 2}{2} H_{2}-\frac{1 \cdot 2}{4}$, that is, $1=1(3 / 2)-(1 / 2)$, which is correct. Inductive step: Fix $m \geq 1$, and suppose that

$$
S(m): \quad \sum_{k=1}^{m} k H_{k}=\frac{m(m+1)}{2} H_{m+1}-\frac{m(m+1)}{4}
$$

is true. It remains to show that.

$$
S(m+1): \sum_{k=1}^{m+1} k H_{k}=\frac{(m+1)(m+2)}{2} H_{m+2}-\frac{(m+1)(m+2)}{4}
$$

follows. Beginning with the left side of $S(m+1)$.

$$
\begin{align*}
\sum_{k=1}^{m+1} k H_{k} & =\sum_{k=1}^{m} k H_{k}+(m+1) H_{m+1} \\
& =\frac{m(m+1)}{2} H_{m+1}-\frac{m(m+1)}{4}+(m+1) H_{m+1} \quad \text { (by IH) }  \tag{byH}\\
& =\frac{(m+2)(m+1)}{2} H_{m+1}-\frac{m(m+1)}{4} \\
& =\frac{(m+1)(m+2)}{2}\left(H_{m+2}-\frac{1}{m+2}\right)-\frac{m(m+1)}{4} \\
& =\frac{(m+1)(m+2)}{2} H_{m+2}-\frac{m+1}{2}-\frac{m(m+1)}{4} \\
& =\frac{(m+1)(m+2)}{2} H_{m+2}-\frac{2(m+1)+m(m+1)}{4}
\end{align*}
$$

Excrcise 400: This has appeared in many places, for example, [350, Ex. 66]. For $n \geq 2$, denote the statement in the exercise by

$$
S(n): \quad \sum_{i=2}^{n} \frac{1}{i(i-1)} I I_{i}=2-\frac{1}{n+1}-\frac{H_{n+1}}{n} .
$$

BASE STEP: $S(2)$ says $\frac{1}{2} H_{2}=2-\frac{H_{3}}{2}-\frac{1}{3}$, and since each side works out to $3 / 4$, $S(2)$ is true.
Inductive step: Let $k \geq 2$, and suppose that $S(k)$ is true. Then

$$
\begin{aligned}
\sum_{i=2}^{k+1} \frac{1}{(i-1) i)} H_{i} & =\left(\sum_{i=2}^{k} \frac{1}{(i-1) i} H_{i}\right)+\frac{1}{k(k+1)} H_{k+1} \\
& =2-\frac{H_{k+1}}{k}-\frac{1}{k+1}+\frac{1}{k(k+1)} H_{k+1} \quad(\text { by } \mathrm{IH}) \\
& =2-\left(\frac{1}{k}-\frac{1}{k(k+1)}\right) H_{k+1}-\frac{1}{k+1} \\
& =2-\frac{1}{k+1} H_{k+1}-\frac{1}{k+1} \\
& =2-\frac{1}{k+1}\left(H_{k+2}-\frac{1}{k+2}\right)-\frac{1}{k+1} \\
& =2-\frac{H_{k+2}}{k+1}+\frac{1}{(k+1)(k+2)}-\frac{1}{k+1} \\
& =2 \cdot \frac{H_{k+2}}{k+1}-\frac{1}{k+2}
\end{aligned}
$$

shows that $S(k+1)$ is also true, completing the inductive step.
By M1, for cach $n \geq 2$, the statement $S(n)$ is true.
Exercise 401: This has appeared as an exercise in [6, p. 99, 12(iii)] and [350, Ex. $65]$. For $n \geq 1$ let $S(n)$ denote the statement that for any $m$ satisfying $0 \leq m \leq n$,

$$
\begin{equation*}
\sum_{i=1}^{n}\binom{i}{m} / H_{i}=\binom{n+1}{m+1}\left[H_{n+1}-\frac{1}{m+1}\right] . \tag{30.2}
\end{equation*}
$$

Note that when $m>n$, both sides of (30.2) are zero, so from $S(n)$, the stronger statement that for all $m \geq 0$, equation (30.2) follows.
Base step $(n=1): S(1 ; 0)$ says $\binom{1}{0} H_{1}=\binom{2}{1}\left(H_{2}-1\right)$, which is correct and $S(1,1)$ says $\binom{1}{1} H_{1}=\binom{2}{2}\left(H_{2}-1 / 2\right)$, which is again correct.
lnductive step: Fix $k \geq 1$, and suppose that $S(k)$ is correct, that is, for all $m \geq 0$, the statement

$$
S(k, m): \quad \sum_{i=1}^{k}\binom{i}{m} H_{i}=\binom{k+1}{m+1}\left[H_{k+1}-\frac{1}{m+1}\right] .
$$

is true. To show $S(k+1)$, one must show that for any $p \geq 0$, the statement

$$
S(k+1, p): \sum_{i=1}^{k+1}\binom{i}{p} H_{i}=\binom{k+2}{p+1}\left[H_{k+2}-\frac{1}{p+1}\right]
$$

follows. Fix $p$. In the sixth equality below, the identity $\binom{k+2}{p+1}=\frac{k+2}{p+1}\binom{k+1}{p}$ is used:

$$
\begin{aligned}
\sum_{i=1}^{k+1} & \binom{i}{p} H_{i} \\
& =\sum_{i=1}^{k}\binom{i}{p} H_{i}+\binom{k+1}{p} H_{k+1} \\
& =\binom{k+1}{p+1}\left[H_{k+1}-\frac{1}{p+1}\right]+\binom{k+1}{p} H_{k+1}(\text { by } S(k, p)) \\
& =\binom{k+2}{p+1} H_{k+1}-\frac{1}{p+1}\binom{k+1}{p+1} \text { (by Pascal's id.) } \\
& =\binom{k+2}{p+1}\left[H_{k+2}-\frac{1}{k+2}\right]-\frac{1}{p+1}\binom{k+1}{p+1} \\
& =\binom{k+2}{p+1} H_{k+2}-\frac{1}{k+2}\binom{k+2}{p+1}-\frac{1}{p+1}\binom{k+1}{p+1} \\
& =\binom{k+2}{p+1} H_{k+2}-\frac{1}{p+1}\binom{k+1}{p}--\frac{1}{p+1}\binom{k+1}{p} H_{k+1} \\
& =\binom{k+2}{p+1} H_{k+2}-\frac{1}{p+1}\left[\binom{k+1}{p}+\binom{k+1}{p+1}\right] \\
& =\binom{k+2}{p+1} H_{k+2}-\frac{1}{p+1}\binom{k+2}{p+1} \text { (by Pascal's id.) } \\
& =\binom{k+2}{p+1}\left[H_{k+2}-\frac{1}{p+1}\right] .
\end{aligned}
$$

Thus $S(k+1, p)$ is also true, and so $S(k+1)$ holds; completing the inductive step.
By mathematical induction on $n$, for every $n \geq 1$, and all $n \geq 0$, the statement $S(m, n)$ is true.

### 30.5 Solutions: Catalan numbers

Only one solution to one of the classic exercises is given here. See [247] for these exercises, among a number of other examples regarding Catalan numbers and many references. Most combinatorics books seem to have solutions to one or all of the exercises in this section. The exercises given here either rely on bcing able to see
the number of items being counted as an expression involving binomial coefficients, or on some kind of parenthesizing, or on Seguer's formula and strong induction, as in the next solution:
Exercise 405: (Outline of inductive step) Let $S(n)$ be the claim that an ( $n+2$ )-gon can be triangulated in $C_{n}$ ways. The proof is by strong induction on $n$.

Fix $m \geq 3$, and suppose that each of $S(3), \ldots, S(m)$ holds. Let $P$ be a convex polygon with $m+3$ vertices $x, y, p_{1} \ldots, p_{m+1}$ in cyclic order, and for some $i=$ $1, \ldots, m+1$, consider the triangle $T_{i}=\triangle x y p_{i}$.

If either $i=1$ or $i=m+1, T_{i}$ lies on the outside of $P$, leaving a polygon on $m+2$ vertices to be further triangulated; if $1<i<m+1, T_{i}$ breaks $P$ into two polygons, $P_{1}$ on vertices $y, p_{1}, p_{2}, \ldots, p_{i}$, and $P_{2}$ with vertices $y, p_{i}, p_{i+1}, \ldots, p_{m+1}$. So $P_{1}$ has $i+1$ vertices and $P_{2}$ has $m+3-i$ vertices. By induction hypothesis, $P_{1}$ can be triangulated in $C_{i-1}$ ways, and $P_{2}$ can be triangulated in $C_{m+1-i}$ ways. In all, there are $C_{i-1} C_{m+1-i}$ ways to triangulate $P$ that use the triangle $T_{i}$. So counting over all $T_{i}$. there are

$$
\sum_{i=1}^{m+1} C_{i-1} C_{m+1-i}=\sum_{j=0}^{m} C_{j} C_{m-j}
$$

possible ways to triangulate $P$. By Segner's recursion (12.2), this number is $C_{m+1}$, which proves $S(m+1)$.

### 30.6 Solutions: Eulerian numbers

Exercise 407: The equation related to (12.5) is precisely (12.6), the one given in the exercise, which also follows from equation (12.4), by replacing $k$ with $k-1$. For any $1 \leq k \leq m$, let $S(m, k)$ denote the statement that the number $E_{m, k}$ derived from the recursion agrees with the definition. To prove that all $S(m, k)$ hold is done by simply inducting on $m$ :

Base step: When $m=1$, there is only one possible value for $k$, namely $k=1$, and $E_{1,1}=1$ by the initial values given, which is correct by the definition (the number of length 1 permutations with 0 ascents is 1 ).
Inductive: ster on $m$ : Suppose that for that for some $m^{\prime} \geq 2$, that for every $1 \leq \ell \leq m^{\prime}, S\left(m^{\prime}-1, k^{\prime}\right)$ holds. Then $S\left(m^{\prime}, 1\right)$ holds by the initial values given and by the definition as in the base step. For any $1<k^{\prime} \leq m-1$, by the inductive hypothesis, both $S\left(m^{\prime}-1, k^{\prime}-1\right)$ and $S\left(m^{\prime}-1, k^{\prime}\right)$ are true. But, then equation (12.6) is precisely the recursion developed previous to the exercise, so $E_{m^{\prime}, k^{\prime}}$ derived from the recursion is correct. Finally; $E_{m^{\prime}, m^{\prime}}^{\prime}$ is correct by the initial values given and the fact that there is only permutation of length $m^{\prime}$ with $m^{\prime}-1$ ascents, namely the strictly increasing one. So for all $1 \leq k^{\prime} \leq m, E_{m^{\prime}, k}$ derived from the recursion is correct, i.e., $S\left(m^{\prime}, k^{\prime}\right)$ is true, completing the inductive step.

By mathematical induction, for any $m \geq 1$ (and all $1 \leq k \leq m), S(m, k)$ is correct.

Exercise 408: For each $m \geq 1$, let $P(n)$ denote the proposition that

$$
\sum_{j=1}^{m} E_{m, j}=m!.
$$

BASE STEP: $\sum_{j=1}^{1} E_{1, j}=E_{1,1}=1=1!$, so $P(1)$ is true.
Induction step: Fix $n \geq 1$ and assume $P(n)$ is true. Then

$$
\begin{align*}
\sum_{k=1}^{n+1} E_{n+1, k} & =2+\sum_{k=2}^{n} E_{n+1, k} \\
& =2+\sum_{k=2}^{n}\left[(m+1-k+1) E_{n, k-1}+k E_{n, k}\right]  \tag{12.6}\\
& =2+(n+1) \sum_{k=2}^{n} E_{n, k-1}+\sum_{k=2}^{n} k E_{n, k}-\sum_{k=2}^{n}(k-1) E_{n, k-1} \\
& =2+(n+1)\left(-1+\sum_{k=2}^{n+1} E_{n, k-1}\right)+\sum_{k=2}^{n} k E_{n, k}-\sum_{k=1}^{n-1} k E_{n, k} \\
& =2+(n+1)(-1+n!)+\sum_{k=2}^{n} k E_{n, k}-\sum_{k=1}^{n-1} k E_{n, k}  \tag{n}\\
& =1-n+(n+1)!+n E_{n, n}-E_{1,1} \\
& =1-n+(n+1)!+n-1 \\
& =(n+1)!
\end{align*}
$$

as desired, showing $P(n+1)$ is true.
By mathematical induction on $m$, for every $m \geq 1, P(m)$ holds.

### 30.7 Solutions: Euler numbers

Exercise 411: By definition, $E_{0}=1$ (one might think of the "empty permutation" as vacuously satisfying the requirements for being alternating). There is only one permutation (1) on $\{1\}$, which is also trivially alternating, so $E_{1}=1$.

For $n \geq 1$, it remains to show

$$
E_{n+1}=\frac{1}{2} \sum_{i=0}^{n}\binom{n}{i} E_{i} E_{n-i} .
$$

Checking $n=1$,

$$
E_{2}=\frac{1}{2}\left(\binom{1}{0} E_{0} E_{1}+\binom{1}{1} E_{1} E_{0}\right)=\frac{1}{2}(1+1)=1
$$

which is correct.
Some preliminary observations make the proof simple. By comments previous to the exercise, the number of up-alternating permutations and the number of down-alternating permutations is the same (by looking at the complement of a permutation). If an up-alternating permutation is reversed, an alternating permutation ending in a descent is created; similarly, a permutation ending in a descent, when reversed, begins with an ascent. So the number of alternating permutations on a $k$-set that end in a descent is also $E_{k}$. Note also that for any subset $J \subset\{1, \ldots, n\}$, with $|J|=j$ elements, there are as many up-alternating (or down) permutations on $J$ as there are on $\{1, \ldots, j\}$. With thesc facts in hand, the proof can begin:

Consider a permutation $\sigma$ on $\{1,2, \ldots, n\}$ and for some $i=0, \ldots, n$, let $\sigma^{\prime}$ be the permutation formed by inserting $n+1$ in between positions $i$ and $i+1$ (between 0 and 1 is the position previous to $\sigma(1)$, and between $n$ and $n+1$ is after the last entry). In order for $\sigma^{\prime}$ to be alternating, both $\tau_{1}=(\sigma(1), \ldots, \sigma(i))$ and $\tau_{2}=(\sigma(i+1) \ldots, \sigma(n))$ must also be alternating, where $\tau_{1}$ ends in a descent and $\tau_{2}$ begins with an ascent. There are $F_{i}$ ways to have $\tau_{1}$ as a permutation on $\{\sigma(1), \ldots, \sigma(i)\}$; similarly, there are $E_{n-i}$ ways to have $\tau_{2}$ on the remaining $\sum_{n}^{n-i}$ values. Since a subset $\{\sigma(1), \ldots, \sigma(i)\}$ can be chosen $\binom{n}{i}$ ways, there are $\sum_{i=0}^{n}\binom{n}{i} E_{i} E_{n-i}$ ways to create all alternating permutations of length $n+1$, and the number of up-alternating permutations is half of this.

### 30.8 Solutions: Stirling numbers

Exercise 412: The proof is by induction on $n$. For each $n \geq 1$, denote the proposition in the exercise by

$$
P(n): \quad x^{n}=\sum_{k=1}^{n} S_{n, k} x(x-1) \cdots(x-k+1) .
$$

Base step: When $n=1$, the sum $\sum_{k=1}^{n} S_{n, k} x(x-1) \cdots(x-k+1)$ is simply $S_{1,1} x=x=x^{1}$, so $P(1)$ is true.
Inductive step: Fix some $m \geq 2$ and assume that $P(m-1)$ is true. The proof of $P(m)$ begins on the right side [for clarity, not all terms are shown]:

$$
\sum_{k=1}^{m} S_{m, k} x(x-1) \cdots(x-k+1)
$$

$$
\begin{aligned}
= & \sum_{k-1}^{m}\left(S_{m-1, k-1}+k S_{m-1, k}\right) x(x-1) \cdots(x-k+1) \quad \text { (by }(1.2 .7) \\
= & \left(S_{m-1,0}+1 \cdot S_{m-1,1}\right) x+\left(S_{m-1,1}+2 S_{m-1,2}\right) x(x-1) \\
& \quad+\left(S_{m-1,2}+3 S_{m-1,3}\right) x(x-1)(x-2)+\cdots \\
& \quad+\left(S_{m-1, m-1}+m S_{m-1, m}\right) x(x-1) \cdots(x-n+1) \\
= & S_{m-1,1}(x+x(x-1))+S_{m-1,2}(2 x(x-1)+x(x-1)(x-2)) \\
& \quad+S_{m-1,3}(3 x(x-1)(x-2)+x(x-1)(x-2)(x-3))+\cdots \\
= & S_{m-1,1} x^{2}+S_{m-1,2} x^{2}(x-1)+S_{n-1,3} x^{2}(x-1)(x-2)+\cdots \\
= & x\left[S_{m-1,1} x+S_{m-1,2} x(x-1) S_{m-1,3} x(x-1)(x-2)+\cdots\right] \\
= & x \cdot x^{m-1} \quad(\text { by } P(m-1)),
\end{aligned}
$$

which agrees with the left side of $P(m)$, completing the inductive step.
By mathematical induction, for each $n \geq 1, P(n)$ is true.
Exercise 413: For positive integers $n$ and $k$, let $A(n, k)$ be the assertion

$$
S_{n . k}=\frac{1}{k!} \sum_{i=1}^{k}(-1)^{k-i}\binom{k}{i} i^{n}
$$

of the exercise. The proof here is by induction on $n$; the cases where $k=1$ have to be separated, but otherwise, $k$ is arbitrary, and can even be fixed in advance--no induction on $k$ is necessary.

Base step: Since $S_{1.1}=1$, and

$$
\frac{1}{1!} \sum_{i=1}^{1}(-1)^{1--i}\binom{1}{i} i^{1}=1
$$

the assertion $A(1,1)$ holds. For $k \geq 2, S_{1, k}=0$, and by Exercise 107 (or equation 9.7).

$$
\frac{1}{k!} \sum_{i=1}^{k}(-1)^{k-i}\binom{k}{i} i^{1}=0
$$

so $A(1, k)$ is true.
Inductive step: Fix $m \geq 2$. Since $S_{m, 1}=1$, and

$$
\frac{1}{1!} \sum_{i=1}^{1}(-1)^{1 \cdots i}\binom{1}{i} i^{m}=1
$$

$A(m, 1)$ holds. So let $k \geq 2$, and assume that both $A(m-1, k-1)$ and $A(m-1, k)$ are true.

Note regarding inductive hypothesis: The base step shows that for all $k, A(1, k)$ holds (one does not need to fix a $k$ in advance to be carried into the inductive step). So the inductive hypothesis could have been that for all $\ell \geq 1, A(m-1, \ell)$ holds. However, after fixing $k \geq 2$, the only values of $\ell$ needed are $\ell=k$ and $\ell=k-1$.

Then for any $k \geq 2$,

$$
\begin{align*}
S_{m, k} & =S_{m-1, k-1}+k S_{m-1 . k} \\
& =\frac{1}{(k-1)!} \sum_{i=1}^{k-1}(-1)^{k-1-i}\binom{k-1}{i} i^{m-1}+k \frac{1}{k!} \sum_{i=1}^{k}(-1)^{k-i}\binom{k}{i} i^{m-1} \text { (by IH) } \\
& =\frac{1}{(k-1)!}\left[\sum_{i=1}^{k-1}(-1)^{k \cdot 1-i}\binom{k-1}{i} i^{m-1}+\sum_{i=1}^{k}(-1)^{k-i}\binom{k}{i} i^{m-1}\right] \\
& =\frac{1}{(k-1)!}\left[\sum_{i=1}^{k-1}(-1)^{k \cdot 1-i}\binom{k-1}{i} i^{m-1}+\sum_{i=1}^{k-1}(-1)^{k-i}\binom{k}{i} i^{m-1}+k^{m-1}\right] \\
& =\frac{1}{(k-1)!}\left[\sum_{i=1}^{k-1}(-1)^{k-i}\left(\binom{k}{i}-\binom{k}{1}\right) i^{m-1}+k^{m-1}\right] \\
& =\frac{1}{(k-1)!}\left[\sum_{i=1}^{k-1}(-1)^{k-i}\binom{k-1}{i-1} i^{m-1}+k^{m-1}\right] \quad \text { (by Pascal:s id.) } \\
& =\frac{1}{(k-1)!} \sum_{i=1}^{k}(-1)^{k} i^{i} \frac{i}{k}\binom{k}{i} i^{m-1}  \tag{byLomma9.6.1}\\
& =\frac{1}{k!} \sum_{i=1}^{k}(-1)^{k-i}\binom{k}{i} i^{m}
\end{align*}
$$

shows that for any $k \geq 2, A(m, k)$ is also true completing the inductive step.
By mathematical induction, for each $n$ and $k, A(n, k)$ is true.
Exercise 414: The proof is in [6, p. 91]. For $n \geq 3$, it is not known whether or not $S_{n, k}$ always has a single maximum.

Exercise 415: Here is an outline of a proof as found in [549, p. 126]: For eash $k \geq 1$, let $P(k)$ denote the equality

$$
\begin{equation*}
\sum_{n=k}^{\infty} S(n, k) \frac{x^{n}}{n!}=\frac{1}{k!}\left(\epsilon^{x}-1\right)^{k} \tag{30.3}
\end{equation*}
$$

BASE STEP: When $k=1$, for each $n \geq 1, S(n, 1)=1$, and so $P(1)$ reads

$$
\sum_{n=1}^{\infty} \frac{x^{n}}{n!}-\epsilon^{x}-1
$$

which is true, so $P(1)$ holds.
InDUCTIVE STEP: For each $k \geq 1$, denote the left side of (30.3) as a function

$$
f_{k}(x)=\sum_{n=k}^{\infty} S(n, k) \frac{x^{n}}{n!}
$$

Fix $m \geq 2$ and suppose that $P(m-1)$ holds, that is, equation (30.3) with $k=m-1$ holds. Taking derivatives,

$$
\begin{aligned}
f_{m}^{\prime}(x)= & \sum_{n=m}^{\infty} S(n, m) \frac{x^{n-1}}{(n-1)!} \\
= & \sum_{n=m}^{\infty}[m S(n-1, m)+S(n-1, m-1)] \frac{x^{n-1}}{(n-1)!} \text { (by (12.7) } \\
= & m \sum_{n=m}^{\infty} S(n \cdots 1, m) \frac{x^{n-1}}{(n-1)!}+\sum_{n=m}^{\infty} S(n-1, m-1) \frac{x^{n-1}}{(n-1)!} \\
= & m \sum_{n-1=m}^{\infty} S(n-1, m) \frac{x^{n-1}}{(n-1)!}+\sum_{n-1=m \cdot 1}^{\infty} S(n-1, m-1) \frac{x^{n \cdot 1}}{(n-1)!} \\
= & m f_{m}(x)+f_{m \cdot 1}(x) \\
= & m f_{m}(x)+\sum_{n=m-1}^{\infty} \frac{1}{(m-1)!}\left(e^{x}-1\right)^{m \cdot-1}(b y P(m-1)
\end{aligned}
$$

Solving this differential equation and using the condition $S(m, m)=1$, arrive at the desired expression for $f_{m}(x)$.

## Chapter 31

## Solutions: Sets

### 31.1 Solutions: Properties of sets

Exercise 416: For this simple problem, see [181, p. 209, prob. 7.3.6(c)].
Exercise 419: The reader likely does not need to be reminded that an inductive proof is not the preferred method here; however, it may be an interesting exercise to show that induction can be used to prove the result nevertheless. Let " $N$-set" be an abbreviation for "set with $N$ elements". A proof is by induction on $n$ the statement $S(n)$ : For every $k$ satisfying $0 \leq k \leq n$, the number of distinct $k$-sets in an $n$-set is $\binom{n}{k}$.
Base step: For $n=0$, the only choice [no pun intended] for $k$ is $k=0$, and $\binom{0}{0}=\frac{0!}{(0-0)!(!)}=1$, and the number of 0 -sets in a 0 -set is 1 (the empty set is a subset of the empty set). When $n=1$, there are two possibilities, $k=0$ or $k=1$. In each case, there is precisely one $k$-set in a set consisting of one clement. Also, by definition, $\binom{1}{0}=\frac{1!}{0!1!}=1$ and $\binom{1}{1}=\frac{1!}{1!0!}=1$, so the statement is true for $n=1$.
Induction step $(S(m) \rightarrow S(m+1)$ ): For some $m \geq 1$, assume that $S(m)$ is true. Let $A$ be an $(n+1)$-set. To show $S(m+1)$, one needs to prove that for every $k$ satisfying $0 \leq k \leq m+1$, that the number of $k$-sets in $A$ is $\binom{m+1}{k}$.

When $k=m+1$, there is precisely one $k$-set in $A$, namely $A$ itself, and

$$
\binom{m+1}{k}=\binom{m+1}{m+1}=\frac{(m+1)!}{0!(m+1)!}=1 .
$$

Also, when $k=0$,

$$
\binom{m+1}{0}=\frac{(m+1)!}{(m+1)!0!}=1
$$

the number of 0 -sets in $A$.
So let $k$ satisfy $1 \leq k \leq m$. The number of $k$-sets in $A$ can be calculated as follows: Fix some $x \in A$. The number of $k$-sets in $A$ which contain $x$ is the number.
of $(k-1)$-sets in $A \backslash\{x\}$, and since $|\Lambda \backslash\{x\}|=m$, by the induction hypothesis, there are $\binom{m}{k-1}$ such sets. The number of $(k-1)$-sets which do not contain $x$ is (again by induction hypothesis) ( $\left.\begin{array}{c}m \\ k\end{array}\right)$. Thus, hy Pascal's identity, the number of $k$-sets in $A$ is

$$
\binom{m}{k-1}+\binom{m}{k}=\binom{m+1}{k},
$$

the desired number to complete the inductive step.
By mathematical induction, for all $n \geq 0$, the statement $S(n)$ is true.
Exercise 426: (Functions defined with symmetric differences) Fix some set $X$. Let $A(n)$ be the assertion that for any $n$ subsets of $X$, say $S_{1}, S_{2}, \ldots, S_{n}$, the set $D\left(S_{1}, S_{2}, \ldots, S_{n}\right)$ consists precisely of those elements in $X$ belonging to an odd number of the $S_{i}$ 's. Let $C_{X}\left(S_{1}, \ldots, S_{m}\right)$ denote the set of all elements in $X$ contained in exactly an odd number of the sets $S_{1}, \ldots, S_{m}$.

Base step: With $n=1$, there is only one set, $S_{1}$, and each element of $S_{1}$ occurs in $S_{1}$ precisely once, so $C_{X}\left(S_{1}\right)=S_{1}$, and by definition, $D\left(S_{1}\right)=S_{1}$, so these notions agree. [Just as an added check, for $n=2$, the symmetric difference of two sets contain precisely the elements in one but not both sets, and one is odd.]

Induction step: Fix some $k \geq 1$ and assume that $A(k)$ holds. Let $S_{1}, \ldots, S_{k+1}$ be subsets of $X$, put $D=D_{k+1}\left(S_{1}, \ldots, S_{k+1}\right)$ and put $C=C_{X}\left(S_{1}, \ldots, S_{k+1}\right)$. To complete the induction step, it suffices to show that $C=D$, which is accomplished by showing both $D \subseteq C$ and $C \subseteq D$.

First pick some $x \in D$. By definition, $D=D_{k}\left(S_{1}, \ldots, S_{k}\right) \triangle S_{k+1}$, and so either $x \in D_{k}\left(S_{1}, \ldots, S_{k}\right)$ or $x \in S_{k+1}$, and not both. If $x \in D_{k}\left(S_{1}, \ldots, S_{k}\right)$, then by the induction hypothesis $A(k), x$ is contained in an odd number of the sets $S_{1}, \ldots, S_{k}$, and since $x \notin S_{k+1}, x$ is still containcd in an odd number of the sets $S_{1}, \ldots, S_{k}, S_{k+1}$. If $x \in S_{k+1}$ and not in $D_{k}\left(S_{1}, \ldots, S_{k}\right)$, then by induction hypothesis $A(k), x$ is in an even number of the sets $S_{1}, \ldots, S_{k}$, so together with its membership in $S_{k+1}$ again puts $x$ in an odd number of the sets. In any case, $x \in C$, so $D \subseteq C$.

Pick $x \in C$. If $x \notin S_{k+1}$, then $x$ is containcd in an odd number of the sets $S_{1}, \ldots, S_{k}$, and so by $A(k): x \in D_{k}\left(S_{1}, \ldots, S_{k}\right)$, and hence $x \in D$. If $x \in S_{k+1}$, then $x$ is contained in an even number of the sets $S_{1}, \ldots, S_{k}$, and thus by $A(k)$, $x \notin D_{k}\left(S_{1}, \ldots, S_{k}\right)$; then conclude that $x \in D_{k}\left(S_{1}, \ldots, S_{k}\right) \triangle S_{k+1}=D$. In any case, $x \in D$, showing that $C \subseteq D$. This completes the inductive step.

By mathematical induction, for any $n \geq 1$, the assertion $A(n)$ is true.
Exercise 429: (Tukey's lemma) Let $\mathcal{F}$ be a family of subsets of $X$ with the property that $F \in \mathcal{F}$ if and only if every finite subset of $F$ is in $\mathcal{F}$. To be shown is that $\mathcal{F}$ has a maximal member with respect to the partial order containment.

First of all, $\mathcal{F}$ is non-empty since $\emptyset \in \mathcal{F}$.

Let $\mathcal{C}$ be a chain in $\{\mathcal{F}, \subseteq\}$ and set $F_{\mathcal{C}}=\cup_{F \in \mathcal{C}} F$. In order to apply Zorn's lemma, it suffices to show that $F_{\mathcal{C}}$ is in $\mathcal{F}$, that is, to show that any finite subset of $F_{\mathcal{C}}$ is in $\mathcal{F}$.

Let $E \subset F_{F}$ be finite, say $E=\left\{x_{1}, \ldots, x_{n}\right\}$. Since $E$ is contained in a union, for each $i=1, \ldots, n$, there exists $F_{i} \in \mathcal{C}$ so that $x_{i} \in F_{i}$. Since $\mathcal{C}$ is a chain in $\mathcal{F}$, $E^{*}=\cup_{i=1}^{n} F_{i} \in \mathcal{C}$ and so. The set $E$ is a finite subset of $E^{*}$ and $E^{*} \in \mathcal{F}$, so by the assumption on $\mathcal{F}$, it follows that $E \in \mathcal{F}$. Since $E$ was an arbitrary finite subset of $F_{\mathcal{C}}$, conclude that $F_{\mathcal{C}} \in \mathcal{F}$.

By Zorn's lemma, $\mathcal{F}$ contains a maximal element.
Exercise 430: This proof is found in [95], however with natural numbers starting at 0 , giving a slightly different base case (and perhaps in a more elegant style).

Let $S(n)$ be the statement "if $\{0,1, \ldots, n-1\}$ and $\{0,1, \ldots, m-1\}$ have the same cardinality, then $m=n$."
Base step: When $n=1, S(1)$ says that if $\{0\}$ and $\{0,1, \ldots, m-1\}$ have the same cardinality, then $m=1$. If there is a bijection between $\{0\}$ and $\{0,1, \ldots, m-1\}$, then $\{0,1, \ldots, m-1\}$ can have only one element, and this occurs preciscly when $m=1$, proving $S(1)$.

Inductive step: Assume that for some $k \geq 1, S(k)$ is true. To complete the inductive step, one proves $S(k+1)$, namely, that if there is a bijection between $\{0,1, \ldots, k-1,(k+1)-1\}$ and $\{0,1, \ldots, m-1\}$, then $m=k+1$. So suppose that $f:\{0,1, \ldots, k-1,(k+1)-1\} \rightarrow\{0,1, \ldots, m-1\}$ is a bijection.

If $f(k)=m-1$, then the function $f$ restricted to $\{0,1, \ldots, k-1\}$ is a bijection to $\{0,1, \ldots, m-2\}$, and so by $S(k), k=m-1$, giving $m=k+1$ as desired.

If $f(k)=\ell \neq m-1$, then create a new function $g$ which differs fron $f$ in just two places. If $w$ is so that $f(w)=m-1$, then put $g(w)=\ell, g(k)=m-1$, and for all $x \in\{0,1, \ldots, k\} \backslash\{w, k\}$, put $g(x)=f(x)$. Then $g$ is a bijection from $\{0,1, \ldots, k\}$ to $\{0,1, \ldots, m-1\}$ satisfying $g(k)=m-1$. As in the last paragraph, conclude that $k=m-1$ as desired, ending the inductive step.

By MI, for all $n \geq 1$ the statement $S(n)$ is true.
Note: The set $\{0,1, \ldots, n-1\}$ is called the ordinal $n$. This exercise proves that two distinct finite ordinals have distinct cardinalities. See Section 4.2 for a brief discussion of ordinals; to give a complete theory of ordinals is well beyond the scope of this book, so the interested reader might look at nearly any book on set theory (e.g., [289, 347]) for more on ordinals.

Exercise 431: Assume that both $|A| \leq|B|$ and $|B| \leq|A|$ with injections (onc-toonc functions) $f: A \rightarrow B$ and $g: B \rightarrow A$ as witnesses. To prove the theorem, it suffices to find a bijection $h: A \rightarrow B$, injective and onto $B$. Two proofs are given, the first of which may be more transparent; an accompanying diagram is given for each method in Figure 31.1. The idea in both is the same: construct $h$ inductively.

See also [316, p. 11] for a proof (with a version of the first diagram), or [160], where a similar proof occurs (and the same diagram is on its cover!).


Figure 31.1: Two proofs for Cantor Bernsetin-Schröder
Proof 1: (Due, essentially, to Ron Aharoni, personal communication.) Assume that $A \cap B=\emptyset$, since otherwise, construction of a bijection between the two nonintersecting parts is easily extended to a bijection by using the identity function on $A \cap B$. Consider $f=\{(x, f(x)): x \in A\}$ and $g^{-1}=\{(g(y), y): y \in B\}$ as sets of ordered pairs. Then $f \cup g$ can be seen as the edges of a bipartite graph on sets $A$ and $B$, where any vertex is in at most two edges. Components of this graph are either finite cycles or infinite paths.
[Comment: There can be no infinite cycles, because in a cycle, each vertex has a unique predecessor and unique successor; for example, if $x_{1}, x_{2}, \ldots$, is an infinite sequence of vertices in a cycle (whose indices are $\mathbb{Z}^{+}$), the predecessor of $x_{1}$ is not identifiable; similarly, any "first infinite" vertex has no well-defined predecessor. If indeed "infinite cycles" could be defined, the idea in the proof below would be identical: take every (second) pair in this cycle whose first vertex is in $\Lambda$, that is, use only the $f$ part of the cycle to give a bijection between one "half" of the cycle and the other half -or use only the $g^{-1}$ part. To see that paths are infinite, argue by contradiction; if some path $x_{1}, \ldots, x_{r}$ is finite, if $x_{r} \in A,\left(x_{r}, f\left(x_{r}\right)\right)$ extends the path, and if $x_{r} \in B,\left(g\left(x_{r}\right), x_{r}\right)$ extends the path.]

If $C$ is a cycle on elements $x_{1}, x_{2} \ldots, x_{2 n}$, where $x_{1} \in A$, for each $i=1, \ldots n$, define $h\left(x_{2 i-1}\right)=x_{2 i}$.

Similarly, for every doubly infinite chain (with no circuits), take every second pair to be in $h$ (there are two choices for $h$ here, those pairs in $f$, or those pairs in $g^{-1}$; either works). For those infinite paths with a starting point, take the first and cvery subsequent pair to be in $h$, that is, for paths beginning in $A$, include in $h$ all pairs in $f$ from this path; for those paths beginning in $B$, include in $h$ only those
pairs from $g^{-1}$.
The function $h$ created is a bijection.
Proof 2: (Based on Jech [289, p.23]) For any set $S \subseteq A$, use the standard shorthand $f[S]=\{f(s): s \in S\}$; similarly define $g \mid \cdot]$. Instead of assuming $A$ and $B$ are disjoint, Jech argues as follows: Letting $B^{\prime}=g[B] \subseteq A$, and $A_{1}=g[f[A]]$, then since $f[A] \subseteq B, A_{1} \subseteq B^{\prime} \subseteq A$, and so $\alpha=g \circ f$ is an injection from $A$ onto $A_{1}$, that is, $\left|A_{1}\right|=|A|$. Thus, it suffices to prove the theorem when $A_{1} \subseteq B \subseteq A$ and $\alpha$ is an injection from $A_{1}$ onto $A$. Still yet to be proved is that $|A|=|B|$.

Inductively define sets $A_{n}$ and $B_{n}$ by setting $A_{0}=A, B_{0}=B$, and for each $n \geq 0$, define $A_{n+1}=\alpha\left[A_{n}\right]$ and $B_{n+1}=\alpha\left[B_{n}\right]$. Define the desired bijection $h$ by

$$
h(x)=\left\{\begin{array}{cl}
\alpha(x) & \text { if for some } n, x \in A_{n} \backslash B_{n} \\
x & \text { otherwise }
\end{array}\right.
$$

Then $h$ is an injection from $A$ onto $B$ "as the reader will gladly verify".
Exercise 432: (Hint) Use the same trick of adjusting two values of a function as seen in the solution to Exercise 430. (This argument appears in Cameron's book [95, p. 22].)

Exercise 433: Let $A$ be a set and suppose that it is Peano infinite. Select a sequence of elements $a_{0}, a_{1}, \ldots$ from $A$. Since $A$ is Peano infinite, one can continue this sequence ad infinitum, because otherwise, if $A \backslash\left\{a_{0}, \ldots, a_{n-1}\right\}$ is empty at some point, then there would be a bijection from $A$ to $\{0,1, \ldots, n-1\}$ showing that $A$ is Pcano finite. (Selecting the infinite sequence all at once is where the Axiom of Choice is used.)

Let $f: A \rightarrow A$ be the function defined by $f\left(a_{i}\right)=a_{i+1}$ for each $a_{i}$ in the sequence, and $f(a)=a$ for those not in the sequence. This function is a bijection from $A$ to $A \backslash\left\{a_{0}\right\}$, a proper subset, and so $A$ is Dedekind infinite.

Comment: The above proof is even easier if one well-orders $A$ first (then $f$ is just a shift operator, shifting everything down by one-as in the "Hilbert Hotel", a fanciful hotel containing infinitcly many guests, where room is made for a new guest by simply shifting everyonc up one room, leaving room 1 empty).

Exercise 434 (countable union): This standard exercise is solved in [160, pp. 159160 ] or [289, p. 39].

Exercise 435: The proof is by induction on the size of $X=\cup_{i=1}^{k} A_{i} \cup B_{2}$. For each $n \geq 0$, let $S(n)$ be the statement that if $|X|=n$ and a family of subsets of $X$ is cross-intersecting, then equation (13.3) holds (for the corresponding value of $k$ ).
Base ster: When $n=0$, necessarily $k=1$ and $A_{1}=B_{1}=\emptyset$, in which case the left side of $(13.3)$ is $\binom{0+0.0}{0}=1$, so $S(0)$ is true.

Inductive step: For some fixed $m>0$, suppose that $S(m-1)$ holds. Let $X$ be a set with $|X|=m$ elements, and let $A_{1}, \ldots, A_{k}, B_{1}, \ldots, B_{k}$ be a cross-intersecting family of subsets of $X$.

It is not difficult to verify that for each $x \in X$, the family $\left\{A_{i}: x \notin A_{i}\right\} \cup$ $\left\{B_{i} \backslash\{x\}: i \notin A_{i}\right\}$ is also cross-intersecting. Therefore, for each $x \in X$, (with $k^{\prime}=\left|\left\{i: x \notin A_{i}\right\}\right|$ replacing $k$ ), the induction hypothesis $S(m-1)$ yields

$$
\begin{equation*}
\sum_{i: x \notin A_{i}}\binom{\left|A_{i}\right|+\left|B_{i} \backslash\{x\}\right|}{\left|A_{i}\right|}^{-1} \leq 1 . \tag{31.1}
\end{equation*}
$$

Summing (31.1) over all $x \in X$, For each $i=1, \ldots, k$,

$$
\begin{equation*}
\sum_{x \in X} \sum_{i: x \notin A_{i}}\binom{\left|A_{i}\right|+\left|B_{i} \backslash\{x\}\right|}{\left|A_{i}\right|}^{-1} \leq m . \tag{31.2}
\end{equation*}
$$

Using the following facts

$$
\begin{aligned}
\left|\left\{x \in X \backslash A_{i}:\left|B_{i} \backslash\{x\}\right|=\left|B_{i}\right|-1\right\}\right| & =\left|B_{i}\right|, \\
\left|\left\{x \in X \backslash A_{i}:\left|B_{i} \backslash\{x\}\right|=\left|B_{i}\right|\right\}\right| & =m-\left|A_{i}\right|-\left|B_{i}\right|,
\end{aligned}
$$

the left-hand side of (31.2) is

$$
\begin{aligned}
& \sum_{i=1}^{k} \sum_{x \in X \backslash A_{i}}\binom{\left|A_{i}\right|+\left|B_{i} \backslash\{x\}\right|}{\left|A_{i}\right|}^{-1} \\
& =\sum_{i=1}^{k}\left(\sum_{x \in X \backslash A_{2}, x \in B_{i}}\binom{\left|A_{i}\right|+\left|B_{i} \backslash\{x\}\right|}{\left|A_{i}\right|}^{-1}+\sum_{x \in X \backslash, A_{i}, x \notin B_{i}}\binom{\left|A_{i}\right|+\left|B_{i} \backslash\{x\}\right|}{\left|A_{i}\right|}^{-1}\right) \\
& =\sum_{i=1}^{k}\left(\begin{array}{c}
\left|B_{i}\right|\binom{\left|A_{i}\right|+\left|B_{i}\right|-1}{\left|A_{i}\right|}^{-1}+\left(m-\left|A_{i}\right|-\left|B_{i}\right|\right)\binom{\left|A_{i}\right|+\left|B_{i} \backslash\{x\}\right|}{\left|A_{i}\right|}^{-1}
\end{array}\right) .
\end{aligned}
$$

To simplify the last expression, the equality

$$
\frac{a+b) a!b!}{(a+b)!}=\frac{(b) a!(b-1)!}{(a+b-1)!},
$$

implies that

$$
(a+b)\binom{a+b}{a}^{-1}=b\binom{a+b-1}{a}^{-1}
$$

which in turn yields

$$
n\binom{a+b}{a}^{-1}=b\binom{a+b-1}{a}^{-1}+(n-a-b)\binom{a+b}{a}^{-1}
$$

Thus equation (31.2) becomes

$$
\sum_{i=1}^{k} n\binom{\left|A_{i}\right|+\left|B_{i}\right|}{\left|A_{i}\right|}^{-1} \leq n
$$

from which $S(m)$ follows, thereby concluding the inductive step.
By mathematical induction on $|X|$, for any set $X$ and any cross-intersecting family of subsets of $X$, equation (13.3) holds.

Exercise 436: This solution can be also found in [250, Prob. 71]. For $n \geq 3$, let $S(n)$ be the statement that if the pairs of an $n$-set are partitioned into $k$ classes so that every two pairs in the same class share a vertex, then $k \geq n-2$.
Base step: When $n=3$, any partition of the three pairs of elements into either $k=1,2,3$ classes has the desired property, so $S(3)$ holds trivially.
Induction stfel: Fix $m \geq 3$ and suppose that $S(m)$ holds. Let $X=\left\{x_{0}, \ldots, x_{m}\right\}$ and let $[X]^{2}=\{Y \subset X:|\bar{Y}|=2\}$ denote the pairs in $X$. Suppose that

$$
[X]^{2}=C_{1} \cup \cdots \cup C_{k}
$$

is a partition of the pairs in $X$ so that for each $i$, any two pairs in the class $C_{i}$ share a common point.

Case 1: There exists an element of $X$, say $x_{0}$ so that $x_{0}$ is contained in at least threc pairs from the same class, say $\left\{x_{0}, x_{1}\right\}$. $\left\{x_{0}, x_{2}\right\},\left\{x_{0}, x_{3}\right\} \in C_{k}$. Let $Z=X \backslash\left\{x_{0}\right\}=\left\{x_{1}, \ldots, x_{m}\right\}$. Since any pair in $Z$ contains at most two of $x_{1}, x_{2}, x_{3}$, no pair in $Z$ occurs in $C_{k}$. So $[Z]^{2}$ is partitioned into $k-1$ classes, and by $S(m)$, $k-1 \leq m-2$. Thus $k \leq(m+1)-2$, and so $S(m+1)$ holds in this case.

Case 2: There is no element of $X$ as in Case 1. Then every class contains at most 3 pairs, and so $3 k \geq\binom{ m+1}{2}$, which gives $k \geq \frac{m(m+1)}{6}$, and for $m \geq 3$, it is not difficult to check that for $m \geq 3, k \geq m-1$, again proving $S(m+1)$. These two cases complete the inductive step.

Mathematical induction shows that for each $n \geq 3$, the statement $S(n)$ holds. $\square$
Cominent: Note that the result in Exercise 436 can not be improved because a partition into $n-2$ classes exists so that all pairs in the same class share a vertex; such a partition exists by a simple induction argument (put all three pairs from three vertices in one class; add a vertex, and put all newly formed pairs in the next class, and continue similarly adding each new vertex).

Exercise 437: This problem and solution can be found in the classic reference by Hadwiger, Debrunner, and Klee [250, Prob. 78]. The proof here is by induction on $p-q \geq 0$.

Base step: For $2 \leq q=p$, let $\mathcal{F}$ be a family of segments with the ( $p, q$ ) property. By Lemma 13.1.5, $\mathcal{F}$ has the ( 2,2 ) property, and so by Helly's theorem (Theorem 20.1.7 and comments after for infinite families), some point is common to all sets in $\mathcal{F}$. So when $p=q, p-q+1=1$ and the unique class, all of $\mathcal{F}$, has non-empty intersection.
Inductive ster: Fix $d \geq 1$ and suppose that the result is true whenever $p-q<d$, and fix some $p_{0}$ and $q_{0}$ so that $p_{0}-q_{0}=d$ and let $\mathcal{F}$ be a family with the ( $p_{0}, q_{0}$ ) property.

First, suppose that $\mathcal{F}$ is finite. Let $P$ denote the leftmost of the right endpoints of the segments. Let $\mathcal{F}^{\prime} \subseteq \mathcal{F}$ be the family of those sets containing $P$ and $\mathcal{F}^{\prime \prime}$ be those sets not containing $P$. [The idea is to now partition $\mathcal{F}^{\prime \prime}$ into $d-1$ classes, and use $\mathcal{F}^{\prime}$ as the $d$-th class.]

Claim: $\mathcal{F}^{\prime \prime}$ can be partitioned into at most $p_{0}-q_{0}$ classes so that each class has non-empty intersection.

Proof of claim: If $\mathcal{F}^{\prime \prime}$ contains at most $p_{0}-q_{0}$ scts, the result is trivial. So suppose that $\mathcal{F}^{\prime \prime}$ contains more than $p_{0}-q_{0}$ sets. By Lemma 13.1 .5 with $r=q_{0}-2$, $\mathcal{F}$ has the ( $p_{0}-q_{0}+2,2$ ) property. So any $p_{0}-q_{0}+1$ sets from $\mathcal{F}^{\prime \prime}$ together with the segment ending in $P$ has a pair intersecting, and since onc of thesc cannot be the one ending in $P$, this pair resides in $\mathcal{F}^{\prime \prime}$. Thus $\mathcal{F}^{\prime \prime}$ has the ( $p_{0}-q_{0}+1,2$ ) property, and since $p_{0}-q_{0}+1-2<p_{0}-q_{0}=d$, by the inductive hypothesis, $\mathcal{F}^{\prime \prime}$ has a partition into $\left(p_{0}-q_{0}+1\right)-(2)+1=p_{0}-q_{0}$ classes so that each class has non-empty intersection, finishing the proof of the claim.

Together with $\mathcal{F}^{\prime}$ as one more class (which has common intersection $P$ ), $\mathcal{F}$ is partitioned into $p_{0}-q_{0}+1$ classes, each with non-empty intersection, and completing the inductive step.

When $\mathcal{F}$ is infinite, the solution is only outlined. Let $R \subset \mathbb{R}$ be the set of right-hand endpoints of segments in $\mathcal{F}$. Then $R$ is bounded on the left (for if not, arbitrarily many; more than $p_{0}$, disjoint segments are present, contradicting the ( $p_{0}, q_{0}$ ) property). Hence, there is a rightmost point $P^{*}$ such that no point from $R$ lies to the left of $P^{*}$. Now proceed as in the finite case to complete the inductive step.

By mathematical induction, for every $p \geq q \geq 2$, the assertion in the exercise is true.

Exercise 438: The proof is by induction on $n$ and $d$. For $d \geq 0$ and $n \geq 1$, let $S(d, n)$ be the statement that if $\mathcal{H}$ is a set-system on $|X|=n$ elements with VC-dim $=d$, then

$$
|\mathcal{H}| \leq\binom{ n}{0}+\binom{n}{1}+\cdots+\binom{n}{d} .
$$

Base step: If either $d=0$, or $n \leq d$, the inequality given in $S(d, n)$ is trivial. [So, if the $d$ 's are plotted on the $x$-axis, and the $n$ 's are plotted on the $y$-axis, the base step covers the $y$-axis and the (infinite) triangle at or below $x=y$.]

Induction step $([S(c-1, m-1) \wedge S(c, m-1)] \rightarrow S(c, m))$ : Let $0<c<m$ and suppose that both $S(c-1, m-1)$ and $S(c, m-1)$ hold. Let $\mathcal{H}$ be a set system on $X$ with $|X|=m$ and $\operatorname{VC}-\operatorname{dim}(\mathcal{H})=c$. Fix any $x \in X$ and consider the two families $\mathcal{H}_{1}$ and $\mathcal{H}_{2}$ of sets defined on $X \backslash\{x\}$ by

$$
\begin{aligned}
& \mathcal{H}_{1}=\{H \backslash\{x\}: x \in H \in \mathcal{H}\}, \\
& \mathcal{H}_{2}=\{H \in \mathcal{H}: x \notin H \text { and } H \cup\{x\} \in \mathcal{H}\} .
\end{aligned}
$$

If $H \in \mathcal{H}$ contains $x$ and also $H \backslash\{x\} \in \mathcal{H}$, then $H \backslash\{x\}$ in $\mathcal{H}_{1}$ arises from two different $\mathcal{H}_{1}$ in $\mathcal{H}$. Hence $|\mathcal{H}|=\left|\mathcal{H}_{1}\right|+\left|\mathcal{H}_{2}\right|$.

Since any subset that is shattered in $\mathcal{H}$ remains shattered in $\mathcal{H}_{1}$, it follows that

$$
\mathrm{VC}-\operatorname{dim}\left(\mathcal{H}_{1}\right) \leq \mathrm{VC}-\operatorname{dim}(\mathcal{H}=c
$$

and so the hypothesis $S(c, m-1)$ applies to $\mathcal{H}_{i}$. If some $Y \subset X \backslash\{x\}$ is shattered in $\mathcal{H}_{2}$, then $Y \cup\{x\}$ is shattered in $\mathcal{H}$, so $\mathrm{VC-dim}\left(\mathcal{H}_{\epsilon}\right) \leq c-1$, and so $S(c-1, m-1)$ applies to $\mathcal{H}_{2}$.

Putting all of these facts together,

$$
\begin{align*}
|\mathcal{H}| & =\left|c a l H I_{1}\right|+\left|\mathcal{H}_{2}\right| \\
& \leq \sum_{i=0}^{c}\binom{m-1}{i}+\sum_{i=0}^{c-1}\binom{m-1}{i}  \tag{c,m-1}\\
& =\binom{m-1}{0}+\sum_{i=1}^{c}\binom{m-1}{i}+\sum_{i=}^{c}\binom{m-1}{i-i} \\
& =\binom{m}{0}+\sum_{i=1}^{c}\binom{m}{i} \\
& =\sum_{i=0}^{c}\binom{m}{i} .
\end{align*}
$$

and so $S(c, m)$ holds, completing the inductive step.
By a form of double induction, for all $d \geq 0$ and $n \geq 1, S(d, n)$ holds.

Comment: One can think of the induction step as an outer induction on $d$, with the inner induction done on $n$. Another way to see that the inductive step above indeed accomplishes the task, is start with those indices corresponding to the line $y=x$ and $x=0$ as mentioned in the base step, and then to consecutively prove the theorem for each of $y=x+1, y=x+2$, and so on.

### 31.2 Solutions: Posets and lattices

Exercise 439: (Dilworth's theorem) For any poset $(P, \leq)$, let $d(P)$ denote the minimum number of disjoint chains required to cover $P$, and let $\alpha(P)$ be the number of elements in a largest antichain. Since any antichain $A \subseteq P$ requires $|A|$ chains to cover $A$ alone, $\alpha(P) \leq d(P)$. It remains to prove the reverse inequality, and this is achieved by strong induction on $|P|$. For each $n \geq 0$, let $S(n)$ denote the statement "For any poset ( $P, \leq$ ) with $|P|=n, P$ can be covered by at most $\alpha(P)$ disjoint chains."
BASE STEP: If $|P|=0$, then $P=\emptyset$, and both $\alpha(P)=d(P)=0$, verifying that $P(0)$ holds.

Inductive step: Fix some $k \geq 1$ and assume that for all $k^{\prime} \in\{0,1, \ldots, k-1\}$, $P\left(k^{\prime}\right)$ is true. Let $(P,<)$ be a poset with $|P|=k$ elements and let $\alpha=\alpha(P)$ be the length of the longest antichain in $P$. It remains to show that $P$ can be covered by (at most) $\alpha$ chains.

Let $C$ be any maximal chain in $P$.
Case 1: If every antichain in $P \backslash C$ contains less than $\alpha$ elements, then by $S(|P \backslash C|), P \backslash C$ can be covered by at most $\alpha-1$ disjoint chains, and so together with $C, P$ can be covered by at most $\alpha$ disjoint chains, and $S(n)$ is satisfied.

Case 2: Suppose there exists an antichain $A=\left\{a_{1}, a_{2}, \ldots, a_{\alpha}\right\}$ in $P \backslash C$ with $\alpha$ elements. Longer antichains do not exist by the definition of $\alpha$, and so every element in $P \backslash C$ is comparable to some element of $A$. Define

$$
U=\left\{p \in P: \exists a_{i} \in A \text { with } a_{i} \leq p\right\}
$$

and

$$
L=\left\{p \in P: \exists a_{i} \in A \text { with } p \leq a_{i}\right\}
$$

Then $U \cup I=P$. The maximum element of $C$ is not in $I$, for if it were, $C$ could be extended by adding some $a_{i}$; but $C$ is maximal. Similarly, the minimum element of $C$ is not in $U$. Thus $U \neq P$ and $L \neq P$. By induction hypotheses $S(|U|)$ and $S(|L|)$, let each of $U$ and $L$ can be covered by at most. $\alpha$ disjoint chains, say $C_{i}^{U}$ 's and $C_{j}^{L}$ 's. Since $A$ is an antichain with $\alpha$ elements, each $a_{i} \in A$ is contained in precisely one chain in $U$ and one in $L$; relabelling the $C_{i}^{U}$ 's and $C_{j}^{L}$ 's if necessary, suppose that for each $i, a_{i} \in C_{i}^{U}$ and $a_{i} \in C_{i}^{L}$.

Observe that for each $i$, both $a_{i}=\min C_{i}^{U}$ and $a_{i}=\max C_{i}^{L}$, for if, say, $a_{i} \neq$ $\min C_{i}^{U}$, that is, for some $x \in C_{i}^{U}, x<a_{i}$, then for some $a_{j}, a_{j} \leq x<a_{i}$ contradicts $A$ being an antichain. Thus for each $i$, form the chain $C_{i}=C_{i}^{U} \cup C_{i}^{L}$; the chains $C_{1}, \ldots, C_{\alpha}$ are disjoint and cover $P$, completing the inductive step $S(|P|)=S(n)$.

By strong mathematical induction on $|P|$, for each finite poset $P$, Dilworth's theorem holds.

Exercise 440: For those wanting a bit more of hint, see [59, p.98, prob 53]. For a complete proof, see, e.g., [p1, 61.62][386]; the Rado selection principle is used,
which is given with a compactness argument using Tychonff's theorem (see [386, pp.52-55]).

Exercise 441: See [387].
Exercise 442: One solution to this exercise appears in, e.g., [58, p. 18], however, "convex" was not mentioned (though it is a consequence of the proof given). The proof is by induction on $|X|=n$.
Base stef: When $n=1, \mathcal{P}(X)$ is itself a (symmetric and convex) chain with two elements ( $X$ and $\emptyset$ ).
Induction step: Let $X$ be a set with $k \geq 2$ elements, and suppose that any set with $k-1$ elements has a symmetric chain decomposition. Let $x \in X$, and $Y=X \backslash\{x\}$. By induction hypothesis, let

$$
\mathcal{P}(Y)=\mathcal{C}_{1} \cup \mathcal{C}_{2} \cup \cdots \cup \mathcal{C}_{s}
$$

be a partition of all subsets of $Y$ into (disjoint) convex symmetric non-empty chains. [Note that since each chain contains preciscly one set of $\lfloor(k-1) / 2\rfloor$ elements, $s=$ $\binom{k-1}{(k-1) / 2]}$.] In $\mathcal{P}(X)$, each such chain $C_{i}$ is replaced by two chains (one of which nay be empty). If some $\mathcal{C}_{i}$ consists of $j$ scts $A_{1} \subset A_{2} \subset \cdots \subset A_{j}$, let

$$
\mathcal{Q}_{2}=\left\{A_{1}, A_{2}, \ldots, A_{j-1}, A_{j}, A_{j} \cup\{x\}\right\}
$$

and

$$
\mathcal{R}_{i}=\left\{A_{1} \cup\{x\}, A_{2} \cup\{x\}, \ldots, A_{-1} \cup\{x\}\right\}
$$

(which may be empty if $j=1$ ). Since $\mathcal{C}_{i}$ is, by the induction hypothesis, convex and symmetric, it is not diflicult to verify that so are both $\mathcal{Q}_{i}$ and $\mathcal{R}_{i}$ (see the example above-- examine the evell and odd cases separately). Also, (excluding the empty $\mathcal{R}_{i}$ 's)

$$
X=\bigcup_{i=1}^{s} \mathcal{Q}_{i} \cup \bigcup_{i=1}^{s} \mathcal{R}_{i}
$$

is a partition of $\mathcal{P}(X)$, concluding the inductive step.
By MI, for all $n \geq 1$, the power set of any $n$-element set can be partitioned into symuretric convex chains.

Comment: One can check that the inductive step produces the correct number of sets, doubling from $2^{k}{ }^{1}$ to $2^{k}$, since $j$ sets in $\mathcal{C}_{i}$ are replaced by $j+1$ sets and $j-1$ sets respectively. Also, as noted by Bollobás, the number of chains produced is correct as well. When $|X|=k=2 \ell$ is even, two chains are produced from each in $\mathcal{P}(Y)$. giving

$$
2\binom{k-1}{\lfloor(k-1) / 2\rfloor}=2\binom{2 \ell-1}{\ell-1}-\binom{2 \ell}{\ell},
$$

the correct number. However, when $|X|=2 \ell+1$ is odd, there are chains in $\mathcal{P}(Y)$ consisting of a single set-in the decomposition for $Y$, (where $|Y|=2 \ell$ ), there are $\binom{2 \ell}{\ell}$ chains, of which only $\binom{2 \ell-1}{\ell-1}$ have more than one set (this takes some thought), so the construction gives (by Pascal's identity)

$$
\binom{2 \ell}{\ell}+\binom{2 \ell-1}{\ell-1}=\binom{2 \ell+1}{\ell}
$$

chains, precisely the number desired.

### 31.3 Solutions: Countable Zorn's lemma for measurable sets

Exercise 443: The proof is by contradiction; suppose that $\mu(U \backslash A)>0$. Since

$$
\sup \left\{\mu\left(A_{i}\right): i=1,2, \ldots\right\}=\mu(A)
$$

pick $n$ be so large that

$$
\mu(A)-\mu\left(A_{n}\right)<\frac{\mu(U \backslash A)}{2} .
$$

By construction,

$$
\begin{array}{rlr}
\mu\left(A_{n+1}\right) & \geq \frac{\sup \left\{\mu(B): B \in \Theta, A_{n} \precsim B\right\}+\mu\left(A_{n}\right)}{2} & \\
& \geq \frac{\mu(U)+\mu\left(A_{n}\right)}{2} & \\
& =\frac{\mu(U \backslash A)+\mu(A)+\mu\left(A_{n}\right)}{2} & \\
& \geq \frac{\mu(U \backslash A)+\mu\left(A_{n}\right)+\mu\left(A_{n}\right)}{2} & \\
& =\frac{\mu(U \backslash A)}{2}+\mu\left(A_{n}\right) & \\
& >\mu(A)-\mu\left(A_{n}\right)+\mu\left(A_{n}\right) & \\
& =\mu(A) &
\end{array}
$$

and so $\mu\left(A_{n+1}\right)>\mu(A)$, contradicting $A_{n+1} \subseteq A$. Thus one concludes that $\mu(U \backslash A)=0$, and so $U \cong A$.

Hence any upper bound $V \in \Theta$ for $\mathcal{A}$ satisfies $\mu(V)=\mu(U)=\mu(A)$, and so $\mu(U \Delta V)=0$. Thus $U$ is maximal in $\Gamma$.

### 31.4 Solutions: Topology

Exercise 444: This problem is an old classic (see c.g., [220, p. 114], or more recently, $\{462$, Ex. 69 , p. 282]). For $n \geq 1$ let $P(n)$ be the proposition that if $\left(a_{1}, b_{1}\right),\left(a_{2}, b_{2}\right), \ldots,\left(a_{n}, b_{n}\right)$ are open intervals of real numbers that pairwise intersect, then $\cap_{i=1}^{n}\left(a_{i}, b_{i}\right) \neq \emptyset$. Note that the assumption that every pair of intervals intersect ensures the tacit assumption that each $a_{i}<b_{i}$.

Two different versions of the inductive step are given; they differ in notation and style, but rely on the same general principles. The second, (based on [220, p. 114]) is perhaps a little casier to read.

Base step: When $n=1$, the statement $P(1)$ is trivial. (The case $n=2$ is also trivial.)

INDUCTIVE STEP, VERSION 1: Let $m \geq 1$ and suppose that $P(m)$ is true. Let $\left(a_{1}, b_{1}\right),\left(a_{2}, b_{2}\right), \ldots,\left(a_{m}, b_{m}\right),\left(a_{m+1}, b_{m+1}\right)$ be open intervals that are pairwise intersecting. Without loss of generality, assume that $a_{1} \leq a_{2} \leq \cdots \leq a_{m} \leq a_{m+1}$. By $P(m), \cap_{i=1}^{m}\left(a_{i}, b_{i}\right)$ is non-empty. Let $b_{\alpha}=\min \left\{b_{1}, \ldots, b_{m}\right\}$; then $\cap_{i=1}^{m}\left(a_{i}, b_{i}\right)=$ $\left(a_{m}, b_{\alpha}\right) \neq \emptyset$, so $b_{\alpha}>a_{m}$.

Case 1: If $b_{m+1} \leq b_{\alpha}$, then

$$
\bigcap_{i=1}^{m+1}\left(a_{i}, b_{i}\right)=\left(a_{m+1}, b_{m+1}\right)
$$

which is non-empty by assumption.
Case 2: If $b_{\alpha}<b_{m+1}$, then

$$
\bigcap_{i=1}^{m+1}\left(a_{i}, b_{i}\right)=\left(a_{m}, b_{\alpha}\right) \cap\left(a_{m+1}, b_{m+1}\right)=\left(a_{m+1}, b_{m+1}\right) \cap\left(a_{\kappa}, b_{\alpha}\right)
$$

which is non-empty because intervals pairwise intersect.
In both cases, $\cap_{i=1}^{m+1}=\left(a_{m+1}, b_{m+1}\right) \neq \emptyset$, completing the proof of $P(m+1)$.
Inductive step, version 2: Note that if two open intervals intersect, they do so in an open interval. Let $m \geq 1$ and assume that $P(m)$ is truc. Let $I_{1}, I_{2}, \ldots, I_{m}, I_{m+1}$ be pairwise intersecting open intervals in $\mathbb{R}$. By $P(m), I_{i}, \ldots, l_{m}$ mutually intersect, and the intersection $\cap_{i=1}^{m} I_{i}$ is an interval $I$. To prove that $I$ intersects $I_{m+1}$, suppose the contrary, that is, suppose that $I \cap I_{m+1}=\emptyset$. Then there exists a point $X \in \mathbb{R}$ in between $I$ and $I_{m+1}$. Each of the intervals $I_{1}, \ldots, I_{m}$ contains $I$, and by assumption, intersects with $I_{m+1}$, and so contains all points between, namely $X$. So $X$ belongs to $I$. The contradiction shows that $I \cap I_{m+1} \neq \emptyset$, and all points in this intersection $I \cap I_{m+1}$ are contained all intervals $I_{1}, \ldots, I_{m+1}$.

By MI, for each $n \geq 1$, if $n$ open intervals intersect pairwise, they mutually intersect.

Exercise 445: Suppose that for every $\epsilon>0$, there exists $x \in A$ such that $|x-a|<\epsilon$. In particular, for each $n \in \mathbb{N}$, the set

$$
X_{n}=\left\{x \in A:|x-a|<\frac{1}{n}\right\}
$$

is non-empty. By the Axiom of Choice, $\prod_{n \in \mathbb{N}} X_{n} \neq \emptyset$, and so there exists a sequence $\left\{x_{n}\right\}_{n \in \mathbb{N}}$ so that each $x_{n} \in X_{n}$. Then each $x_{n} \in A$ and $x_{n} \rightarrow a$ as $n \rightarrow \infty$.

Exercise 446: This proof is well-known (see, e.g., [463]).
Let, $X$ and $Y$ be sets, and let $\mathcal{F} \subset X \times Y$ be a collection of functions from some subset of $X$ into $Y$. Let $\mathcal{C}$ be a chain in $(\mathcal{F}, \underline{\preceq})$, and put $h=\cup_{f \in \mathcal{C}} f$. Put $X^{\prime}=\operatorname{dom}(h)=\cup_{f \in \mathcal{C}} \operatorname{dom}(f)$. To be shown is that $h$ is a function, that is, for any $x \in X^{\prime}$, there is unique $y$ so that $(x, y) \in h$. In hopes of a contradiction, suppose that both $\left(x, y_{1}\right) \in h$ and $\left(x, y_{2}\right) \in h$. Since $h$ is defined as a union of functions, there are $g_{1}$ and $g_{2}$ in $\mathcal{C}$ so that $\left(x, y_{1}\right) \in g_{1}$ and $\left(x, y_{2}\right) \in g_{2}$. Without loss of generality, suppose that $g_{1} \subset g_{2}$. Then $\left(x, y_{1}\right) \in g_{2}$ as well, and since $g_{2}$ is a function, $y_{1}=y_{2}$.

It is rudimentary to verify that the domain and range of $h$ is as in the statement of the exercise, and so this is left to the reader.

Note: By the above proof, chains in the above order have their union in the family, so Zorn's lemma applics to any subset of all functions from subsets of $X$ to $Y$ to give the existence of a maximal elements in the ordering given above. However, without Zorn's lemma, it is nearly trivial to notice that any function with domain $X$ and range in $Y$ is maximal in this sense. So Zorn's lemma doesn't yield anything interesting for the entire set of such functions. It might, however, imply something interesting for some special subset of functions whose domains are in $X$. (See solution to Exercise 449, Tychonoff's theorem.)

Exercise 447: (using Zorn's lemma) Let $\mathcal{A} \subseteq \mathcal{P}(X)$ be a family with FIP, and define

$$
\mathscr{A}=\{\mathcal{C} \subseteq \mathcal{P}(X): \mathcal{A} \subseteq \mathcal{C} \text { and } \mathcal{C} \text { has FIP }\}
$$

For any $\mathcal{C} \in \mathscr{A}$, if $\emptyset \neq \cap_{C \in \mathcal{C}} \bar{C}$, then $\cap_{C \in \mathcal{A}} \bar{C} \supseteq \cap_{C \in \mathcal{C}} \bar{C} \neq \emptyset$.
Let $\left\{\mathcal{C}_{\alpha}: \alpha \in A\right\} \mathcal{C} \mathfrak{\Omega}$ be a chain (ordered by inclusion), and set $\mathcal{C}^{\prime}=\cup_{\alpha \in A} \mathcal{C}_{\alpha}$. Fix $C_{1}, \ldots, C_{n} \in \mathcal{C}^{\prime}$. For each $i=1, \ldots, n$, let $C_{i} \in \mathcal{C}_{\alpha_{i}}$ (the $\alpha_{i}$ 's need not be distinct). Since the $\mathcal{C}_{\alpha}$ 's form a chain, there exists $j \in\{1, \ldots, n\}$ so that $C_{1}, C_{2}, \ldots, C_{n} \in \mathcal{C}_{\alpha_{j}}$. Since $\mathcal{C}_{\alpha_{j}}$ has FIP, $C_{1} \cap \cdots \cap C_{n} \neq \emptyset$. Thus, $\mathcal{C}^{\prime}$ has FIP, and so is an upper bound for $\left\{\mathcal{C}_{\alpha}: \alpha \in A\right\}$. By Zorn's lemma, $\mathfrak{A}$ has a maximal element.

Exercise 448: [Thanks to KR for this proof.] For each $n \geq 1$, let $S(n)$ be the statement that if $X_{1}, X_{2}, \ldots, X_{n}$ are compact topological spaces, then $X_{1} \times X_{2} \times$ $\cdots \times X_{n}$, equipped with the product topology, is compact.
Base ster ( $S(1), S(2)$ ): $S(1)$ is immediate. To prove $S(2)$ : let $X_{1}, X_{2}$ be compact topological spaces and let $\left\{U_{\alpha} \times V_{\alpha}: \alpha \in I\right\}$ be an open cover of $X_{1} \times X_{2}$ by basic open sets.

For every $b \in X_{2}$, let $I_{b}=\left\{\alpha \in I: b \in V_{\alpha}\right\}$. Then $\left\{U_{\alpha} \times V_{\alpha}: \alpha \in I_{b}\right\}$ covers $X_{1} \times\{b\}$ and hence $\left\{U_{\alpha}: \alpha \in I_{b}\right\}$ is an open cover of $X_{1}$. Since $X_{1}$ is compact, there is a finite subcover $\left\{U_{\alpha_{b, i}}: 1 \leq i \leq k_{b}\right\}$. Then $X_{1} \times\{b\} \subseteq U_{i=1}^{k_{b}} U_{\alpha_{b, i}} \times V_{\alpha_{b, i}}$.

Set $V_{b}=n_{i=1}^{k_{b}} V_{\alpha_{b, i}}$. Then $b \in V_{b}, V_{b}$ is open in $X_{2}$, and $\left\{V_{b}: b \in X_{2}\right\}$ is an open cover of $X_{2}$. Since $X_{2}$ is compact, there is a finite subcover $\left\{V_{b_{1}}, V_{b_{2}}, \ldots, V_{b_{t}}\right\}$. For every $j=1, \ldots, t$, if $1 \leq i \leq k_{b_{j}}$, then $V_{b_{j}} \subseteq V_{\alpha_{b_{j}, i}}$ and hence $\cup_{j=1}^{t} \cup_{i=1}^{k_{b_{j}}} U_{\alpha_{b_{j}, i}} \times V_{\alpha_{b_{j}, i}}$ is a finite open cover of $X_{1} \times X_{2}$.
Inductive step: Suppose that for some $\ell \geq 2, S(\ell)$ holds. Let $X_{1}, \ldots, X_{\ell}, X_{\ell+1}$ be compact spaces. By the inductive hypothesis, $X_{1} \times \cdots \times X_{\ell}$ is compact and by $S(2), X_{1} \times \cdots \times X_{\ell} \times X_{\ell+1} \simeq\left(X_{1} \times \cdots \times X_{\ell}\right) \times X_{\ell}$ is compact, finishing the proof of $S(\ell+1)$ and so the inductive step.

By MI, for each $n \geq 2, S(n)$ holds.

Exercise 449: 'Two solutions are given, the first perhaps more elegant. Proofs for Tychonoff's theorcm are also found in most topology texts (e.g., Dugundji [151]). The first proof given here is really based on the idea of filters/ideals, without actually mentioning them, and is based on Lemma 13.3.2 (and can be found in [390].) [Thanks to KR for help writing this proof.] Both proofs assume the axiom of choice and hence Zorn's lemma.

Proof 1: Assume that for each $i \in I, X_{i}$ is a compact topological space, and set $X=\prod_{i \in I} X_{i}$, with the product topology.

By Exercise 447, let $\mathcal{C}^{*}$ be a maximal family of subsets of $X$ with FIP If $Y \subset X$ has the property that for every $C \in \mathcal{C}^{*}, C \cap Y \neq \emptyset$, then $Y \in \mathcal{C}^{*}$.

In each coordinate space $X_{i}$, the family $\{\pi(C): C \in \overline{\mathcal{C} *}\}$ has FIP, and so by the compactness of each $X_{i}$,

$$
\emptyset \neq \bigcap_{C \in \mathcal{C} *} \overline{\pi_{i}(C)} .
$$

By AC, for each $i \in I$, pick $x_{i} \in \cap_{C \in \mathcal{C} *} \overline{\pi_{i}(C)}$ and define $\mathrm{x}=\left(x_{i}\right)_{i \in I} \in X$. It remains to show that $\mathbf{x} \in \cap_{C \in C^{*}} \bar{C}$.

Since each $\bar{C}$ is closed, to show that $\mathrm{x} \in \cap_{C \in \mathcal{C}} \bar{C}$, it suffices to show that for every open set $U \subseteq X$ containing $\mathbf{x}$, and for every $C \in \mathcal{C}^{*}, U \cap C \neq \emptyset$.

For each $i \in I$, let $U_{i} \subseteq X_{i}$ be an open neighborhood of $x_{i}$. For every $C \in \mathcal{C}^{*}$, $x_{i} \in \overline{\pi_{i}(C)}$, and since $U_{i}$ is an open neighborhood of $x_{i}$, it follows that $U_{i} \cap \pi_{i}(C) \neq \emptyset$. Thus $\emptyset \neq \pi_{i}^{-1}\left(U_{i}\right) \cap C$, and by the maximality of $\mathcal{C}^{*}, \pi_{i}^{-1}\left(U_{i}\right) \in \mathcal{C}^{*}$.

Let $U$ be open in $X$ with $\mathbf{x} \in U$. Approximating by basis elements of $X$, there are $i_{1}, \ldots, i_{n} \in I$ and $U_{1} \subseteq X_{i_{1}}, \ldots, U_{n} \subseteq X_{i_{n}}$ so that

$$
\mathbf{x} \in \bigcap_{j=1}^{n} \pi_{j}^{-1}\left(U_{j}\right) \subseteq U .
$$

By the previous paragraph, since for $j=1, \ldots, n, U_{j}$ is an open neighborhood for $x_{i_{j}}, \pi_{i_{j}}^{-1}\left(U_{j}\right) \in \mathcal{C}^{*}$, and since $\mathcal{C}^{*}$ has FIP,

$$
\bigcap_{j=1}^{n} \pi_{j}^{-1}\left(U_{j}\right) \cap C \neq \emptyset .
$$

Thus, $U \cap C \neq \emptyset$.
Therefore, for cvery $C \in \mathcal{C}^{*}, \mathbf{x} \in \bar{C}$, and hence $\mathrm{x} \in \cap_{C \in \mathcal{C}} \bar{C} \neq \emptyset$.
The second proof given here is an adaptation of that found in [463], a proof for which Paul Chernoff (1992) receives credit. Recall that a net is a generalization of an infinite sequence (a sequence is a function $f$ whose domain is a well-ordered set $I$, whereas a net is a function from a partially ordered set with least upper bounds-see [571, p.73]).
Proof 2: For each $i \in I$, let $X_{i}$ be a compact topological space, and set $X=$ $\prod_{i \in I} X_{i}$. To show that $X$ is compact, it suffices to show that every net, in $X$ has a cluster point. Any element of $X$ can be viewed as a function with domain $I$. Fix a net $\left\langle f_{\alpha}\right\rangle_{\alpha \in A}$.

For each non-empty subset $J \subseteq I$ and $g$ in $\prod_{i \in J} X_{i, g}$ is called a partial cluster point of $\left\langle f_{\alpha}\right\rangle_{\alpha \in A}$ iff $g$ is a cluster point of the net $\left\langle f_{\alpha} \mid J\right\rangle_{\alpha \in A}$.

When $J=\{i\}$ is a single index, $\left\langle\left. f_{c k}\right|_{J}\right\rangle_{\Omega \in A}$ is a net in $X_{i}$, and since $X_{i}$ is compact, $X_{i}$ has a cluster point. Hence, partial cluster points exist. Let $P$ be the non-empty set of all partial cluster points in $\left\langle f_{\alpha}\right\rangle_{\alpha i n A}$. As in Exercise 446, let $\prec$ be the partial order on functions ordered by extension.

By Exercise 446, for any chain $\mathcal{C}$ in $P h_{\mathcal{C}}=\cup_{g \in \mathcal{C}} g$ is a function with domain $J_{\mathcal{C}}=\cup_{g \in \mathcal{C}} \operatorname{dom}(g)$.

For the moment, fix a chain $\mathcal{C}$ in $\left(P, \underline{\text { ) }}\right.$; the claim is that $h_{\mathcal{C}}$ is a partial cluster point of the net $\left\langle f_{\beta_{\alpha}}\right\rangle_{\alpha \in A}$. To show this, it suffices to show that $h_{\mathcal{C}}$ is a cluster point of $\left\langle\left. f_{\alpha}\right|_{J_{C}}\right\rangle_{\alpha \in A}$. Let $F$ be a finite subset of $J_{C}$ and for each $i \in F$, let $U_{2}$ be an open set in $X_{i}$. Put

$$
W=\left\{h \in \prod_{i \in J_{C}} X_{i}: \forall i \in F, h(i) \in U_{i}\right\},
$$

a basic neighborhood of $h_{\mathcal{C}}$. Since $\mathcal{C}$ is a chain, there exists $\beta \in A$ so that for each $i \in F,\left.f_{\mathcal{\beta}}\right|_{J_{\mathcal{C}}} \in U_{i}$, and so $\left.f_{\mathcal{B}}\right|_{J_{\mathcal{F}}} \in W$. Since $\alpha \in A$ is arbitrary and the basic neighborhood $W$ of $h_{\mathcal{C}}$ is arbitrary, $h_{\mathcal{C}}$ is a cluster point of $\left\langle f_{\alpha} \mid J_{\mathcal{C}}\right\rangle_{\alpha i n A}$. Thus, $h_{\mathcal{C}} \in P$.

So any chain in $P$ has an upper bound in $P$, namely $h_{\mathcal{C}}$. By Zorn's lemma, $P$ has a maximal element, say, $h^{*}$.

Let $\operatorname{dom}\left(h^{*}\right)=J^{*}$. If $J^{*}=I$, then $\left\langle f_{\alpha}\right\rangle_{\alpha \in . A}$ has a cluster point in $X$ and in this case, the theorem is proved. So suppose that $\operatorname{dom}\left(h^{*}\right)=J^{*} \neq I$, and let $k \in I \backslash J^{*}$. Since $h^{*} \in P$, some subnet $\left\langle\left. f_{\mathcal{B}}\right|_{J \cdot}\right\rangle_{\mathcal{B} \in B}$ converges to $h^{*}$. Since $X_{k}$ is compact, the net $\left\langle\left. f_{\beta}\right|_{J^{*}}(k)\right\rangle_{\beta \in B}$ in $X_{k}$ must have a cluster point $p$. Extend $h^{*}$ to $g$ on $J^{*} \cup\{k\}$ by
putting $g=h^{*}$ on $J^{*}$ and $g *(k)=p$. Then $h$ is a partial cluster point of $\left\langle f_{\alpha}\right\rangle_{\alpha \in A}$, putting $h \in P$. However, $h^{*} \preceq g$, contradicting that $h^{*}$ was maximal, so $J^{*} \neq I$ is not possible.

Exercise 450: Sce [308]; a solution is also given in several topology texts.

Exercise 451: ( $\mathbb{Q}$ is dense in $\mathbb{R}$ ) First consider the case when $0<x<y$. By the Archimedean property, there exists $q \in \mathbb{Z}^{\dagger}$ so that

$$
q>\frac{1}{y-x},
$$

and so $1<q(y-x)$. Again, by the Archimedean property, there exists an $n \in \mathbb{Z}^{+}$ so that $q x<n$; by the well-ordering of $\mathbb{Z}^{+}$, there is a least such $n$, say $p$. Then $p-1 \leq q x<p$ (because if $p=1,0 \leq q x$ which is true, and if $p \neq 1, p-1>q x$ would contradict the minimality of $p$ ). So $q x<p=(p-1)+1<q x+q(y-x)<q y$; and division by $q$ yields

$$
x<\frac{p}{q}<y .
$$

To prove the case where $x \leq 0$, use the Archimedean property to find $m \in \mathbb{Z}^{+}$ so that $-x<m$, and apply the above proof to find $p / q \in \mathbb{Q}$ satisfying

$$
x+m<\frac{p}{q}<y+m,
$$

giving $\frac{p}{q}-m$ as the desired rational number.
Exercise 452: Suppose that the conclusion is false, that is, suppose $f$ is not continuous. Then there exists $\epsilon>0$ so that for every $\delta>0$, there is an $x$ so that $|x-a|<\delta$, yet $|f(x)-f(a)| \geq \epsilon$. Fix such an epsilon. Using $\delta$ 's of the form $1 / n$, for each $n=1,2,3, \ldots$ there is $y_{n}$ so that $\left|y_{n}-a\right|<\frac{1}{n}$ and $\left|f\left(y_{n}\right)-f(a)\right| \geq \epsilon$. For $n=1,2,3 \ldots$, let $X_{n}$ be the set of reals $x$ which satisfy $|x-a|<\frac{1}{n}$ and $|f(x)-f(a)| \geq \epsilon ;$ then each $X_{n}$ is non-empty (for example, $y_{n} \in X_{n}$ ). By the Axiom of Choice, there exists a sequence $\left\{x_{n}\right\}$ so that $x_{n} \rightarrow a$ but $\left\{f\left(x_{n}\right)\right\}$ does not converge to $f(a)$.

Qucstion: Was the Axiom of Choice really required here? Why couldn't one just use the sequence $\left\{y_{n}\right\}$ from the proof? Essentially, the Axiom of Choice was used to select a sequence $\left\{x_{n}\right\}$ all at once, and the sequence $\left\{y_{n}\right\}$ was just used to show one-by-one that all the $X_{n}$ 's were non-empty. It seems as if this proof could be restated using MI rather than AC.

### 31.5 Solutions: Ultrafilters

Exercise 453: $(\Rightarrow)$ Let $\mathcal{F}_{\mathcal{E}}$ be a proper filter, that is, $\emptyset \notin \mathcal{F}_{\mathcal{E}}$. Since $\mathcal{F}_{\mathcal{E}}$ is a filter, and the intersection of any two sets must also be in the filter, every pair of sets in $\mathcal{F}_{E}$ intersect non-trivially, and since $E \subseteq \mathcal{F}_{\mathcal{E}}$, then any two sets in $E$ intersect. It follows by induction that $\mathcal{E}$ has FIP. Hence the remaining direction of Lemma 13.4.2 holds.

Exercise 454: Let $\mathcal{H}$ be the set of proper filters on $S$ containing $\mathcal{F}$, ordered by inclusion (where $\mathcal{F} \subseteq \mathcal{F}^{\prime} \Leftrightarrow\left|\Lambda \in \mathcal{F} \Rightarrow A \in \mathcal{F}^{\prime}\right|$ ). To apply Zorn's lemma, one needs to show the union of a chain or proper filters is again a proper filter.

First check that the union of a chain of filters is again a filter: Let $\mathcal{F}_{\alpha}: \alpha<\lambda$ be a chain of filters where $\alpha<\alpha^{\prime} \Rightarrow \mathcal{F}_{\alpha} \subset \mathcal{F}_{\alpha^{\prime}}$. Set

$$
\mathcal{F}=\cup_{\alpha<\lambda} \mathcal{F}_{\alpha}=\left\{A: A \in \mathcal{F}_{\alpha} \text { for some } \alpha<\lambda\right\} .
$$

For each $\alpha, S \in \mathcal{F}_{\alpha}$, and so $S \in \mathcal{F}$. Now suppose $A \in \mathcal{F}$ and $A \subseteq B \subseteq S$. Then for some $\alpha, A \in \mathcal{F}_{\alpha}$, and since $\mathcal{F}_{\alpha}$ is a filter, $B \in \mathcal{F}_{\alpha}$, and hence $B \in \mathcal{F}$. Suppose that $C, D \in \mathcal{F}$ with $C \in \mathcal{F}_{\alpha}$ and $D \in \mathcal{F}_{\beta}$. Then $C \cap D \in \mathcal{F}_{\max \{\alpha, \beta\}}$, and hence $C \cap D \in \mathcal{F}$. So $\mathcal{F}$ is a filter.

Furthermore, $\mathcal{F}$ is a proper filter since $\emptyset$ never occurred as an element in any $\mathcal{F}_{\alpha}$, so $\emptyset \notin \mathcal{F}$. So Zorn's lemma applies giving the desired result.

Exercise 455: For $k=1, X_{1}=X \in \mathcal{F}$, so assume that $k>1$. If $X_{k} \notin \mathcal{F}$, then since $\mathcal{F}$ is an ultriafilter, $\bar{X}_{k}=X_{1} \cup \cdots \cup X_{k-1} \in \mathcal{F}$. The result now follows by induction on $k$.

## Chapter 32

## Solutions: Logic and language

### 32.1 Solutions: Sentential logic

Exercise 456: For each $m \in \mathbb{Z}^{+}$, let $S(m)$ be the statement that for $m+1$ statements $p_{i}$,

$$
\left[p_{1} \rightarrow p_{2}\right] \wedge\left[p_{2} \rightarrow p_{3}\right] \wedge \ldots \wedge\left[p_{m} \rightarrow p_{m+1}\right] \Rightarrow\left[\left(p_{1} \wedge p_{2} \wedge \ldots \wedge p_{m}\right) \rightarrow p_{m+1}\right] .
$$

Base step: The statement $S(1)$ says

$$
\begin{equation*}
\left[p_{1} \rightarrow p_{2}\right] \Rightarrow\left[\left(p_{1} \wedge p_{2}\right) \rightarrow p_{2}\right] \tag{32.1}
\end{equation*}
$$

which is true (since the right side is a tautology).
Indicitive ster: Fix $k \geq 1$, and assume that for any statements $q_{1}, \ldots, q_{k+1}$, both

$$
S(1): \quad\left[q_{1} \cdots p_{2}\right] \Rightarrow\left[\left(q_{1} \wedge q_{2}\right) \rightarrow q_{2}\right]
$$

and

$$
S(k):\left[q_{1} \rightarrow q_{2}\right] \wedge\left[q_{2} \rightarrow q_{3}\right] \wedge \ldots \wedge\left[q_{k} \rightarrow q_{k+1}\right] \Rightarrow\left[\left(q_{1} \wedge q_{2} \wedge \ldots \wedge q_{k}\right) \rightarrow q_{k+1}\right]
$$

hold. It remains to show that for any statements $p_{1}, p_{2}, \ldots, p_{k}, p_{k+1}, p_{k+2}$,

$$
S(k+1):\left[p_{1} \rightarrow p_{2}\right] \wedge\left[p_{2} \rightarrow p_{3}\right] \wedge \ldots \wedge\left[p_{k+1} \rightarrow p_{k+2}\right] \Rightarrow\left[\left(p_{1} \wedge \ldots \wedge p_{k+1}\right) \rightarrow p_{k+2}\right]
$$

follows. Begin with the left side of $S(k+1)$ :

$$
\begin{aligned}
& {\left[p_{1} \rightarrow p_{2}\right] \wedge \ldots \wedge\left[p_{k+1} \rightarrow p_{k+2}\right] \wedge\left[p_{k+1} \rightarrow p_{k+2}\right]} \\
& \Downarrow \quad(\text { definition of conjuction }) \\
& {\left[\left(p_{1} \rightarrow p_{2}\right] \wedge\left[p_{2} \rightarrow p_{3}\right] \wedge \ldots \wedge\left[p_{k+1} \rightarrow p_{k+2}\right]\right] \wedge\left[p_{k+1} \rightarrow p_{k+2}\right]} \\
& \Downarrow \quad\left(\text { by } S(k) \text { with each } q_{i}=p_{i}\right) \\
& {\left[\left(p_{1} \wedge p_{2} \wedge \ldots \wedge p_{k}\right) \cdots p_{k+1}\right] \wedge\left[p_{k \mid 1} \rightarrow p_{k+2}\right]}
\end{aligned}
$$

$$
\begin{aligned}
& \left.\Downarrow \quad\left(\text { by } S(1) \text { with } q_{1}=p_{1} \wedge \ldots \wedge p_{k}\right) \text { and } q_{2}=p_{k+1}\right) \\
& {\left[\left[\left(p_{1} \wedge p_{2} \wedge \ldots \wedge p_{k}\right) \wedge p_{k+1}\right] \rightarrow p_{k+1}\right] \wedge\left[p_{k+1} \rightarrow p_{k+2}\right]} \\
& \Downarrow \quad(\text { by definition of conjuction }) \\
& {\left[\left(p_{1} \wedge p_{2} \wedge \ldots \wedge p_{k} \wedge p_{k+1}\right) \rightarrow p_{k+1}\right] \wedge\left[p_{k+1} \rightarrow p_{k+2}\right]} \\
& \Downarrow \quad\left(\text { since } a \wedge b \rightarrow b \text { with } b=\left[p_{k+1} \rightarrow p_{k+2}\right]\right) \\
& {\left[\left(p_{1} \wedge p_{2} \wedge \ldots \wedge p_{k} \wedge p_{k+1}\right) \rightarrow p_{k+2}\right] \wedge\left[p_{k+1} \rightarrow p_{k+2}\right]} \\
& \Downarrow \quad(\text { since } a \wedge b \rightarrow a) \\
& {\left[p_{1} \wedge p_{2} \wedge \ldots \wedge p_{k} \wedge p_{k+1}\right] \rightarrow p_{k+2},}
\end{aligned}
$$

precisely the right side of $S(k+1)$, which completes the inductive step.
By mathematical induction, for each $n \geq 1, S(n)$ holds.
Exercise 458: For each $n \geq 3$. let $C(n)$ be the claim that for each $r$ satisfying $1 \leq r<n$,

$$
\left(p_{1} \wedge \cdots \wedge p_{r}\right) \wedge\left(p_{r+1} \wedge \cdots \wedge p_{n}\right) \Leftrightarrow p_{\perp} \wedge \cdots \wedge p_{r} \wedge p_{r+1} \wedge \cdots \wedge p_{n}
$$

BASE STEP: Let $n=3$; the cases $r=1$ and $r=2$ are, respectively equations (14.2) and (14.1), declared just before the statement of the exercise, so $C(3)$ holds.

INDUCTIVE STEP: Fix $k \geq 3$ and suppose that $C(k)$ is true. To show $C(k+1)$, one has to show that for each $s \in\{1, \ldots, k\}$,

$$
\left(p_{1} \wedge \cdots \wedge p_{s}\right) \wedge\left(p_{s+1} \wedge \cdots \wedge p_{k+1}\right) \Leftrightarrow p_{1} \wedge \cdots \wedge p_{s} \wedge p_{s+1} \wedge \cdots \wedge p_{k+1}
$$

Applying each of the results of Exercise 457

$$
\begin{aligned}
& \left(p_{1} \wedge \cdots \wedge p_{s}\right) \wedge\left(p_{s+1} \wedge \cdots \wedge p_{k+1}\right) \\
& \left.\Leftrightarrow\left(p_{1} \wedge \cdots \wedge p_{s}\right) \wedge\left[\left(p_{s+1} \wedge \cdots \wedge p_{k}\right) \wedge p_{k+1}\right)\right] \\
& \left.\Leftrightarrow\left(p_{1} \wedge \cdots \wedge p_{s}\right) \wedge\left(p_{s+1} \wedge \cdots \wedge p_{k}\right) \wedge p_{k+1}\right) \\
& \left.\Leftrightarrow\left[\left(p_{1} \wedge \cdots \wedge p_{s}\right) \wedge\left(p_{s+1} \wedge \cdots \wedge p_{k}\right)\right] \wedge p_{k+1}\right) \\
& \left.\Leftrightarrow\left[p_{1} \wedge \cdots \wedge p_{s} \wedge p_{s+1} \wedge \cdots \wedge p_{k}\right] \wedge p_{k+1}\right) \\
& \Leftrightarrow p_{1} \wedge \cdots \wedge p_{s} \wedge p_{s+1} \wedge \cdots \wedge p_{k} \wedge p_{k+1}
\end{aligned}
$$

which is the right side of $C(k+1)$, completing the inductive step.
By mathematical induction, for each $n \geq 3$, the clainn $C(n)$ holds.
Exercise 459: For $n \geq 2$, define recursively the disjunction of $n+1$ statements $p_{1}, p_{2}, \ldots, p_{n ;} p_{n+1}$ by

$$
p_{1} \vee \cdots \vee p_{n} \vee p_{n+1} \Leftrightarrow\left(p_{1} \vee \cdots \vee p_{n}\right) \vee p_{n+1}
$$

Exercise 460: To show that

$$
\left(p_{1} \vee \cdots \vee p_{r}\right) \vee\left(p_{r+1} \vee \cdots \vee p_{n}\right) \Leftrightarrow p_{1} \vee \cdots \vee p_{r} \vee p_{r+1} \vee \cdots \vee p_{n}
$$

repeat the solution to Exercise 458, however replacing $\wedge$ with $\vee$.

Exercise 464: Having $q$ defined as in the question, for $n \geq 2$, let $I(n)$ denote the implication

$$
q\left(x_{1}, x_{2}, \ldots, x_{n}\right) \rightarrow\left(x_{1} \rightarrow x_{n}\right) .
$$

Base step: The implication $I(2)$ says $q\left(x_{1}, x_{2}\right) \rightarrow\left(x_{1} \rightarrow x_{2}\right)$, which is the first part of the definition of $q$.
Inductive step: Fix $k \geq 2$, and suppose that

$$
I(k): \quad q\left(x_{1}, x_{2}, \ldots, x_{k}\right) \rightarrow\left(x_{1} \rightarrow x_{k}\right) .
$$

is true. It remains to prove

$$
I(k+1): q\left(x_{1}, x_{2}, \ldots, x_{k+1}\right) \rightarrow\left(x_{1} \rightarrow x_{k+1}\right) .
$$

Beginning with the left side of $I(k+1)$ and applying the recursive definition of $q$,

$$
\begin{align*}
q\left(x_{1}, x_{2}, \ldots, x_{k+1}\right) & =q\left(x_{1}, x_{2}, \ldots, x_{k}\right) \wedge\left(x_{k} \rightarrow x_{k+1}\right) \\
& \rightarrow\left(x_{1} \rightarrow x_{k}\right) \wedge\left(x_{k} \rightarrow x_{k+1}\right)  \tag{k}\\
& \Rightarrow\left(x_{1} \rightarrow x_{k+1}\right),
\end{align*}
$$

which completes the proof of $I(k+1)$ and so the inductive step.
By mathematical induction, for each $n \geq 2$, the implication $I(n)$ holds.

### 32.2 Solutions: Well-formed formulae

Exercise 465: The proof given here is in two parts. Set $W_{0}=A$ and for each $n \geq 0$, set

$$
W_{n+1}=W_{n} \cup\left\{\left(\neg p: p \in W_{n}\right\} \cup\left\{(p \wedge q): p, q \in W_{n}\right\}\right.
$$

and $W^{\prime}=\cup_{n} \geq 0 W_{n}$. Since $W^{\prime}$ contains $A$ and is closed under $\neg$ and $\wedge, W \subseteq W^{\prime}$. Clairn: $W=W^{\prime}$. For every $n \geq 0$, let $S(n)$ be the statement that $W_{n}^{\prime} \subseteq W$.
Base step: $S(0)$ is true since $W_{0}=A \subseteq W$.
Inducitive step: Let $k \geq 0$, and suppose that $S(k)$ is true. Let $x \in W_{k+1}$. If $x \in W_{k}$, then $x \in W$ by the induction hypothesis. If there is a $p \in W_{k}$ so that $x=(\neq p)$ or if there are $p$ and $q \in W_{k}$ such that $x=(p \wedge q)$, then $x \in W$ by the induction hypothesis and since $W$ is closed under $\neq$ and $\wedge$. Thus $W_{k+1} \subseteq W$.

By MI, for every $n \geq 0, W_{n} \subseteq W$ and hence $W^{\prime}=\cup_{n \geq 0} W_{n} \subseteq W$.
For each $n \geq 0$, let $E(n)$ be the statement that for every $x \in W_{n}, x$ has an even number of parentheses.
BASE STEP: If $x \in W_{0}$, then for some $i \geq 1, x=a_{i} \in A$ has no parentheses, an even number.
Inductive step: Fix $k \geq 0$, suppose that $E(k)$ holds, and fix $x \in W_{k+1}$. If $x \in W_{k}$, then $x$ has an even number of parentheses by $E(k)$. If there is a $p \in W_{k}$ so that $x=(\neq p)$, then by $E(k), p$ has an even number of parenthesis, say $2 \ell$. Then $x$ has $1+2 \ell+1=2(\ell+1)$ parenthesis. Otherwise, there are $q, w \in W_{k}$ such that $x=(q \wedge w)$. By the induction hypothesis, there are $s, t \geq 0$ so that $q$ has $2 s$ parentheses and $w$ has $2 t$ parentheses. Then $x$ has $1+2 s+2 t+1=2(s+t+1)$ parentheses.

By MI, for every $n \geq 0$, every word in $W_{n}$ has an even number of parentheses.

## Chapter 33

## Solutions: Graphs

### 33.1 Solutions: Graph theory basics

Exercise 470: This exercise has a simple direct proof since $E$ is a subset of the unordered pairs of vertices, $|E| \leq\binom{|V|}{2}$. Here is an inductive proof: For each $n \geq 0$, let $A(n)$ be the assertion that any graph $G$ on $n$ vertices has at most $\binom{n}{2}$ edges.

BASE STEP: When $n=0$, there are no vertices and hence no edges, and $\binom{0}{2}=0$, so $S(0)$ holds. Similarly, when $n=1$ there are no edges and $\binom{1}{2}=0$, so $S(1)$ holds. The first non-trivial case (actually, it is trivial, too) is for $n=2$. The maximum number of edges on two vertices is one, and since $\binom{2}{2}=1, S(2)$ holds as well. Three. base cases were not actually necessary, however, often it doesn't hurt to be sure to prove the first base case that actually says something.

Induction step: Fix some $k \geq 2$, and suppose that $S(k)$ is true. Examine a graph $G$ on $k+1$ vertices and fix a vertex $x \in V(G)$. There are at most $k$ edges incident with $x$, and in the remaining graph, by $S(k)$. there at most $\binom{k}{2}$ edges. Thus, in all, $G$ contains at most

$$
\binom{k}{2}+k=\frac{k(k-1)}{2}+k=\frac{k^{2}-k+2 k}{2}=\frac{(k+1) k}{2}=\binom{k+1}{2}
$$

edges, which shows that $S(k+1)$ is true as well. This completes the inductive step.
By mathematical induction, for each $n \geq 0$, the statement $S(n)$ is true.
Exercise 471: As pointed out, there is no need for a proof by induction, since each edge contributes 2 to the degree sum, making the result immediate. Two inductive proofs are available, one by induction on $|V(G)|$, and the other by induction on $|E(G)|$. The first natural choice might be to induct on the number of vertices, so this proof is presented here. As the reader can verify; however. inducting on the number of edges is far easier.

For $n \geq 1$, let $S(n)$ be the statement that for any graph $G$ on $n$ vertices, $\sum_{x \in V(G)} \operatorname{deg}(x)=2|E(G)|$.

BaSE step: For $n=1$, the only graph is a single vertex $x$; both $\operatorname{deg}(x)=0$ and $2|E(G)|=0$, so $S(1)$ holds.

Inductive stef: Let $k \geq 1$ and suppose that $S(k)$ is true. Let $G$ be a graph on $k+1$ vertices, and let $v \in V(G)$. Suppose that $\operatorname{deg}(v)=d$, and let $y_{1}, \ldots, y_{d}$ be the neighbors of $x$. Form $G^{\prime}$ by deleting $v$ (and all incident edges; of course). Then $G^{\prime}$ has $k$ vertices, and so by induction hypothesis $S(k), \sum_{x \in V\left(G^{\prime}\right)} \operatorname{deg}_{G^{\prime}}(x)=2\left|E\left(G^{\prime}\right)\right|$. Since the degree of each $y_{i}$ is preciscly one less in $G^{\prime}$ than in $G$,

$$
\begin{aligned}
\sum_{x \in V(G)} \operatorname{deg}_{G}(x) & =d+\left[\sum_{x \in V\left(G^{\prime}\right)} \operatorname{deg}_{G^{\prime}}(x)\right]+\operatorname{deg}_{G}(v) \\
& =d+2\left|E\left(G^{\prime}\right)\right|+d(\text { by } S(k)) \\
& =2\left(d+\left|E\left(G^{\prime}\right)\right|\right) \\
& =2|E(G)|(d \text { edges in } G \text { contain } v)
\end{aligned}
$$

'I'his shows that $S(k+1)$ is true, completing the inductive step.
By MI, for any $n \geq 1, S(n)$ holds.
Exercise 472: [Handshake problem] This problem is a classic; for example, it appears with solution (and non-solution) in, e.g., [566, pp. 481 2] .

Translating the problem to one of graph theory, for the moment, fix a party with the set of people $V=\left\{x_{1}, y_{1}, x_{2}, y_{2}, \ldots, x_{n}, y_{n}\right\}$, where for each $i=1, \ldots, n,\left\{x_{i}, y_{i}\right\}$ is the $i$-th couple. Let $G=(V, E)$ be the graph on $V$ be defined by $\{v, w\} \in E(G)$ iff $v$ shakes hands with $w$.

For $n \geq 1$, let $H(n)$ be the statement that for any party of $n$ couples, with host $x_{1}$ and hostess $y_{1}$, if in the graph for the party, the degrecs of all vertices but the host are different, then $\operatorname{deg}\left(y_{1}\right)=n-1$.

If no partners shake hands, then for any $v \in V, 0 \leq \operatorname{deg}(v) \leq 2 n-2$.
BASE STEP: When $n=1$, there is only one couple, no handshakes, and the hostess shakes $n-1=1-1=0$ hands as required.

Invuctive step: Fix some $m \geq 1$ and suppose that $H(m)$ holds. Consider a party with $m+1$ couples $\left\{x_{i}, y_{i}\right\}, G$ being its graph, no couple shaking hands, $x_{1}$ the host, $y_{1}$ the hostess, where the degrees in $G$ of all but the host are different. Since any vertex has degree at most $2(m+1)-2=2 m$, the degrees of all vertices but the host are $0,1,2, \ldots, 2 m$.

The person other than the host with degree $2 m$ shook hands with everyone else except the person of degree 0 , so these two form a couple. Since the host is not part of this couple, neither is the hostess, so let $x_{m+1}, y_{m+1}$ be the couple with degrees $0,2 m$ respectively.

Consider the party where the couple $x_{m+1}, y_{m+1}$ is deleted, with $G^{\prime}$ its graph on $2 m$ vertices $V^{\prime}=\left\{x_{1}, y_{1}, x_{2}, y_{2}, \ldots, x_{m}, y_{m}\right\}$, where $x_{1}, y_{1}$ are host, hostess, respectively. Because $\operatorname{deg}_{G}\left(x_{m+1}\right)=2 m$ and $\left\{x_{m+1}, y_{m+1}\right\} \notin E(G), x_{m+1}$ was connected in $G$ to all vertices in $V^{\prime}$, so the degrees of vertices in $V^{\prime} \backslash x_{1}$ are reduced by one in $G^{\prime}$; thus, the degrees of vertices in $V^{\prime} \backslash\left\{x_{1}\right\}$ are $0,1,2, \ldots, 2 m-2$. So $G^{\prime}$ corresponds to a party with $m$ couples satisfying $H(m)$, and so $\operatorname{deg}_{G^{\prime}}\left(y_{1}\right)=m-1$. Adjoining the two deleted vertices shows that $\operatorname{deg}_{G}\left(y_{1}\right)=m$, the required degree of the hostess. This concludes the inductive step $H(m) \rightarrow H(m+1)$.

By mathematical induction, for every $n \geq 1, H(n)$ is true.
Exercise 473: (Eulerian graphs) Induct on $m=|E(G)|$.
Base step: For $m=0$, the graph is a single vertex, in which case the theorem is trivially true.
Inductive step: Fix $\ell \geq 0$, and suppose that the theorem is true for all graphs with at most $\ell$ edges. Without loss of generality, let $G$ be connected, with all degrees evers, and with $\ell+1$ edges.

Since $d(x)=0$ is impossible, $\delta(G) \geq 2$, and so by Lemma 15.1.2, $G$ contains a cycle $C$. Delete edges of $C$ from $G$, giving a graph $H$ that still has even degrees. Let $H_{1}, \ldots, H_{k}$ be the components of $H$. Since cach $I_{i}$ has fewer than $\ell$ edges, apply the IH to each to get an Eulerian circuit $C_{i}$ in each $H_{i}$. Splice these circuits together with $C$ to get an Eulerian circuit for $G$ (traverse $C$, and at the first vertex of each $H_{i}$ in $C$, stop, traverse $C_{i}$ all the way (returning to the point in $C$ where the diversion began), then continue on with $C$ ). Hence the theorem holds for graphs on $\ell+1$ edges, completing the inductive step.

By MI, the theorem holds for graphs with any number of edges.
Exercise 474: For $n \geq 3$, let $S(n)$ be the statement that for any graph $G$ with $n$ vertices, if $G$ has at least $n$ edges, then $G$ contains a cycle. An equivalent formulation of $S(n)$ is $S^{\prime}(n)$ : if $G$ is a graph on $n$ vertices, if $G$ contains no cycle, then $G$ has at most $n-1$ edges.

Base step: For $n=3$, the only graph with 3 edges is $K_{3}$, which is a 3 -cycle, so $S(3)$ holds.

Inductive ster: Lel. $\ell \geq 3$, and suppose that $S(\ell)$ is true. Let $G$ be a graph on $\ell+1$ vertices. It suffices to show that if $G$ contains no cycle, then $G$ has at most $\ell$ edges. So suppose that $G$ has no cycle.

Divide the proof into two cases. First suppose that $G^{r}$ has a vertex $x$ with degree either 0 or 1. Deleting $x$ produces an acyclic graph $G^{\prime}$ with $\ell$ vertices, and so by $S^{\prime}(\ell), G^{\prime}$ contains less than $\ell$ edges. Putting back $x$ shows that $G$ has less than $\ell+1$ edges, proving $S^{\prime}(\ell+1)$, completing the inductive stcp. Second, consider the case where $G$ has no vertex of degree 0 or 1 , that is, $\delta(G) \geq 2$; in this case, it is shown that $G$ has a cycle, regardless of the edge count. Let $P$ be a maximal path in $G$,
between, say, vertices $u$ and $v$. Since $P$ is maximal, any neighbor of $u$ appears in $P$. Let $x$ be the vertex in $P$ that is farthest, from $u$. Then the path from $u$ to $x$ contains at least $\delta(G)+1 \geq 3$ vertices, and the edge $\{u, x\}$ completes a cycle in $G$. This completes the proof of $S^{\prime}(\ell+1)$.

By MI, for all $n \geq 3, S(n)$ holds.
Exercise 475: [Erdős-Gallai] This result appeared in [169, Thm 2.7]; another proof by Woodall appears in [575] (and reproduced in [566, p.416]). Woodall's proof (given below) relies on Dirac's theorem [143] (Theorem 15.4.1 here). Bollobás [59j also discusses this problem, but leaves it as an exercise.

Let $S(n)$ be the statement that for any constant $c \geq 3$, for any $n \geq c$, if $G$ is a graph with more than $(c-1)(n-1) / 2$ edges, then the length of the longest cycle in $G$ is at least $c$.
Proof: Fix $c \geq 3$ and use strong induction on $n$.
BASE STEP $(S(c)):$ Since $\frac{(n-1)^{2}}{2}=\binom{n}{2}-(n-1) / 2$, any graph with more than $\frac{(n-1)^{2}}{2}$ edges has $\delta(G) \geq n / 2$, and so $G$ is hamiltonian by Dirac's theorem. Thus $S(c)$ is true.

Inductive ster: Fix $m \geq c$ and suppose that each of $S(c), S(c+1), \ldots S(m)$ is true. The inductive step is to show that $S(m+1)$ follows. To this end, let $G$ be a graph on $m+1$ vertices with $|E(G)|>(c-1)(m+1-1) / 2=(c-1) m / 2$ edges.

Case 1: $\delta(G) \leq(c-1) / 2$. Fix $x \in V(G)$ with $d(x) \leq(c-1) / 2$. Deleting $x$ produces a graph with $|E(G \backslash x)| \geq(c-1) m / 2-(c--1) / 2-(c-1)(m-1) / 2$; by induction hypothesis, $(G \backslash x$ contains a cycle of length $c$, hence so does $G$.

Case 2: $\delta(G)>(c-1) / 2$. Without loss of generality, assume that $G$ is connected, for if $G$ is disconnected, then some component will have more than the average number of edges, in which case the induction hypothesis applies to that component.

A natural lactic used in inductive proofs for graphs is to find a set $W \subseteq V(G)$ that has few edges incident with it, delete $W$, obtain a smaller graph with a higher concentration of edges, and apply the inductive hypothesis to the smaller graph.

Among all longest paths in $G$ pick a path $P=v_{1} \ldots v_{\ell}$ with $d=\operatorname{deg}\left(v_{1}\right)$ maximum. Observe that if $\ell<m+1,\left\{v_{1}, v_{\ell}\right\} \notin F(G)$ because otherwise, any edge leaving $P$ would be in a longer path, and since $G$ is connected (and $\ell<m+1$ ), such an edge exists.

Let $W=\left\{v_{i}:\left\{v_{1}, v_{i+1}\right\} \in E(G)\right\}$. Then $|W|=d$. Since $P$ is maximal, every neighbor of $v_{1}$ lies in $P$ and so $\operatorname{deg}\left(v_{1}\right) \leq \ell-1$. If for some $v_{k} \in W$ and $j \geq k+1 \geq c$, the edge $\left\{v_{k}, v_{j}\right\}$ is present, then the cycle $v_{1} v_{2} \ldots v_{k} v_{j} v_{j-1} \ldots v_{k+1} v_{1}$ has length $c$, satisfying the theorem. So assume that for any $w_{k} \in W$ and $j>k+1 \geq c$, then $\left\{v_{k}, v_{j}\right\} \notin E(G)$.

For any $v_{k} \in W$, the path $v_{k} v_{k} \quad \ldots v_{1} v_{k+1} v_{k+2} \ldots v_{\ell}$ also has $f$ vertices, so $\operatorname{deg}\left(v_{k}\right) \leq d$ and as this new path is maximum length $\ell$, hence maximal, it follows that $N\left(v_{k}\right) \subseteq V(\Gamma)$.

Let $r=\min \{\ell, c-1\}$ and put $X=\left\{v_{1}, \ldots, v_{r}\right\}$. Since for each $v_{k} \in W^{\prime}$, $N\left(v_{k}\right) \subseteq X$, and $\operatorname{deg}_{G}\left(v_{k}\right) \leq d$. For the moment, suppose that $r=c-1 \leq \ell$.

The number of edges in $G[W]$ (the graph induced by $W$ ) is at most

$$
\frac{1}{2} \sum_{v \in W} \operatorname{deg}_{W}(v) \leq \frac{1}{2} d^{2} .
$$

Let $H$ be the bipartite subgraph consisting of edges between $W$ and $Z \backslash W$. Then $|E(H)| \leq|W| \cdot|X \backslash W|=d(r-d)$. Let $d_{W}, d_{X}$ denote degrees in the graphs induced by $W, X$ respectively, and put $d_{H}=\operatorname{deg}_{H}$. Then

$$
\begin{aligned}
|E(G[W])| & =\frac{1}{2} \sum_{w \in W} d_{W}(w) \\
& =\frac{1}{2} \sum_{w \in W} d_{W}(w)+\frac{1}{2} \sum_{w \in W} d_{H}(w) \quad 1 \sum_{w \in W} d_{H}(w) \\
& =\frac{1}{2} \sum_{w \in W}\left(d_{W}(w)+d_{H}(w)\right)-\frac{1}{2} \sum_{w \in \mathcal{W}} d_{H}(w) \\
& =\frac{1}{2} \sum_{w: W} d_{X}(w)-\frac{1}{2} \sum_{w \subset W} d_{I I}\left(w^{\prime}\right) \\
& =1 \quad \frac{2}{2} \sum_{w \in W^{\prime}} d_{X}(w)-\frac{1}{2}|E(H)| \\
& \leq \frac{1}{2} d^{2}-\frac{1}{2}|E(H)| .
\end{aligned}
$$

Adding $|E(H)|$ to each side of the above equation shows that the number of edges incident with $W$ is

$$
\begin{aligned}
|E(G|W|)|+|E(H)| & \leq \frac{1}{2} d^{2}+\frac{1}{2}|E(H)| \\
& \leq \frac{1}{2} d^{2}+\frac{1}{2} d(r-d) \\
& =\frac{1}{2} d r .
\end{aligned}
$$

Upon deleting $W$ and all edges incident with $W$, obtain a graph on $m-d$ vertices with more than

$$
\frac{1}{2}(m-1)(c-1) \cdots \frac{1}{2} d r \geq \frac{1}{2}(m-d-1)(c-1)
$$

edges. By the induction hypothesis $S(m-d)$, this remaining graph contains a cycle of length at least $c$, hence so does $G$, proving $S(m+1)$.

When $r=\ell<c-1$, even fewer edges are incident with $W$, and the induction hypothesis again applies.

By (strong) mathematical induction, for all $n \geq c, S(n)$ is true.

### 33.2 Solutions: Trees and forests

Exercise 476: For $n \geq 1$, let $C(n)$ be the claim that for any connected graph $G$ on $n$ vertices, the sum of the distances from any fixed $v$ to all other vertices of $B$, $\sum_{w \in V(G)} d(v, w)$, is at most $\binom{n}{2}$.
BASE STEI: When $n=1$, the sum of distances from the single vertex is 0 , and $\binom{n}{2}=\binom{1}{2}=0$ as well, so $C(1)$ holds.
Inductive step: For some $m \geq 1$, suppose that $C(m)$ holds, and let $G$ be a graph on $m+1$ vertices with some vertex $v$ fixed. Pick $x \in V(G) \backslash\{v\}$, and consider the graph $G^{\prime}$ formed by deleting $x$ (and all edges incident with $x$ ). Since $G$ is connected, $d(v, x) \leq m$. Then

$$
\begin{aligned}
\sum_{y \in V(G)} d(v, y) & =\left[\sum_{y \neq x} d(v, y)\right]+d(v, x) \\
& \leq\left[\sum_{y \neq x} d(v, y)\right]+m \\
& \leq\binom{ m}{2}+m \quad(\text { by } C(m)) \\
& =\binom{m+1}{2}
\end{aligned}
$$

showing that $C(m+1)$ follows, completing the inductive step.
By mathematical induction, for every $n \geq 1, C(n)$ holds.
Remark: Here is one idea for a non-inductive proof. Let $G$ be connected on $n$ vertices and fix some vertex $v$. The sum of the distances from $v$ is maximized when there is one vertex at maximal distance $n-1$, in which case the vertices are a path, with distances from $v$ being $1,2, \ldots, n-1$ whose sum is $\binom{n}{2}$.

Exercise 477: For $n \geq 1$ consider only graphs $G$ on $n$ vertices, and denote the three statements in the exercise by
$A(n): G$ is connected and acyclic (i.e., $G$ is a tree);
$B(n): G$ is commected and has $n-1$ edges;
$C(n): G$ is acyclic and has $n-1$ edges.
Of the three implications, only the proof of $A(n) \rightarrow B(n)$ given here is by induction; three such proofs are given.
$A(n) \rightarrow B(n):$ By induction on $n$ : For $n \geq 1$, let $S(n)$ be the statement that any tree on $n$ vertices has $n-1$ edges.

Proof 1:

Base step: For $n=1$, the only tree with a single vertex has $1-1=0$ edges, so $S(1)$ holds.

Inductive step: Proof 1 (simple induction): For some fixed $k \geq 1$, suppose that $S(k)$ is true, and let $T$ be a tree on $k+1$ vertices. By Lemma 15.2.1, let $x \in V(T)$ be a leaf, and form the tree $T^{\prime \prime}$ by deleting $x$ (and the edge incident with $x$ ). Then $\left|V\left(T^{\prime}\right)\right|=k$, and so by $S(k), T^{\prime}$ has $k-1$ edges. Together with the edge removed, this shows that $|E(T)|=k=(k+1)-1=|V(T)|-1$, showing that $S(k+1)$ follows, completing the inductive step.

Proof 2 (strong induction): Fix $k \geq 1$ and suppose that $S(1), \ldots, S(k)$ are all true. Let $T$ be a tree on $k+1$ vertices. By Lemma 15.2.3, let $\alpha=\{x, y\}$ be a bridge in $T$; removal of $\alpha$ produces two trees, say $T_{1}$ and $T_{2}$, each with at most $k$ vertices. By the inductive hypotheses $S\left(\left|V\left(T_{1}\right)\right|\right)$ and $S\left(\left|V\left(T_{2}\right)\right|\right), T_{1}$ has $\left|V\left(T_{1}\right)\right|-1$ edges and $T_{2}$ has $\left|V\left(T_{2}\right)\right|-1$ edges. Since $T_{1}$ and $T_{2}$ together have $k+1$ vertices,
$|E(T)|=\left|E\left(T_{1}\right)\right|+\left|E\left(T_{2}\right)\right|+1=\left|V\left(T_{1}\right)\right|-1+\left|V\left(T_{2}\right)\right|-1+1=k+1-1-1+1=k$, completing the proof of $S(k+1)$.

By mathematical induction, for every $n \geq 1, S(n)$ holds.
A third proof of $A(n) \rightarrow B(n)$ is by well-ordering (and is the preferred method by some, e.g., see [71]). As pointed out above, $S(1)$ is true. Let $X=\left\{x \in \mathbb{Z}^{+}\right.$: $S(x)$ is false $\}$. Suppose, for the moment, that $X \neq \emptyset$; then $X$ is well-ordered, and so has a least element, call it $\ell$, where $\ell>1$. Let $T$ be a tree on $\ell$ vertices for which $S(\ell)$ fails, that is, $|E(T)| \neq \ell-1$. Removing a leaf from $T$ produces a tree $T^{\prime \prime}$ with $\ell-1$ vertices, and one fewer edge than in $T$; so $\left|E\left(T^{\prime}\right)\right|=|E(T)|-1 \neq \ell-2=\left|V\left(T^{\prime}\right)\right|-1$, contradicting the minimality of $\ell$. Thus, $X=\emptyset$.

Note: One can not use Lemma 15.2.4 in any of the above proofs as Lemma 15.2.4 uses the result from this exercise!
$B(n) \rightarrow C(n)$ : (For a connected graph $C$ on $n$ vertices, if $G$ has $n-1$ edges, then $G$ is acyclic.)

Let $G$ be connected on $n$ vertices with $n-1$ edges. Let $G_{x}^{\prime} \subseteq G$ be any acyclic. connected subgraph of $G$ (delete edges from cycles in $G$, which doesn't disconnect the graph) on $V(G)=V\left(G^{\prime}\right)$. By $A(n) \rightarrow B(n), G^{\prime}$ has $n-1$ edges. Since $|E(C)|=n-1$ was assumed, $G^{\prime}=G$, and so $G$ is acyclic.
$C(n) \rightarrow A(n)$ : Let $G$ be an acyclic graph on $n$ vertices, $n-1$ edges. One needs only to show that $G$ is connected. Let $G_{1}, \ldots, G_{k}$ be the comnected components of $G$. By $A(n) \rightarrow B(n)$, each component satisfies $\left|E\left(G_{i}\right)\right|=\left|V\left(G_{i}\right)\right|-1$. Summing all components, $|E(G)|=n-k$. But $|E(G)|=n-1$ was given, so $k=1$, and thus $G$ is connected. (So both $A(n)$ and $B(n)$ follow.)

Exercise 478: This problem is an old standard, and can be found in many places. See, e.g., [566, p.70, Prop. 2.1.8] for a proof and further references.

For $k \geq 0$, let $A(k)$ be the assertion that if $G$ is a graph with $\delta(G) \geq k$, then $G$ contains every tree with $k$ edges as a (weak) subgraph.

BaSE step: The only tree with 0 edges is a single vertex, which is contained as a weak subgraph of any graph (with at least one vertex). Thus $A(0)$ is true.

Inductive step: Suppose that $t \geqslant 0$ and that $A(t)$ holds. Let $G$ be a graph with $\delta(G) \geq t+1$. It remains to show that $G$ contains every tree on $t+1$ vertices. Let $T$ be a tree with $t+1$ vertices. Because $t+1 \geq 1, T$ contains a leaf (vertex with degree 1) $x$, say, attached to $y \in V(T)$; form $T^{\prime}$ on $t$ vertices by deleting $x$. By $A(t)$, since $\delta(G) \geq t+1>t G$ contains a copy of $T^{\prime}$. Let $z \in V(G)$ be the vertex corresponding to $y$ in $T^{\prime}$. Since $\delta(G) \geq t+1, y$ is adjacent to some vertex $w$ not in the copy of $T^{\prime}$; adjoining $w$ to the copy of $T^{\prime}$ produces a copy of $T$. Thus, $G$ contains a copy of $T$, ending the inductive step.

By the principle of mathematical induction, for any $k \geq 0, A(k)$ holds.
Exercise 479: This was observed in 1869, proved by C. Jordan [294] and is found in, e.g., [566, p. 72].

One has to show that the center of a tree is either a vertex or a single edge. Recall that a vertex $u$ is in the center of a graph $G$ iff the eccentricity of $u, \epsilon_{G}(u)=$ $\max _{v \in V^{\prime}(G)} \operatorname{deg}_{G}(u, v)$, is minimal.

For $n \geq 1$, let, $J(n)$ be the statement that the center of a tree on $n$ vertices is either a vertex or a single edge. The theorem is proved by strong induction on $n$. Base step: When $n=1$ or $n=2$, there is nothing to prove as the center of a tree on 1 or 2 vertices is the tree itself.

Inductive step: Let $n \geq 2$ and suppose that for each $i \leq n, J(i)$ holds. Let $T$ be a trec on $n+1 \geq 3$ vertices. Form $T^{\prime \prime}$ by deleting all leaves of $T$. Then $T^{\prime \prime}$ is a tree with at least one vertex, and so by inductive hypothesis, the center of $T^{\prime}$ is either a vertex or a single edge. It suffices to show that the center of $T$ is also the center of $T^{\prime}$.

For any vertex $u \in V\left(T^{\prime}\right)$, another vertex at maximum distance from $u$ is a leaf in $T$ (otherwise one could extend the path from $u$ farther). Since all leaves have been deleted and edges between other vertices remain, the length of any maximal path from a vertex $v \in V\left(T^{\prime}\right)$ is shortened by 1 . Hence, for any $u \in V\left(T^{\prime}\right), \epsilon_{T^{\prime}}(u)=$ $\epsilon_{T}(u)-1$. The eccentricity of any leaf in $T$ is greater than its neighbor, so the vertices minimizing eccentricity in $T^{\prime}$ also minimize eccentricity in $T$. Hence, the center of $T^{\prime}$ is the center of $T$, as required. This completes the inductive step.

By MI, for every $n \geq 1$, the statement $J(n)$ is true.
Exercise 483: For any non-negative integer $h$, let $S(h)$ be the statement that if $T$ is any full binary tree with height $h$, then $|V(T)|=2^{h+1}-1$.

BASE STEP: When $h=0$, there is only one full binary tree of height 0 , namely a single vertex, and $2^{0}-1=1$, so $S(0)$ is true.

Inductive ster: Fix $\ell \geq 0$ and suppose $S(\ell)$ is truc. Let $T$ be the full binary tree with height $\ell+1$. Deleting the root of $T$ produces two binary trees $T_{L}$ and $T_{R}$, each of height $\ell$, and so by $S(\ell),\left|V\left(T_{1}\right)\right|=\left|V\left(T_{2}\right)\right|=2^{\ell!+1}-1$. Thus the number of vertices in $T$ is

$$
1+\left|V\left(T_{1}\right)\right|+\left|V\left(T_{2}\right)\right|=1+2\left(2^{\ell!+1}-1\right)=2^{\ell+2}-1
$$

and so $S(\ell+1)$ is true.
By mathematical induction, for all $h \geq 0, S(h)$ is true.
Exercise 484: Repeat the proof for Fxercise 483, and bound each $\left|V\left(T_{i}\right)\right|$ by the maximum of the two.

Exercise 485: (Outline) When $n=0$, there is only one increasing tree, and $0!=1$, so the base case is true. To see the inductive step, first an observation is made. Let $T$ be an increasing tree on $\{0,1, \ldots, k\}$. Since $T$ is increasing, $k$ is a leaf and removal of $k$ creates another increasing tree $T^{\prime}$. Furthermore, if $T^{\prime}$ is increasing, the attaching of $k$ by an edge to any $j \in V\left(T^{\prime}\right)$ creates an increasing tree on $\{0,1, \ldots, k\}$. Since there are $k$ vertices $0,1, \ldots, k-1$ in $T^{\prime}$ where the new vertex $k$ can be attached, the number of increasing trees on $\{0,1, \ldots, k\}$ is $k$ times the number of increasing trees on $\{0,1, \ldots, k-1\}$. If one assumes the inductive hypothesis that for any $k \geq 1$, there are $(k-1)$ ! increasing trees on $\{0,1, \ldots, k-1\}$, then there are $k(k-1)!=k$ ! increasing trees on $\{0,1, \ldots, k\}$.

Exercise 487: By an easy induction on $i$, each $G_{i}$ is a tree, and so $G_{n}$ is a spanning tree. It remains to prove that $G_{n}$ is a minimal.

For $k \geq 1$, let $S(k)$ be the statement that $G_{k}$ is a subtree of a minimum weight spanning tree.

Base step: $G_{1}$ is a single vertex, which is a subtree of every spanning trec, so $S(1)$ is true.

Induction step: Fix $k \geq 1$, and suppose $S(k)$, that $G_{k}$ is a subtree of a minimum weight spanning tree $T^{\prime}$. Consider $G_{k+1}$; if $G_{k+1}$ is a subtree of $T$, there is nothing to show. So suppose that $G_{k+1}$ is not a subtree of $T$.

Let $e=\{x, y\}$ be the edge chosen by the algorithm with $x \in V_{k}=V\left(G_{k}\right)$, $y \in V \backslash V_{k}, G_{k+1}=G_{k} \cup\{c\}$ and $e \notin E(T)$.

Consider the graph $T \cup\{e\}$; since $T$ is a trec containing $x$ and $y, T \cup\{e\}$ has a unique cycle containing $e$, and so there is another edge $e^{\prime}$ of $T$ from some vertex in $V\left(G_{k}\right)=V_{k}$ to a vertex outside of $V_{k}$. Because $e^{\prime}$ was not chosen at step $k$,
$w(e) \leq w\left(e^{\prime}\right)$. Examine the graph $U$ formed by deleting $e^{\prime}$ from $T$ and inserting $e$. Since $e$ and $e^{\prime}$ are on the same cycle in $T \cup\{c\}, U$ is a tree spanning $V_{k} \cup\{y\}$ with

$$
w(U)=w(T)-w\left(e^{\prime}\right)+w(e) \leq w(T)
$$

But $T$ has minimum weight, so $w(U)=w(T)$, and $w(e)=w\left(e^{\prime}\right)$. Then $U$ is a spanning tree with minimum weight. Hence, $G_{k+1}$ is a subtree of the minimum spanning tree $U$, proving $S(k+1)$.

By mathematical induction, $G_{n}$ produced by the algorithm is a tree contained in a minimum spanning tree---so $G_{n}$ is a minimum spanning tree.

### 33.3 Solutions: Connectivity, walks

Exercise 489: This theorem might be called Whitney's theorem (due to Whitney [568]) however Whitney is famous for many theorems. This result can also be found in, e.g., [566].

To prove: any graph with at least 3 vertices is 2-connected if and only every pair of vertices are connected by two disjoint paths (vertex disjoint, except for endpoints, of course; in other words, every pair of vertices lie on a common cycle).

First, suppose that any two vertices $x$ and $y$ in a graph $G$ are connected by disjoint paths. Then $x$ and $y$ can not be separated by removing a single vertex, and so $G$ can not be disconnected by the removal of a vertex, and so is 2 -connected.

Second, suppose that $G$ is a graph with $\left|V^{\prime}(G)\right| \geq 3$, and that $G$ is 2-connected. Since $G$ is 2 -connccted, $G$ is connected, and so for any $u, v \in V(G)$, the distance $d(u, v)$ is finite. Induction on $d(u, v)$ shows that there are two disjoint $u-v$ paths: Basf step: When $d(u, v)=1$, the pair $\{u, v\}$ is an edge of $G$, and since removal of either $u$ or $v$ does not disconnect the graph, removing the edge $u v$ does not, disconnect $G$. Hence there is a $u-v$ path in $G$ that does not use the edge $u v$; thus are there two disjoint $u-v$ paths (one of which is $\{u, v\}$ ).
Inductive step: Let $k \geq 1$ and suppose that for any 2 -connected graph $H$ (with at least 3 vertices), if two vertices $x, y \in V(H)$ have $d(x, y) \leq k$, then there exists two disjoint $x-y$ paths. Fix a 2 -connected graph $G$ and two vertices $u, v$ with $d_{G}(u, v)=k+1$, and let $P$ be a (shortest) $u-v$ path with length $k+1$. I.et $v_{1}$ be the vertex in $P$ next to $v$. Then $d_{G}\left(u, v_{1}\right) \leq k$, and so by induction hypothesis, there are two disjoint $u-v_{1}$ paths $R_{1}$ and $R_{2}$. Since ( ${ }^{x} \backslash v_{1}$ is connected ( $G$ is 2connected), there exists a $u-v$ path $S$ not containing $v_{1}$. If $S$ is disjoint from either $R_{1}$ or $R_{2}$, then there are two disjoint $u \cdots v$ paths ( $S$ and the $R_{i}$ extended by $\left\{v_{1}, v\right\}$ ). So suppose that $S$ intersects both $R_{1}$ and $R_{2}$ in an internal vertex. If $y$ is the last vertex on $S$ (closest to $v$ ) that lies on $R_{1} \cup R_{2}$, sav; on $R_{1}$, then the $u-v$ path that starts with $R_{1}$ and continues with $\{y, v\}$ is disjoint from the path $R_{2} \cup\left\{v_{1}, v\right\}$. This completes the inductive step, showing two disjoint $u-v$ pathis.

By mathematical induction, for any 2-connected graph $G$, and any two vertices $u, v \in V(G)$. (regardless of their distance) there are two disjoint $u-v$ paths.

Exercise 490: Let $A=\left[a_{i j}\right]$ be the $n \times n$ adjacency matrix of a graph $G$ on vertices $v_{1}, \ldots, v_{n}$. For each $k \geq 1$, let $S(k)$ be the statement that the $(i, j)$-entry of $A^{k}$ is the number of walks of length $k$ from $v_{i}$ to $v_{j}$. The proof given here is by induction on $k$.

Base step: For $k=1, A^{1}=A$ and $a_{i j}=1$ iff $\left\{v_{i}, v_{j}\right\} \in E(G)$, and $a_{i j}=0$ otherwise, and since a walk of length 1 is simply an edge, $S(1)$ holds.
Inductive step: Fix some $k \geq 1$ and suppose that $S(k)$ holds. Fix a graph on vertices $\left\{v_{1}, v_{2}, \ldots, v_{n}\right\}$ with adjacency matrix $A$. It remains to show $S(k+1)$, that is, the $(i, j)$ entry of $A^{k+1}$ is the number of walks of length $k+1$ from $v_{i}$ to $v_{j}$.

Put $A^{k}=B=\left[b_{i j}\right]$. Then $A^{k+1}=A^{k} A=B A$ and so the $(i, j)$ entry of $A^{k+1}$ is $\sum_{\ell=1}^{n} b_{i, \ell} a_{\ell, j}$. A walk of length $k+1$ consists of a walk of length $k$ first, to some $v_{\ell}$, then one final edge from $v_{\ell}$ to $v_{j}$. For each $\ell=1, \ldots, n$, by induction hypothesis, the number of walks of length $k$ from $v_{i}$ to $v_{\ell}$ is $b_{i, \ell}$. Such a walk can be completed to a walk of length $k+1$ to $v_{j}$ iff $\left\{v_{\ell}, v_{j}\right\} \in E(G)$, that is, iff $a_{\ell, j}=1$. Counting all walks of length $k+1$ from $v_{a}$ to $v_{j}$ then shows the total to be precisely the sum above, the $(i, j)$ entry of $A^{k+1}$. This completes the inductive step.

By MI, for any $k \geq 1, S(k)$ holds.
Exercise 491: As mentioned, this problem has an instant solution given the existence of a cyclic Gray code. The inductive solution given below essentially employs the recursive procedure used (see Exercise 564) to create a reflected Gray code, (just using a different language) and so shows the existence of Gray codes as well.

Let $Q^{n}$ denote the graph of the $n$-dimensional unit cube; to be specific,

$$
V\left(Q^{n}\right)=\{0,1\}=\left\{\left(a_{1}, a_{2}, \ldots, a_{n}\right): \forall i, a_{i} \in\{0,1\}\right\},
$$

and $\left\{\left(a_{1}, \ldots, a_{n}\right),\left(b_{1}, \ldots, b_{n}\right)\right\} \in E\left(Q^{n}\right)$ iff there exists $i \in\{1, \ldots, n\}$ so that $a_{i}=$ $b_{i}+1(\bmod 2)$ and for each $j \neq i, a_{j}=b_{j}$, that is, if the two vertices differ in precisely one coordinate.

For $n \geq 2$, let $A(n)$ be the assertion that $Q^{n}$ is hamiltonian.
Base step: For $n=2$, the graph of $Q^{2}$ is simply a 4 -cycle, which is itself hamiltonian.

Inductive step: Fix some $k \geq 2$ and suppose that $A(k)$ holds, that is, $Q^{k}$ is hamiltonian. Examine the vertices of $Q^{k+1}$ partitioned into two classes, $V_{1} \cup V_{2}$, where $V_{i}$ is the set of vertices with $i$ as the first coordinate. Each $V_{i}$ induces a graph isomorphic to $Q^{k}$ (as only $k$ coordinates vary), call it $H_{i}$. By the inductive hypothesis, each $H_{i}$ has a hamiltonian cycle, say $C_{i}$; take these to be the same (up to labelling of first coordinate). Without loss of generality, suppose that in each
$H_{i}$, the hamiltonian cycle $C_{i}$ contains consecutive vertices $u_{i}=\left(i, 0, a_{2}, \ldots, a_{n}\right)$ and $v_{i}=\left(i, 1, a_{2}, \ldots, a_{n}\right)$. The following is a hamiltonian cycle in $Q^{k+1}$ : begin at $v_{0} \in C_{0}$, traverse $C_{0}$ the long way around to $u_{0}$, then take the edge $\left.\left\{u_{0}, u_{1}\right)\right\}$ to $C_{1}$, traverse $C_{1}$ the long way around to $v_{1}$ (in the opposite direction as in $C_{1}$ ), then finally close the cycle along the edge $\left\{v_{1}, v_{0}\right\}$ to $v_{0}$.

By MI, for every $n \geq 2, A(n)$ is truc.
Exercise 492: Proceed by induction on $n$, using the fact that the $n$-cube is formed by taking two disjoint copies of the $(n-1)$-cube and adding an edges between corresponding vertices of each smaller cube. See, e.g., [566, p.150].

### 33.4 Solutions: Matchings

Exercise 494: For $n \geq 1$, let $P(n)$ be the statement that the number of perfect matchings in $K_{2 n}$ is $\frac{(2 n)!}{2^{n}(n!)}$.

BASE STEP: $K_{2}$ has only onc perfect matching: and $\frac{(2)!}{2^{2}(2!)}=1$, so $P(1)$ is true.
Inductive step: For some $k \geq 1$, suppose that $P(k)$ is true. Examine a copy of $K_{2 k+2}$, and fix one vertex, say $x$. If an edge containing $x$ is fixed, there are $2 k$ remaining vertices to be matched, and by $P(k)$, this can be done in $\frac{(2 k)!}{2^{k}(k!)}$ ways. As there are $2 k+1$ edges containing $x$, in all there are

$$
(2 k+1) \frac{(2 k)!}{2^{k}(k!)}=\frac{(2 k+1)(2 k+2)}{2(k+1)} \frac{(2 k)!}{2^{k}(k!)}=\frac{(2 k+2)!}{2^{k+1}(k+1)!}
$$

different perfect matchings in $K_{2 k+2}$, proving $P(k+1)$, and completing the inductive step.

By MI, for every $n \geq 1$, the statement $P(n)$ is true.
Exercise 495: [Hall's theorem] The following proof is essentially due to Easterfield [156], rediscovered by Halmos and Vaughn [257].

The condition $|N(S)| \geq|S|$ is necessary; so it remains to show sufficiency. The proof of sufficiency is by induction on $m=|X|$.
Base step: When $m=1$, the condition is equivalent to saying that there is at least one edge leaving $x$.

Inductive step: Fix $k \geq 1$ and suppose that the condition is sufficient for all $m=1, \ldots, k$. Let $G=(X \cup Y, E)$ be bipartite with $|X|=k+1$.

Case 1: Suppose that any $j \in\{1,2, \ldots, k\}$, if any $j$ elements from $X$ are adjacent to at least $j+1$ elements of $Y$. Then pick one $x \in X$ and $y \in N(x)$ and delete the
edge $\{x, y\}$ together with the vertices; the remaining graph satisfics the induction hypothesis for $m=k$, so all $k+1$ elements of $X$ can be matched.

Case 2: Suppose that for some $j, 1 \leq j \leq k$, there are $j$ vertices in $X$ with precisely $j$ neighbors in $Y$. By induction hypothesis, these $j$ vertices can be matched. Remove these $j$ vertices from $X$ and their matches in $Y$. If some $\ell \leq k+1-j$ of the remaining vertices in $X$ are adjacent to less than $\ell$ vertices in $Y$, then these $\ell$ together with the original $k$ vertices in $X$ would have less than $k+\ell$ neighbors in $Y$, violating the condition, thus the remaining graph satisfies the condition, and so remaining vertices in $X$ can be matched by induction hypothesis (with $m=k+1-j$ ). These two matchings match all of $X$, concluding the inductive step.

By mathematical induction, the condition is sufficient for all bipartite graphs.

Remark: Given a set $X$ and a family $\mathcal{S}=\left\{S_{1}, S_{2}, \ldots, S_{n}\right\}$ of subsets of $X$. a system of distinct representatives (denoted "SDR") for $\mathcal{S}$ is a collection of distinct elements $x_{1}, x_{2}, \ldots, x_{n} \in X$ so that for each $i=1,2, \ldots n, x_{i} \in S_{i}$. The above proof can be adapted to prove the following theorem (see, e.g., [7, p. 146|):

Theorem 33.4.1. A family $\mathcal{S}$ has an $S D R$ iff for each $m=1,2, \ldots,|\mathcal{S}|$, the union of any $m$ sets in $\mathcal{S}$ contains at least $m$ elements.

### 33.5 Solutions: Stable matchings

Exercise 496: lf in the first round every woman receives a proposal, the algorithm terminates. In this case, since each man proposed to exactly one woman, and all women received proposals, each man is married to his favorite woman. Such a marriage is stable just because no man would want to switch partners (though the women might not get their top picks).

Suppose that after round $j$ some woman has still not received one proposal. Each man either proposed in round $j$, or was some woman's maybe at the end of round $j-1$. In cither case, at the end of round $j$, each man is either freshly rejected, remains a "maybe", or freshly receives maybe status. Since not all women have a maybe on hold, there is at least one man that is freshly rejected in round $j$.

If some man receives a rejection and still has women he has not yet proposed to, the algorithm continues to the next round. Is it possible that the algorithm continues to the point where some man has been rejected by cveryone and has no further proposals to make? No, because if some man has received $n$ rejections, then he has proposed to all women (since he can only propose to each wroman at most, once), in which case no woman has been passed over, contrary to there existing a woman with no proposals. So the algorithm continues if and only if there are women with ne proposals (or there are newly rejected men).

Why must the algorithm terminate? One easy way to sce this is that since each man proposes to $n$ women, so (by the pigeonhole principle) after at most $n^{2}-n+1$ rounds, some man will have exhausted all his choices, in which case each woman will have had at least one proposal. [In fact, with a closer analysis, at most $n^{2}-2 n+2$ rounds are necessary, and one can design a scenario requiring this many steps.]

To see that when the algorithm terminates a stable marriage ensucs, suppose that the algorithm terminates (each woman has her "maybe"), and consider a man $m$ and a woman $w$ whom $m$ prefers over the wife given him by the algorithm. It suffices to show that $w$ does not prefer $m$ over the husband given to her by the algorithm. Since $m$ prefers $w$ over his mate, $m$ must have proposed to $w$ at some earlier iteration and was either outright rejected, or was $w$ 's maybe, but later rejected when $w$ accepted the proposal from a another man she prefers to $m$. In either case, $w$ prefers her mate to $m$.

Exercise 497: For a solution, see [241, p.45-48], or for those who can read pseudocode, see [326, p. 50].

### 33.6 Solutions: Graph coloring

Exercise 498: Let $S(n)$ be the statement that if $G$ is a graph on $n$ vertices with maximum degree $\Delta(G)=k$, then $G$ is $(k+1)$-colorable, that is, $\chi(G) \leq \Delta(G)+1$. Proceed by induction on the number of vertices of $G$ (not $k$ ).
Base step: If $n=1, G$ is a single vertex with $\Delta(G)=0$, and is 1 -colorable, so $S(1)$ holds.
Induction step: Suppose that for some $m \geq 1, S(m)$ holds, and let $H$ be a graph on $m+1$ vertices $v_{1}, v_{2}, \ldots, v_{m}, v_{m+1}$. Examine the graph $G$ formed by deleting $v_{m+1}$ (and all edges incident with $v_{m+1}$ ). Put $\Delta(H)=k$ and note that $\Delta(G) \leq k$. By induction hypothesis $S(m), G$ is $(\Delta(G)+1)$-colorable, and hence is $(k+1)$-colorable, so fix a good $(k+1)$-coloring of $G$.

It remains to color $v_{m+1}$. Since $\Delta(H)=k, v_{m+1}$ has at most $k$ neighbors (among $v_{1}, v_{2}, \ldots, v_{m}$ ), already colored, so choose some remaining color for $v_{m+1}$, thereby producing a good ( $k+1$ )-coloring of $H$. This completes the inductive step.

By mathematical induction on the number of vertices $n$ of graph, any graph $G$ on $n$ vertices is $(\Delta(G)+1)$-colorable.

Comment 1: The greedy coloring algorithm is based on the above idea, however it colors vertices consecutively, each vertex with the least available color (colors are ordered, say, $1,2, \ldots, k+1$ ). In this setting, it is worth noting that recursion and mathematical induction are essentially the same notion.

Comment 2: Can you find a proof using induction on $k=\Delta(G)$ ?

Comment 3: Don't confuse the result of this exercisc with Vizing's theorem, which states that $\chi^{\prime}(G) \leq \Delta(G)+1$, where $\chi^{\prime}$ is the edge-chromatic number, or chromatic index, the least number of colors required to color the edges so that all edges incident at a vertex receive different colors. See, e.g., [566, pp. $275-278]$ for details.

Exercise 499: This result was proved in 1956 by Gaddum and Nordhaus [203], and appears as an exercise in [566, 5.1.41, p. 202].

Let $S(n)$ be the statement that if $G$ is a graph with $\left|V\left(G^{r}\right)\right|=n$ vertices, then $\chi(G)+\chi(\bar{G}) \leq n+1$.
BaSE ster: When $n=1$, both $G$ and $\bar{G}$ consist of a single vertex, each with chromatic number 1 , so $S(1)$ is true. Checking $n=2$, either $G$ is a pair of isolated vertices or $G$ is a single edge (and so $\bar{G}$ is either an edge or a pair of isolated vertices, resp.) and so the sum of chromatic numbers is $1+2=3$, showing that $S(2)$ is also true. (This second base case is not needed for the proof, however.)
Induction step: Fix $k \geq 1$ and suppose that $S(k)$ is true. Fix a graph $H$ on $|V(H)|=k+1$ vertices, and identify one vertex $x \in V(H)$. To show that $S(k+1)$ holds, it suffices to show that

$$
\chi(H)+\chi(\bar{H}) \leq(k+1)+1 .
$$

Let $G$ be the graph formed by deleting $x$ (and all edges incident with $x$ ) from $H$. Then $|V(G)|=k$, and so by $S(k)$,

$$
\chi(G)+\chi(\bar{G}) \leq k+1 .
$$

Since $H$ is only one vertex larger than $G$, it is clear that $\chi(I) \leq \chi(G)+1$ and $\chi(\bar{H}) \leq \chi(\bar{G})+1$. If either $\chi(H)=\chi(G)$ or $\chi(\bar{H})=\chi(\bar{G})$, (or both) then

$$
\begin{aligned}
\chi(H)+\chi(\overline{I I}) & \leq \chi(C)+\chi(\bar{G})+1 \\
& \leq(k+1)+1 \quad(\text { by } S(k))
\end{aligned}
$$

confirms $S(k+1)$.
There is only one case left: assume that both $\chi(H)=\chi(G)+1$ and $\chi(\overline{I I})=$ $\chi(\bar{G})+1$. Let there be $g$ edges in $H$ between $x$ and $G$, and let there be $g^{\prime}$ edges in $\bar{H}$ between $x$ and $\bar{G}$. Since $\left|V\left(G^{\prime}\right)\right|=k, g+g^{\prime}=k$. The key observation is that since $\chi(H)=\chi(G)+1$, necessarily $g \geq \chi(G)$ (since otherwise, one could extend a coloring of $G$ to a coloring of $H$ by coloring $x$ with one of the colors not used by neighbors of $x)$. Similarly, $g^{\prime} \geq \chi(\bar{G})$. Hence,

$$
k=g+g^{\prime} \geq \chi(G)+\chi(\bar{G})
$$

and so $\chi(G)+\chi(\bar{G}) \leq k$. Then

$$
\chi(H)+\chi(\bar{H})=\chi(G)+\chi(\bar{G})+2 \leq k+2=(k+1)+1
$$

confirms $S(k+1)$ in this case as well. 'This completes the inductive step $S(k) \rightarrow$ $S(k+1)$.

By mathematical induction, for all $n \geq 1, S(n)$ is true.

Exercise 500: For $n \geq 3$, let $S(n)$ be the statement that for any onto $n$-coloring of $E\left(K_{n}\right)$, there exists a rainbow colored triangle.
BaSE ster: All six onto 3-colorings of $E\left(K_{3}\right)$ are indeed injective.
InDUCTION STEP: Fix some $k>3$, and assume that $S(k)$ holds. Let $\Delta: E\left(K_{k+1}\right) \rightarrow$ $[k+1]$ be onto. Pick any $x \in V\left(K_{k+1}\right)$, and let $G=K_{k+1} \backslash\{x\}$, which is a copy of $K_{k}$. If $E(G)$ is $k$-colored, then by $S(k), G$ contains a rainbow $K_{3}$. So consider the cases when $G$ is not, $k$-colored. If $E(G)$ is $(k+1)$-colored, again $G$ contains a rainbow $K_{3}$ (identify two colors, apply $S(k)$ with this new coloring). So assume that, $E(G)$ is ( $k-1$ )-colored. Then two of the colors are missing in $G$, so two edges incident with $x$ receive these two colors; the third edge induced by these two receives yet another color, producing the rainbow triangle. Hence, $S(k+1)$ is true.

By MI, for each $n \geq 3, S(n)$ is true.
Exercise 501: Proofs appears in many places besides the original, e.g., a proof by L. Pósa appears in $[354,9.14$, pp. $67,398-9]$ the first part of which is given here. First, a lemma proves an interesting property of infinite $k$-colorable graphs that have a maximal set of edges. Such a graph is then shown to exist by Zorn's lemma.

Lemma 33.6.1. Suppose that $G$ is an infinite (simple) graph whose every finite subgraph is $k$-colorable, but. if any two non-adjacent vertices in $G$ are joined by an edge, then there exists a finite subgraph that fails to be $k$-colorable. Then $G$ is $k$-colorable.

Note: 'The existence of such a graph is not yet established, but this question is answered below.

Proof of Lemma 33.6.1: First observe that since any finite subgraph of $G$ is $k$ colorable, $G$ does not contain any $K_{k+1}$ (for such a graph is not $k$-colorable). Hence, if there exists such a desired partition, there are at most $k$ (non-empty) classes.

To show that $G$ is $k$-colorable, it suffices to show that $V(G)$ has a partition into at most $k$ classes such that two points are in the same class iff they are non-adjacent (equivalently, they are adjacent iff they belong to different classes). To prove the lemma, it then suffices to prove that "non-adjacency" is an equivalence relation.

Since $G$ is simple, both reflexivity and symmetry of "non-adjacency" are trivial. Suppose that $(a, b) \notin E(G)$ and $(b, c) \notin E(G)$. By maximality, there exists a finite subgraph $H$ so that $(V(I I), E(I I) \cup\{\{a, b\}\}=I+\{a, b\}$ is not $k$-colorable. Similarly, there exists a finite subgraph $K$ so that $K+\{b, c\}$ is not $k$-colorable. Consider the graph $B=H \cup K+\{a, c\}$. It is now shown that $B$ is not $k$-colorable. In hopes of a contradiction, suppose that $B$ has a good $k$-coloring, say $\beta: V(B) \rightarrow\{1,2, \ldots, k\}$.

Since under any good $k$-coloring of $H$ (in particular, the one induced by $\beta$ ) the edge ( $a, b$ ) can not be added, it follows that $\beta(a)=\beta(b)$. Similarly, $\beta(b)=\beta(c)$, and by transitivity of equality, $\beta(a)=\beta(c)$, which contradicts $\beta$ being a good $k$-coloring of $V(B)$. So $B$ is not $k$-colorable, and hence is not a subgraph of $G$ (yet $H \cup K$ clcarly is). Thus, $\{a, c\} \notin E(G)$, completing the proof of transitivity, and so, too, that non-adjacency is an equivalence relation, thereby proving the lemma.

Note that Lemma 33.6.1 says that any such graph $G$ satisfying its hypothesis is $k$-colorable. The goal is now to show that such a graph exists; this is done using Zorn's lemma.
Proof of Theorem 15.7.1: Let $G$ be an infinite graph whose every finite subgraph is $k$-colorable. Consider the class of supergraphs of $G$,

$$
\mathcal{G}=\left\{G \cup G^{\prime}: V\left(G^{\prime}\right)=V(G), \text { all finite subgraphs of } G \cup G^{\prime} \text { are } k \text {-colorable }\right\},
$$

and order $\mathcal{G}$ by inclusion. [Note: $G \in \mathcal{G}$, using $G^{\prime}$ to be the empty graph on $V(G)$.] Let $\mathcal{C}$ be a chain in $\mathcal{G}$, and let $U$ be the union of the chain. Every finite subgraph $H$ of $U$ is $k$-colorable, because if not, $H$ "appeared" in some $G_{i} \in \mathcal{G}, G_{i} \subseteq G$, whose every finite subgraph is assumed to be $k$-colorable. Hence, for every chain in $\mathcal{G}$, the union of the chain is also in $\mathcal{G}$. By Zorn's lenma, $\mathcal{G}$ contains a maximal element. Hence, without loss of generality, one can assume that $G$ is maximal, that is, $G$ satisfies the hypothesis of Lemma 33.6.1, and so $G$ is $k$-colorable.

Note: The proof in [354] does not state Zorn's lemma explicitly; a second ending is given that uses Tychonoff's theorem after establishing a notion of "closed sets" of colorings. This above form of compactness can also be translated to hypergraphs, and to theorems for other relational structures, and even to model theory (where, so I am told, some prefer to create a metric and a topology and then apply. Tychonoff's compactness result for product spaces).

### 33.7 Solutions: Planar graphs

Exercise 503: The equation $v+f=e+2$ for planar connected graphs is due to Euler [179]. There are many inductive proofs of this formula, some inducting on $v$, some on $c$. Perhaps the casiest is to induct on $e$.

Before beginning the proof, note that this result holds for general multigraphs, that is, those containing loops (edges of the form $\{x, x\}$ ) or multiple edges, (where a pair $\{x, y\}$ occurs as an edge more than once) yet the restriction here is to simple graphs. Perhaps the result for more general graphs is more easily proved by induction on $v$ (see [566, p. 241], for example).

For $e \geq 0$, let $S(e)$ be the statement that if $G$ is a connected planar graph with $e$ edges, (with a planar embedding) then $v+f=e+2$ (where $v=|V(G)|$ and $f$ is number of faces or regions).

BASE STEP: When $e=0$, any connected graph with no edges must be a single vertex, and there is only one face (the outer one). Then $v+f=1+1=0+2=e+2$, so $S(0)$ holds. As an added check, if $e=1$, since the graph must be connected, there are only $v=2$ vertices and exactly $f=1$ face, so $v+f=2+1=1+2=e+2$ holds, showing $S(1)$, too.
Inductive step: Fix some $e \geq 1$, and assume that $S(e-1)$ is true, that is, for a graph with $e^{\prime}=e-1$ edges, $v^{\prime}$ vertices, and $f^{\prime}$ faces, $v^{\prime}+f^{\prime}=e^{\prime}+2=e+1$. Let $G$ be a planar connected graph (with a planar embedding) with $e$ edges, $v$ vertices and $f$ faces. To be shown is that $S(e)$ holds, namely that $v+f=e+2$.

If $G$ contains no cycle, then since $G$ is connected, $G$ is a tree. In this case, there is only one face, and (by Exercise 477) $e=v-1$, so $v+f=e+2$ holds (without any induction).

So now suppose that $G$ contains a cycle; fix one edge $\{x, y\}$ in that cycle and delcte it, forming $G^{\prime}$ with $e^{\prime}=e-1$ edges, $v^{\prime}=v$ vertices, and $f^{\prime}$ faces. Deletion of one edge in a cycle does not disconnect a graph, so $G^{\prime}$ is connected (and still planar). Since removal of an edge on a cycle joins one face inside the cycle to one outside, $G^{\prime}$ has $f^{\prime}=f-1$ faces. By $S(e-1), v^{\prime}+f^{\prime}=e^{\prime}+2$, which implies $v+(f-1)=(e-1)+2$ and so $v+f=e+2$ as desired. This completes the inductive step.

By MI, for every $e \geq 0$, Euler's formula for connccted planar graphs with $e$ edges is true.

Comment: Try an inductive proof which inducts on the number of vertices; however, be careful that when a vertex is deleted, the remaining graph is connected.

Exercise 504 (Euler's formula for planar graphs with $n$ components): To be shown is that if a planar graph has $n$ components, then

$$
v-e+f=n+1 .
$$

The proof is by induction on $n$.
Base step: The base case $n=1$ is true by Euler's formula for connected planar graphs (Exercise 503).
Inductive ster: Suppose that the formula holds for a planar graph with $k \geq 1$ components, and consider a planar graph $G$ with $k+1$ connected components, say $C_{0}, C_{1}, \ldots, C_{k}$. Let $G^{\prime}$ be the graph obtained from $G$ by removing $C_{0}$. If $G^{\prime}$ has $v^{\prime}$ vertices, $e^{\prime}$ edges and $f^{\prime}$ faces, then by the induction hypothesis,

$$
v^{\prime}-e^{\prime}+f^{\prime}=k+1
$$

If the single component $C_{0}$ has $v_{0}$ vertices, $e_{0}$ edges and $f_{0}$ faces, then by Euler's formula (for a connected planar graph),

$$
x_{0}-e_{0}+f_{0}=2 .
$$

Then $G$ has $v=v^{\prime}+v_{0}$ vertices, $e=e^{\prime}+e_{0}$ edges, and $f=f^{\prime}+f_{1}-1$ faces (since the infinite face of $G^{\prime}$ is a face of $C_{0}$ ), and hence

$$
\begin{aligned}
v-e+f & =\left(v_{0}-e_{0}+f_{0}\right)+\left(v^{\prime}-e^{\prime}+f^{\prime}\right)-1 \\
& =2+(k+1)-1 \quad \text { (by Euler's formula and ind. hyp) } \\
& =(k+1)+1
\end{aligned}
$$

proving the formula for graphs with $k+1$ components, completing the inductive step.

Therefore, by induction, for every $n \geq 1$, the result holds for all graphs with $n$ components.

Exercise 505: Let $S(n)$ be the statement that every planar graph with $n$ vertices is 6 -colorable.

BaSE STEf: Every planar graph on six or fewer vertices is trivially 6-colorable (color each vertex with a different color) and so $S(n)$ is true for $n=0,1.2,3,4,5,6$.

Induction step: Let $k \geq 6$ and suppose that $S(k)$ is truc. Let $G$ be a planar graph with $k+1$ vertices. By Lemma 15.8.2, let $x \in V(G)$ be a vertex of degree at most 5. Delete $x$ (and all edges incident with $x$ ), forming a graph $H$. Since $C$ was planar, so is $H$, and thus by $S(k)$, fix a good 6 -coloring of $H$. Since $x$ was of degree at most 5 , there are at most 5 vertices in $V(H)$ connected to $x$ in $G$, so color $x$ with a color unused for these 5 (and color remaining vertices of $G$ as in $H$ ). This represents a good 6 -coloring of $G$, and so shows that $S(k+1)$ is true.

By mathematical induction, for every $n \geq 0, S(n)$ holds, and so the statement of the exercise is true.

Exercise 506: The proof that every planar graph is 5-colorable relies on what are called "Kempe chains". Sec [327] for a discussion of Kempe chains, and how the 5 -color proof arose from a failed 4 -color proof by Kempe. It was Heawood who discovered that Kempe's ideas actually showed that every planar graph is 5 colorable. For a proof of the 5 -color theorem by induction, see [64, pp. 291-2], where two more proofs are outlined.

### 33.8 Solutions: Extremal graph theory

Exercise 508: For $n \geq 2$, let $S(n)$ be the statement that the maximum number of edges in a disconnected simple $n$-vertex graph is $\binom{n-1}{2}$, with equality only for $K_{1}+K_{n-1}$.
Base step: The only disconnected graph on $n=2$ vertices is a pair of isolated vertices, i.e., $K_{1}+K_{1}$, so $S(2)$ is true.

Induction step: Let $k \geq 2$ and suppose that $S(k)$ is true. Let $H$ be a disconnected graph with $k+1$ vertices, and suppose that among all disconnected graphs on $k+1$ vertices, $H$ has the maximum number of edges. Fix a vertex $x \in V(H)$ and delete it, producing a graph $G$ on $k$ vertices.

If $x$ is an isolated vertex, then $|E(G)| \leq\binom{ k}{2}$ edges, and when $G=K_{k}$, equality is attained, in which case $H=K_{1}+K_{k}$.

So assume that $x$ is not isolated. Then $G$ is disconnected, and $\operatorname{deg}_{H}(x) \leq k-1$. Thus an upper bound for the number of edges in $H$ is $k-1$ plus the maximum number of edges in a disconnected graph on $k$ vertices. By $S(k)$, this total is

$$
\binom{k-1}{2}+k-1=\frac{(k-1)(k-2)}{2}+k-1=\binom{k}{2} .
$$

In order to achieve this bound, one requires both $\binom{k-1}{2}$ edges in $G$ and $\operatorname{deg}_{H}(x)=$ $k-1$. The first condition says (by $S(k)$ ) that $G=K_{1}+K_{k-1}$, and in this case, the only way to have to $\operatorname{deg}_{H}(x)=k-1$ (and still have $H$ disconnected) is to have $x$ connected to every vertex in the component $K_{k-1}$ of $G$. Thus $K_{1}+K_{k}$ is the unique disconnected graph on $k+1$ with maximal number of edges. This proves $S(k+1)$ and hence the inductive step.

Therefore, by mathematical induction, for every $n \geq 2$, the statement $S(n)$ is true.

Exercise 509 (Mantel's theorem): This result, apparently proved in 1905, was published in 1907 [362] and is the simplest case of Turán's theorem (published in 1941 (see Exercise 512)). This problem occurs in many graph theory texts; it even appears in disguise in [161, 8.1, p. 207].

Let $S(n)$ be the statement that if a simple graph $G$ on $n$ vertices has more than $n^{2} / 4$ edges, then $G$ contains a triangle.
Base step: Since any graph on 1 or 2 vertices is triangle-free, consider the case $n=3$. In this case $n^{2} / 4=2.25$, so $S(3)$ says that any graph on three vertices with at least 3 edges has a triangle, a true statement.

There are two proofs of the inductive step. The first, rather short and sweet, is the proof that $S(k) \rightarrow S(k+2)$, and since there are two base cases done, it, will suffice. The second proof is $S(k) \rightarrow S(k+1)$ and needs only a bit more care; however, it is often the first proof taught to students.
Inductive step $S(k) \rightarrow S(k+2)$ : suppose that for some $k \geq 3, S(k)$ holds, and let $I I$ be a graph on $k+2$ edges with no triangle. Consider some edge $e=\{x, y\}$ in $H$, and the graph $G=H \backslash\{x, y\}$. There can be at most $k$ edges from $e$ to $G$, for otherwise a triangle is formed. By $S(k), G$ has at most $k^{2} / 4$ edges, so $H$ has at most $k^{2} / 4+k+1=(k+2)^{2} / 4$ edges, thereby confirming $S(k+2)$.
Inductivf: step $S(k) \rightarrow S(k+1)$ : Suppose that for some $k \geq 3, S(k)$ is true. Let $H$ be a graph on $k+1$ vertices. The idea is to delete a vertex in $I$ with smallest
possible degree to create $G$ on $k$ vertices, and then show there are still lots of edges left, enough to apply $S(k)$.

Let $H$ have more than $(k+1)^{2} / 4$ edges. Note that if $H$ has a triangle, then any graph with additional edges will also, so suppose, without loss of generality, that $H$ has as few edges as possible, but still more than $k+1^{2} / 4$. It is convenient to break the proof that $H$ has a triangle into two cases, $k$ even, and $k$ odd.

First suppose that $k=2 m$. Then $\frac{(k+1)^{2}}{4}=\frac{4 m^{2}+4 m+1}{4}$, and so assume that $H$ has $m^{2}+m+1$ edges. The average degree of vertices in $H$ is $\frac{2\left(m^{2}+m+1\right)}{2 m+1}=m+\frac{m+1}{2 m+1}$, and so there is a vertex $x \in V(H)$ with degree at most $m$. Delete $x$ (and all edges incident with $x$ ) to give a graph $G$ on $k=2 m$ vertices and with at least $m^{2}+m+1-m=m^{2}+1=k^{2} / 4+1$ edges. Thus by $S(k), G$ contains a triangle, and hence so did $H$.

Suppose that $k=2 m+1$. Then $\frac{(k+1)^{2}}{4}=\frac{(2 m+2)^{2}}{4}=(m+1)^{2}$, so assume that $H$ has $(m+1)^{2}+1=m^{2}+2 m+2$ edges. Then vertices in $H$ have average degree $\frac{2\left(m^{2}+2 m+2\right)}{2 m+2}=m+1+\frac{2}{2 m+2}$, so there is a vertex $x$ with degree at most $m+1$. Delete $x$ to give $G$ with $k$ vertices and at least,

$$
m^{2}+2 m+2-(m+1)=m^{2}+m+1>m^{2}+m+\frac{1}{4}=\frac{(2 m+1)^{2}}{4}=\frac{k^{2}}{4}
$$

edges remaining. Thus by $S(k), G$ contains a triangle, and hence $H$ also.
So in either case, $k$ even or odd, $S(k+1)$ is true. This completes the inductive step $S(k) \rightarrow S(k+1)$.

Thus by mathernatical induction, for all $n \geq 3, S(n)$ is true.
Comment: Among all triangle-free graphs on $n$ vertices, there is only one with the most number of edges, namely the complete bipartite graph $K_{\{n / 2] .[n / 2]}$, where the partite sets are chosen as equal as possible in size.

Exercise 510: This exercise (without solution) occurred in [226, p. 320, Q. 15], and was generalized in [168]. Here, the term bow tie is used to describe the graph on 5 vertices consisting of two triangles with preciscly one vertex in common (see Figure 33.1).


Figure 33.1: The bow tic graph
Let $S(n)$ be the statement that if a simple graph $G$ on $n \geq 5$ vertices has more than $\frac{n^{2}}{4}+1$ edges, then $G$ contains a bow tie (as a weak subgraph).

BASE STEP: For $n=5, \frac{n^{2}}{4}+1=7.25$, so it suffices to show that a graph on 5 vertices and 8 edges contains a bow tie. (If such a graph contains a bow tie, then any graph with 5 vertices and 9 or 10 edges docs, too.) It is not difficult to verify that there are only two such graphs; take the complete graph $K_{5}$ and remove two edges-these edges can be touching, or not. (One has vertices with degrees $4,4,3,3,3$, and the other has degrees $4,3,3,3,3$ ). Each has a bow tie, where the center of the bow tie is a vertex of degree 4 .
Inductive step: Let $p \geq 5$ and suppose that $S(p)$ holds, that is, any graph with $p$ vertices and more than $\frac{p^{2}}{4}+1$ edges contains a bow tie. Let $G$ be a graph with $p+1$ vertices and $q$ edges, where $q$ is the smallest number larger than $\frac{(p+1)^{2}}{4}+1$. Split the proof that $G$ contains a bow tie into two cases. [Recall that $G \backslash x$ denotes a graph $G$ with vertex $x$ (and all edges incident with $x$ ) deleted.]

First consider the case when $p$ is odd, say $p=2 m+1$ (and so $m \geq 2$ ). Then

$$
\frac{(p+1)^{2}}{4}+1=\frac{(2 m+2)^{2}}{4}+1=m^{2}+2 m+2,
$$

so $q=m^{2}+2 m+3$. The average degree of a vertex in $G$ is

$$
\frac{2\left(m^{2}+2 m+3\right)}{2 m+2}=m+1+\frac{4}{2 m+2}<m+2
$$

and so there is a vertex $x \in V(G)$ with $\operatorname{deg}_{G}(x) \leq m+1$. Deleting $x$ leaves

$$
\begin{aligned}
|F(G \backslash x)| & \geq m^{2}+2 m+3-(m+1) \\
& =m^{2}+m+2 \\
& =\frac{4 m^{2}+4 m+8}{4} \\
& =\frac{(2 m+1)^{2}+7}{4} \\
& >\frac{p^{2}}{4}+1
\end{aligned}
$$

edges, so by $S(p), G \backslash x$ contains a bow tie, and hence so does $G$.
Next consider when $p$ is even, say $p=2 m$. Since $p \geq 5$, it follows that $m \geq 3$. Then

$$
\frac{(p+1)^{2}}{4}+1=\frac{(2 m+1)^{2}}{4}+1=m^{2}+m+\frac{5}{4}
$$

so $q=m^{2}+m+2$. The average degree of a vertex in $G$ is

$$
\frac{2\left(m^{2}+m+2\right)}{2 m+1}=m+\frac{m+4}{2 m+1},
$$

and so there is a vertex $x \in V(G)$ with $\operatorname{deg}_{G}(x) \leq m+\frac{m+4}{2 m+1}$. Now there is a bit of a problem. In general, $\frac{m+4}{2 m+1}$ might be as large as 1 when $m=3$, but deleting a vertex
of degree $m+1$ leaves $m^{2}+1=\frac{p^{2}}{4}+1$ edges, not quite enough to use the inductive hypothesis $S(p)$. It turns out, however, that when $m>3$, this trick works, so let's take care of this first, then return to $m=3$. Suppose for now that $m>3$. Then $\frac{m+4}{2 m+1}<1$, making the average degree less than $m+1$, so there is a vertex $x$ with degree at most $m$. Delete $x$, leaving $m^{2}+2=\frac{p^{2}}{4}+2$ edges in $G \backslash x$, and so by $S(p)$, the graph $G \backslash x$ contains a bow tie, and hence so does $G$.

What remains is the annoying case $m=3$, that is, $p=7$. In this case $\frac{p^{2}}{4}+1=$ 13.25 , so assume that $G$ has 7 vertices and 14 edges. If some vertex $x$ in $G$ has $\operatorname{deg}_{G}(x) \leq 3$, then deletc $x$, leaving a graph on 6 vertices and at least $11=\frac{6^{2}}{4}+2$ edges, so by $S(6)$, [which follows from the above inductive step where $p=5$ is odd] $G$ contains a bow tie.

So suppose that every vertex has degree at least 4 . Note that since the sum of the degrees ( $\geq 7 \cdot 4$ ) is exactly twice the number of edges (14), every vertex has precisely degree 4 (that is, $G$ is 4 -regular). Thus, it remains to show that any 4 regular graph on 7 vertices contains a bow tie. This can be done by an exhaustive analysis, however it is made slightly easier by first deleting a vertex, getting a graph on 6 vertices with 10 edges, and vertex degrees $4,4,3,3,3,3$. Up to isomorphism, there are only three such graphs (whose complements are $C_{4}+K_{2}, P_{3}$, and $K_{3}+P_{2}$, wherc $P_{i}$ denotes a path of length $i$ ), two of which are easily seen to contain a bow tie. For the remaining one, re-affix the deleted vertex and the bow tie is easily spotted. This concludes the inductive step where $p=2 m$, and hence the inductive step in general.

By mathematical induction, for each $n \geq 5$, the statement $S(n)$ is true.
Exercise 511: This appears in [161, 8.23, p. 208]. For each $n \geq 0$ let $S(n)$ be the statement that if $G$ is a graph on $n$ vertices with no tetrahcdron, then $G$ contains at most $n^{3} / 3$ edges.

BASE STEP: Since a tetrahedron contains 4 vertices, any graph on $n=0,1,2,3$ vertices contains no tetrahedron. The number of edges in cach case is bounded above by $0,0,1$, or 3 , respectively, each of which is less than $n^{3} / 3$,

Inductive step $S(k) \rightarrow S(k+3)$ : Suppose for some $k \geq 3, S(k)$ is true. Consider a graph $G$ with $k+3$ vertices. If $G$ docs not contain a triangle, then it contains no tetrahedron, and by Mantel's theorem (see Exercise 509), $G$ contains at most $(k+3)^{2} / 4<(k+3)^{2} / 3$ edges. So suppose that three vertices in $G$ form a triangle. These three cannot be connected to another common neighbor, so there are at most at most $2 k$ additional edges to the remaining vertices. Since the remainder of the graph contains no tetrahedron, by $S(k)$ that part of the graph contains at most $k^{2} / 3$ edges. In all, the maximum number of edges is $k^{2} / 3+2 k+3=(k+3)^{2} / 3$, completing the proof of $S(k+3)$.

By mathematical induction (actually three inductive proofs rolled in one), for all $n \geq 0$, the statement $S(n)$ is truc.

Exercise 512: (Turán's theorem) There are many solutions (see, for example, [7, pp. 183-187] for five different proofs); here is one by induction on $n$. Fix $k \geq 1$ and for each $n \geq 1$, let $S(n)$ be the statement that if $G$ is a $K_{k+1}$-free graph on $n$ vertices and ex $\left(n ; K_{k+1}\right)$ edges, then $G=T(n, k)$.
BASE CASES: For each $i=0,1, \ldots, k$, the graph with the most edges on $i$ vertices is $K_{i}=T(i, k)$. so $S(i)$ holds.

Inductive step: Fix some $m \geq k$ and suppose that $S(m-k)$ holds. Let $G$ be a $K_{k+1}$-free graph on $m$ vertices with ex $\left(m, K_{k+1}\right)$ edges. As $G$ is extremal for $K_{k+1}$, $G$ contains a copy of $K_{k}$, call it $H$, on vertices $A=\left\{a_{1}, \ldots, a_{k}\right\}$. Put $B=V(G) \backslash A$, and let $G^{*}$ be the graph induced on $B$.

Since $G$ is $K_{k+1}$-free, each vertex in $B$ is adjacent to at most $k-1$ vertices of A. Hence

$$
\begin{aligned}
\left|E\left(G^{\prime}\right)\right| & \leq\binom{ k}{2}+|B|(k-1)+\left|E\left(G^{*}\right)\right| \\
& \left.\leq\binom{ k}{2}+(m-k)(k-1)+\operatorname{cx}\left(m-k ; K_{k+1}\right) \quad \text { (since } G^{*} \text { is } K_{k+1}-\mathrm{frec}\right) \\
& \leq\binom{ k}{2}+(m-k)(k-1)+t(m-k, k) \quad(\text { by } \mathrm{IH}, S(m-k)) \\
& =t(m, k) \quad \text { (to see this, look at structure of } T(m, k)) .
\end{aligned}
$$

Hence $|E(G)| \leq t(m, k)$. Also, since $T(m, k)$ is $K_{k+1}$-free and $G$ has an extremal number of edges, $t(m, k) \leq|E(G)|$. Thus $|E(G)|=t(m . k)$, forcing equality in the equations above. Then each vertex in $B$ is joined to exactly $k-1$ vertices of $A$.

For cach $i=1, \ldots, k$, put $W_{i}=\left\{x \in V(G):\left\{x, a_{i}\right\} \notin E(G)\right\}$. Note that $a_{i} \in W_{i}$ and the $W_{i}$ 's partition $V\left(G^{\prime}\right)$ since every vertex in $B$ is not adjacent to one of the $a_{i}$ 's. Each $W_{i}$ is an independent set, since if some $x, y \in W_{i}$ were adjacent, $x, y$ and $A \backslash\left\{a_{i}\right\}$ form a $K_{k+1}$. Hence, $G$ is $k$-partite.

Since $T(m, k)$ is the unique $k$-partite graph with as many edges as possible, $G=T^{\prime}(m, k)$. This completes the inductive step $S(m-k, k) \rightarrow S(m, k)$.

By mathematical induction, for all $n \geq 0, S(n)$ is true.
Exercise 513: For each $r \geq 1$, let $A(r)$ be the assertion (both statements) in the theorem. The proof is by induction on $r$.
Base step: When $r=1$, $G$ has no edges, so is " 1 -partite".
Inductive step: Suppose that $s \geq 2$ and that $A(s-1)$ is truc. Let $G$ contain no $K_{s+1}$. Pick a vertex $r \in V(G)$ of maximal degree in $G$, and put $Y=N_{G}(x)$, the neighborhood of $x$, and put $X=V \backslash Y$ (so $x \in X$ ). Then the graph $G^{*}=G[Y]$ induced by vertices of $Y$ is $K_{s}$-free (otherwise $G^{*}+x=K_{s+1}$ ). Applying $\Lambda(s \cdots 1)$, get. an ( $s-1$ )-partite graph $H^{*}$ on vertex set $Y_{\text {: }}$ where for every $y \in Y, d_{G} \cdot(y) \leq d_{H^{*}}(y)$, and if $G^{*}$ is not complete ( $s-1$ )-partite, there exists a vertex in $Y$ with strict
inequality. Form the graph $H$ by adding the vertices of $V \backslash Y$ to $H^{*}$, connecting all vertices in $W$ to all in $V \backslash Y$.

For $v \in X, d_{G}(v) \leq d_{G}(x)=|Y|=d_{I}(x) \cdots d_{H}(v)$. For $z \in Y, d_{G}(v) \leq$ $d_{G^{*}}(v)+|X| \leq d_{H^{*}}+|X|=d_{H}(v)$. In any case, $d_{G}(v) \leq d_{H}(v)$, as required.

To show the second statement in $A(s)$, it suffices to show that if $d_{G}(z)<d_{H}(z)$ never holds, then $G$ is a complete s-partite graph. So assume that for every $v \in V$, $d_{G}(v)=d_{H}(v)$. Counting degrees in $Y$,

$$
\begin{equation*}
\sum_{v \in Y} d_{I I^{*}}(v)+|X| \cdot|Y|=\sum_{v \in Y} d_{H}(v)=\sum_{v \in Y} d_{G}(v) \leq \sum_{v \in Y} d_{G} \cdot(v)+|X| \cdot|Y| \tag{33.1}
\end{equation*}
$$

and so $\sum_{v \in Y} d_{H}(v) \leq \sum_{v \in Y} d_{G^{*}}(v)$. However, $H^{*}$ was chosen so that for each $y \in Y, d_{G^{*}}(y) \leq d_{H^{*}}(y)$, so $d_{G^{*}}(y)=d_{H^{*}}(y)$ and equality holds in (33.1). Hence

$$
\sum_{v \in Y} d_{G}(v)=\sum_{v \in Y} d_{G^{*}}(v)+|X| \cdot|Y| .
$$

which says that the number of edges leaving $Y$ in $G$ is maximized, that is, each vertex in $Y$ is adjacent to all of $X$. Since $|E(G)|=|E(H)| .\left|E\left(G^{*}\right)\right|=\left|E\left(H^{*}\right)\right|$, and all edges in $H$ contain at least one vertex in $Y$, it follows from equality in (33.1) that $|E(G[X])|=0$, and so $G$ is a complete $s$-partite graph, proving the second statement in $A(s)$. 'I he inductive step is complete.

By mathematical induction, for each $r \geq 1, A(r)$ is true.

### 33.9 Solutions: Digraphs and tournaments

Exercise 514: Repeat the proof of Euler's theorem for graphs-the version for digraphs is nearly identical. Begin by showing that if all vertices have minimum outdegree 1, there exists a directed cycle (look at a maximal directed path).

Exercise 515: This problem of showing a king exists was first proved by II. G. Landau in 1953 [338], and continues to appear in graph theory texts and puzzle books ever since. For exarnple, in [161, 8.3, p. 207], it appears as a problem on one-way streets in Sikinia (where ever that is!). First a "standard" analysis is given that leads to an observation (the claim below) which has a simple proof of a stronger claim that implies every tournament contains a king; two purely inductive proofs of the original statement are then given.

Analysis: Let $T=(V, E)$ be a tournament with $|V|$ finite, and consider some vertex $x$. If $x$ is not a king; then there is some other vertex $y$ so that there is no path of length at most two from $x$ to $y$. This means that $(y, x) \in E$ and for every other $z \in V$, if $(x, z) \in E$, then $(y, z) \in E$. But this implies that $d^{+}(y)>d^{+}(x)$. So repeat this argument replacing $x$ with $y$, a vertex with higher outdegree. This
process can not continue ad infinitum, and so when it stops, a king is located. Such a king will have maximum outdegree, and so perhaps proving a stronger result is easier:
Claim: In a tournament, any vertex with maximum outdegree is a king.
Proof of claim: Let $v$ be a vertex of maximurn outdegree in a tournament $T$. Let $X=\{x \in V(T):(v, x) \in E(T)$, and $Y=\{y \in V(T):(y, v) \in E(T)\}$. (Then $X \cap Y=\emptyset, V(T)=\{v\} \cup X \cup Y$, and $d^{+}(v)=|X|$.) In hopes of contradiction, suppose that $v$ is not a king, that is, there exists some $z \in V(T)$ so that there is no path of length of at most two from $v$ to $z$. Then $z \in Y$, and for every $x \in X$, $(z, x) \in E(T)$. Since $(z, v) \in E(T)$ as well, $d^{+}(z)=|X|+1$, contradicting that $v$ has maximum outdegree.

Here is an inductive proof of the original exercise:
Inductive proof: Induct on the number of vertices. Let $C(n)$ be the claim that any tournament on $n$ vertices contains a king. BASE STEP: If $n=1$ or $n=2$, the claim holds trivially.
Inductive step: Supposc that for some $k \geq 2, C(k)$ is true, and let $T=(V, E)$ be a tournament on $k+1$ vertices, and fix some vertex $x \in V$. The remaining $k$ vertices form a tournament $T^{\prime}=T \backslash\{x\}$, and so by $C(k), T^{\prime}$ contains a king $w$.

There are two cascs. If $(w, x) \in E(T)$, then $w$ is a king of $T$ as well, and nothing is left to show. If there is a path of length two from $w$ to $x$, again, $w$ is a king in $T$.

So suppose that $(x, w) \in E(T)$ and that there is no path of length two from $w$ to $x$. Thus for every $y$ with $(w, y) \in E$, one has $(x, y) \in E$ (for if not, $(w, y),(y, x)$ is a path of length two witnessing $w$ as a king). Since all remaining vertices are reachable from $w$ through such $y$ 's, so are they similarly reachable from $x$. Hence $x$ is a king. This concludes the inductive step.

Therefore, by mathematical induction, for any $n \geq 1$, the claim $C(n)$ is true.
Remark: The inductive proof did not immediately reveal the much stronger statement derived in the first proof. It also might be of interest to know that there can be more than one king, and in fact, it is easy to construct a tournament with two kings. Maurer [374] proved that if $1 \leq k \leq n$, there is a tournament on $n$ vertices with precisely $k$ kings-except when $k=2$ or $n=k=4$. So in large tournaments, everyone can be king!

A simpler proof uses strong induction, and this inductive step is only outlined. [Thanks to Liji Huang for reminding me of this proof.] Let $T$ be a tournament, and let $x$ be any vertex in $T$. Let $A$ be the set of all those vertices dominated by $x$. and let $B$ be the set of all those vertices that dominate $x$. By inductive hypothesis, the tournament induced by vertices of $B$ contains a king, say $y$. If $B=\emptyset$, then $x$ is a king of $T$, so assurne $B \neq \emptyset$. For any $b \in B$, since $y$ is a king of $B$, there is a directed path from $y$ to $b$ of length at most two, and for any vertex in $a \in A$, there is a path (through $x$ ) from $y$ to $a$ of length 2 .

Exercise 516: This appeared in $[566,1.4 .35$, p. 65$]$ marked as a harder problem. The reference supplied was [338]. Good luck!

Exercise 517: Let $S(n)$ be the statement that, if a tournament is held among $n$ players, where every pair of players meets precisely once, then there is a listing of all the players $a, b, c, \ldots$, so that $a$ beat $b, b$ beat $c$, and so on, continuing until the last player. Call such a listing a ranking.

Note: The term "ranking" is often used in a different sense; one could define a ranking of any $n$-element set $V$ to be simply a bijection $\sigma: V \rightarrow[n]$. For example, see [503, p. 6]. The ordering of vertices in this present context might more aptly be called a "chain ranking", or some such.

Base step: If $n=0$, the empty list is vacuously a ranking. If $n=1$, the list consisting of a single player is also vacuously a ranking. When $n=2$, there is one match, and so simply list the winner first and the loser second.

Inductive step: Use strong induction on $k$. Fix some $k \geq 2$, and suppose for each $i=0,1,2, \ldots, k$ that $S(i)$ is true, and that a tournament. $T$ has been held with $k+1$ players. Fix any player $p$, and consider the two groups, $A$ made of players who beat $p$, and $B$, those whom $p$ beat. [Think: $\mathrm{A}=$ above, $\mathrm{B}=$ below Since $|A| \leq k$, by induction hypothesis $S(|A|)$, a ranking of players in $A$ exists; similarly a ranking for $B$ exists. Since $p$ was beaten by any member of $A$, in particular, by the last member of $A$, and $p$ beat every member of $B$, in particular, the first member of $B$, the new listing formed by concatenating the ranking of $A$, followed by $p$, then followed by the ranking of $B$, is a ranking of the $k+1$ players as desired. So $S(k+1)$ is true, completing the inductive step.

By mathematical induction, for each $n \geq 0$, any tournament with $n$ players has a ranking.

Exercise 518: For $n \geq 3$, let $P(n)$ denotc the proposition "if a tournament $T$ has a directed cycle on $n$ vertices, then it contains a directed cycle on three vertices."

Base step: When $n=3$, there is nothing to prove.
Indective step: Fix $k \geq 4$, and assume $P(k-1)$ holds, that is, if $T$ is a tournament with a cycle on $k-1$ vertices, then $T$ contains a directed cycle.

Let $T=(V, D)$ be a tournament, containing a cycle on $k$ vertices, say $x_{0}, x_{1}, \ldots$, $x_{k-1} \in V$, where for cach $i=0,1, \ldots, k-1,\left(x_{i}, x_{i-1}\right) \in D$ (addition in indices is done modulo $k$ ). If for any $i,\left(x_{i+2}, x_{i}\right) \in D$, then $x_{i}, x_{i-1}, x_{i+2}$ is a directed triangle. So suppose that all such pairs (two apart on the cycle) are directed in the same direction as the cycle, i.e., $\left(x_{i}, x_{i+2}\right) \in D$. Then, e.g., the vertices $x_{0}, x_{2}, x_{3}, \ldots, x_{k-1}$ form a directed cycle with $k-1$ vertices. Thus, by $P(k-1), T$ contains a directed triangle, and so $P(k)$ is true.

Thus, by MI, for each $n \geq 3, P(n)$ is true.

Exercise 519: (Outline) See [90] for more details. The right side of the equation in Exercise 519 is the sum of the first $n-1$ squares (see Exercise 54). Thus the critical observation is that there is no directed triangle if and only if all outdegrees are different (needs proof), in which case they must be $0,1,2, \ldots, n-1$. Then prove that the sum of the squares is maximized when all degrees are different, and this is done by induction.

### 33.10 Solutions: Geometric graphs

Exercise 520: For each $n \geq 2$, let $A(n)$ be the assertion that if the edges of a complete geometric graph on $n$ vertices are 2 -colored, then there exists a monochromatic plane spanning tree. The proof is by strong induction on $n$.
BaSE STEP: $A(2)$ holds trivially as there is only one edge in a spanning tree.
Induction step: Let $k \geq 3$ and suppose that $A(2), \ldots, A(k-1)$ are all true. Consider points $P=\left\{p_{1}, \ldots, p_{k}\right\}$ in general position, let $G$ denote the geometric graph on $P$, and let a red-blue coloring of $E(G)$ be given.

Case 1: At least two edges on the border of the convex hull of $P$ receive different colors. Then there exist consecutive points, say $m, p, q$, on the border of $\operatorname{conv}(P)$ so that the segments $m p$ and $p q$ are colored differently. By the induction hypothesis $A(k-1)$ on $P^{\prime}=P \backslash\{p\}$, the geometric graph induced by $P^{\prime}$ has a monochromatic plane spanning tree, and together with one of $m p$ or $p q$ a monochromatic plane spanning tree for $G$ is formed.

Case 2: All edges on the border of $\operatorname{conv}(P)$ are colored identically, say red. Without loss of generality, assume that the $x$-coordinates of all $p_{i}$ 's are strictly increasing, and so the points are ordered $p_{1}, \ldots, p_{k}$ left to right. For each $1<i<k$, let $G_{i}^{\ell}$ and $G_{i}^{r}$ be the graphs induced by $\left\{p_{1}, p_{2}, \ldots, p_{i}\right\}$ and $\left\{p_{i}, \ldots, p_{k}\right\}$ respectively. For each such $i$, by the inductive hypotheses $A(i)$ and $A(k-i)$, each of $G_{i}^{\ell}$ and $G_{i}^{r}$ has a monochromatic plane spanning tree, say $T_{i}^{\ell}$ and $T_{i}^{r}$, respectively. If for some $i$, both $T_{i}^{\ell}$ and $T_{i}^{T}$ are colored the same, then their union forms a monochromatic plane spanning tree for $G$, so assume that each such pair of trees has different colors. Furthermore, if either $T_{2}^{r}$ or $T_{k-1}^{\ell}$ is red, a red edge on the border of $\operatorname{conv}(P)$ joining either $p_{1}$ to $T_{2}^{r}$ or $T_{k-1}^{\ell}$ to $p_{k}$ produces a red plane spanning tree for $G$, so assume that both $T_{2}^{r}$ and $T_{k-1}^{\ell}$ are blue. Then the sequence of left-right color pairs begins red-blue, and ends in blue-red; hence there exists an $i \in\{2, \ldots, k-2\}$ so that $T_{i} \ell$ is red, $T_{i}^{r}$ is bluc, $T_{i+1}^{\ell}$ is blue, and $T_{i+1}^{r}$ is red.

Adjoining any red edge from the border of $\operatorname{conv}(P)$ that joins $T_{i}^{\ell}$ to $T_{i+1}^{r}$ (which crosses a vertical line between $p_{i}$ and $p_{i+1}$ ) yields a red plane spanning tree for $G$. In any case, $A(k)$ is true, completing the inductive step.

By strong mathematical induction, for each $n \geq 2$, the assertion $A(n)$ is true.
Exercise 521: See [304, Thm. 1.2] for the brief solution.

## Chapter 34

## Solutions: Recursion and algorithms

### 34.1 Solutions: Recursively defined sets

Exercise 524: Let $\mathrm{AP}_{3}$ be short for "3-term arithmetic progression". This exercise appeared as problem 5 of the 1983 IMO competition, where it asked if it is possible to choose 1983 distinct positive integers in $\left[1,10^{5}\right]$ that is $\mathrm{AP}_{3}$-free. The solution given in [342] uses $S_{n}$ and $T_{n}$ defined as follows: Let $S_{1}=\{1\}=T_{1}$. For $n>1$, recursively define

$$
\begin{aligned}
& S_{n}=\left\{3^{n-2}+x: x \in T_{n-1}\right\} \\
& T_{n}=S_{n} \cup T_{n-1}
\end{aligned}
$$

Let $A(n)$ be the combined assertions that $T_{n}$ does not contain any $\mathrm{AP}_{3} .\left|T_{n}\right|=2^{n-1}$, and the largest element in $T_{n}$ being $\left(3^{n-1}+1\right) / 2$. The proof is by induction on $n$. To get an idea of why this result is true, examine the first few $T_{i}$ 's and $S_{i}$ :

$$
\begin{aligned}
S_{1}=T_{1} & =\{1\} \\
S_{2} & =\{2\} \\
T_{2} & =\{1,2\} \\
S_{3}=\{3+1,3+2\} & =\{4,5\} \\
T_{3}=S_{3} \cup T_{2} & =\{1,2,4,5\} \\
S_{4}=\{9+1,9+2,9+4,9+5\} & =\{10,11,13,14\} \\
T_{4}=S_{4} \cup T_{3} & =\{1,2,4,5,10,11,13,14\}
\end{aligned}
$$

Base step $A(1)$ : The singleton $T_{1}=\{1\}$ certainly contains no $A P_{3},\left|T_{1}\right|=1=$ $2^{1 \cdots 1}$, and the largest element in $T_{1}$ is $1 \cdots\left(3^{1-1}+1\right) / 2$, so $A(1)$ holds.

Inductive step $A(k) \rightarrow A(k+1)$ : Let $k \geq 1$ and suppose that $A(k)$ holds. Then $T_{k+1}=S_{k+1} \cup T_{k}$. By induction hypothesis $\Lambda(k), T_{k}$ contains no $\mathrm{AP}_{3}$, and $T_{k}$ contains $2^{k-1}$ elements, the largest of which is $\left(3^{k-1}+1\right) / 2$. Since $T_{k}$ contains no $\mathrm{AP}_{3}$, neither does $S_{k+1}$, as $S_{k+1}$ is just a copy of $T_{k}$ shifted by $3^{k-1}$.

Suppose, for the moment, that $T_{k+1}$ contains an $\mathrm{AP}_{3}$, say, $a, a+d, a+2 d$. Then not all three terms are in the first half of $T_{k+1}$ (that is, from $S_{k+1}$ ), nor could they be all from the second half (that is, from $T_{k}$ ). Thus $d$ must be greater than, the size of the gap between $S_{k+1}$ and $T_{k}$, which is

$$
\min \left(S_{k+1}\right)-\max \left(T_{k}\right)=3^{k-1}+1-\frac{3^{k-1}+1}{2}=\frac{3^{k-1}+1}{2} .
$$

With such a value for $d$, it is impossible to have both $a$ and $a+d$ in $T_{k}$, or to have both $a+d$ and $a+2 d$ in $S_{k+1}$. Hence, $T_{k+1}$ contains no $\mathrm{AP}_{3}$.

To finish the inductive step, it remains to observe that $T_{k+1}$ contains $2^{k}$ elements and that the largest element in $T_{k+1}$ is

$$
\max \left(T_{k+1}\right)=\max \left(S_{k+1}\right)=3^{k-1}+\tan \left(T_{k}\right)=3^{k-1}+\frac{3^{k-1}+1}{2}=\frac{3^{k}+1}{2} .
$$

Therefore, by mathematical induction, for each $n \geq 1$, the assertion $A(n)$ is true.

Comment: Starting with a large set $[1, n]$, one way to form an $\mathrm{AP}_{3}$-free set is to delete the middle third, which forces any $\mathrm{AP}_{3}$ into one end, then in each of the remaining thirds, delete the middle thirds again, continuing (as in the construction of the Cantor set) until this is no longer possible. This can be done "optimally" when $n$ is a power of 3 .

### 34.2 Solutions: Recursively defined sequences

Exercise 526: Fix the interest rate $r$ and principal $P$. For any integer $n>0$, let $S(n)$ be the statement that the amount in the account is $P(1+r)^{n}$.
Base step: The value $n=0$ corresponds to the time of the deposit, so there is $P$ in the account, and since $P=P(1+r)^{0}, S(0)$ is true.
Inductive step: For some $k \geq 0$, suppose that $S(k)$ is true, that is, after $k$ years, there is $P(1+r)^{k}$ in the account. After one more year, interest accrued is $r P(1+r)^{k}$. Together with the amount in the account, after $k+1$ years, there is $P(1+r)^{k}+r P(1+r)^{k}=(1+r) P(1+r)^{k}=P(1+r)^{k+1}$ in the account, which proves $S(k+1)$. This concludes the inductive step.

By mathematical induction, for all $n \geq 0$, the statement $S(n)$ is true.

### 34.2.1 Solutions: Linear homogeneous recurrences of order 2

Exercise 527: See [150, Prob. 8, p. 209]; the solution is straightforward.

### 34.2.2 Solutions: Applying the method of characteristic roots

Exercise 528:. (Outline) The inductive proof is nearly since even plus odd is odd. The characteristic equation is $x^{2}-x-2=0$, which has roots $\alpha=2, \beta=-1$. By Theorem 16.3.1, the general solution is

$$
a_{n}=2^{n+1}+(-1)^{n} .
$$

The proof of this solution by induction is straightforward, using two base cases and two cases for the induction hypothesis (the reader is invited to write this proof formally):

When $n=0,2^{1}+1=3=a_{0}$, and when $n=1,2^{2}-1=3=a_{1}$, concluding the base step.

For the inductive step, let $k / \mathrm{geq} \mathbf{l}$ and for the induction hypothesis (IH), assume that both $a_{k-1}=2^{k}+(-1)^{k-1}$ and $a_{k}=2^{k+1}+(-1)^{k}$ are correct. Then by the recurrence relation $a_{n}=2 a_{n-2}+a_{n-1}$,

$$
\begin{align*}
a_{k+1} & =2 a_{k-1}+a_{k} \\
& =2\left(2^{k}+(-1)^{k-1}\right)+2^{k+1}+(-1)^{k}  \tag{byIH}\\
& =2^{k+1}+2^{k+1}+(-1)^{k-1}(2-1) \\
& =2^{k+2}+(-1)^{k-1} \\
& =2^{k+2}+(-1)^{k+1},
\end{align*}
$$

which is a form for $a_{k+1}$ which agrees with the solution (when $n=k+1$ ), completing the inductive step.

Then by MI, for all $n \geq 0$, the solution above is verified.
Exercise 529: The characteristic function is $x^{2}-x-1=0, \alpha=\frac{1+\sqrt{5}}{2}$ (the golden ratio) and $\beta=\frac{1-\sqrt{5}}{2}$, so Binet's formula follows directly from Theorem 16.3.1.

Exercise 530: This example appears in [292, Ex. 21, p. 244], where the answer is $a_{n}=2(-4)+3 n(-4)^{n}$.

Exercise 531: The induction proof asked for is nearly trivial. To solve the recursion, the characteristic equation is $x^{2}-2 x+2=0$, with roots $\alpha=1+i$ and $\beta=1-i$. Using $\theta=\pi / 4$, Theorem 16.3.1 gives

$$
a_{n}=2^{n / 2}\left[\cos \left(\frac{n \pi}{4}\right)+\sin \left(\frac{n \pi}{4}\right)\right] .
$$

'This recurrence is also solved directly in [239, Ex. 10.21, pp. 465-466].
Exercise 532: Define $a_{1}=1, a_{2}=3$ and for each $k \geq 2$, define $a_{k+1}=3 a_{k}-2 a_{k-1}$. For $n \geq 1$, let $P(n)$ be the proposition that $a_{n}=2^{n}-1$.
BASE STEPS: Since $a_{1}=1=2^{1}-1$ and $a_{2}=3=2^{2}-1$, both $P(1)$ and $P(2)$ hold.
Induction step: Let $\ell \geq 3$ and suppose that $P(\ell-2)$ and $P(\ell-1)$ hold, that is, $a_{\ell-2}=2^{\ell-1}-1$ and $a_{\ell-1}=2^{\ell-1}-1$. Then

$$
\begin{aligned}
a_{\ell} & =3 a_{\ell-1}-2 a_{\ell-2} \\
& =3\left(2^{\ell-1}-1\right)-2\left(2^{\ell-2}-1\right) \\
& =6 \cdot 2^{\ell-2}-3-2 \cdot 2^{\ell-2}+2 \\
& =4 \cdot 2^{\ell-2}-1=2^{\ell}-1,
\end{aligned}
$$

and so $P(\ell)$ is truc, completing the inductive step.
Therefore, by (an alternative form of) MI, for all $n \geq 1, P(1)$ holds.
Exercise 533: The characteristic equation is $x^{2}-b x+b^{2}$, with roots $\alpha=b\left(\frac{1+\sqrt{3}}{2}\right)$, $\beta=b\left(\frac{1 \cdot \sqrt{3}}{2}\right)$. and so (with further simplification as in the case of complex roots, using $\theta=\pi / 3$ ) by Theorem 16.3.1,

$$
a_{n}=b^{n}\left[\cos (n \pi / 3)+\left(\frac{1}{\sqrt{3}}\right) \sin (n \pi / 3)\right] .
$$

This same recursive definition is also solved in detail in [239, Ex. 10.22, pp. 4667], where the sequence is a sequence of determinants. The inductive proof of this solution is left to the reader (and may be made easier by translating back to numbers without angles).

Exercise 534: For $n \geq 1$, let $P(n)$ be the statement that equation 16.5 holds.
Base steps: $P(0)$ says $a_{0}=\frac{2+1}{3}=1$, and since by definition, $a_{0}=1, P(0)$ is true. $P(1)$ says $a_{1}=\frac{2^{2}-1}{3}=1$, which is true by definition, so $P(1)$ holds.
Inductive step: Fix $k \geq 1$, and suppose that both

$$
P(k-1): a_{k-1}=\frac{2^{k}+(--1)^{k-1}}{3}
$$

and

$$
P(k): \quad a_{k}=\frac{2^{k+1}+(-1)^{k}}{3} .
$$

It. remains to show that

$$
P(k+1): a_{k 11}=\frac{2^{k+2}+(-1)^{k+1}}{3}
$$

follows. Starting with the left-hand side of $P(k+1)$,

$$
\begin{aligned}
a_{k+1} & =a_{k}+2 a_{k-1} \\
& =\frac{2^{k+1}+(-1)^{k}}{3}+2 \cdot \frac{2^{k}+(-1)^{k-1}}{3} \quad(\text { by } S(k) \text { and } S(k-1)) \\
& =\frac{2^{k+1}+(-1)^{k}+2^{k+1}+2 \cdot(-1)^{k-1}}{3} \\
& =\frac{2^{k+2}+(-1)^{k-1}(-1+2)}{3} \\
& =\frac{2^{k+2}+(-1)^{k-1}}{3} \\
& =\frac{2^{k+2}+(-1)^{k+1}}{3}
\end{aligned}
$$

which is the right, side of $P(k+1)$, concluding the inductive step.
By mathematical induction (an alternate form), for each $n \geq 0, P(n)$ holds.

Remark: This result is for $n \geq 0$, slightly more than what the question asked for.

Exercise 535: $\Lambda$ version of this problem appears in [499, Problem 18]. Define $a_{1}, a_{2}, a_{3}, \ldots$ by $a_{1}=2, a_{2}=3$ and for each $k \geq 2$,

$$
a_{k+1}=3 a_{k}-2 a_{k-1}
$$

For each $n \geq 1$, let $C(n)$ be the claim that $a_{n}=2^{n \cdot 1}+1$.
BASE STEPS: Since $a_{1}=2=2^{0}+1$, and $a_{2}=2^{1}+1$, both $C(1)$ and $C(2)$ hold.
Inductive step: Fix $k \geq 1$ and suppose that both $C(k): a_{k}=2^{k-1}+1$ and $C(k+1): a_{k+1}=2^{k}+1$ hold. It remains to show $C(k+2): a_{k+2}=2^{k+1}+1$. Then

$$
\begin{aligned}
a_{k+2} & =3 a_{k+1}-2 a_{k} \\
& \left.=3\left(2^{k}\right)-2\left(2^{k-1}+1\right) \text { by } C(k+1) \text { and } C^{\gamma}(k)\right) \\
& =3 \cdot 2^{k}+3-2^{k}-2 \\
& =2 \cdot 2^{k}+1 \\
& =2^{k+1}+1
\end{aligned}
$$

as desired. This completes the inductive step $[C(k) \wedge C(k+1)] \rightarrow C(k+2)]$.
By MI (an alternative form) for each $n \geq 1, C(n)$ is true.

### 34.2.3 Solutions: Linear homogeneous recurrences of higher order

Exercise 536: This problem appeared in [18, Prob. 4, pp. 85, 209]. One notices that the first few values for $x_{n}$ are $1,1,4,9,25,64, \ldots$, squares of the Fibonacci numbers. So, let $S(n)$ be the statement that $x_{n}=F_{n}^{2}$, and try to prove this by induction.
Base steps: Since $x_{1}=1=1^{2}=F_{1}^{2}, x_{2}=1=1^{2}=F_{2}^{2}$, and $x_{3}=4=2^{2}=F_{3}^{2}$, statements $S(1), S(2)$, and $S(3)$ hold.
Inductive STEP $(S(k) \wedge S(k+1) \wedge S(k+2) \rightarrow S(k+3))$ : Fix some $k \geq 1$, and assume that $S(k), S(k+1)$, and $S(k+2)$ hold. One shows that $S(k+3): x_{k+3}=F_{k+3}^{2}$ is true by

$$
\begin{aligned}
x_{k+3} & =2 x_{k+2}+2 x_{k+1}-x_{k} \\
& =2 F_{k+2}^{2}+2 F_{k+1}^{2}-F_{k}^{2} \quad(\text { by } S(k+2), S(k+1), S(k), \text { resp. }) \\
& =F_{k+2}^{2}+F_{k+1}^{2}+F_{k+2}^{2}+F_{k+1}^{2}-F_{k}^{2} \\
& =F_{k+2}^{2}+F_{k+1}^{2}+F_{k+2}^{2}+\left(F_{k+1}+F_{k}\right)\left(F_{k+1}-F_{k}\right) \\
& =F_{k+2}^{2}+F_{k+1}^{2}+F_{k+2}^{2}+F_{k+2}\left(F_{k+1}-F_{k}\right) \\
& =F_{k+2}^{2}+F_{k+1}^{2}+F_{k+2}\left(F_{k+2}+F_{k+1}-F_{k}\right) \\
& =F_{k+2}^{2}+F_{k+1}^{2}+F_{k+2}\left(\left(F_{k+1}+F_{k}\right)+F_{k+1}-F_{k}\right) \\
& =F_{k+2}^{2}+2 F_{k+2} F_{k+1}+F_{k+1}^{2} \\
& =\left(F_{k+2}+F_{k+1}\right)^{2} \\
& =F_{k+3}^{2} .
\end{aligned}
$$

Thus $S(k+3)$ holds, finishing the inductive step.
By MI, for all $n \geq 1, S(n)$ holds.
Exercise 538: Define $s_{0}=1, s_{1}=2, s_{2}=3$, and for $n \geq 3$, define $s_{n}=s_{n-3}+$ $s_{n-2}+s_{n-1}$.

For $n \geq 0$, let $C(n)$ be the claim that $s_{n} \leq 3^{n}$.
Base steps: $s_{0}=1=3^{0}, s_{1}=2 \leq 3^{1}$, and $s_{2}=3 \leq 3^{2}$, so $C(0), C(1)$, and $C(2)$ hold.

Induction step $([C(k-3) \wedge C(k-2) \wedge C(k-1)] \rightarrow C(k))$ : Fix $k \geq 3$, and suppose that $C(k-3), C(k-2)$, and $C(k-1)$ all hold. Then

$$
\begin{aligned}
s_{k} & =s_{k-3}+s_{k-2}+s_{k-1} \\
& \leq 3^{k-3}+3^{k-2}+3^{k-1} \\
& =3^{k-3}(1+3+9) \\
& <3^{k-3} 3^{3}=3^{k} .
\end{aligned}
$$

shows that $C(k): s_{k} \leq 3^{k}$ holds (in fact, strict inequality holds), finishing the inductive step.

By (an alternative form of) MI, for all $n \geq 0, C(n)$ is true.
Exercise 539: (Outline) Define $s_{1}=s_{2}=s_{3}=1$, and for $n \geq 1, s_{n+3}=s_{n}+s_{n+1}+$ $s_{n+2}$. To show is that for each $n \geq 1, s_{n}<2^{n}$. Repeat, (essentially) the solution from Exercise 538, where instead of using $1+3+9<3^{3}$, use $1+2+4<2^{3}$.

Exercise 540: Define $s_{1}=2, s_{2}=4, s_{3}=7$, and for $n \geq 1$, define $s_{n+3}=$ $s_{n}+s_{n+1}+s_{n+2}$. The $s_{i}$ 's are called the "tribonacci numbers". Let $t_{n}$ be the number of binary strings that do not contain the substring " 000 ". $s_{n}$ is the number of binary strings of length $n$ that do not contain the substring "000". For each $n \geq 1$, let $C(n)$ be the claim that $t_{n}=s_{n}$. To show that for all $n \geq 1, C(n)$ is true, is by induction:
Base steps: Since $t_{1}=2, t_{2}=4$, and $t_{3}=7$ are easily verified, $C(1), C(2)$, and $C(3)$ are true.
Induction step: For some $j \geq 1$, suppose that $C(j), C(j+1)$, and $C(j+2)$ are true, and let $f=(f(1), f(2), \ldots, f(j+3)) \in\{0,1\}^{j+3}$ denote a binary word of length $j+3$. Suppose that $f$ does not contain three consecutive 0s. If $f(1)=f(2)=0$, then $f(3)=1$, and so there are $t_{j}$ ways to complete $f$. If $f(1)=0$ and $f(1)=1$, then there are $t_{j+1}$ ways to complete $f$. If $f(1)=1$, then there are $t_{j+2}$ ways to complete $f$. All three patterns in the first three letters of $f$ fall into one of the above categories, so

$$
\begin{aligned}
t_{j+3} & =t_{j}+t_{j+1}+t_{j+2} \\
& =s_{j}+s_{j+1}+s_{j+2}(\text { by } C(j), C(j+1) . \text { and } C(j+2)) \\
& =s_{\jmath+3} \text { (by def'n) },
\end{aligned}
$$

showing $C(j+3)$, completing the inductive step.
By (an alternative form of) MI, for all $n \geq 1, C(n)$ is true.
Comment: For the general formula for tribonacci number $s_{n}$, let $a, b, c$ be the (real) roots of $x^{3}-x^{2}-x-1$; then

$$
s_{n}=\frac{a^{n+1}}{(a-b)(a-c)}+\frac{b^{n+1}}{(b-a)(b-c)}+\frac{c^{n+1}}{(c-a)(c-b)} .
$$

Proving this expression by induction is cumbersome.

### 34.2.4 Solutions: Non-homogeneous recurrences

Exercise 541: This problem comes from (with kind permission) José Espinosa's website [176, No. 20] without solution, however the solution is straightforward. Espinosa points out that the form of induction required is to show $S(1)$ and $S(2)$, then show that $S(k) \wedge S(k+1) \rightarrow S(k+2)$.

Exercise 542: See the solution to Exercise 543.
Exercise 543: Thanks to Stephanic Portet for providing this problem and solution. For each $t \in \mathbb{Z}^{+}$, define the statement

$$
P_{t}: \quad x_{t}=\left[\prod_{i=0}^{t-1} a_{i}\right] x_{0}+b_{t-1}+\sum_{i=0}^{t-2}\left[\prod_{r=i+1}^{t-1} a_{r}\right] b_{i}
$$

Base steps: At rank $t=1$ : using the difference equation, $x_{1}=a_{0} x_{0}+b_{0}$, so $P_{1}$ is true. At rank $t=2$ : $x_{2}=a_{1} x_{1}+b_{1}=a_{1} a_{0} x_{0}+b_{1}+a_{1} b_{0}$, so $P_{2}$ is true.
Inductive step: For some $k \geq 1$, assume that $P_{k}$ holds true, i.e., assume that

$$
x_{k}=\left[\prod_{i=0}^{k-1} a_{i}\right] x_{0}+b_{k-1}+\sum_{i=0}^{k-2}\left[\prod_{r=i+1}^{k-1} a_{r}\right] b_{i}
$$

and express $x_{k+1}$ :

$$
\begin{aligned}
x_{k+1} & =a_{k} x_{k}+b_{k} \\
& =a_{k}\left\{\left[\prod_{i=0}^{k-1} a_{i}\right] x_{0}+b_{k-1}+\sum_{i=0}^{k-2}\left[\prod_{r-i+1}^{k-1} a_{r}\right] b_{i}\right\}+b_{k} \\
& =\left[a_{k} \prod_{i=0}^{k-1} a_{i}\right] x_{0}+a_{k} b_{k}+\sum_{i=0}^{k-2}\left[a_{k} \prod_{r=i+1}^{k-1} a_{r}\right] b_{i}+b_{k} \\
& =\left[\prod_{i=0}^{k} a_{i}\right] x_{0}+b_{k}+a_{k} b_{k-1}+\sum_{i=0}^{k-2}\left[\prod_{r=i+1}^{k} a_{r}\right] b_{i} \\
& =\left[\prod_{i=0}^{k} a_{i}\right] x_{0}+b_{k}+\sum_{i=0}^{k-1}\left[\prod_{r=i+1}^{k} a_{r}\right] b_{i} .
\end{aligned}
$$

Thus $P_{k+1}$ holds, completing the inductive step.
By the principle of mathematical induction conclude that, for all $t \in \mathbb{Z}^{+}, P_{t}$ is true.

Exercise 544: Proof outline: $a_{2}=a_{1}+1, a_{4}=a_{2}+2=a_{1}+3$, and so $a_{3}=a_{1}+2$ (the sequence is increasing). Then prove that for each $n \geq 1, a_{n}=a_{1}+n-1$ as follows: For $n=2^{k}$, use induction on $k$. Then for $2^{k}<n<2^{k+1}$,

$$
a_{1}+2^{k}-1-a_{2^{k}}<a_{2^{k+1}}<\cdots<a_{n}<\cdots a_{2^{k}: 1}=a_{1}+2^{k+1}-1,
$$

which is only possible when $a_{n}=a_{1}+n+1$.
Next prove that $a_{1}=1$ by contradiction: if $p<q$ are consecutive primes, $a_{1}<p$; then $a_{q}-a_{1}+1=a_{1}+q-a+1=q$. and so $q-a_{1}+1$ is also prime. Then
$q-a_{1}+1 \leq p$, and so $q-p \leq a_{1}-1$. But the numbers $\left(a_{1}+1\right)!+2, \ldots,\left(a_{1}+1\right)!+a_{1}+1$ are all composite, so if $p$ and $q$ are consecutive primes with $p<\left(a_{1}+1\right)$ ! $+2<$ $\left(a_{1}+1\right)!+a_{1}+1<q$, then $q-b>a_{1}+1$, a contradiction. Thus $a_{1}=1$ and so for each $n, a_{n}=n$.

### 34.2.5 Solutions: Non-linear recurrences

Exercise 546: This problem appeared in [582, Prob. 54]. Fix $c \in(0,1]$. For each $n \geq 1$, let $A(n)$ be the assertion that $s_{n}<s_{n+1}$. Observe that each $s_{n}$ is positive. since $c>0$ and $x^{2} \geq 0$.
BaSE STEP: Since $s_{2}=\frac{(c / 2)^{2}+c}{2}>\frac{c}{2}=s_{1}, A(1)$ is true.
Induction step: Fix some $k \geq 1$ and suppose that $A(k)$ is true, that is, $s_{k}<s_{k+1}$. To show that $A(k+1): s_{k+1}<s_{k+2}$,

$$
s_{k+2}-s_{k+1}=\frac{s_{k+1}^{2}+c}{2}-\frac{s_{k}^{2}+c}{2}+\frac{1}{2}\left(s_{k+1}^{2}-s_{k}^{2}\right),
$$

and since (by $A(k)) s_{k}<s_{k+1}$ and $s_{k+1}>0$, the expression above is also positive. Thus $A(k+1)$ is true, completing the inductive step.

By mathematical induction, each $A(n)$ is true, that is, the sequence is increasing.
To see that each $s_{n}$ is at most 1 , again induction can be used: For each $n \geq 1$, let $\mathcal{B}(n)$ be the statement that $s_{n} \leq 1$.

Base step: Since $c \leq 1, s_{1}=\frac{c}{2}<1$, so $B(1)$ holds.
Induche step: Fix $k \geq 1$ and assume that $B(k): s_{k} \leq 1$ holds. Then

$$
B(k): s_{k} \leq 1 \Rightarrow s_{k}^{2} \leq 1 \Rightarrow s_{k}^{2}+c \leq 2 \Rightarrow s_{k+1}=\frac{s_{k}^{2}+c}{2} \leq 1,
$$

and so $B(k+1)$ follows, completing the inductive step.
By MI, for all $n \geq 1, B(n)$ holds.
Note: One might observe that since $s_{1}<1$, the statement $B(n)$ could have been proved with strict inequality. So, a strictly increasing sequence bounded above by 1 has a limit. say $L$, which depends on $c$. To find $L$, where $0<L \leq 1$, solve $L=\frac{L^{Y}+c}{2}$ to get $L=1-\sqrt{1-c}$.

Exercise 547: Define $a_{1}=1$ and for each $n \geq 1$, define $a_{n+1}=\sqrt{a_{n}+5}$. For $n \geq 1$, let $A(n)$ be the claim that $a_{n}<3$ and let $B(n)$ be the clain that $a_{n+1}>a_{n}$. Base step $A(1)$ : Since $a_{1}=1<3, A(1)$ holds.
Inductive step $A(k) \rightarrow A(k+1)$ : Fix $k \geq 1$, and assume that $A(k): a_{k}<3$ holds. 'Then $a_{k+1}=\sqrt{a_{k}+5} \leq \sqrt{3}+\overline{5}<3$ shows that $A(k+1)$ holds.

By MI, for all $n \geq 1, A(n)$ holds.
Base step $B(1)$ : Since $a_{2}=\sqrt{6}>1=a_{1}, B(1)$ holds.
IndUCTIVE STEP: $B(k) \rightarrow B(k+1)$ : Fix $k \geq 1$, and assume that $B(k): a_{k+1}>a_{k}$ holds. Then

$$
a_{k+1}+5>a_{k}+5 \Rightarrow \sqrt{a_{k+1}+5}>\sqrt{a_{k}+5} \Rightarrow a_{k+2}>a_{k+1}
$$

shows that $B(k+1)$ follows, completing the inductive step.
By MI, for all $n \geq 1, B(n)$ holds, and so the sequence is increasing.
The sequence is bounded above and increasing, and so has a limit; let

$$
\lim _{n \rightarrow \infty} a_{n}=L
$$

To find $L$, suppose that $n$ is so large that $a_{n}$ is "close" to $L$, but calculate as if $a_{n}=a_{n+1}=L:$ then $L=\sqrt{I+5}$ implies that $L^{2}-L-5=0$, and so by the quadratic formula, $L=\underset{2}{1+\sqrt{21}}$. Since each $a_{i}>0$, the limit must be non-negative, and so $L=\frac{1+\sqrt{21}}{2}$, (and as a check, $L$ is near 2.7913 , less than 3 ).

Exercise 548: Define $a_{1}=1$ and for $n \geq 1$, define $a_{n+1}=1+\sqrt{a_{n}+5}$. For $n \geq 1$, let $P(n)$ be the proposition that $a_{n}>4-\frac{4}{n}$.
BASE: STEP: $a_{1}=1>0=4-\frac{4}{1}$, so $P(1)$ holds.
InDUCIVE STEP: Fix $j \geq 1$, and suppose that $P(j): a_{j}>4-\frac{4}{j}$ holds. It remains to show that $P(j+1): a_{j+1}>4-\frac{4}{j+1}$ also holds.

By $P(j), a_{j+1}=1+\sqrt{a_{j}+5}>1+\sqrt{4-\frac{4}{j}+5}=\sqrt{9-\frac{4}{j}}$, so it remains to show that

$$
1+\sqrt{9-\frac{4}{j}}>4-\frac{4}{j+1}
$$

or equivalently, (by subtracting 1 from each side and squaring, since terms are positive)

$$
9-\frac{4}{j}>\left(3-\frac{4}{j+1}\right)^{2}=9-\frac{24}{j+1}+\frac{16}{(j+1)^{2}}
$$

Subtracting 9 from each side, and multiplying by $-j(j+1)^{2}$, the last inequality is equivalent to

$$
4(j+1)^{2}<24 j(j+1)-16 j
$$

which simplifies to $4<20 j^{2}$, which is true for every $j \geq 1$.
By MI, for each $n \geq 1, P(n)$ holds.
Note: The sequence appears to have a limit by solving $L=1+\sqrt{L+5}$ (for $L>0$ ) giving $L=4$ : perhaps one can prove by induction that the sequence is
strictly increasing, and since each term (by the above solution) is bounded above by $4-\frac{4}{n}<4$, this would be an example of where a limit actually attains the upper bound.

Exercise 549: Define $a_{1}=1$ and for each $n \geq 1$, define $a_{n+1}=\sqrt{2 a_{n}+1}$. For each $n \geq 1$, let $U(n)$ be the claim that $a_{n}<4$ and let, $V(n)$ be the claim that $u_{n+1}>a_{n}$. Base step $U(1)$ : Since $a_{1}=1<4$, so $U(1)$ holds.

Inductive ster $U(k) \rightarrow U(k+1)$ : Fix $k \geq 1$, and suppose that $U(k): a_{k}<4$ holds. Then $a_{k+1}=\sqrt{2 a_{k}+1}<\sqrt{2 \cdot 4+1}=3<4$, so $U(k+1)$ holds. [Note: this bound is rather sloppy, and so the 4 could have easily been replaced by, say, 3.]

By MI, for each $n \geq 1, U(n)$ holds.
Base step $V(1)$ : Since $a_{2}=\sqrt{3}>1=a_{1}, V(1)$ holds.
Indective stef $V(\ell) \rightarrow V(\ell+1)$ : Fix $\ell \geq 1$, and assume that $V(\ell): a_{\ell+1}>a_{\ell}$ holds. Then $V(\ell)$ implies

$$
2 a_{\ell+1}>2 a_{\ell} \Rightarrow 2 a_{\ell+1}+1>2 a_{\ell}+1 \Rightarrow \sqrt{2 a_{\ell+1}+1}>\sqrt{2 a_{\ell}+1} \Rightarrow a_{\ell+2}=a_{\ell+1} ;
$$

which shows $V(\ell+1)$ is true.
By MI, for each $n \geq 1, V(n)$ is true.
So the sequence $a_{1}, a_{2}, a_{3}, \ldots$ is bounded above and is strictly increasing, therefore, converges to some limit $L$. Replacing both $a_{n}$ and $a_{n+1}$ with $L$ gives $L=$ $\sqrt{2 L-1}$, and since $L>0$, the quadratic formula gives $L=1+\sqrt{2}$.

Exercise 550: Solution outline (for a more thorough write-up, repeat the format given in the solution of Exercise 549):

Define $a_{1}=4$ and for each $n \geq 1$, define $a_{n+1}=\sqrt{a_{n}+2}$.
To see that each $a_{n}>2$, the base step is $a_{1}=4>2$, and for $k \geq 1$, assuming that $a_{k}>2, a_{k+1}=\sqrt{a_{k}+2}>\sqrt{2+2}=2$. To see that the sequence is decreasing, $a_{2}=\sqrt{6}<4=a_{1}$, and for $k \geq 1$,

$$
a_{k+1}<a_{k} \Rightarrow a_{k+1}+2<a_{k}+2 \Rightarrow \sqrt{a_{k+1}+2}<\sqrt{a_{k}+2} \Rightarrow a_{k+2}<a_{k+1} .
$$

By MI, each of the desired claims is proved. Since the sequence is bounded below and decreasing, it has a limit $L \geq 2$. Setting $L=\sqrt{L+2}>0$ implies $L^{2}-L-2=0$, and the quadratic formula gives $L=2$ as the only positive solution.

Exercise 551: Solution outline (for a more thorough write-up, repeat the format given in the solution of Exercise 549):

Define $a_{1}=2$ and for each $n \geq 1$, define $a_{n+1}=1+\sqrt{a_{n}+5}$.

To see that each $a_{n}<4, a_{1}=2<4$, and for $k \geq 1$, assuming that $a_{k}<4$, $a_{k+1}=1+\sqrt{a_{k}+5}<1+\sqrt{9}=4$. To sce that the sequence is increasing, $a_{2}=$ $1+\sqrt{7}>2$, and for $k \geq 1, a_{k+1}>a_{k}$ implies

$$
a_{k+1}+5>a_{k}+5 \Rightarrow \sqrt{a_{k+1}+5}>\sqrt{a_{k}+5} \Rightarrow 1+\sqrt{a_{k+1}+5}>1+\sqrt{a_{k}+5}
$$

and so $a_{k+2}>a_{k+1}$. Thus, by MI, each of the desired properties follows. Since the scquence is bounded above and is increasing, it has a limit $L$, where $0<a_{1}<L \leq 4$. Putting $L=1+\sqrt{L+5}$ and solving; $L=4$ is the only positive solution.

Exercise 552: This excrcisc appears in [161, 7.24, pp. 181, 189]. For each $n \geq 1$, denote the expression in the exercise by

$$
E(n): \quad \sqrt{n} \leq x_{n} \leq \sqrt{n}+1 .
$$

Base step: For $n=1, \sqrt{1} \leq 1 \leq \sqrt{1}+1$ is a true statement.
Induction step: For some $m \geq 1$, suppose that

$$
E(m): \quad \sqrt{m} \leq x_{m} \leq \sqrt{m}+1
$$

is true. To be proved is

$$
E(m+1): \sqrt{m+1} \leq x_{m+1} \leq \sqrt{m+1}+1
$$

To see the first incquality,

$$
\begin{aligned}
x_{m+1} & =1+m / x_{m} \\
& \geq 1+\frac{m}{\sqrt{m}+1} \text { (by 2nd inec. of } E(m) \text { ) } \\
& >1+\frac{m+1}{\sqrt{m+1}+1} \\
& =1+\sqrt{m+1}-1 \\
& =\sqrt{m+1}
\end{aligned}
$$

and the second inequality is proved by

$$
\begin{aligned}
x_{m+1} & =1+m / x_{m} \\
& \leq 1+\frac{m}{\sqrt{m}}(\text { by 1st ineq. of } E(m)) \\
& =1+\sqrt{m} \\
& <\sqrt{m+1}+1 .
\end{aligned}
$$

'This completes the inductive step.
By MI, for each $n \geq 1$, the expression $E(n)$ is true. In fact, for $n \geq 2$, strict inequality holds in $E(n)$.

Exercise 553: Define $s_{1}=0$ and for $n \geq 2$, define $s_{n}=1+s_{\lfloor n / 2\rfloor}$. For every $n \in \mathbb{Z}^{+}$, let $A(n)$ be the assertion that $s_{n}=\left\lfloor\log _{2}(n)\right\rfloor$. The proof of $A(n)$ is divided into two parts: when $n$ is a power of 2 , then another step for values of $n$ between consecutive powers of two. The first few values of $s_{n}$ are $s_{1}=0, s_{2}=s_{3}=1$, $s_{4}=s_{5}=s_{6}=s_{7}=2, s_{8}=s_{9}=\cdots=s_{15}=3$, so the pattern might be evident.
First base step: $s_{1}=1=1+0=1+\log _{2}(1)$, so $A(1)=A\left(2^{0}\right)$ holds.
First induction stap $\left(A\left(2^{k}\right) \rightarrow A\left(2^{k+1}\right)\right)$ : Fix some $k \geq 0$, and assume that $A\left(2^{k}\right)$ is truc. To see that $A\left(2^{k+1}\right)$ follows,

$$
\begin{aligned}
s_{2^{k+1}} & =1+s_{\left\lfloor 2^{k+1} / 2\right\rfloor} \\
& =1+s_{\left\lfloor 2^{k}\right\rfloor} \\
& =1+s_{2^{k}} \\
& \left.=1+\left\lfloor\log _{2}\left(2^{k}\right)\right\rfloor \text { by } A\left(2^{k}\right)\right) \\
& =1+k \\
& =\left\lfloor\log _{2}\left(2^{k+1}\right)\right\rfloor .
\end{aligned}
$$

So by MI, for each $k \geq 0, A\left(2^{k}\right)$ is true.
For each $k \geq 0$, let $C(k)$ be the claim that for all values of $m \in\left\{0,1, \ldots, 2^{k}-1\right\}$, that $s_{2^{k}}=s_{2^{k} \neq m}$. (So, e.g., $C(3)$ says that $s_{8}=s_{9}=\cdots=s_{15}$.) The sequence of claims $C(0), C(1), C(2), C(3), \ldots$ is proved by induction:
Base step: When $k=0$, the only value of $m$ is $m=0$, so $C(0)$ says only $s_{1}=s_{1}$. [When $k=1$, the values of $m$ are 0,1 , so $C(1)$ says $s_{2}=s_{3}$, and since $s_{2}=1+s_{1}=s_{3}$, $C(1)$ also holds.]
Induction step $(C(r) \rightarrow C(r+1))$ : Fix some $r \geq 0$, and suppose that $C(r)$ holds, namely, that $s_{2^{r}}=s_{2^{r}+1}=\cdots=s_{2^{r}+2^{r-1}}$. To show that $C(r+1)$ holds, one must show for any $m \in\left\{0,1, \ldots, 2^{r+1}-1\right\}$, that $s_{2^{r+1}}=s_{2^{r+1}+m}$. Indeed, let $0 \leq m \leq 2^{r+1}-1$; then

$$
\begin{aligned}
s_{2^{r+1}+m} & =1+s_{\left\lfloor\left(2^{r+1}+m\right) / 2\right\rfloor} \\
& =1+s_{2^{r}+\lfloor m / 2\rfloor} \\
& \left.=1+s_{2^{r}} \quad \text { by } C(r), \text { since }\lfloor m / 2\rfloor \leq 2^{r}-1\right) \\
& =s_{2^{r+1}},
\end{aligned}
$$

as desired. This concludes the inductive step $(C(r) \rightarrow C(r+1))$.
Hence, by MI, for all $k \geq 0, C(k)$ is true.
To complete the proof of all $A(n)$ between powers of 2 , let $n=2^{k}+i$ for some $0 \leq i<2^{k}$, and note that $s_{n}=\left\lfloor\log _{2}\left(2^{k}+i\right)\right\rfloor=\left\lfloor\log _{2} 2^{k}\right\rfloor=k=s_{2^{k}}$.

Excrcise 554: This problem appeared as question A-5 of the 1983 Putnam examination, and a solution prepared by Loren Larson and Bruce Hanson, with the
assistance of the St. Olaf College Problem Solving Group, appeared in Math. Magazine 57 (May 1984), 188-189 (published by MAA).

Exercise 555: This problem appears in [499, Problem 19].
Exercise 556: This problem appeared in [161, 8.13, p. 208] from TT (Tournament of the Towns) where it was asked to show that $a_{10}$ had more than 1000 nines in decimal notation.

Exercise 557: This problem appears in [437, Problem 3-1].
Exercise 558: Hint: First prove that $t_{n+1}=t_{n}^{2}-t_{n}+1$.
Exercise 559: This solution outline is from [411, Problem 60]. To prove the result, set $y_{n}=x_{n}^{2}-2 n$ and obtain

$$
y_{n+1}=y_{n}+\frac{1}{y_{n}+2 n} .
$$

This shows that $y_{n}<y_{n+1}<y_{n}+\frac{1}{2 n}$. Then by induction show that $0<y_{n}<\frac{1}{2} \log n$. The result then follows.

### 34.2.6 Solutions: Towers of Hanoi

Exercise 562: Let $f(n)$ be the minimum number of moves necessary to move $n$ disks from one peg to some other peg. One can verify that $f(1)=1$ and $f(2)=3$. Let $n \geq 3$ and suppose that $f(n-1)$ is known. Suppose that there are $n$ disks. Before the bottom disk can be moved, the top $n-1$ disks must be moved all to one other peg, taking $f(n-1)$ moves. After the bottom disk is moved, the remaining $n-1$ disks must be returned, and since the algorithm can be executed to move $n-1$ disks to either of the remaining pegs, $f(n-1)$ more moves are required. Since this sequence of moves just described succeeds in moving all $n$ disks, $f(n)=f(n-1)+1+f(n-1)=2 f(n-1)+1$.

Now a simple proof by induction shows that $f(n)=2^{n}-1$ because $2\left(2^{n-1}-\right.$ 1) $+1=2^{n}-1$.

Excrcise 563: This solution outline is also given in [16]. The base cases for $n=1,2$ have been confirmed just before the statement of the exercise. Suppose the number $3^{k}-1$ is correct for $k$ disks, and consider the game with $k+1$ disks, labelled with say, $1,2 \ldots, k+1$, with $k+1$ being the largest. By induction hypothesis, it takes $3^{k}-1$ moves to move $1, \ldots, k$ from $A$ to $C$, one move to take $k+1$ from $A$ to $B$, an additional $3^{k}-1$ moves to bring $1, \ldots, k$ back from $C$ to $A$ (using the induction hypothesis for the reverse game, unaffected by the large disk on $B$ ), one move to

| 0 |
| :--- |
| 1 |$\rightarrow$| 0 | 0 |  |
| :--- | :--- | :--- | :--- | :--- |
| 0 | 1 |  |
| 1 | 1 |  |
| 1 | 0 |  |
| 0 | 0 | 0 |
| 0 | 0 | 1 |
| 0 | 1 | 1 |
| 0 | 1 | 0 |
| 1 | 1 | 0 |
| 1 | 1 | 1 |
| 1 | 0 | 1 |
| 1 | 0 | 0 |

Table 34.1: The Gray codes $C_{1}, C_{2}$, and $C_{3}$
take $k+1$ to $C$, and finally another $3^{k}-1$ moves to return $1, \ldots, k$ to $C$. In all, there are

$$
\left(3^{k}-1\right)+1+\left(3^{k}-1\right)+1+\left(3^{k}-1\right)=3\left(3^{k}-1\right)+2=3^{k+1}-1,
$$

confirming the number of moves for $k+1$ disks, and so the inductive step.

### 34.3 Solutions: Data structures

Exercise 564: The Gray code given by the following outline is called a "binary refected Gray code", which also turns out to be cyclic, that is, also the first and last word differ in precisely one bit as well.

Since $B_{1}=\{0,1\}, C_{1}=(0,1)$ is a Gray code for $B_{1}$. Let $k \geq 1$, and suppose that a Gray code has been constructed for $B_{k}$, say $C_{k}=\left(\mathbf{w}_{1}, \ldots, \mathbf{w}_{2^{k}}\right)$. Create a new code $C_{k+1}$ by affixing a 0 in front of every word in $C_{k}$, and then affixing a 1 in front of a reversed copy of $C_{k}$, and juxtapose these two new lists (see Table 34.3 for the first few examples). By induction hypothesis, no element in $B_{k+1}$ is repeated, and there are $2^{k}+2^{k}=2^{k+1}$ words in $C_{k+1}$.
Exercise 565 (hypercube): (Outline) First note that a very simple counting argument proves the result: For each collection of $n-i$ coordinates and each of the $2^{n-i}$ binary words on such coordinates, there is a unique $i$-facet and there are $\binom{n}{n-i}=\binom{n}{i}$ ways to choose the collection of $n-i$ such coordinates.

To prove this result by induction, some work must be done. The cases $n=1$ and $i=0($ and any $n)$ are trivial: $v_{1}^{\prime}=1$ and $v_{0}^{n}=2^{n}$.

Before proceeding with the inductive argument, first prove the recursion

$$
v_{i}^{n}=2 u_{i}^{n_{i}^{n}}+u_{i \cdots 1}^{n-1} .
$$

Then the inductive argument (inducting or $n$ ) might, go something like

$$
v_{i}^{n}=2 v_{i}^{n-1}+v_{i-1}^{n \cdot-1}
$$

$$
\begin{aligned}
& =2 \cdot 2^{n-1-i}\binom{n-1}{i}+2^{n-1-(i-1)}\binom{n-1}{i-1} \quad \text { (by ind. hyp.) } \\
& =2^{n-i}\binom{n-1}{i}+2^{n-i}\binom{n-1}{i-1} \\
& =2^{n-i}\binom{n}{i} \quad \text { (by Pascal's id.). }
\end{aligned}
$$

It remains for the reader to prove the recursion, then to write up the proof formally.

### 34.4 Solutions: Complexity

Exercise 568: Hint: Use Exercise 567 and induction.

## Chapter 35

## Solutions: Games and recreation

### 35.1 Solutions: Tree games

Exercise 569: Hint: Use induction on the height of the tree. Look at a tree game with a tree of height $n$. Look at the subtrees not including any starting position; apply the inductive hypotheses to these. For more details, see [42, p. 323].

Exercise 570: [December 31 game] Reference, hint and partial solution: See [124, Ex. 3.62], where a hint is to first list winning dates. For example, any player naming 30 November can win (because the next player can pick from only 30 December, or 31 November, from which 31 December is a "legal" move). The hint also suggests using strong induction to describe the "winning dates". If (day, month) is a winning date, then perhaps (day-1, month-1) is also? Perhaps the second player need only pick from among 20 Jan., 21 Feb., 22 Mar., 23 Apr., 24 May, 25 June, 26 July, 27 Aug., 28 Sept., 29 Oct., 30 Nov., or 31 Dec., depending on which is a legal move after the first player moves.

### 35.1.1 Solutions: The game of NIM

Exercise 571: 'This solution is based on notes given by Eric Milner in PMA'T 340, 198788.

For $n \geq 0$, let $A(n)$ be the assertion that the position $(1, n, n+1)$ is a losing position (P-position) in NIM if and only if $n$ is even. Use the notation $(a, b, c) \in P$ to indicate that the position $(a, b, c)$ is a P -position; similarly use $(a, b, c) \in N$ for $N$-positions.

Base stef: When $n=0$, the position $(1,0,1)$ is a $P$ position, and $\pi$ is even.

I:NUUCIION STEP: Fix $r>0$ and suppose that for every $m<r$, that $A(m)$ is true. To accomplish the inductive step, one needs to prove that $A(r)$ is true, that is, (1) if $r$ is even, then $(1, r, r+1) \in P$, and (2) if $r$ is odd, then $(1, r, r+1) \in N$.
(1) Let $r$ be even. It suffices to show that whatever move the first player makes, there is a response that results in a P-position. The possible moves by the first player from $(1, r, r+1)$ are to $(0, r, r+1),(1, k, r+1)$ where $k<r$, and $(1, r, k)$ where $k \leq r$. The responses:

$$
\begin{aligned}
(0, r, r+1) \rightarrow & (0, r, r) \in P & & \\
(1, k, r+1) \rightarrow & (1, k, k+1) \in P & & \text { if } k \text { is even (by } A(k)) \text {, or } \\
& (1, k, k-1) \in P & & \text { if } k \text { is odd (by switching piles and } A(k)) \\
(1, r, k) \rightarrow & (r, k-1, k) \in P & & \text { if } k \text { is odd (by } A(k-1)), \text { or } \\
& (1, k+1, k) \in P & & \text { if } k \text { is even, } r \neq k(\text { by switching and } A(k)), \text { or } \\
& (0, r, r) \in P & & \text { if } k \text { is even, } r=k .
\end{aligned}
$$

[Note: If $k<r$ and $r$ is even, then $k+1<r$.]
(2) When $r$ is odd, the move $(1, r, r+1) \rightarrow(1, r, r-1)$ leads to a P-position (by $A(r-1)$ with a different order of piles), and so when $r$ is odd, $(1, r, r+1) \in N$.

These two cases complete the inductive step $A(0) \wedge \cdots \wedge A(r-1) \rightarrow A(r)$.
By mathematical induction, for each $n \geq 0$, the assertion $A(n)$ holds.
Exercise 573: For each $n \geq 0$, let $S(n)$ be the statement that wherever $n=$ $n_{1}+\cdots+n_{t}$, a position $\left(n_{1}, \ldots, n_{t}\right)$ in $\mathrm{NIM}(2)$ is a losing position (a P-position) if and only if it is satisfactory
BASE STEP: When $n=0$, since each $n_{i} \geq 0$. the only solution to $n_{1}+\cdots+n_{t}=0$ is when each $n_{i}=0$. 'The position $(0,0, \ldots, 0)$ is a losing (actually, lost) position, and each $\sigma_{i}=0 \equiv 0(\bmod 3)$.

INDUCJIVE STEP: Let $m>0$ and suppose that for all $m^{\prime}<m, S\left(m^{\prime}\right)$ is true. Consider the position ( $n_{1}, \ldots, n_{t}$ ), where $m=n_{1}+\cdots n_{t}$.

Case 1: Suppose that $\left(n_{1}, \ldots, n_{t}\right)$ is satisfactory, i.e., for each $i, \sigma_{i} \equiv 0(\bmod 3)$. It remains to show that any move $\left(n_{1}, \ldots, n_{t}\right) \rightarrow\left(n_{1}^{\prime}, \ldots, n_{t}^{\prime}\right)$ that decreases at most two piles results in an N -position, which, by the inductive hypothesis, is an unsatisfactory position.

Without loss of generality. suppose that $n_{1}^{\prime}<n_{1}$ and $n_{2}^{\prime}<n_{\cdot 2}$, and for all $i=3, \ldots, t, n_{i}^{\prime}=n_{i}$. Letting $b_{l}(n)$ denote the $i$-th binary digit of $n$, there is some $i$ so that $b_{2}\left(n_{1}^{\prime}\right)+b_{2}\left(n_{2}^{\prime}\right)<b_{i}\left(n_{1}\right)+b_{i}\left(n_{2}\right)$ (e.g., take the largest $i$ so that there is inequality). Thus, for some $\rho \in\{1,2\}$,

$$
\sigma_{i}\left(n_{1}, \ldots n_{t}^{\prime}\right)=\sigma_{i}\left(n_{1}, \ldots, n_{t}\right)-\rho
$$

Thus $\sigma_{i}\left(n_{1}^{\prime}, \ldots, n_{t}^{\prime}\right) \not \equiv 0(\bmod 3)$, and so by induction hypothesis, $\left(n_{1}^{\prime}, \ldots, n_{t}^{\prime}\right) \in N$, which proves that $\left(n_{1}, \ldots, n_{l}\right) \in I$.

Case 2: Suppose that $\left(n_{1}, \ldots, n_{t}\right)$ is not satisfactory, i.e., for some $i, \sigma_{i} \not \equiv 0$ $(\bmod 3)$. To be shown is that $\left(n_{1}, \ldots, n_{t}\right) \in N$, that is, there is some move to a P-position. Put

$$
I=\left\{i: \sigma_{i} \not \equiv 0 \quad(\bmod 3)\right\} \neq \emptyset
$$

Let $\mu=\max I$, and for each $\rho \in\{1,2\}$, set

$$
I^{\rho}=\left\{i \in I: \sigma_{i} \equiv \rho \quad(\bmod 3)\right\} .
$$

Thus $I-I^{1} \cup I^{2}$. Also, for $\varepsilon \in\{0,1\}$, put

$$
I_{\varepsilon}^{\rho}=\left\{i \in I^{\rho}: b_{i}\left(n_{p}\right) \equiv 2 \quad(\bmod 3)\right\}
$$

where $p$ is chosen so that $b_{\mu}\left(n_{p}\right)=1$. Thus $I^{\rho}$ is the disjoint union of $I_{0}^{\rho}$ and $I_{1}^{\rho}$.
Case 2a: $I_{0}^{1}=\emptyset$ and $I_{1}^{2}=\emptyset$, i.e., for all $i, \sigma_{i}+b_{i}\left(n_{p}\right) \equiv 2(\bmod 3)$. In this case, make the move

$$
n_{i j} \rightarrow n_{p}^{\prime}=n_{p}-\left[\sum_{i \in I^{1}} 2^{i}-\sum_{i \in I^{2}} 2^{i}\right]-n_{p}-x,
$$

and for $j \neq p, n_{j}^{\prime}=n_{j}$ (remove stones from the $p$-th pile, and leave all others untouched). Note that $\mu \in I^{1}$ (since $b_{\mu}\left(n_{p}\right)=1$ and $I_{1}^{2}=\emptyset$ ), so that $x \geq 2^{\mu}-$ $\left(2^{\mu-1}+2^{\mu-1}+\cdots+1\right)==1$ (i.e., the removal of $x$ stones from the $p$-th pile is a proper move). Moreover, for each $i \in I$, if $\sigma_{i}=1$, then $b_{i}\left(n_{p}^{\prime}\right)=b_{i}\left(n_{p}\right)-1$, and if $\sigma_{i}=2$, then $b_{2}\left(n_{p}^{\prime}\right)=b_{i}\left(n_{p}\right)+1$. Thus for $i \in I$, it follows that $\sigma_{i}\left(n_{1}^{\prime}, \ldots, n_{t}^{\prime}\right) \equiv 0$ $(\bmod 3)$. For $i \notin I, \sigma_{i}\left(n_{1}^{\prime}, \ldots, n_{t}^{\prime}\right) \equiv 0(\bmod 3)$ since $\sigma_{i}\left(n_{1}^{\prime} \ldots, n_{t}^{\prime}\right)=\sigma_{i}\left(n_{1}, \ldots, n_{t}\right)$. Thus the position ( $n_{1}^{\prime}, \ldots, n_{t}^{\prime}$ ) is satisfactory, and by the induction hypothesis, is a P -position.

Case 2b: $I^{1} \cup I_{1}^{2} \neq \emptyset$. Put $\lambda=\max \left(I^{1} \cup I^{2}\right)$. It is possible that $\lambda=\mu$, but in this case, $\mu \in I_{1}^{2}\left(\mu \notin I_{0}^{1}\right.$ since $\left.b_{m}(p)=1\right)$, i.e., $\sigma_{\mu} \equiv 2(\bmod 3)$, and so there is $q \neq p$ so that $b_{\lambda}\left(n_{q}\right)=1$. If $\lambda \neq \mu$ then, since $\sigma_{\lambda}\left(n_{p}\right)(\bmod 3)$, there is again $q \neq p$ such that $b_{\lambda}\left(n_{q}\right)=1$. For $\rho \in\{1,2\}$ and $\varepsilon, \delta \in\{0,1\}$, let

$$
I_{\varepsilon \delta}^{\rho}=\left\{i \in I_{\varepsilon}^{\rho}: b_{\imath}\left(n_{q}\right)=\delta\right\} .
$$

Then, for example, $I_{0}^{1}$ is the disjoint union of $I_{00}^{1}$ and $I_{01}^{1}$. Put

$$
\begin{aligned}
& x=\sum_{i \in I_{1}^{1} \cup I_{11}^{2}} 2^{i} \cdots \sum_{i \in I_{00}^{1} \cup I_{01}^{2} \cup I_{(k)}^{2}} 2^{i}, \\
& y=\sum_{i \in I_{01}^{1} \cup I_{11}^{2}} 2^{i}-\sum_{i \in I_{00}^{1} \cup I_{10}^{2}} 2^{i}
\end{aligned}
$$

and consider the move

$$
n_{p} \rightarrow n_{p}^{\prime}=n_{p}-x,
$$

$$
\begin{array}{ll}
n_{q} \rightarrow n_{q}^{\prime}=n_{q}-y, & \\
n_{j} \rightarrow n_{j}^{\prime}=n_{j} & \text { for } j \notin\{p, q\}
\end{array}
$$

Since $\mu=\max (I) \in I_{1}^{\rho}$, note that $x \geq 2^{\mu}-\left(2^{\mu-1}+2^{\mu-2}+\cdots+1\right)=1$, and since $\lambda \in I_{01}^{1} \cup I_{11}^{2}, y \geq 2^{\lambda}-\left(2^{\lambda-1}+2^{\lambda-2}+\cdots+1\right)=1$, the removal of $x$ stones from pile $p$ and $y$ stones from pile $q$ is a proper move. It remains to verify that for each $i$,

$$
\sigma_{i}^{\prime}=\sigma_{i}\left(n_{1}^{\prime}, \ldots, n_{t}^{\prime}\right) \equiv 0 \quad(\bmod 3)
$$

so that $\left(n_{1}^{\prime}, \ldots, n_{t}^{\prime}\right)$ is satisfactory and is hence a P-position by the induction hypothesis.

When $i \notin I, \sigma_{i}^{\prime}=\sigma_{i} \equiv 0(\bmod 3)$. So suppose that

$$
i \in I=I_{1}^{1} \cup\left(I_{00}^{1} \cup I_{01}^{1}\right) \cup\left(I_{00}^{2} \cup I_{01}^{2} \cup I_{10}^{2}\right) .
$$

Only a couple of cases are given here, the remainder being left to the reader as an exercise. For example, if $i \in I_{1}^{1}$, then $b_{i}\left(n_{p}^{\prime}\right)=b_{i}\left(n_{p}\right)-1, b_{i}\left(n_{q}^{\prime}\right)=b_{i}\left(n_{q}\right)$, and so $\sigma_{i}^{\prime}=\sigma_{i}-1 \equiv 0(\bmod 3)$. If $i \in I_{00}^{\mathrm{l}}$, then $b_{i}\left(n_{p}^{\prime}\right)=b_{i}\left(n_{p}\right)+1$ and $b_{2}\left(n_{q}^{\prime}\right)=b_{i}\left(n_{q}\right)+1$, so $\sigma_{i}^{\prime}=\sigma_{i}+2 \equiv 0(\bmod 3)$. In each case, when $i \in I_{\epsilon \delta}^{\rho}$, one must check that $\sigma_{i}^{\prime} \equiv 0$ $(\bmod 3)$, which shows $S(m)$, concluding the inductive step.

By mathematical induction, for each $n \geq 0$, the assertion $S(n)$ is true.

### 35.1.2 Solutions: Chess

Exercise 575: See [161, 8.30, pp. 209, 217] for details; only an outline is given here. Let $f(n)$ denote the number of squares that the knight can land on after precisely $n$ moves. Verifying $f(0)=1$ and $f(1)=8$ is direct (see Figure 17.2.3), and from Figure 35.1.2, one sees that $f(2)=33$ and $f(3)=76$ ( 68 new squares labelled 3 and the 8 labelled 1). After an odd number of moves, the knight is on a white square, and after an even number of moves, the knight lands on a black square.

Observe that after 3 moves, all reachable squares are within an octagon with 4 white cells per side. By induction, one can prove that after $n$ moves, the reachable cells fill an octagon with $n+1$ squares per side (all of the same color). To finish the proof, one need only count the squarcs of one color in such an octagon. One idea is to complete the octagon to a square of size $4 n+1$ and remove the four corners, leaving

$$
\frac{(4 n+1)^{2}+1}{2}-n^{2}=7 n^{2}+4 n+1
$$

(One needs to consider the two cases when $n$ is even or when $n$ is odd.)
Excrise 576: This is a popular (and easy) exercise (sce, e.g., [462, 51, p. 281]). For $m \geq 1$ and $n \geq 1$, let $S(m+n)$ denote the statement that starting at (1.1),

|  |  |  |  |  |  | \% |  | \% |  | \% |  | . |  | \% |  | $\square$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  |  |  |  | 3 |  | 3 | d | 3 | \% | 3 | , |  |  |  |  |  |  |
| $\square$ |  |  |  |  | 3 | 0 | 3 | - | 3 | - | 3 | - | 3 | T- |  | - |  |  |  |
|  | \% |  | $\square$ | 3 | \% | 3 | 2 | 3 | 2 | 3 | 2 | 3 | - | 3 | \% |  | 1 |  |  |
|  |  | \% | 3 |  | 3 | 2 | 3 | 2 | 3 | 2 | 3 | 2 | 3 | - | 3 | 3 |  |  |  |
|  |  |  | \% | 3 | 2 | 3 | \% | 1 | $2 *$ | 1 | \% | 3 | 2 | 3 | + |  |  |  |  |
| , |  |  | 3 |  | 3 | 2 | 1 | 2 | 3 | 2 | 1 | 2 | 3 | \% | 3 |  |  |  |  |
|  |  |  |  | 3 | 2 | 3 | 2 | 3 | [20才 | 3 | 2 | 3 | 2 | 3 |  |  |  |  |  |
|  |  |  | 3 | - | 3 | 2 | 1 | 2 | 3 | 2 | 1 | 21 | 3 | \% | 3 | , |  |  |  |
|  |  |  |  | 3 | 2 | 3 |  | 1 | 2 | 1 |  | 3 | 2. | 3 | - |  |  |  |  |
|  |  | 1 | 3 | $\cdots$ | 3 | 2 | 3 | 2 | 3 | 2 | 3 | 2 | 3 | \% | 3 | 0 |  |  |  |
|  | \% |  | 4 | 3 | - | 3 | 2 | 3 | 2 | 3 | 2 | 3 | 䂞 | 3 | \% |  |  |  |  |
| $\square$ |  |  |  | \% | 3 |  | 3 | 7 | 3 | a | 3 | - | 3 | ¢ |  | 4 |  |  |  |
|  |  |  |  |  |  | 3 |  | 3 |  | 3 |  | 3 | 4 |  | \% |  |  |  |  |
|  |  |  |  |  |  |  |  |  |  | ¢ |  | $\square$ |  | $\bigcirc$ |  | $\because$ |  |  |  |

Figure 35.1: Squares reachable by knight after 2 or 3 moves
the square ( $m, n$ ) can be reached in a finite number of moves. The induction is on $m+n$.
BASE STEP: Starting at ( 1,1 ), after no moves, one arrives at $(1,1)$, so $S(2)$ is true.
Inductive step: Fix positive intcgers $s$; $t$, and suppose that $(s, t)$ can be reached in a finite number of moves, that is, assume that $S(s+t)$ holds. It remains to show that $S(s+t+1)$ holds, that is, that both $(s+1, t)$ and $(s, t+1)$ can be reached in a finite number of moves.

To see that $(s, t+1)$ can be reached, consider the moves

$$
(s, t),(s+2, t+1) \rightarrow(s+1, t+3) \rightarrow(s, t+1)
$$

By $S(s+t),(s, t)$ can be reached in a finite number of moves, and together with the three moves just given, $(s, t+1)$ can be reached in a finite number of steps. To see that ( $s+1, t$ ) can be similarly reached, use moves

$$
(s, t) \rightarrow(s+1, t+2) \rightarrow(s+3, t+1) \rightarrow(s+1, t) .
$$

Hence, $S(s+t-1)$ is truc, completing the inductive step.
By mathematical induction, for all $k \geq 2, S(k)$ is true.

### 35.2 Solutions: Dominoes and trominoes

577: For each $n \geq 1$, let $d_{n}$ denote the number of ways to place dominoes in a $2 \times n$ array is a Fibonacci number. The proof is tantamount to showing that the $d_{i}$ 's satisfy the Fibonacci recursion. Observe that both $d_{1}=1=F_{2}$ and $d_{2}=2=F_{3}$ are Fibonacci numbers, completing the base step. For some $k \geq 2$, assume that not only $d_{k-1}$ and $d_{k}$ are Fibonacci numbers, but in particular, assume both $d_{k-1}=F_{k}$ and $d_{k}=F_{k+1}$, and consider a $2 \times(k+1)$ array. There are two ways the last column of the array can be covered by dominoes--either by one vertical domino, or by two horizontal dominoes that occupy column $k$ as well (see Figure 35.2).


Figure 35.2: Two ways to finish the $k+1$ column
In the first case, there are $d_{k}$ ways to complete the first $k$ columns, and in the second way, there are $d_{k-1}$ ways to complete the first $k-1$ columns; in all, there are

$$
d_{k+1}=d_{k}+d_{k-1}=F_{k+1}+F_{k}=F_{k+2}
$$

ways to cover the $2 \times(k+1)$ array. So $d_{k+1}$ is the desired Fibonacci number, thereby completing the inductive step. The general result holds by mathematical induction on the number of columns.

Exercise 578; Let $m$ and $n$ be multiples of 2 and 3 respectively. It is then easy to partition an $m \times n$ checkerboard (with no squares missing) into $2 \times 3$ cells, each of which can be covered with two L-shaped trominoes (see Figure 35.3). So, induction is not really needed.

Exercise 579: (Hint:) For any $n \geq 2$, a $6 \times n$ checkerboard can be covered by L-shaped trominoes. If $n$ is a multiple of either 2 or 3, the result in Exercise 578 guarantees the conclusion. It remains to give a construction whenever $n>2$ is


Figure 35.3: The $2 \times 3$ configuration
congruent 1 or 5 modulo 6 . If one can find a tiling for both the $6 \times 5$ rectangle and the $6 \times 7$ rectangle, then a simple induction (adding $6 \times 6$ squares) gives the result. In fact, these two patterns have tilings formed by combinations in Figure 35.4.


Figure 35.4: Ways to tile an $n \times 6$ board
Exercise 580: This result is duc to Golomb [218] and was also stated as a probiem in the West German Mathematical Olympiad (1981, number 3, first round); this proof also appears in [277, p. 85].

To be shown is that for each $n \in \mathbb{Z}^{+}$, a $2^{n} \times 2^{n}$ checkerboard with any one square removed can be covered with $I$-shaped trominoes.

For $n=1$, the remaining squares on the checkerboard are precisely in the shape of one L-shaped tromino, so the base case holds.

For the remainder of the solution, consider Figure 35.5 and the quote from Honsberger [277]:
"Quartering a $2^{n} \times 2^{n}$ board gives 4 squares $2^{n-1} \times 2^{n-1}$. The deleted square must occur in one of these quarters. Placing an L-tromino appropriately at the center yields a board in which each quarter has a single square that needs no further attention. Now it is obvious that the conclusion can be obtained easily by induction."

Exercise 581: (Outline) This result appeared in [147, p. 86]. In fact, the following theorem is proved in [107, p. 38] by induction:


Figure 35.5: The idea behind Golomb's inductive step

Theorem 35.2.1. If $n>5$ is odd and 3 does not divide $n$, then any $n \times n$ board with one square removed can be tiled with L-shaped trominoes.

To establish the base case $n=7$, one first observes that a $5 \times 5$ board with one corner removed can be tiled with L-shaped trominoes. Using this fact, one finds a tiling for each of the cases (by symmetry, if ( $i, j$ ) is the missing square, one need only consider $1 \leq i \leq j \leq 4$ ). Another base case $n=11$ requires looking at one $7 \times 7$ corner, and partitioning the remainder of the $11 \times 11$ board into a $4 \times 6$ rectangle, a $6 \times 4$ rectangle, and a $5 \times 5$ square with a corner missing.

The induction proceeds similarly to that of obtaining the tiling of the $11 \times 11$ board from the $7 \times 7$ board: break off an $(n-6) \times(n-6)$ corner or break off an $(n-3) \times(n-3)$ corner, and get two more rectangles and a square with a corner missing. See the references for the full details.

Exercise 582: The condition that 3 divides $n^{2}-1$ is equivalent to 3 not dividing $n$ since 3 divides $\left(n_{1}\right)(n+1)$ iff 3 divides one of the factors. Sce [107] for a proof that, essentially relies on some cases with separate proofs and the result from Exercise 581.

### 35.2.1 Solutions: Muddy children

Exercise 583: Fix $n \in \mathbb{Z}^{+}$, and for each $k \in\{1,2, \ldots, n\}$, let $S(k)$ be the statement of the proposition for $k$ muddy children.

Base step: When $k=1$, the child witl the muddy forehead sees no other muddy foreheads, and knowing that there is at least one muddy forchead, raises a hand upon the first announcement. Since all other children can see the one child with a muddy forehead raising a hand upon the first announcoment, these clean children can deduce that the only way that, the one muddy child can know, is when there are no others, and so on the second announcement, all can safely raise their hand. Hence $S(1)$ is true.

Inductive step: Fix $\ell \in\{1,2, \ldots, n-1\}$, and suppose that $S(1), S(2), \ldots, S(\ell)$ are true-and that all children know that each of these statements is true. Suppose that there arc precisely $\ell+1$ muddy children.

Because there are $\ell+1$ muddy faces, by the inductive hypotheses, nobody raises their hands after each of the first $\ell$ announcements. A muddy child sees $\ell$ other muddy faces, and since nobody raised a hand after the $\ell$ i.h announcement, by $S(\ell)$ a muddy child concludes that there is at least one more-him/herself, and so can raise a hand upon the $(\ell+1)$ st announcement.

A non-muddy child (if there are any) sees $\ell+1$ other muddy foreheads, and so by each of $S(1), \ldots, S(\ell)$, knows that his or her own state cannot be determined until at least after the $(\ell+1)$ st announcement. Since any non-muddy child sees $\ell+1$ hands raise upon the $(\ell+1)$ st announcement, and since each non-muddy child knows that those with hands raised used reasoning based upon sceing only $\ell$ other muddy faces, each mudddy child correctly concludes that theirs was not one of these $\ell$ other muddy faces.

So in either case (nuddy or not), each child makes the correct deduction on step $\ell+1$ or $\ell+2$. Thus $S(\ell+1)$ is true, completing the inductive step.

By strong mathematical induction, for each $k=1, \ldots, n, S(k)$ is true.

### 35.2.2 Solutions: Colored hats

Exercise 584: See references provided before the exercise. It is also amazing that this puzzle was on the on-line version of New York Times, in a blog called "Ticrney Lab"; sce [532] for the solution and a link to the original puzzle (also see the 3 hat puzzle, first posted 16 March 2009).

### 35.3 Solutions: Detecting counterfeit coin

See also Exercise 18 for related discussion of coin weighing.
Exercise 585: For each positive integer $n$, let $A(n)$ be the assertion that $3^{n}$ is the largest, number of coins so that if exactly one coin is lighter, $n$ weighings can find the light coin. The solution is a very simple induction on $n$.

Base step: Consider three coins. Put one coin in each pan of the balance, and set the third coin aside. If the scales tip, then the counterfeit coin is on the side that raises. If the scales balance, the third coin must then be the counterfcit. Hence the counterfeit coin can be determined in precisely one wcighing. Now consider four coins: any weighing uses either a $1-1$ or $2-2$ coin pattern. In the first case, if the scales balance, onc of the two remaining coins is counterfeit, but nothing more can be concluded; in any $2-2$ weighing, the scales will tip, but the only conclusion is that the raised pan contains the counterfeit; again, there is not enough information to determine the bad coin. Hence, $A(1)$ is true.

Inductive step: Fix $k \geq 1$ and suppose that $A(k)$ holds. There are two sides of $A(k+1)$ to be shown: $k+1$ weighings are sufficient for $3^{k+1}$ coins, but $k+1$ weighings are insufficient for more coins.

Consider $3^{k+1}$ coins. Divide these coins into three groups, each group with $3^{k}$ coins. Put the first group in the left pan and the second group in the right pan. If the scales balance, the counterfcit coin is in the third group, and by $A(k)$, it can be located with an additional $k$ weighings ( $k+1$ in all). If the scales tip, the group in the rising pan contains the counterfeit coin, and again, the induction hypothesis $A(k)$ applics. Thus, if one light counterfeit coin is among $3^{k+1}$ coins, $k+1$ weighings can find it.

On the other hand, suppose that $3^{k+1}+1$ coins are given. Any weighing with at most $3^{k}$ coins in each pan leaves more than $3^{k}$ coins untested, and by $A(k)$, the unweighed coins then requires (in general) at least $k+1$ additional weighings to find a counterfeit coin. If the counterfeit coin is in a group of more than $3^{k}$ coins in one pan, then one weighing identifies the group; by $A(k), k$ additional weighings are in general insufficient to find the coin among that group. In any case. for more than $3^{k+1}$ coins, $k+1$ weighings are insufficient to accurately identify the lighter coin.

So $A(k+1)$ is true, completing the inductive step.
By mathematical induction, for each $n \geq 1, A(n)$ is true.

Exercise 586: Inductive step: Fix $k \geq 1$ and assume that $C(k)$ is true. Consider a collection of $3^{k+1}$ coins, one of which is counterfeit. Assume that there is one more black than white (the same argument works if there is one more white than black), so suppose that $\frac{3^{k+1}}{2}$ are black and $\frac{3^{k-1}}{2}$ are white. Partition the coins into three groups, $G_{1}, G_{2}$, and $G_{3}$, each with $3^{k}$ coins, and each with a near balance of black and white: In $G_{1}$, put $\frac{3^{k}-1}{2}$ black and $\frac{3^{k}+1}{2}$ white coins. In both $G_{2}$ and $G_{3}$, put $\frac{3^{k}+1}{2}$ black and $\frac{3^{k}-1}{2}$ white coins.

Putting $G_{1}$ aside, weigh $G_{2}$ on the left against $G_{3}$ on the right. If the scales balance, the counterfeit coin is in $G_{1}$, and $C(k)$ applics to $G_{1}$, finding the fake coin in an additional $k$ weighings, $k+1$ in all, and so $C(k+1)$ is true in this case. If the scales go down on the left, either one of the $\frac{3^{k}+1}{2}$ black coins from $G_{2}$ is heavy, or
one of the $\frac{3^{k}-1}{2}$ white coins from $G_{3}$ is light; these

$$
\frac{3^{k}+1}{2}+\frac{3^{k}-1}{2}=3^{k}
$$

coins satisfy the hypothesis for $C(k)$, and so the coin is found in $k+1$ weighings. The analogous argument works when the right pan lowers.

By mathematical induction, for each positive integer $n, C(n)$ is true.
Exercise 587: [Pennics in boxes] If any two boxes have the same number of pennies, one can be emptied, so assume that all boxes have a different number of pennies, no box empty. The first step is to show that among any three boxes, it is possible to empty one.

Claim: Suppose that boxes $A, B, C$ contain $a, b, c$ pennies respectively, where $0<a<b<c$. By the division algorithm, let $q$ and $r$ be so that $b=a q+r$, with $0 \leq r<a$. Then by moving pennies from boxes $B$ and/or $C$ into $A$, it is possible to leave box $B$ with $r$ pennies.

Proof of Claim: Any move from $B$ or $C$ to $A$ doubles the number of pennies in $A$, so after any $i$ such iterations, the number of pennies in $A$ is of the form $2^{i} a$. Write $q$ in binary representation,

$$
q=q_{0}+q_{1} \cdot 2+q_{2} \cdot 2^{2}+\cdots+q_{k} \cdot 2^{k},
$$

where $q_{k} \neq 0$, and so

$$
b=a q_{0}+a q_{1} \cdot 2+a q_{2} \cdot 2^{2}+\cdots+a q_{k} \cdot 2^{k}+r .
$$

For each $i=0,1, \ldots, k$, if $q_{i} \neq 0$, then move $a \cdot 2^{i}$ pennies from box $B$ to $A$; if $q_{i}=0$, then move $a \cdot 2^{i}$ pennies from $C$ to $A$. This proves the claim.

So applying the claim to three boxes, one arrives at a distribution between three boxes where one box (in this case, $B$ ) has fewer pennies than the previous "smallest" box (in this case, $A$ ). Since the non-negative integers are well-ordered, eventually one of the three boxes is emptied. [By induction, get a sequence of decreasing $r$ 's, which must stop.]

Repeatedly applying the claim to any three boxes, (say, $n-2$ times) leaves at most two boxes non-empty, finishing the proof of the first part of the exercise.

To answer the second part, assume that there are $2^{m}$ pennies, and the result is true for $2^{m-1}$ pennies. Then the number of boxes with an odd number of pennies is even, so pair up "odd boxes"; then between odd boxes in a pair, one transfer of pennies produces an even number in each. So one may assume that all boxes have an even number of pennies. In each box, pair up pennies, giving $2^{m-1}$ "penny-pairs" in all, and applying the inductive hypothesis for half as many penny-pairs shows that all can be transferred into one box.

Exercise 588: (Outline) For each $n \geq 2$, let $S(n)$ be the statement that if $n=2^{a}+t$ (with $0 \leq t<2^{a}$ ), then $J(n, 2)=2 t+1$. When $t=0$, each turn around the circle knocks out half of the soldiers, lcaving yct another power of two (it is only important that an even number of soldiers remains after each pass), and the next pass again starts with the second position. In each case, the position 1 survives, and when only $n=2$ remain, position 1 is still the last standing. So by downward induction, $J\left(2^{a}, 2\right)=1=2 \cdot 0+1$, and so $S\left(2^{a}\right)$ is true.

When $t>0$, apply equation (17.1) $t$ times (by upward induction), showing that $J\left(2^{a}+t, 2\right)=J\left(2^{a}, 2\right)+2 t$. Hence, $J\left(2^{a}+t, 2\right)=2 t+1$ and so $S\left(2^{a}+t\right)$ holds.

Remark 1: See [230] for a slightly different inductive proof, where equation (17.1) for $q=2$ is a consequence, and also discussion of Josephus permutations and binary representations. This problem is also related to shuffling and fixed points (see [481]). See also [34, 32.36] for more history and related problems.

Remark 2: In general, if $n$ is a power of $q$, then one might think that $J(n, q)=1$ since each pass around the circle, a multiple of $q$ remain and the last person in the circle to be killed is the one just before soldier 1 . However, it is easy to check by hand that $J(3,3)=2, J(4,4)=2, J(5,5)=2$, and $J(6,6)=4$. The problem is that in the case $q=2$, when $n=2$, there is only one person left; however, whon $q$ is larger, the "last round" after $n=q$ remain leaves $q$ standing, and although number 1 survives up until this point, it is not clear who will be left after the next $q-1$ suicides.

Exercise 589 [Gossip problem]: (Outline) If $n$ people share all secrets after $2 n-4$ phone calls using four central organizers, a new person added to the community could first call one of the organizers (before the $2 n-4$ calls are made), and then have that same organizer phone back at the end, giving 2 more phone calls, that is, $2(n+1)-4$ calls in total.

Remark: 'To prove that $2 n-5$ phone calls are never sufficient is difficult. Essentially, it boils down to proving that some 4 -cycle is present. Standard references to the gossip problem, in chronological order, are [531], [32], [252], [317], and [84]. For a recent review of the literature (and discussion of the origin of the problem), see [492].

Exercise 590: This problem is famous, occurring in, e.g., [161, 8.2, pp. 207,210]. Fix a circular track of circumference $C$. For $n \geq \mathbf{1}$, let $S(n)$ be the statement that if $n$ cars are placed anywhere on the track with exactly enough gas among them to complete one lap, there is one car that can make its way around the track traveling clock wise by collecting gas from the other cars along the way.
Base step: $S(1)$ is true since the one car will have enough gas to complete one lap.
INDUCTIVE STEP: Let $k \geq 1$, suppose that $S(k)$ holds and let $k+1$ cars be placed on the track with exactly enough gas among them to complete one lap. Label the cars
$1,2, \ldots, k, k+1$ consecutively clockwise around the track and for $1 \leq i \leq k+1$, let $g_{i}$ be the distance car $i$ can travel with the gas in its tank and let $d_{i}$ be the distance from car $i$ to car $i+1$ (addition modulo $k+1$ ). Since

$$
g_{1}+g_{2}+\cdots+g_{k+1}=C=d_{1}+d_{2}+\cdots d_{k+1}
$$

there is an $i$ so that $g_{i} \geq d_{i}$. Without loss of generality, suppose that $g_{k} \geq d_{k}$.
Consider the distribution of $k$ cars on the track in exactly the same positions as cars $1,2, \ldots, k$ and all with the same amount of gas as before, except for car $k$ which has enough gas to travel a distance $g_{k}+g_{k+1}$ (it has the gas from car $k$ and car $k+1$ in the previous arrangement). By the induction hypothesis, there is a car, say $i_{0}$, that can travel clockwise and complete one lap of the track, collecting gas from the other cars as it goes.

In the original distribution of $k+1$ cars on the track, if car $i_{0}$ begins traveling clockwise around the track, collecting gas as it goes, when it reaches car $k$; car $i_{0}$ collects enough gas to travel distance $g_{k} \geq d_{k}$ and so can make it to car $k+1$ and collect its gas and complete the lap. 'Thus $S(k+1)$ is true, completing the inductive step.

By mathematical induction, the proof is complete.

## Chapter 36

## Solutions: Relations and functions

### 36.1 Solutions: Binary relations

Exercise 591: For cach $n \geq 1$, let $C(n)$ be the claim that $R^{n}$ is symmetric on $A$.
Base ster: Since $R^{1}$ is equal to $R$, which is assumed to be symmetric: on $A, C(1)$ is true.

InduCtive step: Fix some $k \geq 1$ and suppose that $C(k)$ is true. To prove $C(k+1)$, one has to show that $R^{k+1}$ is symmetric. Suppose that, $(x, y) \in R^{k+1}=R^{k} \circ R$. Then there exists $z \in A$ so that $(x, z) \in R^{k}$ and $(z, y) \in R$. By $C(k),(z, x) \in R_{k}$ and by $C(1),(y, z) \in R$. Then $(y, x) \in R^{k} \circ I R=R^{k+1}$, completing the proof of $C(k+1)$, and the inductive step.

By mathematical induction, for each $n \geq 1, R^{n}$ is symmetric.

### 36.2 Solutions: Functions

Exercise 593: This problem appears in that wonderful article by Hrimiuc [280, Prob. 4], complete with solution. For $n=1$, by definition, $2=f(2)-1+f(1)$, and so $f(1)=1$. For $n=2$,

$$
f(3)=1+f(1)+2 f(2)=1+1+2 \cdot 2=6
$$

One can work out that $f(4)=24$ and $f(5)=120$. and propose that for each $n \geq 1$,

$$
S(n): \quad \int(n)=n!
$$

The proof is by induction on $n$.

Base step: The cases $n=1,2,3,4,5$ can serve as base cases.
Inductive step: Fix $k \geq 1$ (say) and suppose that each of $S(1), S(2), \ldots, S(k)$ are all truc, that is, that $f(1)=1!, f(2)=2!, \ldots, f(k)=k!$ are all true. To complete the inductive step, it remains to show that $S(k+1): f(k+1)=(k+1)$ ! also holds. By the recursion above, then it is sufficient to show that

$$
\begin{equation*}
(k+1)!=1+1 \cdot 1!+2 \cdot 2!+\cdots k \cdot k!. \tag{36.1}
\end{equation*}
$$

However, equation (36.1) has an easy inductive proof, done here as Fxercise 70. The proof boils down to assuming the inductive hypothesis

$$
(k)!=1+1 \cdot 1!+2 \cdot 2!+\cdots+(k-1) \cdot(k-1)!,
$$

and then starting with the right side of equation (36.1),

$$
\begin{aligned}
1+1 \cdot 1!+2 \cdot 2!+\cdots+k \cdot k! & =k!+k \cdot k!\quad \text { (by ind. hyp.) } \\
& =(1+k) k!=(k+1)!.
\end{aligned}
$$

So accepting that (36.1) is true completes the inductive step.
By mathematical induction, the only $\int$ that satisfies the requirements of the question is defined by $f(n)=n!$.

Exercise 594: Suppose that $f: A \rightarrow B$ is surjective (onto $B$ ). For any $b \in B$. let $f^{-1}(b) \subset A$ denote the set $\{a \in A: f(a)=b\}$. Then for each $b \in B, f^{-1}(b) \neq \emptyset$; furthermore, $\cup_{b \in B} f^{-1}(b)=A$. By the Axiom of Choice, let $\gamma:\left\{f^{-1}(b): b \in B\right\} \rightarrow$ $A$ be a choice function. Define $g: B \rightarrow A$ by $g(b)=\gamma\left(f^{-11}(b)\right)$. For the moment, fix $b \in B$ and let $\gamma\left(f^{-1}(b)=x\right.$; then $f(x)=b$ and so $f \circ g(b)=\int(g(b))=f\left(\gamma\left(f^{-1}(b)\right)=\right.$ $f(x)=b$. Since $b$ was arbitrary, this shows that $f \circ g=I_{B}$.

Exercise 595: Let $X=\left\{x_{1}, x_{2}, \ldots, x_{m},\right\}$ and $Y=\left\{y_{1}, y_{2}, \ldots, y_{n}\right\}$. For some $x$ not in $X$, put $X^{*}=X \cup\{x\}$. Any surjection $f: X \rightarrow Y$ can be extended to $f^{*}: X^{*} \rightarrow Y$ by assigning $f(x)$ to any $y_{i}$. There are $O_{m, n}$ onto functions $f: X \rightarrow Y$ and $n$ ways to extend each to $f^{*}: X^{*} \rightarrow Y$, so there are $n O_{m . n}$ ways to extend an existing surjection. How else can one make a surjection from $X^{*}$ onto $Y$ ? For each $i=1, \ldots, n$, one could extend a surjection of the form $g: X \rightarrow Y \backslash\left\{y_{i}\right\}$ by setting $g^{*}(x)=y_{i}$. For each fixed $i$, such a $g$ is a surjection from an $m$-element onto an ( $n-1$ )-element set, and there are $n$ such $i$ 's, so there are $n O_{m, m-1}$ more surjections from $X^{*}$ onto $Y$. This proves the recursion

$$
O_{m+1, n}=n O_{m, n}+n O_{m, n \cdot 1}
$$

Before proving inductively the formula for $O_{m, n}$, here is a simple identity used in the proof.

$$
\begin{equation*}
\binom{n}{i}-\binom{n-1}{i}=\binom{n}{i}-\frac{n-i}{n}\binom{n}{i}=\frac{i}{n}\binom{n}{i} \tag{36.2}
\end{equation*}
$$

For each $m \geq 0$, let $P(m r)$ be the proposition that for every $n \geq 0$, the statement

$$
S(m, n): \quad O_{m, n}=\sum_{i=0}^{n}\binom{n}{i}(-1)^{n-i} i^{m}
$$

holds.
Base step: If $m=0$, there are no onto functions from the empty set, so $O_{0, n}=0$ for each $n$. On the other hand, the right-hand side of $S(0, n)$ is

$$
\sum_{i=0}^{n}\binom{n}{i}(-1)^{n-i},
$$

which is equal to 0 by Exercisc 100, finishing the proof of the base case $P(0)$. Inductive step: Suppose that for some $k \geq 0, P(k)$ holds, that is, for every $n$,

$$
S(k, n): \quad O_{k, n}=\sum_{i=0}^{n}\binom{n}{i}(-1)^{n-i} i^{k}
$$

holds. To be proved is $P(k+1)$, namely that for cvery $n$,

$$
S(k+1, n): \quad O_{k+1, n}=\sum_{i=0}^{n}\binom{n}{i}(-1)^{n-i} i^{k+1} .
$$

Beginning with the left-hand side, (and using the inductive hypothesis twice on the second line),

$$
\begin{aligned}
O_{k+1, n} & =n\left(O_{k, n}+O_{k, n-1}\right) \quad \text { (by recursion established above) } \\
& =n\left(\sum_{i=0}^{n}\binom{n}{i}(-1)^{n-i} i^{k}+\sum_{i=0}^{n-1}\binom{n-1}{i}(-1)^{n-1-i} i^{k}\right) \\
& =n\left(n^{k}+\sum_{i=0}^{n-1}\binom{n}{i}(-1)^{n-i} i^{k}-\sum_{i=0}^{n-1}\binom{n-1}{i}(-1)^{n-i} i^{k}\right) \\
& =n\left(n^{k}+\sum_{i=0}^{n-1}\left[\binom{n}{i}-\binom{n-1}{i}\right](-1)^{n-i} i^{k}\right) \\
& =n\left(n^{k}+\sum_{i=0}^{n-1}\left[\binom{n}{i} \frac{i}{n}\right](--1)^{n-i} i^{k}\right) \text { (by eqn (36.2) above) } \\
& =n^{k+1}+\sum_{i=0}^{n-1}\binom{n}{i}(-1)^{n-i} i^{k+1}
\end{aligned}
$$

$$
=\sum_{i=0}^{n}\binom{n}{i}(-1)^{n \cdot i_{i}^{k+1}}
$$

which is the right side of $S(k+1, n)$. This proves $P(k+1)$, finishing the inductive step.

Hence, by MI, for all $m \geq 1, P(m)$ is true, that is, the formula for $O_{m, n}$ is true for all $m, n \geq 0$.

Remark on Exercise 595: By Exercise 107, whenever $m<n$, the formula for $O_{m, m}$ gives zero, which is reasonable, since there are then no surjections from an $m$-element set onto an $n$-element set.

Exercise 597: For each $n \geq 1$, let $S(n)$ be the statement that $f^{n}(x)=a^{n}(x+b)-b$. BASE STEP: Since $f^{1}(x)=f(x)=a(x+b)-b=a^{1}(x+b)-b, S(1)$ is true. Inductive step: Fix $k \geq 1$, and suppose that $S(k)$ is true. To be shown is

$$
S(k+1): \quad f^{k+1}(x)=a^{k+1}(x+b)-b .
$$

Beginning with the left side of $S(k+1)$,

$$
\begin{align*}
& f^{k+1}(x)=f\left(f^{k}(x)\right) \\
&\left.=f\left(a^{k}(x+b)-b\right) \quad \text { (by } S(k)\right)  \tag{k}\\
&=a\left(a^{k}(x+b)-b+b\right)-b \\
&=a\left(a^{k}(x+b)-b\right. \\
& a^{k+1}(x+b)-b,
\end{align*}
$$

which is the right side of $S(k+1)$. So the inductive stcp $S(k) \rightarrow S(k+1)$ is complete.
By mathematical induction, for each $n \geq 1, S(n)$ is true.
Exercise 598: Fix a function $f: X \rightarrow X$. For each $m, n \geq 1$, let $A(m, n)$ be the assertion that $f^{m n} \circ f^{n}=f^{m+n}$. An inductive proof is not really necessary, but an inductive proof is easy by fixing one variable and inducting on the other. Depending on which variable is fixed, one could define a statement of one variable to be proved, but leaving the notation $A(m, n)$ helps to remember what is being done.

Fix $n \in Z^{+}$.
Base step $A(1, n)$ : Since $f^{1} \circ f^{n}=f \circ f^{n}=f^{n+1}, A(1, n)$ is truc.
Inductive step $A(k, n) \rightarrow A(k+1, n)$ : Fix $k \geq 1$, and assume that

$$
A(k, n): \quad f^{k} \circ f^{n}=f^{k+n}
$$

is true. To be shown is that

$$
A(k+1, n): \quad f^{k+1} \circ f^{n}=f^{k+1+n} .
$$

Starting with the left side of $A(k+1, n)$,

$$
\begin{aligned}
f^{k+1} \circ f^{n} & =\left(f \circ f^{k}\right) \circ f^{n} & & \\
& =f \circ\left(f^{k} \circ f^{n}\right) & & \text { (associativity of composition) } \\
& =f \circ f^{k+n} & & \text { (by } A(k, n)) \\
& =f^{k+n+1}, & &
\end{aligned}
$$

which agrees with the right side of $A(k+1, n)$, completing the inductive step.
By mathematical induction on $m$, for each $n \geq 1$, and for all $m \geq 1, A(m, n)$ is true.

Exercise 600: This problem was a question in the 1983 International Mathematical Olympiad, and its solution appeared in [342, pp. 121-2].

Let $x \in \mathbb{R}^{+}$. By property (i), $f(x f(x))=x f(x)$, and so $f(f(x f(x)))=$ $f(x f(x))=x f(x)$, and so with $x=1$,

$$
\begin{equation*}
f(f(f(1)))=f(1) . \tag{36.3}
\end{equation*}
$$

Putting $w=f(1), f(f(w))=f(1 \cdot f(w))=w f(1)=f(1) f(1)$, and so

$$
\begin{equation*}
f(f(f(1)))=f(1) f(1) \tag{36.4}
\end{equation*}
$$

From equations (36.3) and (36.4), $f(1)=1$.
Suppose that $z \in \mathbb{R}^{+}$satisfies $f(z)=z$. Then

$$
z f\left(\frac{1}{z}\right)=f\left(\frac{1}{z} f(z)\right)=f(1)=1
$$

and so $\left.f\left(\frac{1}{z}\right)=\frac{1}{z}\right)$.
Claim: $f\left(z^{n}\right)=z^{n}$.
Proof of this claim is by induction on $n$. When $n=1$, there is nothing to prove, so suppose that for some $m \geq 1$, the claim is true when $n=m$. Then

$$
\begin{aligned}
f\left(z^{m+1}\right) & =f\left(z^{m} \cdot z\right) \\
& =f\left(z^{m} f(z)\right) \\
& \left.=z f\left(z^{m}\right) \quad \text { (by (i) with } x=z^{m}, y=z\right) \\
& =z \cdot z^{m} \quad \text { (by ind. hyp.) } \\
& =z^{m+1},
\end{aligned}
$$

showing that the claim is true for $n=m+1$, completing the inductive step. Thus, by MI, for each $n \geq 1$, the claim is truc.

Since $\frac{1}{2}$ is also a fixed point, by the claim above, for each positive integer $n$, $f\left(\frac{1}{z^{n}}\right)=\frac{1}{z^{n}}$.

If $z>1$, then $f\left(z^{n}\right)=z^{n} \rightarrow \infty$, or if $z<1$, then $f\left(\frac{1}{z^{n}}\right) \rightarrow \infty$ as well, violating condition (ii). Hence, the only number fixed by $f$ is 1 . Hence, for any $x$, the equation $f(x f(x))=x f(x)$ implies $x f(x)=1$. Thus the only function satisfying (i) and (ii) is $f(x)=\frac{1}{x}$.

Exercise 602: Let $f$ be convex on $[a, b]$. Let $S(n)$ be the statement that for any reals $x_{1}, x_{2}, \ldots$ in $[a, b]$,

$$
f\left(\frac{\sum_{i=1}^{n} x_{i}}{n}\right) \leq \frac{\sum_{i=1}^{n} f\left(x_{i}\right)}{n} .
$$

The left-hand side makes sense, since (by Exercise 757, an easy inductive proof), if $x_{1}, x_{2}, \ldots, x_{n}$ are in $[a, b]$, then $\frac{\sum_{i=1}^{n} x_{i}}{n}$ is in $[a, b]$, and so $f$ is defined for this average value of $x_{i}$ 's.

The proof of $S(n)$ for all $n \geq 1$ is by "downward induction"; first proving $S(n)$ when $n$ is any power of 2 , then proving that if $S(k)$ is true, so too is $S(k-1)$.

BASE CASES: $S\left(2^{0}\right)=S(1)$ says only that for any $x \in[a, b], f\left(\frac{x}{1}\right) \leq \frac{f(x)}{1}$, which is true. $S\left(2^{1}\right)$ says that for any $x, y \in[a, b], f\left(\frac{x+y}{2}\right) \leq \frac{f(x)+f(y)}{2}$ which is true because $f$ is convex on $[a, b]$.
Indictive step $\left(S\left(2^{k}\right) \cdots S\left(2^{k+1}\right)\right.$ : Assume that for some $k \geq 1, S\left(2^{k}\right)$ is true, that is, assume that for any $x_{1}, x_{2}, \ldots, x_{2^{k}}$ in $[a, b]$,

$$
f\left(\frac{\sum_{i=1}^{2^{k}} x_{i}}{2^{k}}\right) \leq \frac{\sum_{i=1}^{2^{k}} f\left(x_{i}\right)}{2^{k}} .
$$

Consider $S\left(2^{k+1}\right)$ : for any $y_{1} \ldots, y_{2^{k+1}}$ in $[a, b]$,

$$
f\left(\frac{\sum_{i=1}^{2^{k+1}} y_{i}}{2^{k+1}}\right) \leq \frac{\sum_{i=1}^{2^{k+1}} f\left(y_{i}\right)}{2^{k+1}} .
$$

Beginning with the left side of $S\left(2^{k+1}\right)$,

$$
\begin{aligned}
& f\left(\frac{\sum_{i=1}^{2^{k+1}} y_{2}}{2^{k+1}}\right) \\
& \quad=f\left(\frac{\frac{\sum_{i=1}^{2_{i}^{k} y_{2}}}{2^{k}}+\frac{\sum_{2-2^{2^{k}}}^{2^{k} y_{2}}}{2^{k+1}}}{2}\right) \\
& \left.\quad \leq \frac{f\left(\frac{\sum_{i=1}^{2^{k}} y_{i}}{2^{k}}\right)+f\left(\frac{\sum_{2=2^{k}+1}^{2^{k}} y_{i}}{2^{k}}\right)}{2} \text { (by } S(2)\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{\frac{\sum_{i=1}^{2^{k}} f\left(y_{2}\right)}{2^{k}}+\frac{\sum_{i=2^{k}+1}^{2^{k+1}} f\left(y_{2}\right)}{2^{k}}}{2} \text { (by } S\left(2^{k}\right), \text { twice) } \\
& =\frac{\sum_{i=1}^{2^{k+1}} f\left(y_{i}\right)}{2^{k+1}}
\end{aligned}
$$

which finishes the proof of $S\left(2^{k+1}\right)$ and the upward inductive step.
Therefore by mathematical induction, whenever $n$ is a power of 2 , the statement $S(n)$ is true.
Downward inductive ster: Suppose that for some $m \geq 2$,

$$
f\left(\frac{\sum_{i=1}^{m} y_{i}}{m}\right) \leq \frac{\sum_{i=1}^{m} f\left(y_{i}\right)}{m}
$$

is true for any numbers $y_{1}, \ldots, y_{m}$ in $[a, b]$. To be proved is

$$
f\left(\frac{\sum_{i=1}^{m-1} y_{i}}{m-1}\right) \leq \frac{\sum_{i=1}^{m-1} f\left(y_{i}\right)}{m-1}
$$

To achieve this, two facts are relied upon. First, if $y_{1}, \ldots, y_{m-1}$ are in $[a, b]$, then so too is $\frac{y_{1}+y_{2}+\cdots+y_{m-1}}{m-1}$. The second fact used is the equality

$$
\frac{\sum_{i=1}^{m-1} y_{i}}{m-1}-\frac{(m-1)+1}{m}\left(\frac{\sum_{i=1}^{n-1} y_{i}}{m-1}\right)=\frac{\sum_{i=1}^{n-1} y_{i}+\sum_{i-1}^{m-1} y_{i}}{m}
$$

Then

$$
\begin{aligned}
f\left(\frac{\sum_{i=1}^{m-1} y_{2}}{m-1}\right) & =f\left(\frac{\sum_{i=1}^{m-1} y_{i}+\frac{\sum_{i=1}^{m-1} y_{i}}{m-1}}{m}\right) \\
& \leq \frac{\sum_{i=1}^{m-1} f\left(y_{i}\right)+f\left(\frac{\sum_{i=1}^{m-1} y_{i}}{m-1}\right)}{m}(\text { by } S(m)) .
\end{aligned}
$$

The term $f\left(\frac{\sum_{m=1}^{m-1} y_{i}}{m-1}\right)$ appears on both sides of the above inequality, and so solving for this term gives the inequality,

$$
\frac{m-1}{m 2} f\left(\frac{\sum_{i-1}^{m-1} y_{i}}{m \cdots 1}\right) \leq \frac{\sum_{i=1}^{m-1} f\left(y_{i}\right)}{m}
$$

which implies

$$
f\left(\frac{\sum_{i=1}^{m-1} y_{i}}{m-1}\right) \leq \frac{\sum_{i=1}^{m-1} f\left(y_{i}\right)}{m-1},
$$

the desired inequality. This completes the downward step.
Therefore, by downward induction, for all $n \geq 1, S(n)$ is truc.
Exercise 603: (Jensen's inequality) A downward induction proof is available, however, a simple inductive proof is shorter.

Let $f$ be a convex function on $[a, b]$. For each $n \geq 1$, let $S(n)$ be the statement that for all $p_{1}, p_{2}, \ldots, p_{n} \in \mathbb{R}^{+}$and $x_{1}, x_{2}, \ldots, x_{n} \in[a, b]$,

$$
f\left(\frac{\sum_{i=1}^{n} p_{i} x_{i}}{\sum_{i=1}^{n} p_{i}}\right) \leq \frac{\sum_{i=1}^{n} p_{i} f\left(x_{i}\right)}{\sum_{i=1}^{n} p_{i}} .
$$

Base step: $S(1)$ says that for every $p_{1} \in \mathbb{R}^{+}$and $x_{1} \in[a, b]$,

$$
f\left(\frac{p_{1} x_{1}}{p_{1}}\right) \leq \frac{p_{1} f\left(x_{1}\right)}{p_{1}},
$$

which is true.
Inductive step: Fix $k \geq 1$ and suppose that $S(k)$ holds. Let $p_{1}, \ldots, p_{k} ; p_{k+1} \in \mathbb{R}^{+}$ and $x_{1}, x_{2}, \ldots, x_{k}, x_{k+1} \in[a, b]$. Note that since $x_{k}, x_{k+1} \in[a, b]$,

$$
\frac{p_{k} x_{k}+p_{k+1} x_{k+1}}{p_{k}+p_{k+1}} \in[a, b]
$$

Thus,

$$
\begin{aligned}
& f\left(\frac{\sum_{i=1}^{k+1} p_{i} x_{i}}{\sum_{i=1}^{k+1} p_{i}}\right) \\
& =f\left(\frac{\left(\sum_{i=1}^{k-1} p_{i} x_{i}\right)+\left(p_{k}+p_{k+1}\right) \frac{p_{k} x_{k}+p_{k+1} x_{k+1}}{p_{k}+p_{k+1}}}{\left(\sum_{i=1}^{k-1} p_{i}\right)+\left(p_{k}+p_{k+1}\right)}\right) \\
& \left.\leq \frac{\left(\sum_{i=1}^{k-1} p_{i} f\left(x_{i}\right)\right)+\left(p_{k}+p_{k+1}\right) f\left(\frac{p_{k} x_{k}+p_{k+1} x_{k+1}}{p_{k}+p_{k+1}}\right)}{\left(\sum_{i=1}^{k-1} p_{i}\right)+\left(p_{k}+p_{k+1}\right)} \quad \text { (by } S(k)\right) \\
& \leq \frac{\sum_{i=1}^{k-1} p_{i} f\left(x_{i}\right)+\left(p_{k}+p_{k+1}\right)\left(\frac{p_{k}}{p_{k}+p_{k+1}} f\left(x_{k}\right)+\frac{p_{k+1}}{p_{k}+p_{k+1}} f\left(x_{k+1}\right)\right)}{\left(\sum_{i=1}^{k-1} p_{i}\right)+\left(p_{k}+p_{k+1}\right)} \quad \text { (by convexity) } \\
& =\frac{\sum_{i=1}^{k+1} p_{i} f\left(x_{i}\right)}{\sum_{i=1}^{k+1} p_{i}}
\end{aligned}
$$

and hence $S(k+1)$ holds.
Therefore, by MI, for all $n \geq 1, S(n)$ is true for all $n \geq 1$.
Exercise 604: The proof is rather interesting; see [373, pp. 124-126].

Exercise 606: This problem has appeared in many places, [499, Problem 41], for one.

Exercise 607: (Hahn-Banach) The idea is to extend $f$ one dimension at a time, use Zorn's lemma, and then "look back". (The proof presented herc is roughly based on one given in lectures hy P. Waltman, Emory University, 1992; the nearly identical proof is also found on pages 261-263 of Bridges' analysis text [74].)

Let $X$ be a real normed linear space and without loss of gencrality, let $\|f\|=1$. Pick $x_{0} \in X \backslash M$ and set

$$
M_{1}=\operatorname{span}\left(M, x_{0}\right)=\left\{x+\lambda x_{0}: x \in M, \lambda \in \mathbb{R}\right\} .
$$

If for any fixed $\alpha \in \mathbb{R}$, define $f_{1}: M_{1} \rightarrow \mathbb{R}$ by

$$
f_{1}\left(x+\lambda x_{0}\right)=f(x)+\lambda \alpha .
$$

It is now shown that $f_{1}$ is again a bounded linear functional. The boundedness is trivial, so it remains to check linearity:

$$
\begin{aligned}
f_{1}\left(x+\lambda x_{0}+k\left(y+\mu x_{0}\right)\right) & =f_{1}\left(x+k y+(\lambda+k \mu) x_{0}\right) \\
& =f(x+k y)+(\lambda+k \mu) \alpha \\
& =f(x)+k f(y)+\lambda \alpha+k \mu \alpha \\
& =f(x)+\lambda \alpha+k(f(y)+\mu \alpha) \\
& =f_{1}\left(x+\lambda x_{0}\right)+k f_{1}\left(y+\mu x_{0}\right),
\end{aligned}
$$

and so $f_{1}$ is linear.
The next goal is to choose $\alpha$ so that $\left\|f_{1}\right\|=\|f\|=1$, that is, so that

$$
\left\|f_{1}\right\|=\sup _{x+\lambda x_{0}} \frac{\left|f\left(x+\lambda x_{0}\right)\right|}{\left\|x+\lambda x_{0}\right\|}=\sup _{x+\lambda x_{0}} \frac{|f(x)+\lambda \alpha|}{\left\|x+\lambda x_{0}\right\|}=1 .
$$

This is satisfied if for every $x \in M$ and $\lambda \in \mathbb{R}$,

$$
|f(x)+\lambda \alpha| \leq\left\|x+\lambda x_{0}\right\|,
$$

or if any of the equivalent statements hold:

$$
\begin{aligned}
\forall x \in M, \forall \lambda \in \mathbb{R}, & \mid f(-\lambda x)+\lambda \alpha\} \leq\left\|-\lambda x+\lambda x_{0}\right\|, \\
\forall x \in M, \forall \lambda \in \mathbb{R}, & |-\lambda f(x)+\lambda \alpha| \leq\left\|-\lambda x+\lambda x_{0}\right\|, \\
\forall x \in M, & |f(x)-\alpha| \leq\left\|x-x_{0}\right\|, \\
\forall x \in M, & f(x)-\left\|x-x_{0}\right\| \leq \alpha \leq f(x)+\left\|x-x_{0}\right\|,
\end{aligned}
$$

So if for every $x, y \in M, f(x)-\left\|x-x_{0}\right\| \leq f(y)+\left\|y-x_{0}\right\|$, then one can find such an $\alpha$; the following shows this to be true:

$$
f(x)-f(y)=f(x-y)
$$

$$
\begin{aligned}
& \leq\|x-y\| \\
& \leq\left\|x-x_{0}\right\|+\left\|x_{0}-y\right\| \\
& =\left\|x-x_{0}\right\|+\left\|y-x_{0}\right\| .
\end{aligned}
$$

So there is such an $\alpha$, and hence there is norm preserving extension $f_{1}: M_{1} \rightarrow \mathbb{R}$ of $f$. Such an extension need not be unique, so one introduces some notation to depict all such extensions. As long as there are still points not yet in the domain of a bounded linear functional extending $f$, one can repeat the above construction getting further extensions.

Define the set $\mathcal{A} \subseteq X \times \mathbb{R}$ with elements

$$
[G, g]=\left\{\begin{array}{cc}
(x, g(x)): & x \in G, M \subseteq G \subseteq X, g \text { a bounded linear functional } \\
\text { on } G \text { extending } f \text { with }\|g\|=\|f\|=1
\end{array}\right\} .
$$

For example, $[M, f]$ and $\left[\operatorname{span}\left\{M, x_{0}\right\}, f_{1}\right]$ are elements in $\mathcal{A}$. Define a partial order $\preceq$ on $\mathcal{A}$ by $[G, g] \preceq[H, h]$ if and only if $G \subset H$ and $h$ extends $g$ (that is, for every $x \in G, h(x)=g(x))$.

At this point, there are two ways to go: Zorn's lemma or Hausdorff's Maximality Principle. First, here is the Zorn's lemma finale.

First check that the union of a chain exists in $\mathcal{A}$ : If $\mathcal{C}$ is a chain in $\mathcal{A}, \preceq$ ), say $\left\{\left(G_{\alpha} . g_{\alpha}\right): \alpha \in I\right\}$, (where $I$ is some well-ordered set) then the union of the chain is some pair ( $G^{*}, g^{*}$ ), where $G^{*}=\cup_{n \in I} G_{(\alpha}$. To define the function $g^{*}(x)$, if $x \in G^{*}$, then there is some $\mu$ so that $x \in G_{\mu}$; in this case, define $g^{*}(x)=g_{\mu}(x)$. It is casy to check that $g^{*}$ is a functional, (since this value $g_{\mu}(x)$ is fixed throughout all extensions of $g_{\mu}$.) One has only to check that $g^{*}$ is linear: this is casy because $g(x+k y)$ is calculated in sets which contain both $x$ and $y$. So the union of a chain in $(\mathcal{A}, \underline{)})$ is again an element of $\mathcal{A}$.

By Zorn's lemma, there exists a $[G, g]$ which is maximal with respect to $\preceq$. First observe that $G=X$, for if not, there is a point $x_{0} \in X \backslash G$ and the above construction can be used to extend $g$ to $g_{1}$ on $G \cup\left\{x_{0}\right\}$; in this case, $g$ would not be maximal, so $G=X$. Then $g=F$ is the linear functional desired in the statement of the theorem.

One could also use Hausdorff's Maximality Principle: Every poset has a maximal (totally ordered) chain. In particular, $(\mathcal{A}, \preceq)$, has a maximal chain, say $\left\{\left(B_{\beta}, g_{\beta}\right)\right.$ : $\beta \in J\}$. Take the union of this chain and check that $\cup_{i \in \in J} B_{\beta}$ is indeed $X$ and that the functional $F$ thereby naturally defined is indeed linear.

Exercise 611: For each $n \geq 2$, let $S(n)$ be the equation (18.2) in the statement of the exercise. Assume the product rule (18.1) holds.
BASE STEP: The statement $S(2)$ is equation (18.1), which is assumed to be true.
Induction step: For some fixed $k \geq 2$, let $f_{1}, \ldots, f_{k}, f_{k+1}$ be differentiable functions and assume $S(k)$ is true. By the product rule $S(2)$, applied with $f=f_{1} f_{2} \cdots f_{k}$
and $g=f_{k+1}$,

$$
\left(f_{1} f_{2} \cdots f_{k} f_{k+1}\right)^{\prime}=\left(f_{1} \cdots f_{k}\right)^{\prime} f_{k+1}+\left(f_{1} \cdots f_{k}\right) f_{k+1}^{\prime}
$$

Expanding the term $\left(f_{1} \cdots f_{k}\right)^{\prime}$ by $S(k)$ and then distributing $f_{k+1}$ over this sum gives the desired form of the expression required to prove $S(k+1)$, thereby concluding the inductive step.

By mathematical induction, for every $n \geq 2$, the general product rule (18.2) for derivatives holds.

Exercise 614: (Outline, frorn Pólya [435, Prob.3.85, pp. 191-2, vol I]) Let the function $f$ be defined $f(x)=\frac{\ln x}{x}$, and for each $n \geq 1$, let $S(n)$ be the statement that the $n$th derivative of the function is of the form

$$
f^{(n)}(x)=(-1)^{n} \frac{n!\ln x}{x^{n+1}}+(-1)^{n-1} \frac{c_{n}}{x^{n+1}},
$$

where $c_{n}$ is an integer depending only on $n$ (and not on $x$ ). To prove this, it suffices to find explicitly $c_{n}$ in terms of $n$.

The base case $S(1)$ is easy to verify (as is $S(0)$, using $c_{0}=0$ ). Assuming the desired form for $f^{(n)}(x)$, that is, assuming $S(n)$, differentiating once more shows

$$
f^{(n+1)}(x)=(-1)^{n+1}!\frac{\ln x}{x^{n+2}}+(-1)^{n} \frac{n!\div(n+1) c_{n}}{x^{n+2}} .
$$

So let $c_{n+1}=n!+(n+1) c_{n}$, giving the recurrence relation

$$
\frac{c_{n+1}}{(n+1)!}=\frac{c_{n}}{n}+\frac{1}{n+1} .
$$

Using $c_{1}=1$, find [by induction, using the above recurrence]

$$
c_{n}=n!\left(1+\frac{1}{2}+\frac{1}{3}+\cdots+\frac{1}{n}\right) .
$$

Exercise 616: Sec Pólya [435, Prob.3.82, pp. 190, vol I].
Exercise 618: This solution appears courtesy of Julien Arino.
Suppose that the initial data is of class $C^{p}$ on $[-1,0]$ and that $f$ is $C^{1}$. Fix $n \geq 1$, and assume the induction hypothesis
$P_{n}$ : For $t \in[n-1, n]$, the solution to (18.5) exists, is unique and of class $C^{p+n}$.

To show $P_{1}$, one constructs the solution to (18.5) on the interval $[0,1]$ by using the integral form of the solution to the ordinary differential equation initial value problem

$$
\begin{aligned}
x^{\prime} & =f(t, x(t)) \\
x(0) & =x_{0},
\end{aligned}
$$

given for $t \geq 0$ by

$$
x(t)=x_{0}+\int_{0}^{t} f(s, x(s)) d s
$$

Write (18.5) as

$$
\begin{align*}
x^{\prime} & =f\left(t, x(t), \phi_{0}(t-1)\right)  \tag{36.5}\\
x(0) & =\phi_{0}(0), \quad 0 \leq t \leq 1
\end{align*}
$$

Then consider (18.5) as a nondelayed initial value problem on the interval $[0,1]$. Indeed, on this interval, one can consider (36.5). That the latter is a nondelayed problem is obvious if the differential equation is rewritten as

$$
\begin{equation*}
x^{\prime}(t)=g(t, x(t)) \tag{36.6}
\end{equation*}
$$

with $g(t, x(t))=f\left(t, x(t), \phi_{0}(t-1)\right)$, which is well defined on the interval $[0,1]$ since for $t \in[0,1], t-1 \in[-1,0]$, on which the function $\phi_{0}$ is defined.

Then use the integral form to construct the solution on the interval $[0,1]$,

$$
\begin{aligned}
x(t) & =x(0)+\int_{0}^{t} g(s, x(s)) d s \\
& =\phi_{0}(0)+\int_{0}^{t} f\left(s, x(s), \phi_{0}(s-1)\right) d s .
\end{aligned}
$$

Now consider the nature of the function $f$. As problem (36.5) is an ordinary differential equations initial value problem, existence and uniqueness of solutions on the interval $[0,1]$ follow the usual scheme. To discuss the required properties on $f$ and $\phi_{0}$, the best strategy is to use (36.6). Recall that a vector field has to be continuous both in $t$ and in $x$ for solutions to exist. Thus to have existence of solutions to the equation (36.6), $g$ must be continuous in $t$ and $x$. This implics that $f\left(t, x, \phi_{0}(t-1)\right)$ must be continuous in $t, x$. Thus $\phi_{0}$ has to be continuous on $[-1,0]$.

For uniqueness of solutions to (36.6), it is required that $g$ is Lipschitz in $x$, i.e... the same property is required from $f$. Note that this does not affect either $\phi_{0}$ or the way $f$ depends on $\phi_{0}$.

If $\phi_{0} \in C^{p}$ on $[-1,0]$ and $f$ is integrable on $[-1,0]$, then on $[0,1], x(t)$ is $C^{p+1}$, since it is given by

$$
x(t)=\phi_{0}(0)+\int_{0}^{t} f\left(s, x(s), \phi_{0}(s-1)\right) d s
$$

Therefore, $P_{1}$ holds true.
Now assume that $P_{k}$ holds truc. Let $\phi_{k}(t)$ be the solution of (18.5) on the interval [ $k-1, k$ ]. Using the same method as for $P_{1}$, write the problem as, for $t \in[k, k+1]$,

$$
\begin{align*}
x^{\prime} & =f\left(t, x(t), \phi_{k}(t-1)\right)  \tag{36.7}\\
x(k) & =\phi_{k}(k), \quad k-1 \leq t \leq k .
\end{align*}
$$

Since $f$ is integrable, and as $\phi_{k} \in C^{k+p}$, the solution to (36.7) exists on $[k, k+1]$.
Exercise 619: (Brief) The initial condition $I_{0}=1-\frac{1}{e}$ is equal to

$$
0!-\frac{(0+1)!}{e} \sum_{j=0}^{0} \frac{1}{0!}
$$

and so satisfies (18.6). Let $k \geq 0$ and assuming that $I_{k}$ is of the proper form,

$$
\begin{align*}
I_{k+1} & =(k+1) I_{k}-\frac{1}{e} \\
& =(k+1)\left[k!--\frac{k!}{e} \sum_{j=0}^{k} \frac{1}{j!}\right]-\frac{1}{e}  \tag{ind.hyp.}\\
& =(k+1)!-\frac{(k+1)!}{e}\left[\left(\sum_{j=0}^{k} \frac{1}{j!}\right)-\frac{1}{(k+1)!}\right] \\
& =(k+1)!-\frac{(k+1)!}{e} \sum_{j=0}^{k+1} \frac{1}{j!}
\end{align*}
$$

shows that $I_{k+1}$ is also of the proper form.
By mathernatical induction, $I_{n}$ is of the form in 18.8.
Exercise 625: This exercise occurs in [161, 8.39, p. 209]. For each $n \geq 0$, let $S(n)$ denote the statement $y_{n}$ and $y_{n+1}$ are relatively prime integers. First observe that $\alpha$ and $\beta$ are non-zero. Viete's relations are used in this proof: if $x^{2}+p x-1=$ $(x-\alpha)(x-\beta)$, then $p=-(\alpha+\beta)$ and $-1=\alpha \beta$.
Base steps: When $n=0, y_{0}=2$, which is an integer. When $n=1$, (by Viete's relations) $\alpha+\beta=-p$, an integer relatively prime to 2 since $p$ is odd. So $S(0)$ is true.

Inductive step: Let $k \geq 0$ and assume that $S(k)$ is true, that is, assume that, $y_{k}$ and $y_{k+1}$ are relatively prime integers. Then

$$
y_{k+2}=\alpha^{k+2}+\beta^{k+2}
$$

$$
\begin{aligned}
& =\left(\alpha^{k+1}+\beta^{k+1}\right)(\alpha+\beta)-\alpha \beta\left(\alpha^{k}+\beta^{k}\right) \\
& =-y_{k+1} p+y_{k} \quad \text { (by Viete's relations), }
\end{aligned}
$$

which is an integer. Furthermore, if $d$ is a common divisor of $y_{k+2}$ and $y_{k+1}$, then by the above equation, $d$ also divides $y_{k}$. By $S(k), \operatorname{gcd}\left(y_{k+1}, y_{k}\right)=1$, and so $d= \pm 1$, showing that $y_{k+2}$ and $y_{k+1}$ are relatively prime. The statement $S(k+1)$ is true, completing the inductive step.

By mathematical induction, for each $n \geq 0, y_{n}$ and $y_{n+1}$ are relatively prime integers.

Exercise 631: This problem appeared in [411, Prob. 77, pp. 14, 36, 91], complete with solution. One proof is by induction on $n$ :

For a fixed $m$, let $S_{m}(n)$ be the statement that for any polynomial $P(x, y)$ with $x$-degree $m$ and $y$-degree $n$, then $P\left(x, c^{x}\right)$ can have at most $m n+m+n$ real zeros. Throughout, fix $m \geq 0$. For this solution, recall Rolle's theorem: If $f: \mathbb{R} \rightarrow \mathbb{R}$ is a differentiable function on $[a, b]$ with $f(a)=f(b)=0$, then there exists $c \in(a, b)$ so that $f^{\prime}(c)=0$.
Basf, stef: When $n=0, P(x, 0)$ is a polynomial in $x$ of degree $m$, which has at most $m$ zeros; $S_{m}(0)$ follows.

Inductive step: Fix $k \geq 0$ and suppose that $S_{m}(k)$ holds. Let $P(x, y)$ be a polynomial with $x$-degree $m$ and $y$-degree $k+1$. For the moment, suppose that $P(x, y)$ has $N$ zeros. Then by Rolle's theorem (repeated $m+1$ times, by induction, if necessary) the $(m+1)$-st derivative of $P\left(x, e^{x}\right)$ has at least $N-(m+1)$ zeros. Furthermore, this derivative is of the form $e^{x} Q\left(x, e^{x}\right)$ where $Q(x, y)$ has $x$ degree $m$ and $y$ degree $k$.

By the induction hypothesis $S(k), Q\left(x, e^{x}\right)$ has at most $m k+m+k$ zeros, and so $e^{x} Q\left(x, e^{x}\right)$ also has at most $m k+m+k$ zeros. Thus $N-(m+1) \leq m k+m+k$ implies $N \leq m(k+1)+m+(k+1)$, proving $S(k+1)$.

By mathematical induction, for any non-negative integers $m$ and $n$, the statement $S_{m}(n)$ holds.

## Chapter 37

## Solutions: Linear and abstract algebra

### 37.1 Solutions: Linear algebra

Exercise 637: A reduced row echelon form of a matrix is unique. This proof is by induction on the number of columns, as found in an article by Yuster [584]. Another proof is in [273, p. 58$]$, but it is not by induction.

Let $U(n)$ be the statement that for any $m \geq 1$, the RREF of an $m \times n$ matrix $A$ is unique.

Base ster: For $n=1$, the proof is direct.
IndUCTive step: Fix $k \geq 1$ and suppose that $U(k)$ is truc. Let $A$ be an $m \times(k+1)$ matrix with two RREF's $B=\left[b_{i, j}\right]$ and $C=\left[c_{i, j}\right]$. Let $A^{\prime}$ be the $m \times k$ matrix obtained from $A$ by deleting the last column of $A$ : similarly, let $B^{\prime}$ and $C^{\prime}$ be formed from $B$ and $C$ respectively by deleting last columns.

Any sequence of elementary row operations that puts $A$ in RRFF also puts $A^{\prime}$ in RREF. Thus, by induction hypothesis $U(k), B^{\prime}=C^{\prime}$; it remains to show that $B=C$, and for this, it suffices to show that the last columns of $B$ and $C$ agree.

For the moment, suppose that $B \neq C$, and let $i \in\{1,2, \ldots, m\}$ be so that $b_{i, k+1} \neq c_{i, k+1}$. (This assumption is contradicted by showing that $B=C$ follows, from which one concludes $B=C$ in any case. This proof strategy seems strange, so the reader is invited to find a more direct proof.)

Let $\mathbf{x} \in \mathbb{R}^{k+1}$ satisfy $B \mathbf{x}=\mathbf{0}$. Since elementary row operations do not affect the solution spacc, $C \mathbf{x}=\mathbf{0}$ as well, and hence $(B-C) \mathbf{u}=\mathbf{0}$. The first $k$ columms of $B-C$ are columns of zeros. Calculating the $i$-th coordinate of $B \mathbf{x}$,

$$
\left(b_{i, 1}-c_{i, 1}\right) x_{1}+\cdots+\left(b_{i, k+1}-c_{i, k+1}\right) x_{k+1}=0
$$

as the first $k$ columns of $B-C$ are zeros, and $b_{2, k+1}-c_{i, k+1} \neq 0$, it follows that $x_{k+1}=0$. Thus any solution to $B \mathbf{x}=\mathbf{0}$ or $C \mathbf{x}=\mathbf{0}$ must have $x_{k-1}=0$.

Claim: Both the $(k+1)$-th columns of $B$ and $C$ contain leading 1's.
Proof of Claim: In the system $A \mathbf{x}=\mathbf{0}$, for $\mathbf{x}=\left(x_{1} \cdots x_{k+1}\right)^{T}$, if the $(k+1)$-th column of $B$ or $C$ does not contain a leading 1 , then $x_{k+1}$ is a free variable (not necessarily 0 ), contradicting $x_{k+1}=0$, proving the claim.
A.s the first $k$ columns of $B$ and $C$ agree, the leading 1 's in the ( $k+1$ )-th columns of $B$ and $C$ occurs in the same position, namely the first zero row of $B^{\prime}=C^{\prime}$.

Because the remaining entries in the ( $k+1$ )-th columns of $B$ and $C$ must all be zero, these columns agree, giving $B=C$. This contradicts the assumption $B \neq C$, so $B=C$. This proves $U(k+1)$, finishing the inductive step.

By MI, for any $n \geq 1, U(n)$ holds, and since $m$ was arbitrary, the RREF of any $m \times n$ matrix is unique.

Exercise 638: (Marked matrix) This appeared in [161, 8.26, pp. 208, 216] but is an old problem. For positive integers $m$ and $n$, let $P(m, n)$ be the statcment of the problem: In any $m \times n$ matrix of real numbers, if at least $p$ of the largest numbers in each column ( $p \leq m$ ), and at least $q$ of the largest numbers in each row are marked, then at least $p q$ of the numbers are marked at least twice. The result is trivial if either $p=0$ or $q=0$, so assume $p, q>0$. Proof is by induction on $m+n$.

BaSE STEP: If either $m=1$ (then $p=1$ ) or $n=1$ (then $q=1$ ) the statement is easily verified.

Inductive step: Fix $m, n$, both at least 2 , and for some $1 \leq p \leq m, 1 \leq q \leq n$, and assiume that both $P(m, n-1)$ and $P(m-1, n)$ hold. If every entry that is marked is marked twice, then $p q$ entries are marked twice. So assume that some entries that are marked are marked only once; among those marked only once, let $M$ be the largest and suppose $M$ is entry ( $i, j$ ).

Suppose for the moment that $M$ is among the $p$ largest in column $j . M$ is not anong the $q$ largest in row $i$, but since $M$ is largest, these $q$ largest in row $i$ are marked twice. Delete the row $i$. Then the $(m-1) \times n$ matrix that remains has at least $p-1$ largest entries marked in each column, and $q$ largest entries in each row are marked. By induction hypothesis $P(m-1, n)$, at least $(p-1) q$ entries in the smaller matrix are marked twice. Together with the $q$ entries from the original row $i$ that are marked twice, there are $p(q-1)+q=p q$ entries in the original matrix marked twice. Repeat the argument when $M$ is among the $q$ largest in row $i$, and conclude that $P(m, n)$ holds.

By Ml, for all $m, n \geq 1, P(m, n)$ holds.
Exercise 639: For each positive integer $n$, let $P(n)$ be the proposition that if $A$ and $B$ are matrices with $A B=B A$ then $(A B)^{n}=A^{n} B^{n}$.

Base step: When $n=1$, there is nothing to prove, so $P(1)$ holds.

Inductive step: Fix some $k \geq 1$ and suppose that $P(k)$ holds. Then,

$$
\begin{aligned}
(A B)^{k+1} & =(A B)(A B) \cdots(A B) \\
& =A(B A)^{k} B \quad \text { (by associativity) } \\
& =A(A B)^{k} B \\
& =A\left(A^{k} B^{k}\right) B \quad(\text { by } P(k)) \\
& =A^{k+1} B^{k+1},
\end{aligned}
$$

and so $P(k+1)$ also holds, completing the inductive step.
By MI, for all $n \geq 1$, the statement $P(n)$ is true.
Exercise 640: For each positive integer $n$, let $S(n)$ be the statement that for any matrices $A_{1}, A_{2}, \ldots, A_{n}$ of the same size, then

$$
\left(A_{1}+A_{2}+\cdots+A_{n}\right)^{T}=A_{1}^{T}+A_{2}^{T}+\cdots+A_{n}^{T} .
$$

Basf steps: $S(1)$ holds trivially. To see $S(2)$, let $A=\left[a_{i j}\right]$ and $B=\left[b_{i j}\right]$ be $\ell \times m$ matrices. Then the $(i, j)$-th entry of $(A+B)^{T}$ is the $(j, i)$ entry of $A+B$, namely, $a_{j i}+b_{j i}$, which is precisely the $(i, j)$ entry of $A^{T}+B^{T}$, so $S(2)$ holds as well.
Inductive step: For some $k \geq 2$, suppose that $S(k)$ holds, and let $A_{1}, \ldots, A_{k}$, $A_{k+1}$ be matrices of the same size. Then

$$
\begin{aligned}
\left(A_{1}+A_{2}+\ldots+A_{k}+A_{k+1}\right)^{T} & =\left(\left[A_{1}+A_{2}+\ldots+A_{k}\right]+A_{k+1}\right)^{T} \\
& =\left[A_{1}+A_{2}+\ldots+A_{k}\right]^{T}+A_{k+1}^{T} \quad(\text { by } S(2)) \\
& =A_{1}^{T}+A_{2}^{T}+\cdots+A_{k}^{T}+A_{k+1} \quad(\text { by } S(k))
\end{aligned}
$$

proving that $S(k+1)$ holds, completing the inductive step.
By the principle of mathematical induction, for all $n \geq 1, S(n)$ holds.
Exercise 641: For a positive integer $n$, let $P(n)$ denote the statement that if $A_{1}, A_{2}, \ldots, A_{n}$ are square matrices of the same size, then

$$
\left(A_{1} A_{2} \cdots A_{n}\right)^{T}=A_{n}^{T} \cdots A_{2}^{T} A_{1}^{T}
$$

As in Exercise 640, most of the work is done in proving $P(2)$.
Base steps: When $n=1$, there is nothing to prove, so examine the case $n=2$. For notational convenience, instead of using $A_{1}$ and $A_{2}$, suppose that $A=\left(a_{i j}\right)$ and $B=\left(b_{i j}\right)$ are two $m \times m$ matrices. To show $P(2)$, one needs to prove that

$$
\begin{equation*}
(A B)^{T}=B^{T} A^{T} . \tag{37.1}
\end{equation*}
$$

For $k, \ell \in\{1, \ldots, m\}$; the $(k, \ell)$ entry of $(A B)^{T}$ is the $(\ell, k)$ entry of $A B$, namely

$$
a_{\ell, 1} b_{1, k}+a_{\ell, 2} b_{2, k}+\cdots+a_{\ell, m} b_{m, k}
$$

which is precisely the ( $k, \ell$ ) entry of $B^{T} A^{T}$, which proves equation (37.1), and so the base case $P(2)$.
Inductive step: Fix some $q \geq 2$ and suppose that $P(q)$ is true. Let $A_{1}, \ldots, A_{q}$, $A_{q+1}$ be square matrices of the same size. Then

$$
\begin{align*}
\left(A_{1} \cdots A_{q} A_{q+1}\right)^{T} & =\left(\left(A_{1} A_{2} \cdots A_{q}\right) A_{q+1}\right)^{T} \\
& =A_{q+1}^{T}\left(A_{1} A_{2} \cdots A_{q}\right)^{T}  \tag{2}\\
& =A_{q+1} A_{q}^{T} \cdots A_{2}^{T} A_{1}^{T} \tag{p}
\end{align*}
$$

proves that $P(p+1)$ also holds, completing the inductive step.
By MI, for each $n \geq 1, I^{P}(n)$ holds.
Exercise 642: The only difference between this exercise and Exercise 641 is that $A_{1}, A_{2}, \ldots, A_{n}$ are matrices that might not be square. One need only repeat the proof of Exercise 641 being careful to note that if the sizes of the matrices are such that the product $A_{1} A_{2} \cdots A_{n}$ is defined, then so is the product $A_{n}^{T} \cdots A_{2}^{T} A_{1}^{T}$.

Exercise 643: If $A$ and $M$ are $m \times m$ matrices and one wants to show that $M=A^{-1}$, by definition, one needs to show that $A M=I_{m}=M A$. In fact, it suffices to show only one of $A M=: I$ or $M A=I$; one proof of this fact uses the fact that $M$ is invertible iff for any column matrix $X, M X=\mathbf{0}$ implies $X=0$. (Suppose that $A M=I$ and put $M X=0$. Multiplying on the left by $A, A M X=\mathbf{0}$, and so $X=0$, which shows that $M^{-1}$ exists. Multiplying $A M=I$ on the right by $M^{-1}$ then gives $A=M^{-1}$, so $A$ is invertible with $A^{-1}=M$.)

For $n \geq 1$, let $C(n)$ be the claim that if $A_{1}, A_{2}, \ldots, A_{n}$ are invertible matrices of the same size, then

$$
\left(A_{1} A_{2} \cdots A_{n}\right)^{-1}=A_{n}^{-1} \cdots A_{2}^{-1} A_{1}^{1}
$$

Base steps: The claim $C(1)$ says $A_{1}{ }^{1}=A_{1}^{-1}$, a trivially true statement. To prove $C(2)$, one must show that $(A B)^{-1}=B^{-1} A^{-1}$. To this end, obscrve that, by associativity of multiplication,

$$
A B\left(B^{1} A^{-1}\right)=A\left(B B^{-1}\right) A^{-1}-A I A^{-1}=A A^{-1}=I .
$$

Inductive step: Fix $k \geq 2$ and suppose that $C(k)$ is true. Let $B_{1}, \ldots, B_{k}, B_{k+1}$ be invertible matrices of the same sizc. By $C(k)$, the matrix $B_{1} B_{2} \cdots B_{k}$ is invertible, with

$$
\left(B_{1} B_{2} \cdots B_{k}\right)^{-1}=B_{k}^{-1} \cdots B_{2}^{-1} B_{1}^{-1} .
$$

By $C(2)$, with $A_{1}=B_{1} \cdots B_{k}$ and $A_{2}=B_{k+1}$, the product $B_{1} B_{2} \cdots B_{k} B_{k+1}$ is also invertible with

$$
\begin{aligned}
\left(B_{1} B_{2} \cdots B_{k} B_{k+1}\right)^{-1} & =B_{k+1}^{1}\left(B_{1} \cdots B_{k}\right)^{-1} \\
& =B_{k+1}^{-1} B_{k}^{-1} \cdots B_{1}^{-1}
\end{aligned}
$$

which proves $C(k+1)$, completing the inductive step.
By MI, for each $n \geq 1$, the claim $C(n)$ is true.
Exercise 644: This proof is outlined by Foulds and Johnston in [196], where totally unimodular matrices are related to integer programming problems.

Let $A$ be an $m \times n$ matrix with the following two properties:
(i) Every column of $A$ contains at most two non-zero entries.
(ii) Every entry in $A$ is either $-1,0$, or 1 .

Furthermore, assume that there is a partition of the rows of $A$ into disjoint sets $R_{1}$ and $R_{2}$ so that the next two properties hold:
(iii) For $i \neq j$, if $a_{i k}$ and $a_{j k}$ are non-zero and have the same sign, then row $i$ is in $R_{1}$ and row $j$ is in $R_{2}$, or row $i$ is in $R_{2}$ and row $j$ is in $R_{1}$.
(iv) For $i \neq j$, if $a_{i k}$ and $a_{j k}$ are non-zero and have different signs, then row $i$ and row $j$ are both in $R_{1}$, or row $i$ and row $j$ are both in $R_{2}$.

To show that $A$ is totally unimodular, one applies induction on the size of the square submatrices (and show each has determinant $-1,0$, or 1 ). Let $U(p)$ denote the statement that any non-singular $p \times p$ submatrix of $A$ is unimodular.

Basf: ster: Since $A$ satisfies (ii), cach $1 \times 1$ submatrix of $A$ is either singular or has determinant -1 or 1 , and so $U(1)$ holds.

Inductive step: Fix some $\ell \geq 1$, and suppose that every non-singular $\ell \times \ell$ submatrix of $A$ is unimodular, that is, $U(\ell)$ holds, and let $B$ be a $(\ell+1) \times(\ell+1)$ submatrix of $A$. If $B$ has a row of zeros, $B$ is singular.

If $B$ has a column, say the $k$-th column, with precisely one non-zero entry, say, $a_{i k} \in\{\cdots 1,1\}$ then the determinant of $B$ can be expanded along column $j$, and $U(\ell)$ applies to the $\ell \times \ell$ cofactor of $a_{i j}$, giving $B$ a determinant equal to -1 or 1 .

Suppose that every column of $B$ has two non-zcro entries. Then for every column $k$, (iii) or (iv) applies, and thus

$$
\sum_{i \in R_{1}} a_{i k}=\sum_{i \in R_{2}} a_{i k} .
$$

With a little work, one can see that this equation implies that some linear combination of rows is zero, and so $B$ is singular.

In all cases, $B$ is either singular or mimodular, concluding the inductive step $U(\ell) \rightarrow U(\ell+1)$.

By mathematical induction, for each $\ell \geq 1, U(\ell)$ holds; in other words, every nonsingular square submatrix of $A$ is unimodular, and so $A$ is totally unimodular.

Exercise 645: 'This exercise has a direct proof without induction -simply look at the cofactor expansion along a row of zeros. If one expands the determinant along any column, induction can be used:

For each $n \geq 1$, let $P(n)$ be the proposition that if $A$ is an $n \times n$ matrix containing a row of zeros, then $\operatorname{det}(A)=0$.
Base step: The $1 \times 1$ matrix [ 0 ] trivially consists of one row of zeros, and has determinant 0 , so $P(1)$ holds.

Inductive step: Fix some $r \geq 1$ and suppose that $P(r)$ holds. Let $M=\left[m_{i j}\right]$ be an $(r+1) \times(r+1)$ matrix with row $z$ all zeros. Examine the cofactor expansion along the first column, and for each row $i$, let $M_{i}$ be the $r \times r$ principal submatrix determined by deleting the first column and row $i$. Since $A$ had a row of zeros, for each $i \neq z, M_{i}$ contains a row of zeros and by induction hypothesis $P(r), \operatorname{det}\left(M_{i}\right)=0$. Expanding along the first column,

$$
\begin{aligned}
\operatorname{det}(M) & =\left(\sum_{i \neq z} m_{i 1} \operatorname{det}\left(M_{i}\right)\right)+m_{z 1} \operatorname{det}\left(M_{z}\right) \\
& =\left(\sum_{i \neq z} m_{i 1} \cdot 0\right)+0 \cdot \operatorname{det}\left(M_{z}\right)
\end{aligned}
$$

and so $\operatorname{det}(M)=0$, proving $P(r+1)$ and concluding the inductive step.
By mathematical induction, for each $n \geq 1, P(n)$ holds.
Exercise 646: For each integer $n \geq 2$, let $P(n)$ denote the statement that if $A$ is an $n \times n$ matrix with two columns equal, then $\operatorname{det}(A)=0$. (In the proof below, straight bars outside of a matrix indicate the determinant of the matrix.)
BASE STEP: $\left|\begin{array}{ll}a & a \\ b & b\end{array}\right|=a b-a b=0$ shows $P(2)$ is true.
Inductive step: Let $k \geq 2$ and suppose $P(k)$ holds. Let $A$ be a $(k+1) \times(k+1)$ matrix with two columns identical. Fix two of the columns that are identical. Use the cofactor expansion along any of the other columns; all the $k \times k$ submatrices used in the expansion will have identical columns, to which the inductive hypothesis $P(k)$ applies, giving zero cofactors, and hence zero determinant.

By MI, for each $n \geq 2$, the proposition $P(n)$ is true.
Remark: If, in the inductive step above, one tries to expand along a row, one gets all but at most two cofactors being zero, but then one needs to show that the
last two are negative of one another, and for this, one necds to know about the affect on the determinant of switching two columns-however, if one had that fact, the result of the exercise is trivial because switching two identical columns gives the same matrix and $-\operatorname{det}(A)=\operatorname{det}(A)$ implies $\operatorname{det}(A)=0$.

Exercise 647: The proof given here is for $\beta=\gamma=1$; the general proof is similar but notationally a bit more cumbersome. Let $S(n)$ be the statement of the result, for $n \times n$ matrices. The following notation is convenient: if $M$ is a matrix. the matrix produced by deleting the $i$-th row and $j$-th column is denoted $M_{i j}$ (in contrast with $m_{\imath j}$, the ( $i, j$ ) entry of $M$ ). The proof procceds by induction on $n$.
BASE STEP: For $n=1$, the result is easily verified (as it is also for $n=2$ ).
Inductive step: Fix $m \geq 2$ and suppose that $S(m-1)$ is true. Let $A, B, C$ be $m \times m$ matrices so that the $k$-th column of $A$ is the sum of the $k$-th columns of $B$ and $C$. Examine the Laplace expansion of $A$ along the first row:

$$
\begin{equation*}
\operatorname{det}(A)=a_{11} \operatorname{det} A_{11}-\cdots+(-1)^{1+j} a_{1 j} \operatorname{det} A_{1 j}+\cdots+(-1)^{1+n} a_{i m} \operatorname{det} A_{1 m} \tag{37.2}
\end{equation*}
$$

Examine the terms above, considering two cases:

1. When $j \neq k$, by $S(m-1)$, since $A_{1 j}, B_{1 j}$, and $C_{1 j}$ are identical except that, one column of $A_{1, j}$ is the sum of the corresponding columns in $B_{1 j}$ and $C_{1 j}$.

$$
\operatorname{det} A_{1 j}=\operatorname{det} B_{1 j}+\operatorname{det} C_{1 j}
$$

Also, $a_{1 j}=b_{1 j}=c_{1 j}$.
2. When $j=k, a_{1 k}=b_{1 k}+c_{1 k}$ and $A_{1 k}=B_{1 k}=C_{1 k}$.

Thus (37.2) becomes

$$
\begin{aligned}
\operatorname{det}(A)= & \sum_{j \neq k}(-1)^{1+j} a_{1 j} \operatorname{det} A_{1 j}+(-1)^{1+k} a_{1 k} \operatorname{det} A_{1 k} \\
= & \sum_{j \neq k}(-1)^{1+j} a_{1 j}\left[\operatorname{det} B_{1 j}+\operatorname{det} C_{1 j}\right]+(-1)^{1+k}\left(b_{1 k}+c_{1 k}\right) \operatorname{det} A_{1 k} \\
= & \sum_{j \neq k}(-1)^{1+j} a_{1 j} \operatorname{det} B_{1 j}+\sum_{j \neq k}(-1)^{1+j} a_{1 j} \operatorname{det} C_{1, j} \\
& \quad+(-1)^{1+k} b_{1 k} \operatorname{del} A_{1 k}+(-1)^{1+k} c_{1 k} \operatorname{det} A_{1 k} \\
= & \sum_{p \neq k}(-1)^{1+j} b_{1 j} \operatorname{det} B_{1 j}+\sum_{j \neq k}(-1)^{1 i \cdot j} C_{1 j j} \operatorname{det} C_{1 j} \\
& \quad+(-1)^{1+k} b_{1 k} \operatorname{det} B_{1 k}+(-1)^{1+k} c_{1 k} \operatorname{det} C_{1 k} \\
= & \operatorname{det}(B)+\operatorname{det}(C)
\end{aligned}
$$

thereby proving $S(m)$. This concludes the inductive step.

By MI, for all $m \geq 1$, the result $S(m)$ holds (for $\beta=\gamma=1$ ).
Exercise 648: (Brief) For $n \geq 1$, let $C(n)$ be the statement that for any $n \times n$ matrix $A, \operatorname{det}\left(A^{T}\right)=\operatorname{det}(A)$.
Base step: For $n=1, A^{T}=A$ and so $C(1)$ is direct.
Inductive step: For some $k \geq 1$, assume that $C(k)$ holds, and let $A$ be $(k+1) \times$ $(k+1)$. Expand the determinant of $A$ along any row, and compute the determinant of $A^{T}$ by expanding along the corresponding column. All the corresponding minors are "transposes" of one another, and so by $C(k)$, have the same determinant. Thus the expansions are identical, showing $C(k+1)$.

Thus, by induction, for each $n \geq 1, C(n)$ is true.
Exercise 649: For each $n \in \mathbb{Z}^{\dagger}$, let $S(n)$ be the statement that for any $n \times n$ triangular matrix, its determinant is the product of the entries on the main diagonal.

Base step: Since all $1 \times 1$ matrices are triangular, and the determinant of such a matrix $T=[t]$ is $t$, a trivial product of the diagonal elements, so $S(1)$ is true.
Inductive step: Fix $k \geq 1$, and suppose that $S(k)$ is true. Let $T$ be an ( $k+$ 1) $\times(k+1)$ triangular matrix with diagonal entries $d_{1}, \ldots, d_{k+1}$. Without loss of generality, assume that $T$ is upper triangular (for a similar proof holds when $T$ is lower triangular). Let the ( 1,1 ) minor of $T$ ' (obtained by deleting the first row and first column of $T$ ) be denoted by $T_{1,1}$. Then expanding the determinant of $T$ along the first colurnn, only one term survives, namely $\operatorname{det}(T)=d_{1} \operatorname{det}\left(T_{1,1}\right)$. Since the $k \times k$ matrix $T_{1,1}$ is still triangular, by $S(k)$, $\operatorname{det}\left(T_{1, \mathrm{~B}}\right)$ is the product of the remaining $d_{i}$ 's, and so $\operatorname{det}\left(T^{\prime}\right)$ is the product of all its diagonal elements, proving $S(k+1)$.

By mathematical induction, for every $n \geq 1, S(n)$ is true.
Exercise 650: S. H. Lui kindly gave this solution in the form of source code from his class notes [360]; I have slightly modified some details.

When $n=1$, the result is trivial, so let $n \geq 2$.
To prove one direction, suppose that an $n \times n$ matrix $A$ has the LU-decomposition $A=L U$, and let $A_{k}$ be the $k \times k$ leading principal submatrix of $A$. If one writes

$$
L=\left[\begin{array}{cc}
L_{11} & \mathbf{0} \\
L_{21} & L_{22}
\end{array}\right], \text { and } U=\left[\begin{array}{cc}
U_{11} & U_{12} \\
\mathbf{0} & U_{22}
\end{array}\right] \text {. }
$$

where $L_{11}$ and $U_{11}$ are the $k \times k$ leading principal submatrices of $L$ and $U$ respectively (and the $\mathbf{0}$-matrices are of appropriate sizes), then by block multiplication, $A_{k}=$ $L_{11} U_{11}$.

Since $A$ is non-singular, every diagonal entry of $U$ and hence of $U_{11}$ is non-zero; thus $U_{11}$ is invertible, and so $A_{k}$ is invertible. This proves one direction of the theorem.

Suppose that for each $k \in\{1,2, \ldots, n\}$, the $k \times k$ leading principal submatrix $A_{k}$ of $A$ is non-singular. 'The proof that $A$ has an LU-decomposition is achieved by showing inductively that each $A_{1}, A_{2}, A_{3}, \ldots$ has an LU-decomposition, and ultimately, that $A=A_{n}$ has an LU-decomposition.

The case $k=1$ is trivial. Fix some $k \geq 2$ and let the inductive hypothesis be that $A_{k}$. has an LU-decomposition $L_{k-1} U_{k-1}=A_{k-1}$, where $L_{k-1}$ is an invertible lower triangular $(k-1) \times(k-1)$ matrix, and $U_{k-1}$ is upper triangular. (By assumption both $A_{k .1}$ and $A_{k}$ are also invertible.) Write

$$
\Lambda_{k}=\left[\begin{array}{cc}
\Lambda_{k-1} & B \\
C & a_{k k}
\end{array}\right]
$$

for some $(k-1) \times 1$ matrix $B$ and $1 \times(k-1)$ matrix $C$. It is not too difficult to verify that $A_{k}$ has an LU factorization $A_{k}=L_{k} U_{k}$ where

$$
L_{k}=\left[\begin{array}{cc}
L_{k-1} & \mathbf{0} \\
C U_{k-1}^{-i-1} & 1
\end{array}\right] \text { and } U_{k}=\left[\begin{array}{cc}
U_{k-1} & L_{k}^{-1} B \\
\mathbf{0} & a_{k k}-c^{T} A_{k-1}^{-1} B
\end{array}\right] .
$$

Of course $L_{k}$ is unit lower triangular while $U_{k}$ is upper triangular. Note that $a_{k k}-$ $C A_{k-1}^{-1} B \neq 0$ since $A_{k}$ is non-singular.

Exercise 651: The proof is by induction on $n \geq 1$. For each $n \in \mathbb{Z}^{+}$, let $P(n)$ be the proposition for $n \times n$ matrices.

Base s'tep: The statement $P(1)$ is trivial because any $1 \times 1$ matrix is already upper triangular, so use $U=[1]=I_{1}$.
Induction step: Fix a positive integer $k$ and assume that $P(k)$ is truc. Let $A \in M_{(k+1) \times(k+1)}(\mathbb{C})$. Let $\lambda$ be an eigenvalue of $A$ and let $\mathbf{v} \neq \mathbf{0}$ be an eigenvector associated with $\lambda$. Without loss of generality, assume that $\|v\|=1$. Extend $\mathbf{v}$ to an orthonormal basis $\left\{\mathbf{v}, \mathbf{v}_{\mathbf{1}}, \ldots, \mathbf{v}_{k}\right\}$ of $\mathbb{C}^{k+1}$. Viewing these vectors as column vectors, form the matrix

$$
U_{1}=\left[\mathbf{v}\left|\mathbf{v}_{1}\right| \cdots \mid \mathbf{v}_{k}\right] \in M_{\{k+1) \times(k+1)}(\mathbb{C}) .
$$

It is not difficult to verify that $U_{1}$ is unitary. (In fact, any unitary matrix with $\mathbf{v}$ as its first column is all that is needed.) Let $W \in M_{(k+1) \times(k)}(\mathbb{C})$ be the principal submatrix of $U_{1}$ formed by deleting the first column, i.e., $W=\left[\mathbf{v}_{1}|\cdots| \mathbf{v}_{k}\right]$ or $\left.U_{1}=|\mathbf{v}| W\right]$. Define.

$$
A_{1}=U_{1}^{*} A U_{1}-\left[\begin{array}{c}
\mathbf{v}^{*} \\
W^{*}
\end{array}\right] A\left[\mathbf{v} W^{*}\right]=\left[\begin{array}{c|c}
\mathbf{v}^{*} A \mathbf{v} & \mathbf{v}^{*} A W \\
\hline W^{*} A \mathbf{v} & W^{*} A W
\end{array}\right] .
$$

Since $A \mathbf{v}=\lambda \mathbf{v}$ and $\mathbf{v}^{*} \mathbf{v}=1$, then $\mathbf{v}^{*} A \mathbf{v}-\lambda$. Also, since the columms of $W$ are all orthogonal to $\mathbf{v}, W^{*} \mathbf{v}=\mathbf{0}_{k \times 1}$, and so $W^{*} A \mathbf{v}=\lambda W^{*} \mathbf{0}=\lambda \mathbf{0}=\mathbf{0}$. Thus

$$
A_{1}=\left[\begin{array}{c|c}
\lambda & \mathbf{v}^{*} A W \\
\hline \mathbf{0}_{k \times 1} & W^{*} A W
\end{array}\right]
$$

Then $W^{*} A W \in M_{k \times k}(\mathbb{C})$, and so by the induction hypothesis $P(k)$, there exists a unitary $U_{2} \in M_{k \times k}(\mathbb{C})$ so that $T_{1}=U_{2}^{*}\left(W^{*} A W\right) U_{2} \in M_{k \times k}(\mathbb{C})$ is upper triangular.

Form the matrix $\hat{U}_{2}=\left[\begin{array}{c|c}1 & \mathbf{0}_{k \times 1} \\ \hline \mathbf{0}_{1 \times k} & U_{2}\end{array}\right] \in M_{(k+1) \times(k+1)}(\mathbb{C})$. Then

$$
\left(\hat{U}_{2}\right)^{*} \hat{U}_{2}=\left[\begin{array}{c|c}
1 & \mathbf{0}_{k \times 1} \\
\hline \mathbf{0}_{1 \times k} & \left(U_{2}\right)^{*} U_{2}
\end{array}\right]=\left[\begin{array}{c|c}
1 & \mathbf{0}_{k \times 1} \\
\hline \mathbf{0}_{1 \times k} & I_{k}
\end{array}\right]=I_{k+1},
$$

and so $\hat{U}_{2}$ is unitary. Also, by simple block multiplication,

$$
\left(\hat{U}_{2}\right)^{*} A_{1} \hat{U}_{2}=\left[\begin{array}{c|c}
\lambda & \mathbf{v} A W U_{2} \\
\hline \mathbf{0}_{1 \times k} & \left(U_{2}\right)^{*}\left(W^{*} A W\right) U_{2}
\end{array}\right]=\left[\begin{array}{c|c}
\lambda & \mathbf{v} A W U_{2} \\
\hline \mathbf{0}_{1 \times k} & T_{1}
\end{array}\right],
$$

which is upper triangular. Then $P(k+1)$ is satisfied with upper triangular $T=$ $\left(\hat{U}_{2}\right)^{*} A \hat{U}_{2}=\hat{U}_{2}^{*} U_{1}^{*} A U_{1} \hat{U}_{2} \in M_{(k+1) \times(k+1)}(\mathbb{C})$ and unitary $U=U_{1} \hat{U}_{2}$. This completes the inductive step $P(k) \rightarrow P(k+1)$.

By mathematical induction, for each $n \geq 1, P(n)$ is true.
Exercise 652: S. H. Lui kindly gave this solution in the form of source code from his class notes [ 360 ]; aside from minor typesetting changes, the proof is verbatim. The statement given by Lui was for real matrices, however I think his proof is for complex matrices.
$(\Rightarrow)$ Let $A=P D P^{*}$ with $P^{*} P=I$ and $D$ diagonal. Now

$$
\begin{aligned}
A A^{*} & =P D P^{*}\left(P D P^{*}\right)^{*}=P D P^{*} P D^{*} P^{*} \\
& =P D D^{*} P^{*}=P D^{*} D P^{*}=P D^{*} P^{*} P D P^{*} \\
& =A A^{*}
\end{aligned}
$$

since $D$ is diagonal and so $D D^{*}=D^{*} D$.
$(\Leftrightarrow)$ True for $n=1$. Suppose true for $n-1$. Let $A$ be a normal $n \times n$ matrix. From the Schur decomposition theorem [see Exercise 651], there exists a unitary $U$ such that $U^{*} A U=T$, where $T$ is upper triangular. Let $t$ be an $(n-1)$ row vector, $\tau \in \mathbb{C}$, and $S \in \mathbb{R}^{(n-1) \times(n-1)}$ be upper triangular such that

$$
T=\left[\begin{array}{c|c}
\tau & t \\
\hline 0 & S
\end{array}\right]
$$

Since $A$ is normal, $T$ is also normal.

$$
\begin{aligned}
& T^{*} T=T T^{*} \Longrightarrow\left[\begin{array}{c|c}
\bar{\tau} & 0 \\
\hline t^{*} & S^{*}
\end{array}\right]\left[\begin{array}{c|c}
\tau & t \\
\hline 0 & S
\end{array}\right]=\left[\begin{array}{c|c}
\tau & t \\
\hline 0 & S
\end{array}\right]\left[\begin{array}{c|c}
\bar{\tau} & 0 \\
\hline t^{*} & S^{*}
\end{array}\right] \\
& L H S=\left[\begin{array}{c|c}
|\tau|^{2} & \bar{\tau} t \\
\hline t^{*} \tau & |t|_{2}^{2}+S^{*} S
\end{array}\right], \quad R H S=\left[\begin{array}{c|c}
|\tau|^{2}+|t|_{2}^{2} & t S^{*} \\
\hline S t^{*} & S S^{*}
\end{array}\right] .
\end{aligned}
$$

Therefore, $|\tau|^{2}=|\tau|^{2}+|t|_{2}^{2}$ which implies that $t=0$. Now $S^{*} S=S S^{*} \Longrightarrow S$ is normal.

Induction hypothesis implies that there exists unitary $V$ such that $V^{*} S V=E \in$ $\mathbb{R}^{(n-1) \times(n-1)}$, a diagonal matrix. Let $Q=U\left[\begin{array}{l|l}1 & \\ \hline & V\end{array}\right]$. Then

$$
\begin{aligned}
Q^{*} A Q & =\left[\begin{array}{l|l}
1 & \\
\hline & V^{*}
\end{array}\right] U^{*} A U\left[\begin{array}{l|l}
1 & \\
\hline & V
\end{array}\right] \\
& =\left[\begin{array}{l|l}
1 & \\
\hline & V^{*}
\end{array}\right]\left[\begin{array}{l|l}
\tau & 0 \\
\hline 0 & S
\end{array}\right]\left[\begin{array}{l|l}
1 & \\
\hline & V
\end{array}\right] \\
& =\left[\begin{array}{l|l}
\tau & \\
\hline & E
\end{array}\right]
\end{aligned}
$$

Note that $Q$ is unitary since both $U$ and $V$ are.
Exercise 653: S. H. Lui kindly gave this solution in the form of source code from an early draft of his class notes [360]; I have only slightly modified some typesetting, otherwise not altering his notes.

Induction on $n$. $n=1$ is finc.
Suppose true for $n-1$. Let $A \in \mathbb{R}^{n \times n}$ be symmetric positive definite.

$$
A=\left[\begin{array}{c|c}
B & \mathbf{a} \\
\hline \mathbf{a}^{T} & a_{n n}
\end{array}\right], \quad B \in \mathbb{R}^{n-1 \times n-1} \text { symmetric, } \mathbf{a} \in \mathbb{R}^{n-1}
$$

Note that $a_{n n}=e_{n}^{T} A e_{n}>0$ since $A$ is positive definite. Let $\mathbf{y} \in \mathbb{R}^{n-1}, \mathbf{y} \neq \mathbf{0}$, show $y^{T} B y>0$. Since $A$ is positive definite,

$$
\left[\begin{array}{l}
\mathbf{y} \\
0
\end{array}\right]^{T} A\left[\begin{array}{l}
\mathbf{y} \\
0
\end{array}\right]=\left[\begin{array}{l}
\mathbf{y} \\
0
\end{array}\right]^{T}\left[\begin{array}{c|c}
B & \mathbf{a} \\
\hdashline \mathbf{a}^{T} & a_{n n}
\end{array}\right]\left[\begin{array}{l}
\mathbf{y} \\
0
\end{array}\right]=\mathbf{y}^{T} B \mathbf{y}>0 .
$$

Induction hypothesis implies that there exists a unique upper triangular $S$ with positive diagonal entries such that $B=S^{T} S$. Let

$$
A=\left[\begin{array}{c|c}
S^{T} S & \mathbf{a} \\
\hline \mathbf{a}^{T} & a_{n n}
\end{array}\right]=\left[\begin{array}{c|c}
S^{T} & \\
\hline \mathbf{b}^{T} & c
\end{array}\right]\left[\begin{array}{c|c}
S & \mathbf{b} \\
\hline & c
\end{array}\right]=R^{T} R
$$

where $c \in \mathbb{R}, \mathbf{b} \in \mathbb{R}^{n-1}$. From the above system, $\mathbf{a}=S^{T} \mathbf{b}$ and $a_{n n}=\mathbf{b}^{T} \mathbf{b}+c^{2}$. Since $S$ is nonsingular, $\mathbf{b}=S^{-T} \mathbf{a}$. If it can be shown that $a_{n n}-\mathbf{b}^{T} \mathbf{b}>0$, then one is able to define $c=\sqrt{a_{n n}-\mathbf{b}^{T} \mathbf{b}}$.

By a direct calculation, $a_{n n}-\mathbf{b}^{T} \mathbf{b}=a_{n n}-\mathbf{a}^{T} B^{-1} \mathbf{a}$. Define $\gamma=B^{-1} \mathbf{a}$. Since $A$ is positive definite,

$$
0<\left[\gamma^{T},-1\right]\left[\begin{array}{c|c}
B & \mathbf{a} \\
\mathbf{a}^{T} & a_{n n}
\end{array}\right]\left[\begin{array}{c}
\gamma \\
-1
\end{array}\right]
$$

$$
\begin{aligned}
& =a_{n n}-\mathbf{a}^{T} B^{-1} \mathbf{a} \\
& =a_{n n}-\mathbf{b}^{T} \mathbf{b} .
\end{aligned}
$$

This is what was wanted to show.
Finally, to show uniqueness: Let $A=R^{T} R=\tilde{R}^{T} \tilde{R}$ where $\tilde{R}$ is upper triangular with positive diagonal entries. Then $\tilde{R}^{-T} R^{T}=\tilde{R} R^{-1}$. Note that the inverse of an upper triangular matrix is upper triangular and the product of two upper triangular matrices is upper triangular. The same remark applies to lower triangular matrices. Hence $\tilde{R}^{-T} R^{T}=\tilde{R} R^{-1}=D$, a diagonal matrix. Look at the $(i, i)$ entry of $\tilde{R}=D R$ and of $R^{T}=\dot{R}^{T} D$ to obtain $\tilde{r}_{i i}=d_{i i} r_{i i}$ and $r_{i i}=\tilde{r}_{i i} d_{i i}$ or $d_{i i}= \pm 1$. Since $r_{i i}$ and $\tilde{r}_{i i}$ are positive, $d_{i i}=1$ for every $i$ and so $D$ is the identity matrix which implies that $R=\tilde{R}$.

Exercise 654: Fix a constant $c$, and for each $n \geq 1$, let $C(n)$ be the claim that

$$
\left[\begin{array}{ll}
1 & c \\
0 & 1
\end{array}\right]^{n}=\left[\begin{array}{cc}
1 & c n \\
0 & 1
\end{array}\right]
$$

Base step: $C(1)$ is trivially true.
Inductive step: Fix $k \geq 1$ and let the inductive hypothesis be that $C(k)$ is true. It remains to prove that

$$
C^{C}(k+1):\left[\begin{array}{ll}
1 & c \\
0 & 1
\end{array}\right]^{k+1}=\left[\begin{array}{cc}
1 & c:(k+1) \\
0 & 1
\end{array}\right] .
$$

Starting with the LHS of $C(k+1)$,

$$
\begin{aligned}
{\left[\begin{array}{ll}
1 & c \\
0 & 1
\end{array}\right]^{k+1} } & =\left[\begin{array}{ll}
1 & c \\
0 & 1
\end{array}\right]^{k}\left[\begin{array}{ll}
1 & c \\
0 & 1
\end{array}\right] \\
& =\left[\begin{array}{cc}
1 & c k \\
0 & 1
\end{array}\right]\left[\begin{array}{ll}
1 & c \\
0 & 1
\end{array}\right] \quad(\text { by } C(k)) \\
& =\left[\begin{array}{cc}
1 & c+c k \\
0 & 1
\end{array}\right],
\end{aligned}
$$

which is equal to the RIIS of $C(k+1)$. This completes the inductive step $C^{\prime}(k) \rightarrow$ $C(k+1)$.

By mathematical induction, for each $n \geq 1, C(n)$ is true.
Exercise 655: Fix constants $a, b$. For each $n>1$, let $C(n)$ be the claim that $\left[\begin{array}{ll}a & 0 \\ 0 & b\end{array}\right]^{n}=\left[\begin{array}{cc}a^{n} & 0 \\ 0 & b^{n}\end{array}\right]$.

BASE STEP: $C(1)$ says $\left[\begin{array}{ll}a & 0 \\ 0 & b\end{array}\right]^{1}=\left[\begin{array}{cc}a^{1} & 0 \\ 0 & b^{1}\end{array}\right]$, which is true.
Inductive step: Fix some $k \geq 1$ and suppose that $C(k)$ is true. Then

$$
\begin{aligned}
{\left[\begin{array}{ll}
a & 0 \\
0 & b
\end{array}\right]^{k+1} } & =\left[\begin{array}{ll}
a & 0 \\
0 & b
\end{array}\right]^{k}\left[\begin{array}{ll}
a & 0 \\
0 & b
\end{array}\right] \\
& =\left[\begin{array}{cc}
a^{k} & 0 \\
0 & b^{k}
\end{array}\right]\left[\begin{array}{ll}
a & 0 \\
0 & b
\end{array}\right] \quad(b y \quad C(k)) \\
& =\left[\begin{array}{cc}
a^{k+1} & 0 \\
0 & b^{k+1}
\end{array}\right]
\end{aligned}
$$

shows that $C(k+1)$ is also true, completing the inductive step.
By mathematical induction, for each $n \geq 1, C(n)$ is true.

Exercise 656: For each $n \geq 2$, let $A(n)$ be the assertion that

$$
\left[\begin{array}{ll}
4 & 2 \\
2 & 1
\end{array}\right]^{n}=5^{n-1}\left[\begin{array}{ll}
4 & 2 \\
2 & 1
\end{array}\right]
$$

In fact, even when $n=1, A(n)$ is true, however, in keeping with the exercise, this proof starts at $n=2$.

Base step $(n=2)$ : Since

$$
\left[\begin{array}{ll}
4 & 2 \\
2 & 1
\end{array}\right]\left[\begin{array}{ll}
4 & 2 \\
2 & 1
\end{array}\right]=\left[\begin{array}{cc}
20 & 10 \\
10 & 5
\end{array}\right]=5\left[\begin{array}{ll}
4 & 2 \\
2 & 1
\end{array}\right] .
$$

$A(2)$ holds.
Inductive step: Fix some $k \geq 2$ and assume that $A(k)$ is true. Then

$$
\begin{aligned}
{\left[\begin{array}{ll}
4 & 2 \\
2 & 1
\end{array}\right]^{k+1} } & =\left[\begin{array}{ll}
4 & 2 \\
2 & 1
\end{array}\right]^{k}\left[\begin{array}{ll}
4 & 2 \\
2 & 1
\end{array}\right] \\
& =5^{k-1}\left[\begin{array}{ll}
4 & 2 \\
2 & 1
\end{array}\right]\left[\begin{array}{ll}
4 & 2 \\
2 & 1
\end{array}\right] \quad(b y A(k)) \\
& =5^{k-1}\left[\begin{array}{cc}
20 & 10 \\
10 & 5
\end{array}\right] \\
& =5^{k-1} \cdot 5\left[\begin{array}{ll}
4 & 2 \\
2 & 1
\end{array}\right]=5^{k}\left[\begin{array}{ll}
4 & 2 \\
2 & 1
\end{array}\right]
\end{aligned}
$$

shows that $A(k+1)$ is also true, completing the inductive step.
By mathematical induction, for each $n \geq 2, A(n)$ holds.

Exercise 657: (rotation matrix) For any $\theta \in \mathbb{R}$ and $n \geq 1$, let $S(n)$ be the statement

$$
\left[\begin{array}{cc}
\cos (\theta) & -\sin (\theta) \\
\sin (\theta) & \cos (\theta)
\end{array}\right]^{n}=\left[\begin{array}{cc}
\cos (n \theta) & -\sin (n \theta) \\
\sin (n \theta) & \cos (n \theta)
\end{array}\right] .
$$

BASE STEP: The statement $S(1)$ holds trivially.
Inductive step: Fix some $k \geq 1$ and suppose that $S(k)$ holds. Then

$$
\begin{aligned}
& {\left[\begin{array}{cc}
\cos (\theta) & -\sin (\theta) \\
\sin (\theta) & \cos (\theta)
\end{array}\right]^{k+1}=\left[\begin{array}{cc}
\cos (\theta) & -\sin (\theta) \\
\sin (\theta) & \cos (\theta)
\end{array}\right]^{k} \cdot\left[\begin{array}{cc}
\cos (\theta) & -\sin (\theta) \\
\sin (\theta) & \cos (\theta)
\end{array}\right]} \\
& =\left[\begin{array}{cc}
\cos (k \theta) & -\sin (k \theta) \\
\sin (k \theta) & \cos (k \theta)
\end{array}\right] \cdot\left[\begin{array}{cc}
\cos (\theta) & -\sin (\theta) \\
\sin (\theta) & \cos (\theta)
\end{array}\right](\mathrm{by} S(k)) \\
& =\left[\begin{array}{cc}
\cos (k \theta) \cos (\theta)-\sin (k \theta) \sin (\theta) & -\cos (k \theta) \sin (k \theta)-\sin (k \theta) \cos (\theta) \\
\sin (k \theta) \cos (\theta)+\cos (k \theta) \sin (\theta) & -\sin (k \theta) \sin (\theta)+\cos (k \theta) \cos (\theta)
\end{array}\right] \\
& =\left[\begin{array}{cc}
\cos ((k+1) \theta) & -\sin ((k+1) \theta) \\
\sin ((k+1) \theta) & \cos ((k+1) \theta)
\end{array}\right]
\end{aligned}
$$

which shows that $S(k+1)$ holds as well, completing the inductive step.
By the principle of mathematical induction, for each $n \geq 1, S(n)$ holds.
Comment: There is a connection between this exercise and DeMoivre's formula (see Exercise 115).

Exercise 658: Let $n \geq 1$ be fixed and let $M_{n}=J_{n}-I_{n}$. For $k \geq 1$, let $S(k)$ denote the statement that

$$
M_{n}^{k}=\left(\frac{(n-1)^{k}-(-1)^{k}}{n}\right) J_{n}+(-1)^{k} I_{n}
$$

BASE STEP: When $k=1, S(1)$ reads $M_{n}-\left(\frac{n-1-(-1)}{n}\right) J_{n}+(-1) I_{n}$ and the righthand side is $J_{n}-I_{n}$, so $S(1)$ is true.

INHUC"IVE STEP $(S(j) \rightarrow S(j+1))$ : Fix some $j \geq 1$ and suppose that $S(j)$ is true. One needs to show that $S(j+1)$

$$
M_{n}^{j+1}=\left(\frac{(n-1)^{j+1}-(-1)^{j+1}}{n}\right) J_{n}+(-1)^{j+1} I_{n}
$$

follows. Beginning with the left side of $S(j+1)$,

$$
\begin{aligned}
M_{n}^{j+1} & =\left(J_{n}-I_{n}\right)^{j+1} \\
& =\left(J_{n}-I_{n}\right)^{j}\left(J_{n}-I_{n}\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\left(\left(\frac{(n-1)^{j}-(-1)^{j}}{n}\right) J_{n}+(-1)^{j} I_{n}\right)\left(J_{n}-I_{n}\right) \quad(\text { by } S(j)) \\
& =\left(\frac{(n-1)^{j}-(-1)^{j}}{n}\right) J_{n}\left(J_{n}-I_{n}\right)+(-1)^{j} I_{n}\left(J_{n}-I_{n}\right) \\
& =\left(\frac{(n-1)^{j}-(-1)^{j}}{n}\right)\left(J_{n}^{2}-J_{n}\right)+(-1)^{j}\left(J_{n}-I_{n}\right) \\
& =\left(\frac{(n-1)^{j}-(-1)^{j}}{n}\right)\left(n J_{n}-J_{n}\right)+(-1)^{j}\left(J_{n}-I_{n}\right) \\
& =\left(\frac{(n-1)^{j}-(-1)^{j}}{n}\right)(n-1) I_{n}+(-1)^{j} J_{n}+(-1)^{j+1} I_{n} \\
& =\left(\frac{(n-1)^{j+1}-(-1)^{j}(n-1)}{n}+(-1)^{j}\right) J_{n}+(-1)^{j+1} I_{n} \\
& =\left(\frac{(n-1)^{j+1}-(-1)^{j}(n-1)}{n}+(-1)^{j}\right) J_{n}+(-1)^{j+1} I_{n} \\
& =\left(\frac{(n-1)^{j+1}-(-1)^{j+1}}{n}\right) J_{n}+(-1)^{j+1} l_{n},
\end{aligned}
$$

one arrives at the right side of $S(j+1)$, concluding the inductive step.
By MI, for each $k \in \mathbb{Z}^{+}, S(k)$ is truc.
Exercise 659: One uatural construction of Hadamard matrices is an easy recursion, making larger ones from four smaller ones each time-this construction can be thought of as some special kind of product of two matrices, a $2 \times 2$ Hadamard matrix and an $n \times n$ Hadamard matrix, giving a $2 n \times 2 n$ matrix. Starting with $H_{2}=\left[\begin{array}{rr}1 & 1 \\ 1 & -1\end{array}\right]$ one can recursively generate

$$
H_{k+1}=\left[\begin{array}{cc}
H_{k} & H_{k} \\
I_{k} & -H_{k}
\end{array}\right]
$$

often denoted by a "tensor product" $I_{k+1}=H_{k} \otimes H_{2}$; this construction is due to Sylvester and such matrices are said to be of Syivester type.

Note: 'There are other ways to create Hadanard matrices. The Sylvester construction only works to create Hadamard matrices whose order is a power of 2 ; in general, it is not known if a Hadamard matrix exists for every $n$ divisible by 4 (a necessary condition for a Hadamard matrix to exist). I think that Hadamard matrices have been found for all possible orders up to 264, but no Hadamard matrix of order 268 has yet been found.

Exercise 661: (Vandermonde determinant) Let $S(n)$ be the statement that for any
matrix of the form

$$
M=\left[\begin{array}{ccccc}
1 & c_{0} & c_{0}^{2} & \cdots & c_{0}^{n} \\
1 & c_{1} & c_{1}^{2} & \cdots & c_{1}^{n} \\
\vdots & \vdots & \vdots & & \vdots \\
1 & c_{n} & c_{n}^{2} & \cdots & c_{n}^{n}
\end{array}\right]
$$

then $\operatorname{det}(M)=\prod_{0 \leq i<j \leq n}\left(c_{j}-c_{i}\right)$. The proof is by induction on $n$.
BASE STEP: When $n=1, M=\left[\begin{array}{ll}1 & c_{0} \\ 1 & c_{1}\end{array}\right]$, and $\operatorname{det}(M)=c_{1}-c_{0}$, so $S(1)$ is true.
Induction step: Fix some $k \geq 1$, and assume that $S(k)$ holds. Let $d_{0}, \ldots, d_{k+1}$ be scalars and let

$$
M=\left[\begin{array}{ccccc}
1 & d_{0} & d_{0}^{2} & \cdots & d_{0}^{k+1} \\
1 & d_{1} & d_{1}^{2} & \cdots & d_{1}^{k+1} \\
\vdots & \vdots & \vdots & & \vdots \\
1 & d_{k+1} & d_{k+1}^{2} & \cdots & d_{k+1}^{k+1}
\end{array}\right]
$$

By subtracting from each column $d_{0}$ times the previous column,

$$
\left|\begin{array}{ccccc}
1 & d_{0} & d_{0}^{2} & \cdots & d_{0}^{k+1} \\
1 & d_{1} & d_{1}^{2} & \cdots & d_{1}^{k+1} \\
\vdots & \vdots & \vdots & & \vdots \\
1 & d_{k+1} & d_{k+1}^{2} & \cdots & d_{k+1}^{k+1}
\end{array}\right|=\left|\begin{array}{ccccc}
1 & 0 & 0 & \cdots & 0 \\
1 & d_{1}-d_{0} & d_{1}^{2}-d_{1} d_{0} & \cdots & d_{1}^{k+1}-d_{1}^{k} d_{0} \\
1 & d_{2}-d_{0} & d_{2}^{2}-d_{1} d_{0} & \cdots & d_{2}^{k+1}-d_{2}^{k} d_{0} \\
\vdots & \vdots & \vdots & & \vdots \\
1 & d_{k+1}-d_{0} & d_{k+1}^{2}-d_{k+1} d_{0} & \cdots & d_{k+1}^{k+1}-d_{k+1}^{k} d_{0}
\end{array}\right|
$$

Expanding along the first row and factoring, the above determinant becomes

$$
\begin{aligned}
& \left|\begin{array}{cccc}
d_{1}-d_{0} & d_{1}\left(d_{1}-d_{0}\right) & \cdots & d_{1}^{k}\left(d_{1}-d_{0}\right) \\
d_{2}-d_{0} & d_{2}\left(d_{2}-d_{0}\right) & \cdots & d_{2}^{k}\left(d_{2}-d_{0}\right) \\
\vdots & \vdots & & \vdots \\
d_{k+1}-d_{0} & d_{k+1}\left(d_{k+1}-d_{0}\right) & \cdots & d_{k+1}^{k}\left(d_{k+1}-d_{0}\right)
\end{array}\right| \\
& =\left(d_{1}-d_{0}\right)\left(d_{2}-d_{0}\right) \cdots\left(d_{k+1}-d_{0}\right)\left|\begin{array}{cccc}
1 & d_{1} & \cdots & d_{1}^{k} \\
1 & d_{2} & \cdots & d_{2}^{k} \\
\vdots & \vdots & & \vdots \\
1 & d_{k+1} & \cdots & d_{k+1}^{k}
\end{array}\right|
\end{aligned}
$$

and by the induction hypothesis (using $c_{0}=d_{1}, c_{1}-d_{2}, \ldots, c_{k}=d_{k+1}$ ), the above determinant is

$$
\left(d_{1}-d_{0}\right)\left(d_{2}-d_{0}\right) \cdots\left(d_{k+1}-d_{0}\right) \prod_{1<i<j \leq k+1}\left(d_{j}-d_{i}\right)=\prod_{0 \leq i<j<k+1}\left(d_{j}-d_{i}\right)
$$

showing that $S(k+1)$ holds, completing the inductive step.

By MI, for each positive integer $n, S(n)$ holds.
Exercise 662: Let $x \neq 1$, and for each $n \geq 1$, let $S(n)$ denote the statement

$$
\left[\begin{array}{cc}
+1 & -1 \\
0 & x
\end{array}\right]^{n}=\left[\begin{array}{cc}
+1 & \frac{x^{n}-1}{1-x} \\
0 & x^{n}
\end{array}\right] .
$$

BASE STEP: $S(1)$ is trivially true as $x^{1}=x$.
Inductive step: Fix some $k \geq 1$ and suppose that

$$
S(k):\left[\begin{array}{cc}
+1 & -1 \\
0 & x
\end{array}\right]^{k}=\left[\begin{array}{cc}
+1 & \frac{x^{k}-1}{1-x} \\
0 & x^{k}
\end{array}\right] .
$$

Then

$$
\begin{align*}
{\left[\begin{array}{cc}
+1 & -1 \\
0 & x
\end{array}\right]^{k+1} } & =\left[\begin{array}{cc}
+1 & -1 \\
0 & x
\end{array}\right]^{k}\left[\begin{array}{cc}
+1 & -1 \\
0 & x
\end{array}\right] \\
& =\left[\begin{array}{cc}
+1 & \frac{x^{k}-1}{1-x} \\
0 & x^{k}
\end{array}\right]\left[\begin{array}{cc}
+1 & -1 \\
0 & x
\end{array}\right]  \tag{k}\\
& =\left[\begin{array}{cc}
+1 & -1+\left(\frac{x^{k} \ldots 1}{1-x}\right) x \\
0 & x^{k+1}
\end{array}\right] \\
& =\left[\begin{array}{cc}
+1 & \frac{x^{k+1}-1}{1-x} \\
0 & x^{k+1}
\end{array}\right]
\end{align*}
$$

proves $S(k+1)$, finishing the inductive step.
By mathematical induction, for each $n \geq 1$, the statement $S(n)$ is true.
Exercise 663: For each $n \geq 1$ and the $n \times n$ matrix

$$
A_{n}=\left[\begin{array}{cccccc}
2 & -1 & 0 & \ldots & 0 & 0 \\
-1 & 2 & -1 & \ldots & 0 & 0 \\
0 & -1 & 2 & \ldots & 0 & 0 \\
0 & 0 & -1 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \\
0 & 0 & 0 & \ldots & -1 & 2
\end{array}\right]
$$

let $P(n)$ be the proposition that $\operatorname{det}\left(A_{n}\right)=n+1$. Since the inductive step given here uses two previous cases, two base cases are required.
Base steps ( $n=1,2$ ): The $1 \times 1$ matrix $A_{1}$ is simply the number 2 , which has $\operatorname{det}[2]=2=1+1$, so $P(1)$ is true. For $n=2, A_{2}=\left[\begin{array}{cc}2 & -1 \\ -1 & 2\end{array}\right]$, and $\operatorname{det}\left(A_{2}\right)=3=2+1$ shows that $\Gamma^{\prime}(2)$ is truc.

Inductive step $(P(k) \rightarrow P(k+1))$ : Fix some $k \geq 2$ and assume that the inductive hypotheses $P(k-1)$ and $P(k)$ is true. To show $P(k+1)$, one must show that $\operatorname{det}\left(A_{k+1}\right)=k+2$. Fxpanding along the first row of $A_{k+1}$ (where vertical bars around the $k \times k$ matrix below indicate determinant)

$$
\begin{aligned}
\operatorname{det}\left(A_{k+1}\right) & =2 \operatorname{det}\left(A_{k}\right)+\left|\begin{array}{cccccc}
-1 & 0 & 0 & \ldots & 0 & 0 \\
-1 & 2 & -1 & \ldots & 0 & 0 \\
0 & -1 & 2 & \ldots & 0 & 0 \\
0 & 0 & \ldots 1 & \ldots & 0 & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots & \\
0 & 0 & 0 & \ldots & -1 & 2
\end{array}\right| \\
& =2 \operatorname{det}\left(A_{k}\right)+(-1) \operatorname{det}\left(A_{k}-1\right) \text { (expanding along 1st row) } \\
& =2(k+1)-(k-1+1) \\
& =k+2
\end{aligned}
$$

shows that $P(k+1)$ also holds, completing the inductive step.
By MI, for each $n \geq 1$, the statement $P(n)$ holds.
Exercise 664: (Companion matrix) One solution is by induction on $k \geq 2$. Base step: When $k=-2, A=\left[\begin{array}{ll}0 & -a_{0} \\ 1 & -a_{1}\end{array}\right]$, in which case,

$$
\operatorname{det}(A-t I)=\left|\begin{array}{cc}
-t & -a_{0} \\
1 & -a_{1}-t
\end{array}\right|=t^{2}+a_{1} t+a_{0},
$$

which proves the only base case.
Inductive step: Suppose that for some fixed $n \geq 2$, the result holds for any constants. Let $a_{0}, \ldots, a_{n}$ be scalars, and put,

$$
g(t)=(-1)^{n+1}\left(a_{0}+a_{1} t+\cdots+a_{n-1} t^{n-1}+a_{n} t^{n}+t^{n+1}\right) .
$$

Let

$$
B=\left[\begin{array}{ccccc}
0 & 0 & \cdots & 0 & -a_{0} \\
1 & 0 & \cdots & 0 & -a_{1} \\
0 & 1 & \cdots & 0 & -a_{2} \\
\vdots & \vdots & & \vdots & \vdots \\
0 & 0 & \cdots & 0 & -a_{n-1} \\
0 & 0 & \cdots & 1 & -a_{n}
\end{array}\right] .
$$

Expanding along the first row, and letting $M_{i, j}$ denote the principal submatrix formed by deleting the $i$-th row and $j$-th column of $M$,

$$
\operatorname{det}\left(A-t I_{n+1}\right)-(-t) \operatorname{det}\left(M_{1,1}\right)+(\cdots 1)^{n+2} a_{0} \operatorname{det}\left(M_{1, n+1}\right) .
$$

The matrix $M_{1,1}$ is a matrix of the same form as $A-t I_{n}$, so by induction hypothesis, $\operatorname{det}\left(M_{1,1}\right)=(-1)^{n}\left(a_{1}+a_{2} t+\cdots+a_{n} t^{n-1}+t^{n}\right)$. Also, since $M_{1, n+1}$ is upper triangular with l's on the main diagonal, $\operatorname{det}\left(M_{1, n+1}\right)=1$. Putting these together,

$$
\begin{aligned}
\operatorname{det}\left(A-t I_{n+1}\right) & =(-t) \operatorname{det}\left(M_{1,1}\right)+(-1)^{n+2}\left(-a_{0}\right) \operatorname{det}\left(M_{1, n+1}\right) \\
& =(-t)(-1)^{n}\left(a_{1}+a_{2} t+\cdots+a_{n} t^{n-1}+t^{n}\right)+(-1)^{n+2}\left(-a_{0}\right) \\
& =(-1)^{n+1} t\left(a_{1}+a_{2} t+\cdots+a_{n} t^{n-1}+t^{n}\right)+(-1)^{n \mid 1} a_{0} \\
& =(-1)^{n+1}\left[a_{0}+a_{1} t+a_{2} t^{2}+\cdots+a_{n} t^{n}+t^{n+1}\right],
\end{aligned}
$$

showing that the result holds for $k=n+1$, completing the inductive step.
By MI, for any integer $k \geq 2$, the result holds.
Exercise 665: (Leontief) The following is essentially the solution in [580], which leaves a few details to be verified. Let $S(n)$ be the statement that for any $n \times n$ Leontief matrix $H$, conditions (1), (2), and (3) are equivalent.
BASE STEP: Let $H=[h]$ be a $1 \times 1$ matrix (which is Leontief for any $h$ ). Each of the three above conditions merely says that $h>0$.
Inductive step: Fix some $k$ and suppose that $S(k)$ is true. Let $H$ be a $(k+1) \times$ $(k+1)$ Leontief matrix.
$(1) \Rightarrow(2):$ Let $\mathbf{x}^{\prime}=\left[\begin{array}{c}\mathrm{x} \\ \delta\end{array}\right]$ be a column vector with $H \mathrm{x}^{\prime}>\mathbf{0}$. Because $I I$ is Leontief, there exists a permutation matrix $P^{\prime}$ and a Leontiel $k \times k$ matrix $G$, non-negative $A$ and $B(k \times 1$ and $1 \times k$, respectively $)$ and $\gamma \in \mathbb{R}^{+}$with

$$
P^{-1} H P=\left[\begin{array}{rr}
G & -A \\
-B & \gamma
\end{array}\right] \text {, }
$$

for if not, one must have $H x^{\prime} \leq \mathbf{0}$ (why:?). By Lemma 19.1.4. one may assume without loss of generality that $H$ itself can be expressed as

$$
H=\left[\begin{array}{rr}
G & --A \\
-B & \gamma
\end{array}\right],
$$

and

$$
H\left[\begin{array}{c}
\mathbf{x} \\
\delta
\end{array}\right]=\left[\begin{array}{c}
G \mathbf{x}-\delta A \\
-B \mathbf{x}+\gamma \delta
\end{array}\right]>\mathbf{0} .
$$

To show that $H$ is a positive matrix, by Lemma 19.1.3, one only needs to show that $G-\frac{1}{\gamma} A B$ is a positive matrix. As $G-\frac{1}{\gamma} A B$ is seen to be Leontief,

$$
\left(G-\frac{1}{\gamma} A B\right) \mathbf{x}=\underbrace{G \mathrm{x}-\delta A}_{>0}+A(\underbrace{-B \mathrm{x}+\gamma \delta}_{>0}) / \gamma>0 .
$$

By $S(k), G-\frac{1}{2} A B$ is a positive $k \times k$ matrix.
$(2) \Rightarrow$ (3): Suppose that

$$
H=\left[\begin{array}{rr}
G & -A \\
-B & \gamma
\end{array}\right]
$$

is a positive matrix. By Lemma 19.1.3, $A \geq 0, B \geq 0, \gamma>0$, and $G-\frac{1}{\gamma} A B$ is a positive $k \times k$ matrix. By $S(k)$, all entries of $\left[G-\frac{1}{\gamma} A B\right]^{-1}$ are non-negative. Using $K=G-\frac{1}{\gamma} A B$, verify that

$$
B^{-1}=\left[\begin{array}{rr}
K^{-1} & \frac{1}{\gamma} K^{-1} A \\
\cdot \frac{1}{\gamma} B K^{-1} & \frac{1}{\gamma}+\frac{1}{\gamma^{2}} B K^{-1} A
\end{array}\right],
$$

and one can check that all entries of $B^{-1}$ are non-negative.
$(3) \Rightarrow(1)$ is trivial, so the circle of implications is complete for $(k+1) \times(k+1)$ matrices, completing the inductive step.

By mathematical induction, for each $n \geq 1, S(n)$ is true.
Exercise 666: Fix $n \geq 2$ and let $M$ be an $m \times n$ latin rectangle $M$ with $m<n$. For each $m \leq m^{\prime} \leq n$, let $P\left(m^{\prime}\right)$ be the proposition that for any there is an $m^{\prime} \times n$ latin rectangle that extends $M$.
Base step: When $m^{\prime}=m, M$ itself satisfies $P\left(m^{\prime}\right)$.
Inductive step: Let $M$ be an $m \times n$ latin rectangle with $m<n$. Fix $p \in$ $\{m, m+1, \ldots, n-1\}$, suppose that $P(p)$ is true, and let $M^{\prime}$ be a witness to $P(p)$; that is, $M^{\prime}$ is an $p \times n$ latin rectangle that extends $M$. To show that $P(p+1)$ holds, it suffices to show that one can add another row to $M^{\prime}$ producing an $(p+1) \times n$ latin rectangle. Put $X=\{1,2, \ldots, n\}$, and for each $j \in\{1,2, \ldots, n\}$, let. $T_{j} C \mathcal{C} S$ be those clements in $X$ not in column $j$ of $M^{\prime}$, and put $\mathcal{T}=\left\{T_{1}, \ldots, T_{n}\right\}$. To find one more row to add to $M^{\prime}$, it suffices to show that there is a matching (in the obvious bipartite graph) from $X$ into $\mathcal{T}$, that is, to show the existence of a transversal in $\mathcal{T}$.

By Hall's theorem (Theorem 15.5.1) or its equivalent form for SDR's (Theorem 33.4.1), it suffices to show that the union of any $k$ of the $T_{i}$ 's contains at least distinct $k$ elements. Such a union contains, with repetition, $k(n-p)$ elements, and if such a union were to contain fewer than $k$ distinct elements, then one element $x \in X$ is repeated more than $n-p$ times-meaning that $x$ appears in less than $p$ rows, contrary to $M$ being a latin rectangle. Hence, $M$ can be extended by adding one more row to an $\left(m^{\prime}+1\right) \times n$ latin rectangle, showing $P(p+1)$ is true.

By finite mathematical induction, for any $m^{\prime} \in\{m, m+1, \ldots, n\}, P\left(m^{\prime}\right)$ is true; in particular, $P(n)$ is true-if $m<n$, any $m \times n$ latin rectangle can be completed to a latin square.

Exercise 667: See [161, 8.32, p. 209]; this problem also occurred in the 1988 Tournament of the Towns. IIint: build a sequence of square matrices, each time doubling in size, and take the limit.

Exercise 668: This solution was kindly written for inclusion here by Michael Donb. [I have edited only a very little.] For more on Hankel matrices and Hankel transforms, see, e.g., [344]. It appears as if something similar to the following solution first appeared in 2006 [293], although I can not confirm this [thanks to Liji Huang for supplying this reference].

For $n=1$, get $H_{1}=\left[a_{0}\right]$ for the first sequence and $H_{1}^{\prime}=\left[a_{1}\right]$ for the second one, and so the determinant condition implies $a_{0}=a_{1}=1$. For $n=2$ the two Hankel matrices arc $H_{2}=\left[\begin{array}{cc}1 & 1 \\ 1 & a_{2}\end{array}\right]$ and $H_{2}^{\prime}=\left[\begin{array}{cc}1 & a_{2} \\ a_{2} & a_{3}\end{array}\right]$. The assumption that the two determinants are one implies that $a_{2}=2$ and then $a_{3}=5$.

It may now be clear how to obtain further values. The two $n \times n$ Hankel matrices $I_{n}$ and $H_{n}^{\prime}$ can be used to determine $a_{2 n-2}$ and $a_{2 n-1}$. In each case, all but one element of the matrix is already determined, and the determinant condition yields the last element. The case $n=3$ gives $a_{4}=14$ and $a_{5}=42$.

From here on, it is convenient to usc lower case $c_{n}$ to denote the Catalan number $C_{n}$, as a matrix with certain catalan number entries is to be called $C$.

Consider the $n \times n$ matrix $C$ where the $i, j$ entry of $C$ is $c_{i+j}$, and $C^{\prime}$ where the $i, j$ entry is $c_{i+j+1}$. The next goal is to show for all $n \geq 1$ that $\operatorname{det}(C)=\operatorname{det}\left(C^{\prime}\right)=1$. To do this, define a lower triangular matrix $B$ in the following way:

1. For the first row, $B_{0,0}=1$ and $B_{0, j}=0$ for $j>1$.
2. ILaving defined rows $0, \ldots, i-1$, let

- $B_{i, 0}=B_{i-1,0}+B_{i-1,1}$
- $B_{i, j}=B_{i-1, j-1}+2 B_{i-1, j}+B_{i-1, j+1}$ otherwise.
(when $j=m$, interpret $B_{i-1, j+1}$ to be 0 ).
For example, when $n=7$, get the following matrix:

$$
B=\left[\begin{array}{ccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 \\
2 & 3 & 1 & 0 & 0 & 0 & 0 \\
5 & 9 & 5 & 1 & 0 & 0 & 0 \\
14 & 28 & 20 & 7 & 1 & 0 & 0 \\
42 & 90 & 75 & 35 & 9 & 1 & 0 \\
132 & 297 & 275 & 154 & 54 & 11 & 1
\end{array}\right]
$$

Then $B$ is lower triangular and for each $k=1, \ldots, n, B_{k, k}=1$.
Define a matrix $B^{\prime}$ in a manmer similar to $B$ :

1. For the first row, $B_{0,0}^{\prime}=1$ and $B_{0, j}^{\prime}=0$ for $j>1$.
2. Having defined rows $0, \ldots, i-1$, let

- $B_{i, 0}^{\prime}=2 B_{i-1,0}^{\prime}+B_{i-1,1}^{\prime}$
- $B_{i, j}^{\prime}=B_{i-1, j-1}^{\prime}+2 B_{i-1, j}^{\prime}+B_{i-1, j+1}^{\prime}$ otherwise.
(when $j=m$, interpret $B_{i-1, j+1}^{\prime}$ to be 0 ).
For example, when $n=7$, get the following matrix:

$$
B^{\prime}=\left[\begin{array}{ccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 \\
2 & 1 & 0 & 0 & 0 & 0 & 0 \\
5 & 4 & 1 & 0 & 0 & 0 & 0 \\
14 & 14 & 6 & 1 & 0 & 0 & 0 \\
42 & 48 & 27 & 8 & 1 & 0 & 0 \\
132 & 165 & 110 & 44 & 10 & 1 & 0 \\
429 & 572 & 429 & 208 & 65 & 12 & 1
\end{array}\right]
$$

Claim 37.1.1. $B B^{T}=C$ and $B^{\prime} B^{\prime T}=C^{\prime}$
The proof relics on Claim 37.1.1, however, before proving Claim 37.1.1, a few observations are in order.

Consequence of Claim 37.1.1: Since $B$ is 1 on the $\operatorname{diagonal}$, then $\operatorname{det}(B)=$ $\operatorname{det}\left(B^{T}\right)=1$ and hence $\operatorname{det}(C)=1$. Similarly $\operatorname{det}\left(B^{\prime}\right)=\operatorname{det}\left(B^{\prime T}\right)=1$ and hence $\operatorname{det}\left(C^{\prime}\right)=\mathbf{1}$.

Note: The matrices $B$ and $B^{T}$ are the LU-decomposition of $C$, and $B^{\prime}$ and $B^{\prime T}$ are the LU-decomposition of $C^{\prime}$.

It is a standard application that the number of solutions to the ballot problem with $2 n$ votes is just the Catalan number $C_{n}$, which is denoted here by $c_{n}$ for convenience. (See Exercise 765.)

There is a straightforward but useful observation to be made. If at some point in the drawing the number of ballots for $A$ is not less than the number of ballots for $B$, then in the remaining ballots the number of ballots for $B$ is not less than the number of ballots for $A$. Hence if one starts with a solution to the ballot problem, reverses the roles of $A$ and $B$, and then draws the ballots in the opposite order, one gets a (possibly identical) solution to the ballot problem. Call this the reversing principle.

Extend the ballot problem to the case where the numbers of ballots for each candidate are not necessarily equal. If there are $m$ votes for candidate $A$ and $n$ for candidate $B$, let $c_{m, n}$ be the number of ways the the ballots can be drawn so that candidate $A$ is never behind; then $c_{m, 0}=1, c_{n, n}=c_{n}$ and for $m<n, c_{m, n}=0$. When counting all the ballots to compute $c_{m, n}$, there are two cases: the last vote is $A$ (so the previous ballots are $c_{m-1 . n}$ in number), or the last vote is $B$ (so the previous ballot draws where $c_{m, n-1}$ in number). This gives:

Theorem 37.1.2. If $m$ and $n$ are positive, $m \geq n$, then

$$
c_{m, n}-c_{m \cdot 1, n}+c_{m, n-1}
$$

Define the matrix $C^{\prime}$ whose ( $m, n$ ) entry is $c_{m, n}$ (limiting its size appropriately); then

$$
C^{\prime}=\left[\begin{array}{cccccccc}
1 & 0 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 1 & 0 & 0 & 0 & 0 & 0 & 0 \\
1 & 2 & 2 & 0 & 0 & 0 & 0 & 0 \\
1 & 3 & 5 & 5 & 0 & 0 & 0 & 0 \\
1 & 4 & 9 & 14 & 14 & 0 & 0 & 0 \\
1 & 5 & 14 & 28 & 42 & 42 & 0 & 0 \\
1 & 6 & 20 & 48 & 90 & 132 & 132 & 0 \\
1 & 7 & 27 & 75 & 165 & 297 & 429 & 429
\end{array}\right]
$$

Next relate the matrix $C^{\prime}$ given above with the matrix $B$ defined earlier. In fact the entries of $B$ run down alternate skew diagonals of $C^{\prime}$.

Theorem 37.1.3. The entries in $B$ and $B^{\prime}$ satisfy

$$
\begin{array}{r}
b_{i, j}=c_{i+j, i-j} \text { and } \\
b_{i, j}^{\prime}=c_{i+j+1, i-j}
\end{array}
$$

To prove Theorem 37.1.3, use induction on the rows of $B$ and $B^{\prime}$. Theorem 37.1 .2 and the recursive definition of $B$ validate the result. There is now enough information to give:
Proof of Claim 37.1.1: Compute the $(r, s)$ entry of $B B^{T}$ : On the one hand,

$$
\sum_{k=\{ }^{n-1} b_{r: k} b_{s, k}=\sum_{k=0}^{n-1} c_{r+k, r-k} c_{s+k, s-k}
$$

On the other hand. one can consider $c_{r+s}$ and the associated ballot problem: in this case there are $r+s$ votes for candidate $A$ and the same number for candidate $B$. Break the counting into two stages: the drawing of the first $2 r$ ballots and the drawing of the remaining $2 s$ ballots. Let $2 k \geq 0$ be the lead of candidate $A$ after the first $2 r$ ballots are drawn. There are $c_{r+k, r-k}$ possible ways this can happen. So one can then ask, for each of these possible ways, how many ways can the sequence be completed to one that is counted by $c_{r+s}$ ? Using the reversing principle, get $c_{s+k, s \cdot k}$ such completions. This gives (by Segner's recursion (12.2)),

$$
c_{r+s}=\sum_{k=0}^{n-1} c_{r+k, r \cdot k} c_{s \mid k, s-k}
$$

Essentially the same argument gives $B^{\prime} 13^{\prime T}=C^{\prime \prime}$. Hence the claim is verified.

Exercise 669: See [266, pp. 145-147] for two proofs, one by induction.

### 37.2 Solutions: Groups and permutations

Exercise 670: (Brief solution) Assume that $G$ is abelian, that is, for every $x, y \in C$, $x y=y x$ holds. For each positive integer $n$, let $S(n)$ denote the statement "for every $a, b \in G,(a b)^{n}=a^{n} b^{n}$ holds". The base case $S(1)$ is trivial, so assume that for some fixed $m \geq 1, S(r n)$ holds. Then for any $a, b \in G$,

$$
\begin{aligned}
(a b)^{m+1} & =(a b)(a b)^{m} & & \\
& =(a b)\left(a^{m} b^{m}\right) & & (\text { by } S(m)) \\
& =a\left(b a^{m}\right) b^{m} & & \text { (by associativity in a group) } \\
& =a\left(a^{m} b\right) b^{m} & & \text { (since } G \text { is abelian) } \\
& =\left(a \cdot a^{m}\right)\left(b \cdot b^{m}\right) & & \text { (by associativity) } \\
& =a^{m+1} b^{m+1}, & &
\end{aligned}
$$

which completes the proof of $S(m+1)$, and hence the inductive step. By MI, $S(n)$ holds for all $n \geq 1$.

Exercise 671: Induct on $|G|$, and use Cauchy's theorem. See, e.g. [198, p. 239] or [152, pp.142-4] for proofs.

Exercise 673: This exercise appears in [6, p. 97].
Exercise 674: (Solution outline) For each $r \geq 2$, let $S(r)$ denote the statement "every cycle of length $r \geq 2$ can be written as a product of transpositions, as in

$$
\left(x_{1}, \ldots, x_{r}\right)=\left(x_{1}, x_{2}\right) \circ\left(x_{1}, x_{3}\right) \circ \cdots \circ\left(x_{1}, x_{r}\right) . "
$$

For $r=2,\left(x_{1}, x_{r}\right)$ is already in desired form, so assume that for some fixed $m \geq 2$, $S(m)$ holds and let $\left(x_{1}, x_{2}, \ldots, x_{m}, x_{m+1}\right)$ be a cycle. Direct computations show that

$$
\left(x_{1}, x_{2}, \ldots, x_{m}, x_{m+1}\right)=\left(x_{1}, x_{2}, \ldots, x_{m}\right) \circ\left(x_{1}, x_{m+1}\right)
$$

Use the inductive hypothesis and substitute the cycle $\left(x_{1}, x_{2}, \ldots, x_{m}\right)$ with $\left(x_{1}, x_{2}\right) \circ$ $\left(x_{1}, x_{3}\right) \circ \cdots \circ\left(x_{1}, x_{m}\right)$.

Exercise 675: (Hint for induction step) If a given permutation $\tau$ on $n$ elements is not itself a cycle, then inside find a cycle $\sigma$ (by taking an arbitrary element and following its path like in the decomposition of Example 19.2.4) and express $\tau$ as the composition of two permutations, say $\tau=\sigma \circ \rho$, where $\rho$ is a permutation on fewer than $n$ elements. Then apply the induction hypothesis to $\rho$.

Exercise 676: (Hint for inductive step) One could prove a more general lemma first, namely, that if $\tau$ and $\sigma$ are bijections from $A$ to $A$ then so is $\tau \circ \sigma$. Then apply the lemma with $\tau \therefore \sigma^{m}$.

Exercise 677: (Hint) First prove the recursion

$$
D_{n}=n D_{n-1}+(-1)^{n} .
$$

Also, by simple inclusion-exclusion, one arrives at a more direct solution by establishing

$$
D_{n}=\sum_{i=0}^{n}(-1)^{i}\binom{n}{i}(n-i)!.
$$

Exercise 679: Let $p_{n}$ be the number of permutations with the desired property. For $n=1$, there is only one permutation, namely the trivial onc, so $p_{1}=1$; there are two permutations of two elements, each of which has the desired property, so $p_{2}=2$.

Let $n \geq 3$ be fixed. Of those permutations $\pi$ of $\{1,2, \ldots, n\}$ which have the desired property, either $\pi(n)=n$ or $\pi(n)=n-1$. There are $p_{n \cdots 1}$ of these that fix $n$. For those with $\pi(n)=n-1, \pi(n-1)=n$, so the number of these is $p_{n-2}$. Hence, for $n \geq 3, p_{n}=p_{n-1}+p_{n-2}$. Thus $p_{n}$ satisfies the recursion for the Fibonacci numbers.

Exercise 680: (Comments) This problem appears in [6, p. 25, Ex. 14, p. 98 Ex. 11] without solution. Here are some comments toward to what might constitute a proof: For any $f: g \in S_{n}$, define $\delta(f, g)=\max _{1<i<n}|f(i)-g(i)|$. For $n . r \in \mathbb{Z}^{+}$. and $f \in S_{n}$, define

$$
a_{f}(n, r)=\left|\left\{g \in S_{n}: \delta(f, g) \leq r\right\}\right| .
$$

To be shown is that the numbers $a_{f}(n, r)$ are independent of $f$, so that $a(n, r)=$ $a_{f}(n, r)$ is well defined.

Let both $f_{;} h \in S_{n}$ be fixed; one must show $a_{f}(n, r)=a_{h}(n, r)$.
Let $\pi \in S_{n}$ be defined by $f \circ \pi=h$, that is, for each $i, h(i)=\int(\pi(i))$. Put $g^{\prime}=g \circ \pi$. Then for each $i, f(\pi(i))-g(\pi(i))=h(i)-g^{\prime}(i)$. Hence, the set of differences $\{f(j)-g(j): j=1 \ldots, n\}$ is the same as $\left\{h(i)-g^{\prime}(i): i=1, \ldots, n\right\}$. Thus, for every $g$ with $\delta(f: g) \leq r$, there is a (unique) $g^{\prime}=g \circ \pi$ with $\delta\left(h, g^{\prime}\right) \leq r$. Hence, $a_{f}(n, r)$ is independent of $\delta$, so $a(n, r)=a_{f}(n, r)$ is well defined.

It remains to prove that for $n \geq 6$,

$$
a(n, 2)=2 a(n-1,2)+2 a(n-3,2)-a(n-5,2),
$$

and that $a(n, 1)=F_{n+1}$, the $(n+1)$-st Fibonacci number. Does this lead to an inductive solution?

### 37.3 Solutions: Rings

Exercise 682: Assume ZFC. As in, e.g., [95, p. 120], commutativity is not assumed for this proof. See also [416, p. 525] (where commutativity is assumed).

Let $\mathcal{I}$ be the set of proper ideals of $R$, and consider $\mathcal{I}$ as partially ordered set ordered by inclusion.

Let $\mathcal{C} \subseteq I$ be a chain in $\mathcal{I}$. If $\mathcal{C}=\emptyset$, then the ideal $\{0\}$ is an upper bound, so suppose $\mathcal{C} \neq \emptyset$. Put $I=$ UC.

One verifies that $I \in \mathcal{I}$ (which then shows $I$ is an upper bound for $\mathcal{C}$ ):
Let $x_{1}, x_{2} \in I$, with say, $x_{1} \in I_{1} \in \mathcal{C}$ and $x_{2} \in I_{2} \in \mathcal{C}$, and without loss of generality, assume that $I_{1} \subseteq I_{2}$. Then $x_{1}, x_{2} \in I_{2}$ and so $x_{1}+x_{2} \in I_{2}$ (because $I_{2}$ is an ideal, and hence a subring) and thus $x_{1}+x_{2} \in I$. In a similar manner, one sees that $x \in I$ and $r \in R$ implies that, both $r x \in I$ and $x r \in I$. Since an ideal containing 1 is all of $R$, and all ideals in $\mathcal{C}$ are proper, none contain 1 , and so neither does their union $I$. Thus $I$ is a proper ideal, that is, $I \in \mathcal{I}$.

By Zorn's lemma, $\mathcal{I}$ contains a maximal element, namely a maximal ideal of $R$.

Exercise 683: This appears in many abstract algebra texts; e.g., see [469, p.269]. Let $f(x)=x^{n}+b_{n-1} x^{n-1}+\cdots+b_{0} \in \mathbb{Z}[x]$ have $\alpha$ as a root. Put

$$
G=\left\langle\alpha^{n-1}, \ldots, \alpha^{2}, \alpha, 1\right\rangle .
$$

To answer the exercise, it suffices to show that for each $k \geq n, \alpha^{k} \in G$. The proof is by induction on $k$.
Base step: When $k=n$, using the fact that $f$ is monic,

$$
x^{n}=-\left(b_{n-1} x^{n-1}+\cdots+b_{0}\right) \in G .
$$

Inductive step: Fix $k \geq n$, and assume that $\alpha^{k} \in G$, with constants $c_{i} \in \mathbb{Z}$ so that

$$
\alpha^{k}=c_{n-1} \alpha^{n-1}+\cdots+c_{1} \alpha+c_{0}
$$

Then

$$
\begin{aligned}
\alpha^{k+1} & -c_{n-1} \alpha^{n}+\cdots+c_{1} \alpha^{2}+c_{0} \alpha \\
& =c_{n-1}\left[\cdots\left(b_{n-1} x^{n-1}+\cdots+b_{0}\right)\right]+\cdots+c_{1} \alpha^{2}+c_{0} \alpha
\end{aligned}
$$

which lies in $G$.
By mathematical induction, for each $k \geq n, \alpha^{k} \in G$, and so $G$ is finitely generated.

### 37.4 Solutions: Fields

Exercise 684: Let $p$ be a prime and let $\mathbb{F}=\operatorname{GF}(p)$. For $0 \leq L \leq p$, let $S(L)$ be the statement that if $x_{0} \in \mathbb{F}$ and $f(x) \in \mathbb{F}[x]$ are so that for $0 \leq \ell<L, f^{(\ell)}\left(x_{0}\right)=0$, then $x_{0}$ is a zero of $f$ with multiplicity at least $L$. The proof given here is a pedantic version of that found in [60, p. 349], proceeding by induction on $L$.

BaSe step: For $L=0$, there is nothing to prove.
Induction step: Let $N>0$ and suppose that $S(0), S(1), \ldots, S(N-1)$ hold. To be shown is that $S(N)$ holds. Let $f(x) \in \mathbb{F}[x]$ and suppose that for $0 \leq \ell<N$, $f^{(\ell)}\left(x_{0}\right)=0$ holds. By induction hypothesis $S(N-1), x_{0}$ is root of $f(x)$ with multiplicity at least $N-1$; thus one can write $f(x)=\left(x-x_{0}\right)^{N-1} r(x)$ for some polynomial $r(x) \in \mathbb{F}[x]$. Write $r(x)=\left(x-x_{0}\right) s(x)+c$ for some $s(x) \in \mathbb{F}[x]$ and some $c \in \mathbb{F}$. Then $f(x)=\left(x-x_{0}\right)^{N} s(x)+c \cdot\left(x-x_{0}\right)^{N-1}$. It is not too difficult to verify that $f^{(N-1)}\left(x_{0}\right)=c(L-1)!$, and since $f^{(N-1)}\left(x_{0}\right)=0$, one concludes that $c=0$. Hence $f(x)=\left(x-x_{0}\right)^{N} s(x)$, and so $x_{0}$ is a root of $f$ with multiplicity at least $N$.

By the principle of mathematical induction, for all $L \geq 0, S(L)$ is true.
Note: By Fermat's little theorem, in $\mathrm{GF}(p), x^{p}=x$ : and so the $p$ th derivative is zero in any case-- the reason for assuming $\ell<L \leq p$.

Exercise 685: (Brief) Induct on $m$. For $m=1$, simply pick $a_{1}=f$. Suppose $k>1$ and suppose that the result holds when $m=k-1$. Since $g_{1}$ is relatively prime to the product $g_{2} \cdots g_{m}$, by the comments just before the exercise, there exist $s, t \in K[x]$ so that $1=s q_{1}+t\left(q_{2} \cdots q_{m}\right)$. Then

$$
\begin{aligned}
\frac{f}{g} & =\left(s g_{1}+t g_{2} \cdots g_{m}\right) \frac{f}{g} \\
& =\frac{s g_{1} f}{g}+\frac{t g_{2} \cdots g_{m} f}{g} \\
& =\frac{s f}{g_{2} \cdots g_{m}}+\frac{t f}{g_{1}}
\end{aligned}
$$

Applying the induction hypothesis to the first fraction in the last line above shows that the statement is true when $m=k$, completing the inductive step.

By mathematical induction, for each $m \geq 1$, the statement in the exercise is true.

Exercise 686: This problem appears in [469, pp. 263-4]. Let $f(x) \in K[x]$. Since $\operatorname{deg}(b) \geq 1$, there exists $m \geq 0$ with

$$
\operatorname{deg}(f)<(m+1) \operatorname{deg}(b)=\operatorname{deg}\left(b^{m+1}\right)
$$

For each $m \geq 0$, let $S(m)$ be the statement that if

$$
\operatorname{deg}\left(b^{m}\right) \leq \operatorname{deg}(f)<\operatorname{deg}\left(b^{m+1}\right),
$$

then $f$ has an expression $d_{m} b^{m}+d_{m-1} b^{m-1}+\cdots d_{0}$ of the desired form.
Base step: If $m=0,0=\operatorname{deg}\left(b^{0}\right) \leq \operatorname{deg}(f)<\operatorname{deg}(b)$, so define $d_{0}=f$, so $S(0)$ holds.

Inductive step: Fix $n \geq 1$ and suppose that for all $k \in 1, \ldots, n-1, S(k)$ is true. If $m>0$,

$$
\operatorname{deg}\left(b^{n}\right) \leq \operatorname{deg}(f)<\operatorname{deg}\left(b^{n+1},\right.
$$

and the division algorithm gives $d_{n}$ and $r$ so that $f=d_{n} b^{n}+r$, where either $r=0$ or $\operatorname{deg}(r)<\operatorname{deg}\left(b^{n}\right)$. Notice that $d_{n} \neq 0$ [since otherwise, $\left.\operatorname{deg}(f) \geq b^{n+1}\right]$. If $r=0$, define $d_{n-1}=\cdots=d_{0}=0$ and $f=d_{n} b^{n}$ is an expression of the desired form. If $r \neq 0$, then $S(\operatorname{deg}(r))$ shows that $r$, and hence $f$ has an expression of the desired form.

By mathematical induction, for each $m \geq 0, S(m)$ is true.
Exercise 687: Sce, e.g., [416, p. 527].
Exercise 688: For a finite positive integer $k$, let $S(k)$ denote the statement that every extension of $K$ formed by adding $k$ algebraic (over $K$ ) elements is finite and therefore algebraic over $K$. The proof is by induction on $k$.
Base step ( $k=1$ ): The statement $S(1)$ is Theorem 19.4.2.
Inductive step: Fix $m \geq 1$ and suppose that for all $j \leq m, S(m)$ holds. Let $a_{1}, \ldots, a_{m-1}$ be clements not in $K$, but algebraic over $K$. Let $K\left(a_{1}, \ldots, a_{m \cdots 1}\right)$ be the corresponding field extension. By induction hypothesis $S(m), K^{\prime \prime}=K\left(a_{1}, \ldots, a_{m}\right)$ is algebraic over $K$, so let $\left\{\nu_{1}, \ldots, \nu_{r}\right\}$ be a basis (over $K$ ) for $K^{\prime}$.

If $K^{\prime}=K^{\prime}\left(a_{m+1}\right)$, then there is nothing to prove, so assume $K^{\prime} \neq K^{\prime}\left(a_{m+1}\right)$. Since $a_{m+1}$ is algebraic over $K$, there is a polynomial $q(x) \in K[x] \subseteq K^{\prime}[x]$ so that $q\left(a_{m+1}\right)=0$. Thus $K^{\prime}\left(a_{m+1}\right)$ is algebraic over $K^{\prime}$. Again, by Theorem 19.4.2, $K^{\prime \prime}=K^{\prime}(a)$ has a basis over $K^{\prime}$, say $\left\{\theta_{1}, \ldots, \theta_{\ell}\right\}$. For every $b \in K^{\prime \prime}$, there exist constants $c_{1}, \ldots, c_{\ell}$ so that $b=c_{1} \theta_{1}+\cdots+c_{\ell} \theta_{\ell}$. Also, for each $i=1, \ldots, \ell$, let $d_{i j} \in K$ be so that

$$
c_{i}=d_{i 1} \nu_{1}+\cdots+d_{i r} \nu_{r} .
$$

Hence, $b=\sum_{i, j} d_{i j} \nu_{j} \theta_{i}$. The $r \cdot \ell$ clements $\nu_{j} \theta_{i}$ are linearly independent since $b=0$ implies that the $c_{i}$ 's are all zero and so each $d_{i j}$ is zero. Since $b \in K^{\prime \prime}$ was arbitrary, the vectors $\nu_{j} 0_{i}$ span $K^{\prime}$, and so these vectors are a basis for $K^{\prime \prime}$ over $K$. Thus $K^{\prime \prime}$ is a finite dimensional vector space over $K$, concluding the inductive step.

Thus, by MI, for all $k \geq 1, S(k)$ holds.
Exercise 689: The proof is by induction on $\operatorname{deg}(f)$. If $\operatorname{deg}(f)=1, f$ is lincar, so choose $E=K$. So assume that the result is true for all polynomials with degree
smaller than $\operatorname{deg}(f)$. If $\operatorname{deg}(f)>1$, write $f(x)=p(x) q(x)$, where $p$ is irreducible. If $p(x)$ is linear, then $f(x)$ factors as products of linears whenever $q(x)$ does; moreover, such a factorization of $q(x)$ (over a larger field) does exist, by induction hypothesis, because $\operatorname{deg}(q)<\operatorname{deg}(f)$.

By the fact just bcfore the statement of the exercise, there exists a field $F$ containing $K$ and a root $z$ of $p(x)$, which implies that $p$ factors as $p(x)=(x-$ $z) h(x) \in F[x]$. By induction hypothesis, there cxists a field $E$ containing $F$ (and hence $K$ ) so that $h(x) q(x)$ and hence $f(x)=(x-z) h(x) q(x)$ is a product of linear factors in $E[x]$. This completes the induction and so, by mathematical induction, the solution.

### 37.5 Solutions: Vector spaces

Excrcise 690: (Distinct eigenvalues) The proof is by induction on the number of distinct eigenvalues (not the size of the matrix).

For each positive integer $r$, let $C(r)$ be the claim that if $A$ is a matrix with $r$ distinct eigenvalues $\lambda_{1}, \ldots, \lambda_{r}$ and for each $i=1, \ldots, r$ if $\mathbf{v}_{i}$ is an eigenvector associated with $\lambda_{i}$, then the set $\left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{r}\right\}$ is linearly independent.
Base Ster $(r=1)$ : Let $\lambda$ be an eigenvalue for $A$, with associated eigenvector $\mathbf{v}$. By definition of an eigenvector, $\mathbf{v} \neq \mathbf{0}$, and so $\{\mathbf{v}\}$ is linearly independent.
Induction step: For some fixed $k \geq 1$, suppose that $C(k)$ is true, and let $A$ be a matrix with distinct eigenvalues $\lambda_{1}, \ldots, \lambda_{k+1}$ with associated eigenvectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{k+1}$ respectively. To show that $C(k+1)$ holds. one must show that the set $\left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{k+1}\right\}$ is linearly independent. To this cnd, suppose that $a_{1}, \ldots, a_{k+1}$ are so that

$$
\begin{equation*}
a_{1} \mathbf{v}_{1}+\cdots+a_{k} \mathbf{v}_{k}+a_{k+1} \mathbf{v}_{k+1}-\mathbf{0} . \tag{37.3}
\end{equation*}
$$

Multiplying equation (37.3) on the left by $A$,

$$
\begin{equation*}
a_{1} \lambda_{1} \mathbf{v}_{1}+\cdots+a_{l} \lambda_{k} \mathbf{v}_{k}+a_{k+1} \lambda_{k+1} \mathbf{v}_{k+1}=\mathbf{0} \tag{37.4}
\end{equation*}
$$

Multiplication of equation (37.3) by $\lambda_{k+1}$ and subtracting from equation (37.4) yields

$$
a_{1}\left(\lambda_{1}-\lambda_{k+1}\right) \mathbf{v}_{1}+\cdots+a_{k}\left(\lambda_{k}-\lambda_{k+1}\right) \mathbf{v}_{k}=\mathbf{0}
$$

By the induction hypothesis $C(k)$ : the set $\left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{k}\right\}$ is linearly indepondent and so

$$
a_{1}\left(\lambda_{1}-\lambda_{k+1}\right)=\cdots=a_{k}\left(\lambda_{k}-\lambda_{k+1}\right)=0 .
$$

Since the $\lambda_{i}$ 's are distinct, this implies that $a_{1}=\cdots=a_{k}=0$. Thus equation (37.3) now reads $a_{k+1} \mathbf{v}_{k+1}=\mathbf{0}$, and using the fact that $\mathbf{v}_{k+1} \neq \mathbf{0}$ one concludes that $a_{k+1}=0$ as well. Ience all of the $a_{i}$ 's are zero. showing that the set $\left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{k+1}\right\}$ is linearly independent, completing the proof of $C(k+1)$.

By mathematical induction, for any $r \geq 1$, the claim $C(r)$ is true.
Remark: Notice that the above proof can be formulated for any linear operator $T$ on any vector space $V$ (see, e.g., [202, p. 261]), not just the matrix operator which is implicitly defined on a finite dimensional vector space.

Exercise 691: This exercise appears as problem 23 in [202, p. 324] (without solution) with the hint to induct on $k$.

Exercise 693: Fix $n$ and $A \in M_{n \times n}(\mathbb{F})$. It suffices to show that for any $k \in \mathbb{Z}^{+}$, $A_{k} \in \operatorname{span}\left(I_{n}, A, A^{2}, \ldots, A^{n-1}\right)$. Call this statement $S(k)$. One proof is by induction on $k$.
Base step: For $k=1, A^{1}=A$ and so $S(1)$ holds.
Inductive step: Assume that for a fixed $k \geq 1, S(k)$ holds, that is, assume that.

$$
A^{k} \in \operatorname{span}\left\{I_{n}, A, A^{2}, \ldots, A^{n-1}\right\},
$$

that is, there exist constants $a_{0}, a_{1}, \ldots, a_{n-1}$ so that

$$
A^{k}=a_{0} I_{n}+a_{1} A+a_{2} A^{2}+\cdots+a_{n-1} A^{n-1} .
$$

To complete the inductive step, it remains to show that

$$
A^{k+1} \in \operatorname{span}\left(I_{n}, A, A^{2}, \ldots, A^{n-1}\right) .
$$

Applying $A^{k+1}=A \cdot A^{k}$,

$$
A^{k+1}=a_{0} A+a_{1} A^{2}+a_{2} A^{3}+\cdots+a_{n-1} A^{n},
$$

and by the Cayley-Hamilton theorem, $A^{n}$ is a linear combination of $I_{n}, A, A^{2}, \ldots$, $A^{n-1}$, and hence so is $A^{k+1}$.

By mathematical induction, for any $k \in \mathbb{Z}^{+}, S(k)$ holds, completing the proof.

Exercise 694: (Minkowski's inequality) Fix some non-negative integer $n$. Let $M(m)$ be the statement that for every collection of vectors $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{m}$ in $\mathbb{R}^{n}$,

$$
\left\|\mathbf{v}_{1}+\mathbf{v}_{2}+\cdots+\mathbf{v}_{m}\right\| \leq\left\|\mathbf{v}_{1}\right\|+\left\|\mathbf{v}_{2}\right\|+\cdots+\left\|\mathbf{v}_{m}\right\|
$$

Bask Step $(m=1,2)$ : When $m=1$, the result is trivial, since $M(1)$ says only that $\|\mathbf{v}\| \leq\|\mathbf{v}\|$.

Let $\mathbf{v}=\left(v_{1}, \ldots, v_{n}\right)$ and $\mathbf{w}=\left(w_{1}, \ldots, w_{n}\right)$. Then

$$
\|\mathbf{v}+\mathbf{w}\|^{2}=\sum_{i=1}^{n}\left(v_{i}+w_{i}\right)^{2}
$$

$$
\begin{aligned}
& =\sum_{i=1}^{n} v_{i}^{2}+2 v_{i} w_{i}+w_{i}^{2} \\
& =\sum_{i=1}^{n} v_{i}^{2}+\sum_{i=1}^{n} w_{i}^{2}+2 \sum_{i=1}^{n} v_{i} w_{i} \\
& =\|\mathbf{v}\|^{2}+\|\mathbf{w}\|^{2}+2 \sum_{i=1}^{n} v_{i} w_{i} \\
& \leq\|\mathbf{v}\|^{2}+\|\mathbf{w}\|^{2}+2\|\mathbf{v}\|\|\mathbf{w}\| \text { (by Cauchy-Schwarz) } \\
& =(\|\mathbf{v}\|+\|\mathbf{w}\|)^{2},
\end{aligned}
$$

and so taking square roots shows

$$
\|\mathbf{v}+\mathbf{w}\| \leq\|\mathbf{v}\|+\|\mathbf{w}\|
$$

proving $M(2)$.
Inductive step: For some fixed $k \geq 2$, assume that $M(k)$ holds. Let $\mathbf{v}_{1}, \mathbf{v}_{2}, \ldots, \mathbf{v}_{k}$ and $\mathbf{v}_{k+1}$ be vectors in $\mathbb{R}^{n}$. Then

$$
\begin{aligned}
& \left\|\mathbf{v}_{1}+\mathbf{v}_{2}+\cdots+\mathbf{v}_{k}+\mathbf{v}_{k+1}\right\|_{i} \\
& \quad=\left\|\left(\mathbf{v}_{1}+\mathbf{v}_{2}+\cdots+\mathbf{v}_{k}\right)+\mathbf{v}_{k+1}\right\| \\
& \left.\quad \leq \mid \mathbf{v}_{1}+\mathbf{v}_{2}+\cdots+\mathbf{v}_{k}\right)\|+\| \mathbf{v}_{k+1} \|(\text { by } M(2)) \\
& \left.\quad \leq\left\|\mathbf{v}_{1}\right\|+\left\|\mathbf{v}_{2}\right\|+\cdots+\left\|\mathbf{v}_{k}\right\|+\left\|\mathbf{v}_{k+1}\right\| \quad \text { by } M(k)\right)
\end{aligned}
$$

shows that $M(k+1)$ is true as well. This completes the inductive step.
By mathematical induction, for every $m \geq 1, M(m)$ holds.
Exercise 695: Two things are to be proved, the $p$-norm triangle inequality (which is often called Minkowski's inequality)

$$
\|\mathbf{x}+\mathbf{y}\|_{p} \leq\|\mathbf{x}\|_{p}+\|\mathbf{y}\|_{p}
$$

and its generalization to larger sums,

$$
\left\|\mathbf{x}_{\mathbf{1}}+\mathbf{x}_{2}+\cdots+\mathbf{x}_{n}\right\|_{p} \leq\left\|\mathbf{x}_{\mathbf{1}}\right\|_{p}+\left\|\mathbf{x}_{\mathbf{2}}\right\|_{p}+\cdots+\left\|\mathbf{x}_{\mathbf{n}}\right\|_{p}
$$

Note that when $p=2$, this is Minkowski's inequality for two vectors.
Before proving the first inequality, here is a simple observation: if $p>1$ and $\frac{1}{p}+\frac{1}{q}=1$, then $q=\left(1-\frac{1}{p}\right)^{-1}=\frac{p}{p-1}$ and so $(p-1) q=p$. Putting $\mathbf{x}=\left(x_{1}, \ldots, x_{n}\right)$ and $\mathbf{y}=\left(y_{1}, \ldots, y_{n}\right)$, apply Hölder's inequality with $y_{i}$ 's replaced by $\left|x_{i}+y_{i}\right|^{p-1}$ as follows:

$$
\sum_{i=1}^{n}\left|x_{i}+y_{2}\right|^{p}
$$

$$
\begin{aligned}
& =\sum_{i=1}^{n}\left|x_{i}+y_{i}\right| \cdot\left|x_{i}+y_{i}\right|^{p \cdots 1} \\
& \leq \sum_{i=1}^{n}\left(\left|x_{i}\right|+\left|y_{i}\right|\right) \cdot\left|x_{i}+y_{i}\right|^{p-1} \text { (by the triangle inequality) } \\
& =\sum_{i=1}^{n}\left|x_{i}\right| \cdot\left|x_{i}+y_{i}\right|^{p-1}+\sum_{i=0}^{n}\left|y_{i}\right| \cdot\left|x_{i}+y_{i}\right|^{p-1} \\
& \leq\|\mathbf{x}\|_{p}\left(\sum_{i=1}^{n}\left(\left|x_{i}+y_{i}\right|^{p \cdots 1}\right)^{q}\right)^{1 / q}+\|\mathbf{y}\|_{p}\left(\sum_{i=1}^{n}\left(\left|x_{i}+y_{i}\right|^{p-1}\right)^{q}\right)^{1 / q} \\
& =\|\mathbf{x}\|_{p}\left(\sum_{i=1}^{n}\left|x_{i}+y_{i}\right|^{p}\right)^{1 / q}+\|\mathbf{y}\|_{p}\left(\sum_{i=1}^{n}\left|x_{i}+y_{i}\right|^{p}\right)^{1 / q} \\
& =\left(\|\mathbf{x}\|_{p}+\|\mathbf{y}\|_{p}\right)\left(\sum_{i}^{n}\left|x_{i}+y_{i}\right|^{p}\right)^{1 / q} .
\end{aligned}
$$

Dividing each side by $\left(\sum_{i=1}^{n}\left|x_{i}+y_{i}\right|^{p}\right)^{1 / 4}$ leaves

$$
\left(\sum_{i=1}^{n}\left|x_{i}+y_{2}\right|^{p}\right)^{1 / p} \leq\|\mathbf{x}\|_{p}+\|\mathbf{y}\|_{p}
$$

which proves the first inequality in the exercise.
The second inequality now is a straightforward inductive argument completely analogous to that used to prove the triangle inequality, (see solution to Fxercise 193) and so is left to the reader.

Exercise 696: (Gram-Schmidt) Throughout, all vectors are be assumed to be from some inner product space $V$. For $n \geq 1$, let $C(n)$ be the claim that for any linearly independent set $S=\left\{\mathbf{w}_{1}, \ldots, \mathbf{w}_{n}\right\}$ of vectors in $V$, the vectors $T=\left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}\right\}$ defined by $\mathbf{v}_{1}=\mathbf{w}_{1}$, and for each $k=2, \ldots, n$,

$$
\begin{equation*}
\mathbf{v}_{k}=\mathbf{w}_{k}-\sum_{j=1}^{k-1} \frac{\left\langle\mathbf{w}_{k}, \mathbf{v}_{j}\right\rangle}{\left\|\mathbf{v}_{j}\right\|^{2}} \mathbf{v}_{j} . \tag{37.5}
\end{equation*}
$$

form an orthogonal set of non-\%ero vectors with $\operatorname{span}(T)=\operatorname{span}(S)$.
Base step: When $n=1, S-\left\{\mathbf{w}_{1}\right\}=\left\{\mathbf{v}_{1}\right\}=T$ is linearly independent.
Inductive step: Suppose that for some $m \geq 1$, the claim $C(m)$ holds, and let $S=$ $\left\{\mathbf{w}_{1}, \ldots, \mathbf{w}_{m}\right\}$ be linearly independent. By. $C(m)$, suppose that $T=\left\{\mathbf{v}_{1}, \ldots, \mathbf{v}_{m}\right\}$
is orthogonal (produced according to the recursion (37.5). Suppose $\mathbf{w}_{m+1}$ is so that $S^{\prime}=S \cup\left\{\mathbf{w}_{m+1}\right\}$ is linearly independent, and put

$$
\mathbf{v}_{m+1}=\mathbf{w}_{m+1}-\sum_{j=1}^{m} \frac{\left\langle\mathbf{w}_{m}, \mathbf{v}_{j}\right\rangle}{\left\|\mathbf{v}_{j}\right\|^{2}} \mathbf{v}_{j} .
$$

Then for each $i=1, \ldots, m$,

$$
\begin{aligned}
\left\langle\mathbf{v}_{m+1}, \mathbf{v}_{i}\right\rangle & =\left\langle\mathbf{w}_{m+1}, v_{i}\right\rangle-\sum_{j=1}^{m} \frac{\left\langle\mathbf{w}_{m+1}, \mathbf{v}_{j}\right\rangle}{\left\|\mathbf{w}_{j}\right\|^{2}}\left\langle\mathbf{v}_{j}, \mathbf{v}_{i}\right\rangle \\
& =\left\langle\mathbf{w}_{m+1}, v_{i}\right\rangle-\frac{\left\langle\mathbf{w}_{m+1}, \mathbf{v}_{i}\right\rangle}{\left\|\mathbf{w}_{i}\right\|^{2}}\left\langle\mathbf{v}_{i}, \mathbf{v}_{i}\right\rangle \text { (see below for reason) } \\
& =0
\end{aligned}
$$

since by $C(m), T$ is orthogonal, and so for $i \neq j,\left\langle\mathbf{v}_{j}, \mathbf{v}_{i}\right\rangle=0$. Hence, $\mathbf{v}_{m+1}$ is orthogonal to all vectors in $T$, and so the set $T^{\prime}=T \cup\left\{\mathbf{v}_{m+1}\right\}$ is orthogonal. By Lemma 19.5.5, $T^{\prime}$ is linearly independent.

By $C(m)$, it is assumed that $\operatorname{span}(S)=\operatorname{span}(T)$, and since $\mathbf{v}_{m+1} \in \operatorname{span}\left(S^{\prime \prime}\right)$, then span $\left(T^{\prime}\right) \subseteq \operatorname{span}\left(S^{\prime}\right)$. However, since both $S^{\prime}$ and $T^{\prime}$ are lincarly independent, $m+1=\operatorname{dim}\left(\operatorname{span}\left(S^{\prime}\right)\right)=\operatorname{dim}\left(\operatorname{span}\left(T^{\prime}\right)\right)$ : thus (do you know why?) $\operatorname{span}\left(T^{\prime}\right)=$ $\operatorname{span}\left(S^{\prime}\right)$, finishing the proof of $C(m+1)$ and hence the inductive step.

By mathematical induction, for each $n \geq 1$, the claim $C(n)$ is true.
If $V$ is a finite dimensional vector space with an inner product. apply the GramSchmidt process to any basis for $V$, and obtain an orthogonal basis. Normalizing vectors in an orthogonal basis then gives an orthonormal basis.

## Chapter 38

## Solutions: Geometry

Exercise 698: This problem occurred in [161, 7.26, pp. 181, 189].
BASE STEP: Since $c>a$ and $c>b, c^{3}=c\left(a^{2}+b^{2}\right)>a^{3}+b^{3}$.
Inductive step: For some $k \geq 3$, suppose that $c^{k}>a^{k}+b^{k}$. Then $c^{k+1}=c \cdot c^{k}>$ $c\left(a^{k}+b^{k}\right)>a^{k+1}+b^{k+1}$ proves the result for $k+1$.

By mathematical induction, the statement is true for every $n>2$.
Exercise 699: (Brief) Begin by constructing a right triangle with legs each of length 1 ; its hypotenuse has length $\sqrt{2}$. Supposing that for some $k>2$, that a segment of length $\sqrt{k}$ has been constructed. From one end of this segment, extend a perpendicular 1 unit long, determining another right triangle with legs of length 1 and $\sqrt{k}$. By Pythagoras's theorem, the new hypotenuse has length $\sqrt{k+1}$. See Figure 38.1.


Figure 38.1: Constructing $\sqrt{n}$

Exercise 700: [This solution also occurs in [250, Prob. 52].] For each $n \geq 1$, let $A(n)$ be the assertion that among $n$ points in the plane, the greatest distance between points is realized by at most $n$ different pairs of points.

Base step: Each of $A(1), A(2)$, and $A(3)$ hold trivially since for each $n=1,2,3$, the total number of pairs is at most $n$, so the pairs realizing a maximum distance is also.

Inductive step: Fix some $m \geq 4$ and assume that $A(m-1)$ is true. Consider a set of $m$ points $p_{1}, \ldots, p_{m}$ and without loss of generality let the diameter of this set be 1 (that is, the maximum distance between any two points is 1 ). The proof now splits into two cases, the first of which does not require the induction hypothesis.

Case 1: Assume that each $p_{i}$ is at distance 1 from at most two other points. Then by the handshaking lemma (Lemma 15.1.1), or simple double counting, there are at most $m$ pairs with distance 1 , so $A(m)$ is true.

Case 2: Assume that some point, say $p_{1}$ is at distance 1 from threc other points, say $p_{2}, p_{3}$, and $p_{4}$.

Claim: At least one of $p_{2}, p_{3}, p_{4}$ has only $p_{1}$ at distance 1 .
Since any two of $p_{2}, p_{3}, p_{4}$ are at distance at most one, all of the angles of the form $\angle p_{i} p_{1} p_{j}$ are acute; suppose that these thrce vertices occur in order around $p_{1}$ (that is, $p_{3}$ is in the sector subtended by the acute angle $\angle p_{2} p_{1} p_{4}$ ). It is now shown that indeed $p_{3}$ satisfics the claim.

Suppose that for some $k, p_{k}$ is at distance 1 from $p_{3}$. Then the segment $p_{3} p_{k}$ is not disjoint from either $p_{2} p_{1}$ or $p_{4} p_{1}$ because of the following fact, whose proof is loft to the reader:

Fact: If two line segments of length 1 are disjoint, two endpoints are at distance greater than 1.

Thus $p_{3} p_{k}$ intersects both $p_{2} p_{1}$ and $p_{4} p_{1}$. and so $p_{k}=p_{1}$; thus $p_{3}$ satisfies the claim.

Delcting the one point guaranterd by the claim (in the above proof, $p_{3}$ ) gives a collection of $m-1$ points and by $A(m-1)$, the number of times distance 1 occurs is at most $m-1$; together with the deleted point gives at most $m$ pairs of points at distance 1 , proving $A(m)$ and completing the inductive step.

By mathematical induction, for each $n \geq 1$, the assertion $A(n)$ holds.
Comment: If $n$ is odd, the maximum distance in a regular $n$-gon occurs twice at. each vertex, so the bound in Exercise 700 is attained.

Exercise 701: The solution outline of the inductive step provided in [421, Ex. 6.1] goes as follows: Let points $c_{1}, \ldots, c_{n}$ be contained in a ball $B \subset \mathbb{R}^{d}$ of radius $\sqrt{2}$. First show that all points can be moved to the boundary of $B$ without decreasing any pairwise distances. By rotating $B$ appropriately, assurne that $c_{1}=(\sqrt{2}, 0, \ldots, 0)$. Let $B^{\prime}$ be the intersection of $B$ with the (hyper)plane consisting of all points whose first coordinate is 0 . Then show that for each $i=2 \ldots, n$, the point $c_{i}$ can be mapped to a point $c_{i}^{\prime}$ on the boundary of $B^{\prime}$ so that each $\left|c_{i}^{\prime}-c_{j}^{\prime}\right|>2$. Apply the induction hypothesis to $B^{\prime}$ and $c_{2}^{\prime}, \ldots, c_{n}^{\prime}$. [Added note: With the given position
of $c_{1}$, by Pythagoras, all remaining points lic on the other side of $B^{\prime}$, and can be shifted "out" to meet the boundary of $B^{\prime}$ just as they were shifted in $B$.]

Exercise 703: (Main idea for proof) Given two squares with side lengths $a$ and $b$, where $a \leq b$, cut the large square with two cuts at right angles to each other, where the cuts partition each edge in proportions $\frac{b-a}{2}$ and $\frac{b+a}{2}$. Do not cut the small square. Reassemble the five pieces into a larger square as in Figure 38.2. [This actually gives a standard proof of Pythagoras' theorem!!


Figure 38.2: The square reassembled
Argue by induction using the above step.

### 38.1 Solutions: Convexity

Exercise 704: Fix $n \in \mathbb{Z}^{+}$and for each $m \in \mathbb{Z}^{+}$, let $S(m)$ be the statement that if $m$ points lie in a convex set, then any convex linear combination of these points also lies in the convex set.
BASE STEP: For $m=1$, the result is trivial; the statement for $m=2$ is simply the definition of convexity.
Induction step: Fix $k \geq 2$ and suppose that $S(k-1)$ is true. Let $x_{1}, \ldots, x_{k}$ be points in a convex set $C$, and let $\alpha_{1}, \ldots, \alpha_{k} \in[0,1]$ be real numbers with $\sum_{i=1}^{k} \alpha_{i}=$ 1. To complete the proof of $S(k)$, it remains only to show that

$$
\sum_{i=1}^{k} \alpha_{i} \mathbf{x}_{i} \in C .
$$

To see this, begin by rewriting this sum:

$$
\sum_{i=1}^{k} \alpha_{i} \mathbf{x}_{i}=\left(\sum_{i=1}^{k \cdots 1} \alpha_{i} \mathbf{x}_{i}\right)+\alpha_{k} \mathbf{x}_{k}
$$

$$
\begin{equation*}
=\left(1-\alpha_{k}\right)\left(\sum_{i=1}^{k-1} \frac{\alpha_{i}}{1-\alpha_{k}} \mathbf{x}_{i}\right)+\alpha_{k} \mathbf{x}_{k} \tag{*}
\end{equation*}
$$

Then each $\frac{\alpha_{i}}{1-\alpha_{k}} \in[0,1]$ and $\sum_{i=1}^{k-1} \frac{\alpha_{2}}{1-\alpha_{k}}=1$, so by $S(k-1), \sum_{i=1}^{k-1} \frac{\alpha_{i}}{1-\alpha_{k}} \mathbf{x}_{i} \in C$. Then by $S(2)$, the expression $\left(^{*}\right)$ is also in $C$, completing the inductive step.

By the principle of mathematical induction, for each $m \geq 1$, the statement $S(m)$ is true.

Exercise 705: This exercise appears in [58, p. 86], where the hint says to apply induction on $k$ and to show that for some $1 \leq i<j \leq k+1$ there is a point $\mathbf{x}_{i j}=\lambda \mathbf{x}_{i}+\mu \mathbf{x}_{j}$ with $\lambda, \mu \geq 0, \lambda+\mu=1$, in the affine plane determined by $X^{\prime}=X \backslash\left\{\mathbf{x}_{i}, \mathbf{x}_{j}\right\}$.

Exercise 706: (Helly's theorem) This solution appears in many places, e.g., [61, p. 90 ] or $[343$, p. 48]. For each $r \geq n+1$, let $S(r)$ be the statement that if any of $n+1$ of couvex sets $C_{1}, \ldots, C_{r}$ have non-empty intersection, then $\cap_{i=1}^{r} C_{i} \neq \emptyset$.
Base step: The statement $S(n+1)$ holds trivially.
Inductive step: Let $k \geq n+1$ and assume that $S(k)$ is true. Let $C_{1}, \ldots, C_{k+1}$ be convex sets so that $n+1$ of them have non-empty intersection. By $S(k)$, for each $j=1, \ldots, k+1$, there exists

$$
\mathbf{x}_{j} \in C_{1} \cap \cdots \cap C_{j-1} \cap C_{j+1} \cap \cdots \cap C_{k+1}
$$

Since $k+1 \geq n+2$, by Radon's theorem applied with the set $S=\left\{\mathbf{x}_{1}, \ldots, \mathrm{x}_{k+1}\right\}$, there exists a partition $S=S_{1} \cup S_{2}$ so that $\operatorname{conv}\left(S_{1}\right) \cap \operatorname{conv}\left(S_{2}\right) \neq \emptyset$. Without loss of generality, let $S_{1}=\left\{\mathbf{x}_{1}, \ldots \mathbf{x}_{p}\right\}$ and $S_{2}=\left\{\mathbf{x}_{p+1}, \ldots, \mathbf{x}_{k ; 1}\right\}$, and let $\mathbf{y} \in$ $\operatorname{conv}\left(S_{1}\right) \cap \operatorname{conv}\left(S_{2}\right)$. Since $\left\{x_{1}, \ldots, x_{p}\right\} \subseteq C_{p+1} \cap \cdots \cap C_{k+1}$, which is convex, any convex combination of $\mathbf{x}_{1}, \ldots, \mathbf{x}_{p}$ is also in $C_{p+1}$ if $\cdots \cap C_{k+1}$, namely

$$
y \in C_{p+1} \cap \cdots \cap C_{k+1}
$$

Arguing similarly, $\left\{\mathrm{x}_{p+1}, \ldots, \mathrm{x}_{k+1}\right\} \subseteq C_{1} \cap \cdots \cap C_{p}$, and so

$$
\mathrm{y} \in C_{1} \cap \cdots \cap C_{p}
$$

Together, $\mathbf{y} \in \cap_{i=1}^{k+1} C_{i}$, concluding the proof of $S(k+1)$.
By mathematical induction on $r$, Hellys theorem is proved.

### 38.2 Solutions: Polygons

Exercise 714: See [266, Ex. 2.6(vi)].
Exercise 715: This problem is discussed in [433, p. 115].
Exercise 716: (Art gallery problem, outline) The original question was posed by Victor Klee in 1973, and solved by Václav Chvátal, [108] published in 1975. (See [419] for further generalizations and details.) The original proof was a delicate inductive argument, breaking off a piece of the polygon and reattaching it. A simpler proof (outlined below) was given by Steve Fisk [192] in 1978; Fisk's proof also relies on induction. For another exposition, see O'Rourke's book [420] on computational geometry.

Let $g(n)$ be the minimum number of guards required to guard the interior of any $n$-gon. It is not difficult to check that $g(3)=g(4)=g(5)=1$. To see that $g(6) \leq 2$, use a diagonal (which exists by Lemma 20.2.1) to split the hexagon into two areas, one of which is a quadrilateral, and apply $g(3)=g(4)=1$. Solving the case $n=6$ is a prelude to the general inductive step.

Too prove the general result, first (by Exercise 711, say, a result proved by induction) triangulate an $n$-gon into $n-2$ triangles. At least one (in fact, at least two) of these triangles have two sides common to the polygon (another result proved by induction, see Exercise 712). Then prove by induction that the vertices of the polygon can then be 3 -colored so that each triangle receives all threc colors (or use Exercise 713). Put guards at all vertices using the least used color. This shows that $g(n) \leq\lfloor n / 3\rfloor$.


Figure 38.3: An art gallery with 12 vertices requiring 4 guards
To see that $\lfloor n / 3\rfloor$ guards are necessary for $n \geq 6$, when $n=3 k$, consider polygons of the form in Figure 38.3, (where $k=4$ ). The diagram shows that as long as the
extensions of adjacent acute angled walls do not meet inside the gallery, one guard is required for each of the saw-tooth peaks, and it suffices to have only one of these guards close to the bottom wall.

Exercise 717: Pick's theorem is discussed in many popular sources, e.g., [31, p. 17], [122], [212, p. 215], [240], [415], [508, pp. 96-98], and [565, pp. 183-4]. Pick's theorem also occurs as an exercise in many textbooks; e.g., [462, 19. p. 292] contains a solution.

See Figure 38.4 for the idea behind step (iii); to mcasure the area of triangle $A B C$, calculate the area of the rectangle $B D E F$ and subtract off the area of the three outer triangles, each being a right triangle.


Figure 38.4: Finding area of arbitrary triangle

Exercise 718: The proof is by infinite descent. Let $n \geq 5$ and suppose that lattice points $P_{1}, \ldots, P_{n}$ form the vertices of a regular $n$-gon (in that order). All vectors $\overrightarrow{P_{1} P_{2}}, \overrightarrow{P_{2} P_{3}}, \ldots, \overrightarrow{P_{n-1} P_{n}}$, and $\overrightarrow{P_{n} P_{1}}$ also have integer coordinates.

As in Figure 38.5, attach the vector $\overrightarrow{P_{2} P_{3}}$ to $P_{1}, \overrightarrow{P_{3} P_{4}}$ to $P_{2}, \ldots$, and vector $\overrightarrow{P_{1}} \overrightarrow{P_{2}}$ to $P_{n}$. These new segments do not overlap unless $n=5$, in which case they just touch (try it!). All new endpoints thereby formed also have integer coordinates, yct form another $n$-gon with smaller side length (whose square is an integer, as in the proof of Lemma 20.2.3). Repeating this process of getting a smaller $n$-gon on gives an infinite sequence of $n$-gons on lattice points whose squares of the respective side lengths is a decreasing sequence of positive integers. This sequence violates the well-ordering of the positive integers, and so the original polygon does not exist.

Another proof of Exercise 718: Oleksiy Klurman pointed out that the following standard result (whose proof is included for completeness) can also be used.


Figure 38.5: Making a smaller $n$-gon

Theorem 38.2.1. For each integer $n \geq 5, \tan \left(\frac{\pi}{n}\right)$ is irrational.
Proof of Theorem 38.2.1: The proof is by contradiction and has two steps. In the first stcp, a simple pigconhole argurnent shows that the the sequence $\left\{\tan \left(2^{m} \frac{\pi}{n}\right)\right\}_{m=0}^{\infty}$ repeats. In the second step, assuming that $\tan \left(\frac{\pi}{n}\right)$ is rational, then the remaining terms in this sequence are also rational with increasing denominators (and so never repeating), providing the necessary contradiction.

Step 1 begins with the following well-known lemma:
Lemma 38.2.2. For any positive integer n, there exist positive integers $k<\ell$ so that $n$ divides $2^{\ell}-2^{k}$.

Proof: Fix $n$, and consider the sequence $2,2^{2}, 2^{3}, \ldots(\bmod n)$. By the pigeonhole principle, this sequence must eventually repeat. Then $2^{k} \equiv 2^{\ell}(\bmod n)$ is equivalent to $n$ dividing $2^{\ell}-2^{k}$.

Continuing Step 1 in the proof of Theorem 38.2.1, by Lemma 38.2.2, let $k<\ell$ be so that for some $d \in \mathbb{Z}^{+}, n d=2^{\ell}-2^{k}$. Then

$$
\begin{aligned}
a_{\ell}-a_{k} & =\tan \left(2^{\ell} \frac{\pi}{n}\right)-\tan \left(2^{k} \frac{\pi}{n}\right) \\
& =\frac{\sin \left(2^{\ell} \frac{\pi}{n}-2^{k} \frac{\pi}{n}\right)}{\cos \left(2^{\ell} \frac{\pi}{n}\right) \cos \left(2^{k} \frac{\pi}{n}\right)} \\
& =\frac{\sin \left(n d \frac{\pi}{n}\right)}{\cos \left(2^{\ell} \frac{\pi}{n}\right) \cos \left(2^{k} \frac{\pi}{n}\right)} \\
& =0,
\end{aligned}
$$

and so $a_{k}=a_{\ell}$ with $k<\ell$, that is, the sequence $\left\{a_{m}\right\}$ repeats, completing the first step of the proof of Theorem 38.2.1.

Step 2: For some $n \geq 5$, suppose that $\tan \left(\frac{\pi}{n}\right)$ is rational, that is, for some $p, q \in \mathbb{Z}^{+}$with $\operatorname{gcd}(p, q)=1, \tan \left(\frac{\pi}{n}\right)-\frac{p}{q}$. Since $n \geq 5, \frac{\pi}{n}<\frac{\pi}{4}$, and so $\frac{p}{q}<1$ : that is, $0<p<q$.

For $m=0,1,2,3, \ldots$, put

$$
a_{m}=\tan \left(2^{m} \frac{\pi}{n}\right) .
$$

Then $a_{0}=\frac{p}{q}$, and

$$
a_{m+1}=\frac{2 \tan \left(2^{m} \frac{\pi}{n}\right)}{1-\tan ^{2}\left(2^{m} \frac{\pi}{n}\right)}=\frac{2 a_{m}}{1-a_{m}^{2}} .
$$

Since $a_{0}$ is assumed to be rational, this last equation above and a simple inductive argument shows that each $a_{m}$ is rational; for each $m \geq 0$, write $a_{m}=\frac{p_{m}}{q_{m}}$ where ( $p_{m}, q_{m}$ ) $=1$ (and $p=p_{0}$ and $q=q_{0}$ ). As above, for each $m, 1 \leq p_{m}<q_{m}$. Then

$$
\begin{equation*}
\frac{p_{m+1}}{q_{m+1}}=\frac{2 \frac{p_{m}}{q_{m}}}{1-\left(\frac{m_{m}}{q_{m}}\right)^{2}}=\frac{2 p_{m} q_{m}}{q_{m}^{2}-p_{m}^{2}} . \tag{38.1}
\end{equation*}
$$

Claim: For each $m \geq 0, q_{m}<q_{m+1}$.
Proof of claim: [The proof submitted by Klurman was by induction, however his calculations show that MI is not needed.] Fix $m \geq 0$. Since ( $p_{m}, q_{m}$ ) $=1$, it follows that $\left(p_{m}, q_{m}^{2}-p_{m}^{2}\right)=\left(q_{m}, q_{m}^{2}-p_{m}^{2}\right)=1$ and so $\left(p_{m} q_{m}, q_{m}^{2}-p_{0}^{2}\right)=1$.

Case 1: Suppose that $\left(2, q_{m}^{2}-p_{m}^{2}\right)=1$. Then $\left(2 p_{m} q_{m}, q_{m}^{2}-p_{m}^{2}\right)=1$, and thus by equation (38.1), both $p_{m+1}=2 p_{m} q_{m}$ and

$$
\begin{aligned}
q_{m+1} & =q_{m b}^{2}-p_{m}^{2} & & \\
& \geq q_{m}^{2}-\left(q_{m}-1\right)^{2} & & \left(\text { since } p_{m n}<q_{m}\right) \\
& =2 q_{m}-1 & & \\
& >q_{m} & & \left(\text { since } q_{m}>1\right),
\end{aligned}
$$

finishing Case 1.
Case 2: Suppose that $\left(2, q_{m}^{2}-p_{m}^{2}\right) \neq 1$. Then $\left(2, q_{m}^{2}-p_{m}^{2}\right)=2$ and by equation (38.1), $\frac{p_{m+1}}{q_{m+1}}=\frac{p_{m} q_{m}}{\left(q_{m}^{2}-p_{m}^{m}\right) / 2}$. Since $\left(p_{m} q_{m}, q_{m}^{2}-p_{m}^{2}\right)=1$, so also $\left(p_{m} q_{m},\left(q_{m}^{2}-p_{m}^{2}\right) / 2\right)=$ 1 and and so both $p_{m+1}=p_{m} q_{m}$ and $q_{m+1}=\left(q_{m}^{2}-p_{m}^{2}\right) / 2$ ) (where $\left(p_{m+1}, q_{m+1}\right)=1$ ). Since $p_{m} \equiv q_{m}(\bmod 2), p_{m} \leq q_{m}-2$. If $q_{m}=2$, then $p_{m}=0$, which is impossible (because this gives $\tan \left(\frac{\pi}{n}\right)=0$ ), so $q_{m}>2$ and

$$
\begin{aligned}
q_{m+1} & =\left(q_{m}^{2}-p_{m}^{2}\right) / 2 & & \\
& \geq\left(q_{m}^{2} \cdots\left(q_{m}-2\right)^{2}\right) / 2 & & \text { (since } \left.p_{m} \leq q_{m}-2\right) \\
& =2 q_{m}-2 & & \\
& >q_{m} & & \text { (since } \left.q_{m}>2\right),
\end{aligned}
$$

finishing Case 2; this completes the proof of the claim.
By the claim, $a_{0}, a_{1}, a_{2}, \ldots$ are all distinct, contradicting the result in Step 1, and completing the proof of Theorem 38.2.1.

With Theorem 38.2.1 in hand, another popular solution to Exercise 718 (provided here by Klurman ) is as follows:

Let $n \geq 5$ and, to reach a contradiction, assume that $P$ is a regular $n$-gon whose vertices are lattice points (in $\mathbb{Z}^{+}$). Let $r$ be the circumradius of $P$, and let, $s$ be the side-length of $P$. Let $O$ be the center of $P$, let $X$ and $Y$ be adjacent vertices of $P$, and consider the triangle $\triangle O X Y$ where $m \angle O=\frac{2 \pi}{n}, r=\|O X\|=\|O Y\|$ and $s=\|X Y\|$. Let the area of $\triangle O X Y$ be $A$. By Pick's theorem (sce Exercise 717), $A$ is rational, and, since $X$ and $Y$ are rational points, $s^{2}=\|X Y\|^{2}$ is also rational.

By the cosine law (and simple calculation) $s^{2}=r^{2}+r^{2}-2 r^{2} \cos \left(\frac{2 \pi}{n}=4 r^{2} \sin ^{2}\left(\frac{\pi}{n}\right)\right.$. Also, $A=\frac{1}{2} r^{2} \sin \left(\frac{2 \pi}{n}\right)=r^{2} \cos \left(\frac{\pi}{n}\right) \sin \left(\frac{\pi}{n}\right)$. Combining these two facts,

$$
\tan \left(\frac{\pi}{n}=\frac{\sin \left(\frac{\pi}{n}\right)}{\cos \left(\frac{\pi}{n}\right)}=\frac{r^{2} \sin ^{2}\left(\frac{\pi}{n}\right)}{r^{2} \sin \left(\frac{\pi}{n}\right) \cos \left(\frac{\pi}{n}\right)}=\frac{\frac{1}{4} s^{2}}{A},\right.
$$

which is rational, contradicting Theorem 38.2.1.
Exercise 719: (Outline) In the article [341], several ways to look at this problem are given, as well as many references for this exercise, which dates back to 1962. The idea using recursion is simple, however a bit messy because of different cases for $n$ even and odd; these calculations are only outlined here.

Let $f(n)$ denote the number of triangles in a triangular grid $T_{n}$ with side length $n$. To count $f(n)$, count all triangles that use a vertex from the bottom row, and add this number to $f(n-1)$, which counts the number of triangles not touching the bottom of the $T_{n}$, that is, $f(n-1)$ is the number of triangles contained in a $T_{n-1}$ that forms the upper part of $T_{n}$. Of those triangles touching the bottom. there are two types, those whose orientation is the same as the big triangle, and those that are pointed upside-down with only a vertex touching the base line. Let $G(n)$ be the number of upward triangles touching the bottom of $T_{n}$ (see left side of Figure 38.6) and $H(n)$ the number of upside-down triangles touching the bottom of $T_{n}$ (as in the right side of Figure 38.6).


Figure 38.6: Counting triangles in $T_{1}$

Computing $G(n)$ is easy, as every point in $T_{n-1}$ determines an upward triangle whose base is on $T_{n}$, and there are

$$
G(n)=1+2+\cdots+n=\frac{n(n+1)}{2}
$$

such points. Hence the number of upward triangles in all is

$$
G(1)+G(2)+\cdots+G(n)=\sum_{v=1}^{n}\binom{v+1}{2}=\binom{n+2}{3}
$$

where the last equality is proved in Exercise 88.
Counting $H(n)$ is only a little clumsier. For each vertex $p \in\{1, \ldots, n-1\}$ on the bottom row of $T_{n}$, the largest possible upside-down triangle than can be formed with $p$ as its vertex has side length the smaller of $p$ or $n-p$. So for each $p \in\{1,2, \ldots,\lfloor n / 2\rfloor$, there are $p$ such triangles, and by symmetry,

$$
H(n)= \begin{cases}2 \sum_{p=1}^{\frac{n-1}{2}} p & \text { when } n, \text { is odd } \\ \left(2 \sum_{p=1}^{\frac{n}{2}} p\right)-\frac{n}{2} & \text { when } n \text { is cven. }\end{cases}
$$

In [341], the notation $\delta(n)$ is used, which is 0 when $n$ is even, and 1 when $n$ is odd. With this notation, and a bit of fiddling, find that

$$
H(n)-\frac{n^{2}}{4}-\frac{\delta(n)}{4},
$$

whence it follows by induction that there are

$$
\frac{n(n+2)(2 n-1)}{24}-\frac{\delta(n)}{8}
$$

upside down triangles in $T_{n}$. Together, these two counts (for upward and downward triangles) give the desired answer.

Exercise 720: See [266, p. 229] for two solutions, the first of which is by mathematical induction.

### 38.3 Solutions: Lines, planes, regions, and polyhedra

Exercise 721: This "now standard" solution seems to have initially appeared in 1948 [79]). For each $n \geq 3$, let $A(n)$ be the assertion that among $n$ points not all on a line, there exist, $n$ different lines joining them.

Base step: If three points are not all on one line, they determine a triangle of three lines, so $A(3)$ is true.

Induction step: Fix $k \geq 3$ and suppose that $A(k)$ is true. Consider a placement of $k+1$ points $p_{1}, \ldots, p_{k}, p_{k+1}$, not all on a line.

By Lemma 20.3.1, there exists a line $\ell$ containing only two points, say $p_{k}$ and $p_{k+1}$. Delete the point $p_{k+1}$. If the remaining points $p_{1}, \ldots, p_{k}$ are all on a line $m$, then the lines joining $p_{k+1}$ to each of $p_{1}, \ldots, p_{k}$ are distinct, and together with $m$, there are $k+1$ lines, proving $A(k+1)$. If $p_{1}, \ldots, p_{k}$ are not all on a line, by $A(k)$, there are $k$ distinct lines through these, and in addition to $\ell$, there are $k+1$ lines, again proving $A(k+1)$.

By mathematical induction, for each $n \geq 3$, the statement $A(n)$ is true.
Exercise 722: (The result in this exercise is contained in [161, 8.31(a), p. 209], among many popular sources.)

The proof is by induction on $\ell$ for arbitrary $p$. Fix an arbitrary convex region $R$ in the plane. For each $\ell \geq 0$, let $A(\ell)$ be the assertion that for each $p \in\left\{0,1, \ldots,\binom{\ell}{2}\right\}$, if $\ell$ lines that cross $R$, with $p$ intersection points inside of $R$, then the number of regions created inside $R$ is $r=\ell+p+1$.
BASE STEP: When no lines intersect $R, p=0, r=1$, and so $r=\ell+p+1$, proving $A(0)$.

Induction step: Fix some $k \geq 0$ and suppose that $A(k)$ holds for $k$ lines and some $p \geq 0$ with $k+p+1$ regions. Consider a collection $\mathcal{C}$ of $k+1$ lines each crossing $R$ (not just touching), select some line $L \in \mathcal{C}$, and apply $A(k)$ to $\mathcal{C} \backslash\{L\}$ with some $p$ intersection point.s inside $R$ and $r=k+p+1$ regions.

Let $s$ be the number of lines intersecting $L$ inside of $R$. As one draws a ( $k+1$ )-st line $L$, starting outside of $R$, a new region is created when $L$ first crosses the border of $R$, and whenever $L$ crosses a line inside of $L$. Hence, the number of new regions is $s+1$. So the number of regions detcrmined by the $k+1$ lines is

$$
\begin{aligned}
r \mid s+1 & =(k+p+1)+s+1 \\
(\text { by } A(k)) & \\
& =(k+1)+(p+s)+1,
\end{aligned}
$$

where $p+s$ is the total number of intersection points inside $R$; hence $A(k+1)$ is true.

By mathematical induction, for cach $\ell \geq 0$, the assertion $A(\ell)$ is truc.
Exercise 723: The solution follows directly from the result in Exercise 722. Since a circle is convex. and each intersection point is determined by a unique 4 -tuple of points, there are $\binom{n}{4}$ intersection points and $\binom{n}{2}$ chords.

Exercise 725: This problem is discussed in [433], one of many sources. The first published solution [507] in 1826 is due to the Swiss mathematician, Jacob Steiner.

One proof is based on the following recursion:
Lemma 38.3.1. Let $r_{n}$ denote the maximum number of regions determined by $n$ lines. Then $r_{n+1}=r_{n}+n+1$.

Proof of Lemma 38.3.1: Consider a system $S$ of $n$ lines, and let $\ell$ be a line not in $S$ and let $S^{\prime}=S \cup\{\ell\}$. Without loss of gencrality, assume that $\ell$ is not vertical (for if it is, rotate the system slightly). In the most left part of the plane, there are two regions, one above and one below $\ell$ both comprising a single region in $S$. As one follows $\ell$ to the right, if $\ell$ is not parallel to any line in $S$, then $\ell$ crosses all lines of $S$. As $\ell$ intersects each line in $S$, it cuts a region of $S$ into two new regions. So when $\ell$ is not parallel to any line in $S$, then $S^{\prime}$ has $n+1$ more regions than does $S$ (if $\ell$ is parallel to any lines in $S$, then there are fewer). Hence, $r_{n+1} \leq r_{n}+n+1$, with equality when $\ell$ is not parallel to any previous line.

To give the inductive proof of the exercise, for $n \geq 0$, let $R(n)$ be the statement that number of regions determined by $n$ lines in general position is $1+\binom{n+1}{2}$.
Base step: When $n=0$, there is only $1=1+\binom{01^{1}}{2}$ region. Also, when $n=1$, there are $2=1+\binom{1+1}{2}$ regions.

Inductive step: Let $m \geq 0$ and suppose that $R(m)$ is true. Let $S$ be a system of $m+1$ lines in general position. Denoting the number of regions in $S$ by $r_{m+1}$, by Lemma 38.3.1,

$$
\begin{aligned}
r_{m+1} & =r_{m}+(m+1)+1 \\
& =1+\binom{m+1}{2}+m+1 \quad(\text { by } R(m)) \\
& =1+\frac{m(m+1)}{2}+(m+1) \\
& =1+\frac{m(m+1)}{2}+\frac{2(m+1)}{2} \\
& =1+\frac{(m+2)(m+1)}{2} \\
& =1+\binom{m+2}{2}
\end{aligned}
$$

showing that the conclusion of $R(m+1)$ holds, completing the inductive step $R(m) \rightarrow R(m+1)$.

By MI, for any number $n$ of lines in general position in the plane, the number of regions determined is $1+\binom{n+1}{2}$.

Exercise 726: (Outline) The base case $n=1$ is clear since 1 circle creates 2 regions. For the inductive step, if $k$ circles are present, any new circle added must intersect other circles in $2 k$ distinct points; this means that there are $2 k$ new arcs, each of which splits an old region into two parts, so the number of regions for $k+\mathbf{1}$ circles is $2 k$ more than for $k$ circles.

Exercise 727: See [230, pp 7-8, 19] for solution. The recursion needed is that $Z_{n}$ is $2 n$ fewer than the number of regions created by $2 n$ lines.

Exercise 728: This problem appeared as [230, Ex.13, p. 19], with outline in the solution section.

Exercise 729: (Outline) The result is true for $n=0$ since $S_{0}$ is the single point $(0,0)$, which is covered by a single line. Supposing the result is true for $n=k$, since the line $x+y=k+1$ is not covered by any lines covering $S_{k}$, at least one more line is required to cover the points on $x+y=k+1$.

Exercise 730: (Brief) For one line, the result is clear. For the inductive step, assuming the result is true for $k$ lines, show that the result is true for $k+1$ lines by taking the 2-coloring of the regions determined by $k$ lines, and reversing the colors on one side of the new line; see Figure 38.7.


Figure 38.7: The new coloring after a line is added

Exercise 732: This problem is in [437, Prob. 6-8, Challenge 1].
Fxercise 734: This problem (with solution) appears in [220, pp. 119-120]. Let $S(n)$ be the statement that if $n$ half-planes cover $\mathbb{R}^{2}$, then some two or three of these cover $\mathbb{R}^{2}$.
BASE STEP: If either 2 or 3 planes cover the plane, then the result is trivial; so $S(2)$ and $S(3)$ hold.

Inductive step: Fix $k \geq 3$ and suppose that $S(k)$ holds. Let $H_{1}, \ldots, H_{k+1}$ be half-planes, combined which cover the plane. For each half-plane $H_{i}$, let $\ell_{i}$ be its boundary line.

If $\ell_{k+1}$ is entirely contained in one of the half-planes, say $H_{k}$, then $\ell_{k}$ and $\ell_{k+1}$ are parallel. If these two half-planes face opposite directions, then they cover the plane. If these two half-planes face the same direction, then one is contained in the other, making one superfluous, and so by $S(k)$, some two or three cover the entire plane.

For the remaining case, suppose that $\ell_{k+1}$ is not contained entirely in any of the half-planes $H_{1}, \ldots, H_{k}$. Since the entire plane is covered by the half-planes, so is all of $\ell_{k+1}$. The intersection of each other half-plane with $\ell_{k+1}$ is a ray, and so all these rays cover $\ell_{k+1}$. By Lemma 20.3.3, some two of these rays cover $\ell_{k+1}$, say those rays determined by $H_{1}$ and $H_{2}$. There are two possible relative locations for the half-planes $H_{1}, H_{2}$ and $H_{k+1}$. (a) $H_{k+1}$ contains the intersection of lines $\ell_{1}$ and $\ell_{2}$; in this case, these three half-planes cover the plane. (b) $H_{k+1}$ does not contain the intersection between $\ell_{1}$ and $\ell_{2}$. In this case, the plane is covered by $H_{1}, H_{2}, \ldots, H_{k}$, and so again $S(k)$ applies, giving at most two half-planes covering the plane.

In any case, $S(k+1)$ is shown to follow from $S(k)$, completing the inductive step.

By mathematical induction, for each $n \geq 2, S(n)$ is true.
Exercise 735: This problem appeared, for example, in [499, Prob. 30$]$.
Exercise 736: This problem is discussed in [433], one of many sources. Hint: If $s_{n}$ is the maximum number of regions determined by $n$ planes, then first prove that

$$
s_{n+1}=s_{n}+r_{n}
$$

where $r_{n}$ is defined in the solution to Exercise 725.
Exercise 737: Hint: duplicate the result for intersecting circles (Exercise 726) to show that the maximum number of regions $n$ circles can partition a sphere into is $n^{2}-n+2$. If $f(n)$ is the answer to this question, show the recurrence

$$
f(n+1)=f(n)+n^{2}-n+2
$$

by looking at the patiern made on the ( $n+1$ )-th sphere by the remaining spheres.
Exercise 739 [Euler's formula for polyhedra]: (Outline) Form the "graph" of a polyhedron by imagining that one face is removed, and then the remaining structure is stretched out to lay flat. Since the graph of any simple (faces are nonintersecting and there are no holes) polyhedron is connected and planar, the result in this excrcise follows directly from Exercise 503, the proof of which is a simple (strong) induction. This graph theory approach is the standard way to solve this
exercise and it answers a slightly more general problem, since not every planar graph gives rise to a polyhedron (e.g., a planar graph can have vertices of degree 0,1 , or 2 , and polyhedra have no such corresponding vertices).

Inductive proofs using actual polyhedra can be tricky, since all simple polyhedra need to be inductively constructed. There are two approaches that seem to work. The base case for each is the tetrahedron.

First let $P$ be polyhedron with only triangular faces. The number of edges per face is 3 , and each edge is on 2 faces, and so counting all edge-triangle pairs, $2 e=3 f$. Multiplying Euler's formula by 3 and making this replacement shows that it suffices to prove for triangle polyhedra (also called deltahedra), that $e=3 v-6$, and this can be done by induction. For example, adding a new vertex to the center of any face, and joining it the three corners of the triangle, increases the number of vertices by 1 , the number of edges by 3 , and the number of faces by 2 , and so each side of $v+f=e+2$ is increased by $1+2=3$. But there are other ways to create a triangulated polygon; an analysis is required for each case. To get the formula for a general polyhedron, subdivide each face into triangles, and observe that again Euler's formula is preserved upon each successsive subdivision; induction from the triangulated polyhedron back to the general polyhedron does the rest.

For a second approach, use "truncation", a process by which one cuts off a corner of a polyhedron to get, if possible, a polyhedron with one fewer vertex (and so a proof is by induction on the number of vertices). For truncation to work one needs a small observation. Suppose that $v$ is a vertex of a polyhedron $P$, and let $v_{1}, \ldots, v_{d}$ be those $d \geq 3$ vertices for which $\left\{v, v_{i}\right\}$ is an edge of $P$. If $P$ is convex, then the $v_{i}$ 's can be shifted so that they all lie on one plane (while preserving all combinatorial properties of $P$ ). 'Ihen removal of $v$ together with all edges touching $v$ produces another polyhedron $P^{\prime}$ with $d \cdots 1$ fewer faces, ( $d$ faces gone, and one new face with vertices $\left.v_{1}, \ldots, v_{d}\right), d$ fewer edges, and 1 fewer vertex, and so if Euler's formula is true for $P^{\prime}$, then it is true for $P$.

Exercise 740: This exercise occurs in [161, 8.21, pp. 208, 215].

### 38.4 Solutions: Finite gcometries

Exercise 741: Let $S(v)$ be the statement that for any near linear space $\mathcal{S}$ on $v$ points, (using the notation in Theorem 20.4.1) that if

$$
\sum_{i=1}^{b}\binom{k_{i}}{2} \geq\binom{ v}{2}
$$

then $\mathcal{S}$ is linear.
Base step: If $v-1$, then $b \leq 1$. and in any case $\mathcal{S}$ is linear.

Induction step: Fix $v \geq 2$ and suppose that $S(v-1)$ is true. Let $\mathcal{S}=(P, \mathcal{L})$ be a near linear space with $|P|=v$ points, and lines labelled $L_{1}, L_{2}, \ldots, L_{b}$, where each $L_{i}$ contains $\left|L_{i}\right|=k_{i}$ points, and suppose that

$$
\sum_{i=1}^{b}\binom{k_{i}}{2} \geq\binom{ v}{2}
$$

holds. Pick any point $p \in P$ and delete it--producing a new geometry $\mathcal{S}^{\prime}=\left(P^{\prime}, \mathcal{L}^{\prime}\right)$, where $P=P \backslash\{p\}$, and lines in $\mathcal{L}^{\prime}$ are those in $\mathcal{L}$, except those lines $L \in \mathcal{L}$ containing $p$ are now $L^{\prime}=L \backslash\{p\}$. One can verify that the restricted geometry $\mathcal{S}$ is still a near linear space. Let $v^{\prime}=v-1$ and for each $i=1, \ldots, b$, put $k_{i}^{\prime}=\left|L_{i}^{\prime}\right|$. The first step is to show that the corresponding inequality also holds for $\mathcal{S}^{\prime}$. In this derivation, there is no need to separate cases for small $k_{i}$ if one interprets $\binom{0}{2}=\binom{1}{2}=0$. The identity $\binom{n}{2}-(n-1)=\binom{n-1}{2}$ is used twice:

$$
\begin{aligned}
\sum_{i=1}^{b}\binom{k_{i}^{\prime}}{2} & =\sum_{i: p \notin L_{i}}\binom{k_{i}^{\prime}}{2}+\sum_{i: p \in L_{i}}\binom{k_{i}^{\prime}}{2} \\
& =\sum_{i: p \notin L_{i}}\binom{k_{i}}{2}+\sum_{i: p \in L_{i}}\binom{k_{i}-1}{2} \\
& =\sum_{i: p \notin L_{i}}\binom{k_{i}}{2}+\sum_{i: p \in L_{i}}\left[\binom{k_{i}}{2}-\left(k_{i}-1\right)\right] \\
& =\sum_{i=1}^{b}\binom{k_{i}}{2}-\sum_{i: p \in L_{i}}\left(k_{i}-1\right) \\
& =\binom{v}{2}-\sum_{i: p \in L_{i}}\left(k_{i}-1\right) \\
& \leq\binom{ v}{2}-(v-1) \\
& =\binom{v-1}{2}
\end{aligned}
$$

By $S(v-1), \mathcal{S}^{\prime}$ is linear; to show that $\mathcal{S}$ is linear, it remains to show that for every $q \in P \backslash\{p\}$, there is a unique line containing $p$ and $q$. To see this, let $r$ be any other point in $P$, and delete it; by the same argument used above for $\mathcal{S}^{\prime}$, this new geometry is also linear, and so $p$ and $q$ are contained on a unique line. Hence, $\mathcal{S}$ is linear.

By mathematical induction, for each $v \geq 1, S(v)$ holds, finishing the proof of the other direction in Theorem 20.4.1.

## Chapter 39

## Solutions: Ramsey theory

Exercise 742: The proof is by induction on $n$. For $n \geq 1$, let $S(n)$ be the statement that if $\mathcal{P}([n])$ is $n$-colored, there are sets $A, B \in \mathcal{P}([n])$ monochromatic with $A \subsetneq B$. Base step: When $n=1$, if $\mathcal{P}([1])=\{\emptyset,\{1\}\}$ is 1 -colored, then $\emptyset$ and $\{1\}$ are the same color and $\emptyset\{1\}$.

Inductive step: Fix $k \geq 1$, and suppose $S(k)$ is true. Let

$$
\Delta: \mathcal{P}([k+1]) \rightarrow[k+1]
$$

be a given $(k+1)$-coloring. If for any $A \subsetneq[k+1]$, if $\Delta(A)=\Delta([k+1])$, then $B=[k+1]$ are as needed. So suppose that all proper subsets of $[k+1]$ are colored differently from $[k+1]$; thus all proper subsets of $[k+1]$ are $k$-colored. In particular, all subsets of $[k]$ are $k$-colored by $\Delta$, and so by induction hypothesis $S(k)$, there exist t.wo sets $A, B \subset \mathcal{P}([k]), A \subsetneq B$, that are colored the same, and since $\mathcal{P}([k])$ is contained in $\mathcal{P}([k+1])$, the statement $S(k+1)$ is again confirmed.

By mathematical induction, for each $n \geq 1, S(n)$ is true.
Exercise 743: (PHP: Brief solution) The proof is by induction on $k$. Fix some $n \geq 0$. For $k=1$, the statement is trivial, so suppose that the result is true for $k=p$, that is, for any set with $n p+1$ elements partitioned into $p$ parts, one part contains at least $n+1$ elements. To show that the result is true for $k=p+1$, let $X$ be a set with $n(p+1)+1$ elements partitioned into parts $X_{1}, X_{2}, \ldots, X_{p}, X_{p+1}$. If $X_{p+1}$ does not contain $n+1$ elements, then $X_{1} \cup X_{2} \cup \cdots \cup X_{p}$ is a set with at least $n(p+1)+1-n=n p+1$ elements, and so, by induction hypothesis, for some $i=1, \ldots, p, X_{i}$ contains $n+1$ elements. This completes the inductive step, and hence the proof by induction.

Exercise 745 (Ramsey's theorem for 2-colorings): For $k \geq 1$, let $A(k)$ be the assertion that for every $a, b \geq 1, R_{k}(a, b)$ exists. The proof is by induction on $k$, and for each $k$, by induction on $a+b$.

Base cases ( $k=1,2$ ): The statement $A(1)$ is the pigeonhole principle and $A(2)$ is Corollary 21.2.3. [The case $k=2$ is not really required, because as is seen below, the proof for $k=2$ below is nearly the same as for the Erdös-Szekeres recursion (Theorem 21.2.2).]

Inductive step $(A(j-1) \rightarrow A(j))$ : Fix some $j \geq 1$ and suppose that $A(j-1)$ holds, that is, for every $a, b \geq 1$, that $R_{j-1}(a, b)$ exists (and is finite). It remains to show for each $a, b \geq 1$ that $R_{j}(a, b)$ cxists. For each $m \geq 2$, let $B_{j}(m)$ be the statement that if $a+b=m$, then $R_{j}(a, b)$ exists. The proof of $B_{j}(m)$ is by induction on $m$.

Base step $(\min \{a, b\} \leq j)$ : If $\min \{a, b\}<j$, then $R_{j}(a, b)=\min \{a, b\}$. If $\min \{a, b\}=j$, then $R_{j}(a, b)=R_{j}(b, a)=\max \{a, b\}$.

Inductive $\operatorname{step}\left(B_{j}(m) \rightarrow B_{j}(m+1)\right)$ : Let $s$ and $t$ satisfy $1<j \leq \min \{s, t\}$, and suppose that both $R_{j}(s-1, t)$ and $R_{j}(s, t-1)$ exist, that is, for $m=s+t-1$, that $B_{j}(m)$ holds. To prove $B_{j}(m+1)$, it suffices to show that $R_{j}(s, t)$ exists, and this follows if one can show

$$
\begin{equation*}
R_{j}(s, t) \leq R_{j-1}\left(R_{j}(s-1, t), R_{j}(s, t-1)\right)+1 . \tag{39.1}
\end{equation*}
$$

since, by $A(j-1)$, the righthand side of equation (39.1 is a finite number: call this number $N$. Let $X$ be a set with $N$ elements, and consider any coloring of the form

$$
\Delta:[X]^{j} \rightarrow\{\text { red, blue }\} .
$$

Fix a vertex $x \in X$, pui $Y=X \backslash\{x\}$ and consider the induced 2-coloring of the ( $j-1$ )-subsets of $Y$,

$$
\Delta^{*}:[Y]^{j-1} \rightarrow\{\text { red, blue }\}
$$

defined, for each $W \in[Y]^{j}$ : by $\Delta^{*}(W)=\Delta(W \cup\{x\})$. By the choice of $N$, there exists at least one of two kinds of subsets of $Y$ : a set $Y_{0} \subset Y$ with $R_{j}(s-1, t)$ elements so that $\Delta^{*}$ restricted to $\left[Y_{0}\right]^{j-1}$ is monochromatic red, or a set $Y_{1} \subset Y$ with $R_{j}(s-1, t)$ elements so that. $\Delta^{*}$ restricted to $\left[Y_{1}\right]^{j-1}$ is monochromatic blue.

Suppose that such a $Y_{0}$ exists. Then either $Y_{0}$ contains $s-1$ vertices $S_{0}$ so that $\left[S_{0}\right]^{j}$ is monochromatic red in which case $\left[S_{0} \cup\{x\}\right]^{j}$ is also, or $Y_{0}$ contains $t$ vertices $T_{0}$ so that $\left[T_{0}\right]^{t}$ is bluc. The similar argument shows that if $Y_{1}$ exists, there is either an $s$-set whose $j$-subsets are all red, or a $l$-subset, all of whose $j$-subsets are bluc. This shows equation (39.1), and hence concludes the proof of the inductive step $B_{j}(m) \rightarrow B_{j}(m+1)$.

Thus the inductive step $A(j-1) \rightarrow A(j)$ is complete as well.
By mathematical induction, for $k \geq 1, A(k)$ is true.
Exercise 746: (Outline) Duplicate the solution in Exercise 745, replacing equation (39.1) with Theorem 21.2.4, and induct on the sum of the $p_{i}$ 's.

Exercise 748: For each $r \geq 2$, let $P(r)$ be the proposition that the theorem is true for this value of $r$. Induct on $r$.
Base step: $P(2)$ is simply Theorem 21.2.5.
Iniductive step: Fix $m \geq 2$ and suppose that $P(m)$ is true. Let $T$ be an infinite set and let $\Delta:[T]^{2} \rightarrow[1, m+1]$ be a coloring. Consider the two colors $m$ and $m+1$ as one color $c$; then $\Delta$ induces an $m$-coloring $\Delta^{*}:[T]^{2} \rightarrow[1, m-1] \cup\{c\}$. Then by $P(m)$, there exists an infinite set $S$ so that $[S]^{2}$ is monochromatic under $\Delta^{*}$. If $[S]^{2}$ is color $i \in[1, m-1]$, then $[S]^{2}$ is monochromatic under $\Delta$. If the color of $[S]^{2}$ is $c$, then $[S]^{2}$ is 2 -colored under $\Delta$. Applying $P(2)$ (Theorem 21.2.5) with $S$ playing the role of $T$, there exists another infinite set $S^{\prime} \subseteq S \subseteq T$ so that $\left[S^{\prime}\right]^{2}$ is monochromatic. In either case, the infinite monochromatic set exists, proving $P(m+1)$. This completes the inductive step.

By mathematical induction, for every $r \geq 2, P(r)$ holds.
Note: The above technique of grouping colors is frequently used to prove that a 2 -coloring Ramsey-type theorem implies the corresponding $r$-coloring theorem.

Exercise 749: For $k, \ell \geq 2$, let $S(k, \ell)$ be the statement that if $\binom{k+\ell-4}{k-1}+1$ points with no same $x$ coordinates are chosen in $\mathbb{R}^{2}$, then some $k$ of these points contains a $k$-cup or some $\ell$ of these points form an $\ell$-cap. The proof is by induction on $k+\ell$.

Base step: When $k=2$ and $\ell=2$, any two points form both a 2 -cup and a 2-cap, and since $\binom{2+2-4}{2-2}+1=2$, the case $S(2,2)$ is true.
Inducilive step: Fix $s, t \geq 3$, and suppose that both $S(s-1, t)$ and $S(s, t-1)$ hold. It remains to show that $S(s, t)$ holds. Put

$$
N=\binom{s+t-4}{s-2}+1=\binom{s+t-4}{t-2}+1
$$

and let $P=\left\{p_{1}, \ldots, p_{N}\right\}$ be points listed in order with strictly increasing $x$ coordinates. In hope of contradiction, suppose that no subset of $P$ forms cither an $s$-cup or a $t$-cap. Since

$$
N \geq\binom{ s-t-5}{s-3}+1
$$

by $S(s-1, t)$, the set $P$ contains ( $s-1$ )-cups. In fact, $P$ contains many $(s-1)$-cups: Let $L$ be the set of rightmost points of all $(s-1)$-cups. $P \backslash L$ is a set with no ( $s-1$ )-cups, so by $S(s-1, \ell$ ),

$$
|P \backslash L| \leq\binom{ s+t-5}{s-3}
$$

Hence

$$
|L| \geq N-\binom{s+t-5}{s-3}
$$

$$
\begin{aligned}
& =\binom{s+t-4}{t-2}+1-\binom{s+t-5}{t-2} \\
& =\binom{s+t-5}{t-3}+1
\end{aligned}
$$

and since $L$ contains no $s$-cups, by $S(s, t-1), L$ contains at least one $(t-1)$-cap, say $\left\{q_{1}, \ldots, q_{t-1}\right\}$, given in left-right order, where each $q_{i}$ is the rightmost point of some ( $s-1$ )-cup. Suppose that $q_{1}$ is the right endpoint of the ( $s-1$ )-cup on points $p_{1}, \ldots, p_{s-2}, p_{s-1}=q_{1}$, where $p_{s-2}$ is the second last point. If the slope of $p_{s-2} p_{s-1}$ is greater than or equal to that of $q_{1} q_{2}$, then the points $p_{s-2}, p_{s-1}=q_{1}, q_{2}, \ldots$, $q_{t-1}$ form a $t$-cap [I could have interchanged cups and caps and got a " $t$-cup" here?] Now argue depending on the relative position of $q_{2}$. If the slope of $p_{s-2} p_{s-1}$ is less than that of $q_{1} q_{2}$, then $p_{1}, p_{2}, \ldots, p_{s-2}=q_{1}, q_{2}$ forms an $s$-cup. Either position of $q_{2}$ contradicts the initial assumption, so $S(s, t)$ holds, thereby completing the inductive step.

By mathematical induction on $k+\ell$, for every $k, \ell \geq 2, S(k, \ell)$ holds.

## Exercise 751 (Hilbert's affine cube lemma):

A simple fact used below is that for some $d$ and $r$, if $h(d, r)$ exists, then for any set $S$ of $h(d, r)$ consecutive positive integers (not just $S=[1, h(d, r)]$ ) if $\chi: S \rightarrow[1, r]$ is given, $S$ contains a monochromatic affine $d$-cube (just shift the $x_{0}$ in the cube).

Fix $r \geq 1$. For each positive integer $d$, let $C(d)$ be the claim that $h(d, r)$ exists. BASE STEP: Since a 1 -dimensional affine cube consists of only two integers, by the pigeonhole principle, $h(1, r)=r+1$, proving that $C(1)$ is true.
Inductive step ( $C(p) \rightarrow C(p+1)$ ): Fix some $p \geq 1$ and suppose that $n=h(p, r)$ exists. Put $N=r^{n}+n$ and let $\chi:[1, N] \rightarrow[1, r]$ be an arbitrary $r$-coloring of $[1, N]$. For each $i=0,1, \ldots, r^{n}$, consider sets of $n$ consecutive integers in $[1, N]$ of the form

$$
S_{i}=\{i+1, i+2, \ldots, i+n\}
$$

Each of the $r^{n}+1$ sets $S_{i}$ can be colored in at most $r^{n}$ ways, so by the pigeonhole principle there are $j<k$ so that the two sequences

$$
S_{j}=\{j+1, j+2, \ldots, j+n\} \text { and } S_{k}=\{k+1, k+2, \ldots, k+n\}
$$

reccive the same color pattern. As $S_{j}$ contains $n$ consecutive integers and is $r$ colored, the inductive hypothesis $C(p)$ applies, yielding a monochromatic affine $p$ cube $H_{1}=\left(x_{0}, x_{1}, \ldots, x_{p}\right)$ in $S_{j}$. Put $k-j=x_{p+1}$. Then the corresponding cube $H_{2}=H\left(x_{0}+x_{p+1}, x_{1}+x_{p+1}, \ldots, x_{p}+x_{p+1}\right)$ in $S_{k}$ is monochromatic and is the same color as $H_{1}$. Thus, the $(p+1)$-cube $H_{1} \cup H_{2}=H\left(x_{0}, x_{1}, \ldots, x_{p}, x_{p+1}\right)$ is monochromatic, showing that $h(p+1, r)$ exists and so $C(p+1)$ is true. This completes the inductive step.

By mathematical induction on $d$, for each $d \geq 1, h(d, r)$ exists. Since $r$ was fixed but arbitrary, for any $r \geq 1$ and $d \geq 1, h(d, r)$ exists.

Comment: The above proof typifies many coloring arguments in Ramsey theory. In writing such a proof, one might elect to use more formal notation, perhaps like: " $\chi$ induces a coloring $\chi^{*}:\left\{S_{0}, S_{1}, \ldots, S_{r^{n}}\right\} \rightarrow r^{n}$ by $\chi *\left(S_{i}\right)=(\chi(i+1), \chi(i+$ $2), \ldots, \chi(i+n))$ " to record each coloring pattern as a vector. The efficacy of this notation becomes clear in more complicated arguments.

Exercise 752: The proof here is by induction on $|B|$, as in, e.g., $[296$, p. 330].
Base step: When $|B|=1$, for every subgroup $I$,

$$
|A+B|=|A|=|A|+|B|-1 \geq|A|+|B|-|H| .
$$

Inductive step: Let $|B|>1$ and suppose that the theorem holds for all pairs of finite non-empty subsets $A, B^{\prime}$ with $\left|B^{\prime}\right|<|B|$.

Case 1: For all $a \in A$ and all $b, c \in B, a+b-c \in A$. In this case, for all $b, c \in B$, $A+b-c \in A$. Let $H$ be the subgroup of $G$ generated by all elements of the form $b-c$ where $b, c \in B$. Then $|B| \leq|H|$ and $A+H=A \neq G$. Thus, $H$ is a proper subgroup of $G$ and

$$
|A+B| \geq|A| \geq|A|+(|B|-|H|)
$$

Case 2: For some $a \in A$ and $b, c \in B$, suppose that $a+b-c \notin A$. Setting $x=a-c$, define

$$
\begin{aligned}
& A^{\prime}=A \cup(B+x) \text { and } \\
& B^{\prime}=B \cap(A-x) .
\end{aligned}
$$

If $b \in B^{\prime}$, then for some $\hat{a} \in A, b=\hat{a}-x=\hat{a}-a+c$, implying

$$
a+b-c=a+\hat{a}-a+c-c=\hat{a} \in A,
$$

contrary to assumption, so $b \notin B^{\prime}$. Since $0 \in A-a, c \in(A-a)+c=A-(a-c)$, and since also $c \in B$, conclude that $c \in B^{\prime}$. Together, $b \notin B^{\prime}$ and $c \in B^{\prime}$ show that $B^{\prime}$ is a non-empty proper subset of $B$. By induction hypothesis (applied with $A^{\prime}$ and $B^{\prime}$ ), there exists a proper subgroup $I$ of $G$ so that

$$
\begin{equation*}
\left|A^{\prime}+B^{\prime}\right| \geq\left|A^{\prime}\right|+\left|B^{\prime}\right|-|H| \tag{39.2}
\end{equation*}
$$

Then

$$
\begin{aligned}
A^{\prime}+B^{\prime} & =[A \cup(B+x)]+[B \cap(A-x)] \\
& \subseteq(A \cup B) \cup[(B+x)+(A-x)]=A+B
\end{aligned}
$$

and

$$
\begin{aligned}
\left|A^{\prime}\right|+\left|B^{\prime}\right| & =|A \cup(B+x)|+|B \cap(A-x)| \\
& =|A \cup(B+x)|+|(B+x) \cap A|
\end{aligned}
$$

$$
\begin{aligned}
& =|A|+|B+x| \\
& =|A|+|B|,
\end{aligned}
$$

together with equation (39.2) yield $|A+B| \geq|A|+|B|-|H|$, completing the inductive step.

By mathematical induction, the theorem is true for any $B$.
Exercise 753: (Using van der Waerden's theorem) The proof is by induction on $r$. For $r \in \mathbb{Z}^{+}$, let $P(r)$ be the statement that for each $k \geq 1, S B(k ; r)$ exists.
BASE STEP: When $r=1$, the result is trivial (for any $k$ ), so $P(1)$ holds.
Induction step: Fix $t>1$ and suppose that $P(t-1)$ holds, that is, that for each $k \geq 1, S B(k ; t-1)$ exists. Consider the van der Waerden number

$$
n=W(k \cdot S B(k ; t-1)+1, t),
$$

and let $\Delta:[1, n] \rightarrow[1, t]$ be a $t$-coloring. By the choice of $n$, there exists an arithmetic progression

$$
\{a+i d: i \in[0, k \cdot S B(k ; t-1)-1]\} \subset[1, n] .
$$

that is monochromatic, say, with color $i$. If for any $j<S B(k, t-1)$, dj is also colored $i$, then $\{d j\} \cup\{a+i(j d): i \in[0, k-1]\}$ is monochromatic, showing that $S B(k ; t)$ exists. Otherwise, $\{d, 2 d, \ldots, S B(k, t-1) d\}$ is $(t-1)$-colored, and then by the inductive hypothesis $P(t-1)$, (with the same $k$ ), there exists $a^{\prime}$ and $d^{\prime}$ so that $\left\{d^{\prime} d\right\} \cup\left\{\left(a^{\prime}+i d^{\prime}\right) d: i \in[0, k-1]\right\}$ is monochromatic. This is a $k$-term arithmetic progression together with difference $d^{\prime} d$ in the same color, again confirming that $S B(k ; t)$ exists, thereby completing the proof of $S(t)$, and hence the inductive step. Thus, by MI, for all $r \in \mathbb{Z}^{+}, P(r)$ is true.

Exercise 754: This proof occurs in [231], and relies on van der Waerden's theorem. Only the beginning of the proof is given; the remainder follows as in Exercise 753.

For $r \geq 1$, let $P(r)$ be the proposition that for any positive integers $k, s$, such an $n=n(k, s, r)$ exists. The proof is by induction on $r$.
Base step: For any $k, s$, let $n=\max \{k, s\}$. If $k \geq s$, then the progression $1,2, \ldots, k=n$ satisfies the theorem with $a=d=1$. If $s>k$, then $1,2, \ldots, k, \ldots, s$ also contains both the $\mathrm{AP}_{k}$ with $a=d=1$ and the element $s$. No smaller $n$ works, so $n(k, s, 1)=n=\max \{k, s\}$ exists, proving the basc case $P(1)$.

Inductive step: Fix $R \geq 1$ and suppose that $P^{\prime}(r)$ holds, that is, for all $k^{\prime}$ and $s^{\prime}$, $n\left(k^{\prime}, s^{\prime}, R\right)$ exists. Fix $k$ and $s$.

Claim: $n(k, s, R+1)=s \cdot W(k \cdot n(k, s, R), R+1)$. Proof of claim: Let $n=$ $s \cdot W(k \cdot n(k, s, R), R+1)$ and let $\Delta:[1, n] \rightarrow[1, R+1]$ be given. Now continue as in Exercise 753.

Exercise 755: (Tarry-Escott problem) This solution appeared in many places (e.g., sec [85] for solution and many references). The desired partition is arrived at recursively. To describe this recursion, for a number $x$ and a set $S$, the notation $x+S=\{x+s: s \in S\}$ is convenient.

Put $A_{0}=\{0\}$ and $B_{0}=\{1\}$. For $m \geq 0$, having defined $A_{m}$ and $B_{m}$, put $A_{m+1}=A_{m n} \cup\left(2^{m+1}+B_{i n}\right)$ and $B_{m+1}=B_{m} \cup\left(2^{m+1}+A_{m}\right)$. To confirm, the few first partitions are: $0|1 ; 0,3| 1,2 ; 0,3,5,6 \mid 1,2,4,7$; and

$$
0,3,5,6,9,10,12,15 \mid 1,2,4,7,8,11,13,14 .
$$

For each $n \geq 1$, let $S(n)$ be the statement that $A_{n}$ and $B_{n}$ satisfy, for every $j=0,1, \ldots, n$

$$
\sum_{a \in A_{n}} a^{j}=\sum_{b \in B_{n}} b^{j}
$$

Base step: $A_{0}=\{0\}$ and $B_{0}=\{1\}$ satisfies $0^{0}=1^{0}$, so $S(0)$ is true.
Inductive step: For some $m \geq 0$, assume that $S(m)$ holds. Then for each (fixed) $j \in\{0,1, \ldots, m+1\}$,

$$
\begin{aligned}
& \sum_{a \in A_{m+1}} a^{j}-\sum_{b \in B_{m+1}} b^{j} \\
&=\left[\sum_{a \in A_{m}} a^{j}+\sum_{b \in B_{m}}\left(2^{m+1}+b\right)^{j}\right]-\left[\sum_{b \in B_{m}} b^{j}+\sum_{a \in A_{m}}\left(2^{m+1}+a\right)^{j}\right] \\
&=\left[\sum_{a \in A_{m}} a^{j}-\sum_{b \in B_{m}} b^{j}\right]-\left[\sum_{a \in A_{m}}\left(2^{m+1}+a\right)^{j}-\sum_{b \in B_{m}}\left(2^{m+1}+b\right)^{j}\right] \\
&=\left[\sum_{a \in A_{m}} a^{j}-\sum_{b \in B_{m}} b^{j}\right]-\sum_{k=0}^{j}\binom{j}{k} 2^{\left(m_{m}+1\right)(j-k)}\left[\sum_{a \in A_{m}} a^{k}-\sum_{b \in B_{m}} b^{k}\right] .
\end{aligned}
$$

When $0 \leq j \leq m$, by induction hypothesis $S(m)$, each term above is 0 . When $j=m+1$, the above becomes

$$
\left[\sum_{a \in A_{m}} a^{m+1}-\sum_{b \in B_{n}} b^{m+1}\right]-\sum_{k=0}^{m+1}\binom{m+1}{k} 2^{(m+1)(m+1-k)}\left[\sum_{a \in A_{m}} a^{k}-\sum_{b \in B_{m}} b^{k}\right],
$$

and again by $S(m)$, for each $k=0,1, \ldots, m$, the expression in the last brackets is again 0 , so the entire expression becomes 0 . This shows that $S(m+1)$ is true as well, completing the inductive step.

By MI, for all non-negative integers $n$, the statement $S(n)$ is true.
Exercise 756: For each $n>2$, let $A(n)$ be the assertion that $G_{n}$ is triangle-free and $\chi\left(G_{n}\right)=n$.

Base step: It is trivial to chock that $G_{2}$ is triangle-free and $\chi\left(G_{2}\right)=2$, so $A(2)$ is true. [It is also easy to check manually that both $S(3)$ and $S(4)$ hold as well.]

Inductive step: Fix $k \geq 2$ and suppose that $A(k)$ holds, that is, $G_{k}$ is trianglefree and $\chi\left(G_{k}\right)=k$. Put $V=V\left(G_{k}\right)=\left\{v_{1}, \ldots, v_{m}\right\}$, (where $m$ can be calculated recursively: $\left.m=2\left|V\left(G_{k-1}\right)\right|+1\right)$. Define $U=\left\{u_{1}, \ldots, u_{m}\right\}$ and $x$ as per the construction of $G_{k+1}$ on vertex set $V \cup U \cup\{x\}$. It is not difficult to verify that $G_{k+1}$ is again triangle-free; to show $A(k+1)$, it remains to verify that $\chi\left(G_{k+1}\right)=k+1$. To see that $\chi\left(G_{k+1}\right) \leq k+1$, consider any good $k$-coloring $c: V\left(G_{k}\right) \rightarrow\{1, \ldots, k\}$ of $G_{k}$, and extend this coloring to $c^{\prime}$ of $G_{k+1}$ by defining, for each $i=1, \ldots, m$, $c^{\prime}\left(v_{i}\right)=c^{\prime}\left(u_{i}\right)=c\left(v_{i}\right)$, and assigning $x$ its own color. Since each $u_{i}$ and $v_{i}$ share the same neighbors, $c^{\prime}$ is a good $(k+1)$-coloring.

To see that $G_{k+1}$ is not $k$-chromatic, consider any $k$-coloring $c$ of $V\left(G_{k+1}\right)$. Suppose that $c$ restricted to the $G_{k}$ portion of $G_{k+1}$ is a good $k$-coloring. By $A(k)$, $G_{k}$ is not ( $k-1$ )-colorable and so in each color class $c^{-1}(i)$ of $V\left(G_{k}\right)$, there exists a vertex $v_{j}$ connected to vertices of all remaining $k-1$ colors. Since $u_{j}$ is connected to the same vertices in $G_{k}$ as $v_{j}$ is, if $c$ is to be a good coloring, $u_{j}$ must receive the same color as $v_{j}$, and hence all of $U$ receives all $k$ colors-but $x$ is adjacent to every vertex in $U$, and so this leaves no color available for $x$, so $c$ is not a good $k$-coloring of $G_{k+1}$. So $\chi\left(G_{k+1}\right)=k+1$, proving $A(k+1)$ and completing the inductive step.

By mathematical induction, for each $n \geq 2, A(n)$ is truc.

## Chapter 40

## Solutions: Probability and statistics

Exercise 757: Suppose that $x_{1}, x_{2}, \ldots$ are all real numbers in the interval $[a, b]$. Let $S(n)$ be the statement that

$$
a \leq \frac{x_{1}+x_{2}+\cdots+x_{n}}{n} \leq b .
$$

BASE STEP: For $n=1, S(1)$ merely says that $a \leq \frac{x_{1}}{1} \leq b$, which is true by the assumption made on all the $x_{i}$ 's.
Inductive step: For some fixed $k \geq 1$, assume that $S(k)$ is true, namely

$$
S(k): \quad a \leq \frac{x_{1}+x_{2}+\cdots+x_{k}}{k} \leq b .
$$

To be shown is

$$
S(k+1): \quad a \leq \frac{x_{1}+x_{2}+\cdots+x_{k}+x_{k+1}}{k+1} \leq b .
$$

The two incqualities in $S(k+1)$ are proved separately.
Since $a \leq \frac{x_{1}+x_{2}+\cdots+x_{k}}{k}$, it follows that $a k \leq x_{1}+x_{2}+\cdots+x_{k}$ and since $a \leq x_{k+1}$,

$$
a(k+1)=a k+a \leq a k+x_{k+1} \leq x_{1}+x_{2}+\cdots+x_{k}+x_{k+1} ;
$$

division by $k+1$ yields the lower bound of $S(k+1)$.
Similarly, since $\frac{x_{1}+x_{2}+\cdots+x_{k}}{k} \leq b$, it follows that $x_{1}+x_{2}+\cdots+x_{k} \leq b k$, and since $x_{k+1}<b$, then

$$
x_{1}+x_{2}+\cdots+x_{k}+x_{k+1} \leq b k+b=b(k+1) .
$$

Upon dividing by $k+1$, one has the upper bound in $S(k+1)$. This concludes the inductive step.

By mathematical induction, for all $n \geq 1, S(n)$ holds.

Exercise 759: See [411, Problem 52].

Exercise 760: Thanks to Brad Johnson (University of Manitoba, Dept. of Statistics), who provided this question and proof for inclusion here. (a) Let $X_{0}=1$ and note that, just prior to the $n$th draw there is a total of $n+1$ balls in the urn. Then

$$
\begin{aligned}
E\left(X_{1}\right) & =E\left[E\left(X_{1} \mid X_{0}\right)\right] \\
& =E\left[\left(X_{0}+1\right) \frac{1}{2}+X_{0} \frac{1}{2}\right] \\
& =E\left[X_{0}+\frac{1}{2}\right]=\frac{3}{2} .
\end{aligned}
$$

(b)

$$
\begin{aligned}
E\left(X_{2}\right) & =E\left[E^{\prime}\left(X_{2} \mid X_{1}\right)\right] \\
& =E\left[\left(X_{1}+1\right) \frac{X_{1}}{3}+X_{1} \frac{3-X_{1}}{3}\right] \\
& =E\left[\frac{4 X_{1}}{3}\right]=\left(\frac{4}{3}\right)\left(\frac{3}{2}\right)=2 .
\end{aligned}
$$

(c)

$$
\begin{aligned}
E\left(X_{3}\right) & =E\left[E\left(X_{3} \mid X_{2}\right)\right] \\
& =E\left[\left(X_{2}+1\right) \frac{X_{2}}{4}+X_{2} \frac{4-X_{2}}{3}\right] \\
& =E\left[\frac{5 X_{2}}{4}\right]=\frac{5}{4} \cdot 2=\frac{5}{2}
\end{aligned}
$$

(d) One might guess that $E\left(X_{n}\right)=(n+2) / 2$.
(e) For each integer $n \geq 0$, let $S(n)$ denote the equality $E\left(X_{n}\right)=\frac{n+2}{2}$.

Base step: $S(0)$ says $E\left[X_{0}\right]=1$, which is true because $X_{0}=1$.
Iniouctive ster: Fix $k \geq 1$, and suppose that

$$
S(k-1): \quad E_{k \cdots 1}=\frac{k+1}{2}
$$

is true. Then

$$
\begin{align*}
E\left(X_{k}\right) & =E\left[E\left(X_{k} \mid X_{k-1}\right)\right] \\
& =E\left[\left(X_{k-1}+1\right) \frac{X_{k-1}}{n+1}+X_{k-1} \frac{k+1-X_{k \cdot 1}}{k+1}\right] \\
& =E\left[X_{k-1}\left(1+\frac{1}{k+1}\right)\right] \\
& =\left(\frac{k+1}{2}\right)\left(\frac{k+2}{k+1}\right)  \tag{k-1}\\
& =\frac{k+2}{2}
\end{align*}
$$

confirming $S(k)$, thereby completing the inductive step.
Therefore, by mathematical induction, for every $n \geq 0, E\left(X_{n}\right)=(n+2) / 2$.
(f) Using the same arguments as above, $E\left(X_{1}\right)-3 / 2, E\left(X_{2}\right)=2$ and $E\left(X_{3}\right)=$ $5 / 2$ and it appears that $E\left(X_{n}\right)=(n+2) / 2$ again. As in the inductive step of part (e), assume $S(k-1)$. Then

$$
\begin{aligned}
E\left(X_{k}\right) & =E\left[E\left(X_{k} \mid X_{k-1}\right)\right] \\
& =E\left[X_{k-1} \frac{X_{k-1}}{n+1}+\left(X_{k-1}+1\right) \frac{k+1-X_{k-1}}{k+1}\right] \\
& =E\left[X_{k-1} \frac{n}{n+1}+1\right] \\
& =\frac{k+2}{2}
\end{aligned}
$$

(by $S(k-1)$, simplify).

Therefore, by mathematical induction, for each $n \geq 0, F\left(X_{n}\right)=(n+2) / 2$. Note, however, that the distribution of $X_{n}$ is different in these two cases.

Exercise 761: The proof given here follows that in [467] or [90]. For each $n \geq 1$, let $S(n)$ be the statement that for any $a \in(0,1]$,

$$
\operatorname{Prob}\left(M_{a}>n\right)=\frac{a^{n}}{n!} .
$$

BASE STEI: When $n=1$.

$$
\operatorname{Prob}\left(M_{a}>1\right)=\operatorname{Prob}\left(X_{1}<a\right)=a=\frac{a^{1}}{1!}
$$

so $S(1)$ is true.

Inductive step: Fix an integer $k \geq 1$, and suppose that $S(k)$ is true. Conditioning on $X_{1}$,

$$
\begin{aligned}
\operatorname{Prob}\left(M_{a .}>k+1\right) & =\int_{0}^{1} \operatorname{Prob}\left(M_{a}>k+1 \mid X_{1}=x\right) d x \\
& =\int_{0}^{a} \operatorname{Prob}\left(M_{a}>k+1 \mid X_{1}=x\right) d x \\
& =\int_{0}^{a} \operatorname{Prob}\left(M_{a-x}>k\right) d x \\
& =\int_{0}^{a} \frac{(a-x)^{k}}{k!} d x \\
& =\int_{0}^{a} \frac{u^{k}}{k!} d u \\
& =\frac{a^{k+1}}{(k+1)!},
\end{aligned}
$$

(by $S(k)$ with $a-x)$
shows $S(k+1)$ is true, completing the inductive step.
By mathematical induction, for each $n \geq 1$, the statement $S(n)$ is true, so the Exercise is solved for any fixed $a$.

Exercise 762: This exercise is adapted from [411, Problem 4].
Let $x$ be the probability desired. The colony can last forever only if the microbe first splits, and only if at least one of the daughters leads to an everlasting colony. Thus one needs to solve $x=p(1-x)^{2}$. The solutions to this quadratic are $x=0$ and $x=2-\frac{1}{p}$. If $p \leq 1 / 2$, then $p-\frac{1}{2} \leq 0$. Assume $p>\frac{1}{2}$; there are still two possible solutions.

So, let $p_{n}$ be the probability that the population lasts $n$ generations. Then

$$
p_{n+1}=p\left(1-\left(1-p_{n}\right)^{2}\right) .
$$

Since probabilities $p_{n}$ are decreasing (they are dependent), it suffices to show that for each $n$,

$$
p_{n}>2-\frac{1}{p} .
$$

This is done by induction. Since $p_{1}=1$, the base case is trivial. For the inductive hypothesis, for some $k \geq 1$, assume that

$$
p_{k} \geq 2-\frac{1}{p} .
$$

Then

$$
p_{k+1}=p\left(1-\left(1-p_{k}\right)^{2}\right)
$$

$$
\begin{aligned}
& >p\left(1-\left[1-\left(2-\frac{1}{p}\right)\right]^{2}\right) \text { (by ind. hyp.) } \\
& =p\left(1 \cdots\left[1-\frac{2 p-1}{p}\right]^{2}\right) \\
& =p\left(1-\left[\frac{1-p}{p}\right]^{2}\right) \\
& =p\left(\frac{p^{2}-(1-p)^{2}}{p^{2}}\right) \\
& =\frac{p^{2}-\left(1-2 p+p^{2}\right)}{p} \\
& =\frac{2 p-1}{p} \\
& =2-\frac{1}{p}
\end{aligned}
$$

This completes the inductive step.
Hence, by induction, for cach $n \geq 1$, the result $p_{n}>2-\frac{1}{p}$ holds as required.
Exercise 763: Let $\tau \geq 0$ also satisfy

$$
\tau=\sum_{j=0}^{\infty} \tau^{j} P_{j} .
$$

For each $n \geq 0$, let $S(n)$ be the statement that $\operatorname{Prob}\left(X_{n}=0\right) \leq \tau$.
Base step: For $n=0, \operatorname{Prob}\left(X_{0}=0\right)=0 \leq t a u$, so $S(0)$ is truc. Also, for $n=1$,

$$
\operatorname{Prob}\left(X_{1}=0\right)=\Gamma_{0}=\tau^{0} P_{0} \leq \sum_{j=0}^{\infty} \pi^{j} P_{j}=\tau
$$

so $S(1)$ is also true.
Induchive step: Fix $k \geq 0$ and assume that $S(k)$ is true. Then

$$
\begin{aligned}
\operatorname{Prob}\left(X_{k+1}=0\right) & =\sum_{j=0}^{\infty} \operatorname{Prob}\left(X_{k+1}=0 \mid X_{i}=j\right) \Gamma_{j} \\
& =\sum_{j=0}^{\infty}\left[\operatorname{Prob}\left(X_{k}=0\right)\right]^{j} P_{j}
\end{aligned}
$$

$$
\begin{align*}
& \leq \sum_{j=0}^{\infty} \tau^{j} P_{j}  \tag{k}\\
& =\tau,
\end{align*}
$$

proving $S(k+1)$.
By mathematical induction, for each $n \geq 0, \operatorname{Prob}\left(X_{n}=0\right) \leq \tau$.
Taking limits,

$$
\tau \geq \lim _{n \rightarrow \infty} \operatorname{Prob}\left(X_{n}=0\right)=\operatorname{Prob}(\text { population dies out })=\pi .
$$

So indeed, $\pi$ is the smallest number satisfying the equality in the theorem.
Exercise 764: (Outline) Induct on $a+b \geq 1$. For each $\left.a>0, N_{( } a, 0\right)=1$, and for each $b, N(b, b)=0$. Consider the two possibilities for the last votc. If the last vote is for $A$, there are $N(a-1, b)$ such distributions; if the last vote is for $B$, then there are $N(a, b-1)$ such distributions. Hence the recursion

$$
N(a, b)=N(a-1, b)+N(a, b-1) .
$$

Applying the inductive hypothesis to each of the terms on the right-hand side, and using the identity $\binom{n-1}{k-1}=\frac{k}{n}\binom{n}{k}$,

$$
\begin{aligned}
N(a, b) & =\frac{a-1-b}{a-1+b}\binom{a-1+b}{a-1}+\frac{a-(b-1)}{a+b-1}\binom{a+b-1}{a} \\
& =\frac{a-1-b}{a-1+b} \frac{a}{a+b}\binom{a+b}{a}+\frac{a-b+1)}{a+b-1} \frac{b}{a+b}\binom{a+b}{b} \\
& =\frac{(a-1-b) a+(a-b+1) b}{(a+b-1)(a+b)}\binom{a+b}{a} \\
& =\frac{a-b}{a+b}\binom{a+b}{a},
\end{aligned}
$$

as desired.
Exercise 768: For $\alpha+\beta=n \geq 2$, let $S(n)$ be the statement that stakes should be divided between $B$ and $A$ in the ratio

$$
\sum_{i=0}^{\alpha-1}\left(\begin{array}{cc}
n & \cdots \\
i
\end{array}\right): \sum_{j=c}^{n-1}\binom{n-1}{j} .
$$

or that $A$ 's share is

$$
\frac{P}{2^{n-i}} \sum_{j \cdot n}^{n-1}\binom{n-1}{j}
$$

and $b$ 's share is

$$
\frac{P}{2^{n+1}} \sum_{i=0}^{\alpha-1}\binom{n-\mathrm{I}}{i}
$$

Base cases $(n-2,3)$ : For the situation $n=2=\alpha+\beta$, each player lacks one point, (i.e., $\alpha=\beta-1$ ) and so the so each is as likely to win as the other, so the share should be divided equally. $S(2)$ says that the shares should be divided in the ratio $\binom{1}{0}:\binom{1}{1}$, namely the ratio $1: 1$, so $S(2)$ is true.

Although the base case $n=2$ has been shown, it is instructive to examine the case $n=3$. For the case $n=3$, either $\alpha=1$ and $\beta=2$ or $\alpha=2$ and $\beta=1$. Without loss of generality, suppose that $\alpha=1$. If the play were to continue one more point and $A$ wins, he is entitled to all of $P$, however if $A$ loses, by virtue of $S(1)$, he is entitled to $P / 2$. Thus, since $A$ is as likely to win or lose the next point, $A$ is entitled to $\frac{P+P / 2}{2}==\frac{3}{4} P$ and so the ratio should be $1: 3$. Indeed, $S(2)$ says the ratio should be

$$
\binom{2}{0}:\left(\binom{2}{1}+\binom{2}{2}\right) .
$$

the ratio $1: 3$, so $S(3)$ is true.
Indcotive step $(S(m)--, S(m+1)$ ): Fix $m \geq 3$, and assume that if $A$ is lacking $\alpha$ and $B$ is lacking $\beta$, and $\alpha+\beta=m$, the share should be divided between $B$ and $A$ in the ratio

$$
\sum_{2 \ldots 0}^{a-1}\binom{n-1}{i}: \quad \sum_{j=\alpha}^{m-1}\binom{n-1}{j}
$$

Assume that $A$ is lacking $k$ and $B$ is lacking $\ell$, where $k: \ell-m+1$. If the play were to continue and $A$ wins the next point, then $A$ would lack $k \cdots 1$ points and $B$ would lack $\ell$ points and $(k--1)+\ell=m$, so the inductive hypothesis woukd apply with $\alpha=k-1$ and $\beta=\ell$. giving a ratio

$$
\sum_{i=0}^{k-2}\binom{m-1}{i}: \quad \sum_{j=k-1}^{m-1}\binom{m-1}{j}
$$

that is, $B$ 's share would be

$$
\frac{P}{i^{m-1}} \sum_{i=0}^{k \cdots 2}\binom{m-1}{i}
$$

But if $A$ were to lose, then $B$ would win and the inductive hypothesis would hold with $\alpha=k$, giving $B$ 's share to be

$$
\frac{P}{2^{m}-1} \sum_{i=0}^{k-1}\binom{m \cdots 1}{i}
$$

The arithmetic mean of these two figures for $B$ 's share is

$$
\begin{aligned}
& \frac{P}{2^{m}}\left[\sum_{i=0}^{k-2}\binom{m-1}{i}+\sum_{i=0}^{k-1}\binom{m-1}{i}\right] \\
& \quad=\frac{P}{2^{m}}\left[2\left(\sum_{i=0}^{k-2}\binom{m-1}{i}\right)+\binom{m-1}{k-1}\right] \\
& \quad=\frac{P}{2^{m}}\left[\binom{m \cdot-1}{0}+\sum_{i=0}^{k-2}\left(\binom{m-1}{i}+\binom{m-1}{i+1}\right)\right] \\
& \quad=\frac{P}{2^{m}}\left[\binom{m-1}{0}+\sum_{i=0}^{k-2}\binom{m}{i+1}\right] \text { (by Pascal's identity), } \\
& \quad=\frac{P}{2^{m}}\left[\binom{m}{0}+\sum_{i=1}^{k-1}\binom{m}{i}\right] .
\end{aligned}
$$

preciscly what $S(m+1)$ says $B$ 's share should be. This completes the inductive steep.

Hence, by MI, the statement $S(n)$ is true for all $n \geq 2$.
Exercise 769: The claim in the proof of Local Lemma was: For any $S \subsetneq[n]$ and any $i \notin S$.

$$
P\left(A_{i} \mid \bigwedge_{j \in S} \overline{A_{j}}\right) \leq x_{i}
$$

As suggested in the exercise, the proof is by induction on $|S|$.
Base step: For $|S|=0$, considering the vacuous product to be 1 ,

$$
P\left(A_{i} \mid \bigwedge_{j \in S} \overline{A_{j}}\right)=P\left(A_{i}\right) \leq x_{i} \prod_{j \in S}\left(1-x_{j}\right)=x_{i}
$$

and so the claim is true when $|S|-0$.
InIUCTION STEP: Fix some $S$ and assume that the claim holds for all smaller $S^{\prime}$. Fix some $i \notin S$. Put $S_{1}=N(i) \cap S$ (the neighborhood of $i$ in $\left.G^{*}\right)$. and $S_{2}=S \backslash S_{1}$. Then (with some reasons given below due to room constraints),

$$
P\left(A_{i} \mid \bigwedge_{j \in S} \overline{A_{j}}\right)=P\left(A_{i} \mid\left(\bigwedge_{j \in S_{k}} \overline{A_{j}}\right) \wedge\left(\bigwedge_{k \in S_{2}} \overline{A_{k}}\right)\right)
$$

$$
\begin{aligned}
& =\frac{P\left(A_{i} \Lambda\left(\bigwedge_{j \in S_{1}} \overline{\Lambda_{j}}\right) \mid \Lambda_{k \in S_{2}} \overline{A_{k}}\right)}{P\left(\bigwedge_{j \in S_{1}} \overline{A_{j}} \mid \bigwedge_{k \in S_{2}} \overline{A_{k}}\right)}(\text { by Lemma 22.6.1) } \\
& \leq \frac{P\left(A_{i} \mid \bigwedge_{k \in S_{2}} \overline{A_{k}}\right)}{P\left(\bigwedge_{j \in S_{1}} \overline{A_{j}} \mid \bigwedge_{k \in S_{2}} \overline{A_{k}}\right)} \\
& =\frac{P\left(A_{i}\right)}{\left.P\left(\bigwedge_{j \in S_{1}} \overline{A_{j}}\right) \mid \bigwedge_{k \in S_{2}} \overline{A_{k}}\right)} \\
& \leq \frac{x_{i} \prod_{\{i, j\} \in E}\left(1-x_{j}\right)}{\left.P\left(\Lambda_{j \in S_{1}} \overline{A_{j}}\right) \mid \Lambda_{k \in S_{2}} \overline{A_{k}}\right)}
\end{aligned}
$$

(The third and fourth line above follow by the reasons: no control over dependent events, so ignore them; because $A_{i}$ is independent of $A_{j}$ when $j \in S_{2}$.)

If $S_{1}-\emptyset$, the denominator is equal to 1 , and the claim holds. Without loss of generality; let $S_{i}=\{1, \ldots, r\}, r \geq 1$, and $S_{2}=\{r+1, r+2, \ldots, s\}$, where $i \notin S_{1} \cup S_{2}$. Rewriting above,

$$
\begin{equation*}
P\left(A_{i} \mid \bigwedge_{j \leqslant S} \overline{A_{j}}\right) \leq \frac{x_{i} \prod_{\{i, j\} \in E}\left(1-x_{j}\right)}{P\left(\overline{A_{1}} \wedge \overline{A_{2}} \wedge \cdots \wedge \overline{A_{r}} \mid \wedge_{k-r+1}^{s} \overline{A_{k}}\right)} . \tag{40.1}
\end{equation*}
$$

Applying $I^{\prime}(A \wedge B \mid C)=I\left(A \mid B \wedge C^{v}\right) \cdot P\left(B \mid\left(C^{\prime}\right)\right.$ recursively, the denominator above becomes

$$
\begin{aligned}
& P\left(\left.\overline{A_{1}}\right|_{k=2} ^{r} \overline{A_{k}} \wedge \bigwedge_{k=r+1}^{s} \overline{A_{k}}\right) P\left(\left.\bigwedge_{j=2}^{r} \overline{A_{j}}\right|_{k:=r+1} ^{s} \overline{A_{k}}\right) \\
& \quad=P\left(\left.\overline{A_{1}}\right|_{k=2} ^{s} \overline{A_{k}}\right) P\left(\overline{A_{2}} \mid \bigwedge_{k=3}^{s} \bar{A}_{k}^{-}\right) P\left(\left.\bigwedge_{j=3}^{r} \overline{A_{j}}\right|_{k=r+1} ^{s} \overline{A_{k}}\right) \\
& \quad \vdots \\
& \quad=P\left(\overline{A_{1}} \mid \bigwedge_{k=2}^{s} \overline{A_{k}}\right) P\left(\overline{A_{2}} \mid \bigwedge_{k-3}^{s} \overline{A_{k}}\right) \ldots \Gamma\left(\left.\overline{A_{r}}\right|_{k=r+1} ^{s} \overline{A_{k}}\right) \\
& \quad=\left(1-P\left(A_{1} \mid \bigwedge_{k=:}^{s} \overline{A_{k}}\right)\right)\left(1-P\left(A_{2} \mid \bigwedge_{k=3}^{s} \overline{A_{k}}\right)\right) \cdots\left(1-P\left(\left.A_{r}\right|_{k=r+1} ^{s} \overline{A_{k}}\right)\right)
\end{aligned}
$$

Applying the induction hypothesis for each $k=1, \ldots, r$ with $S^{\prime}=S \backslash[k]$, the de-
nominator in (40.1) is bounded below by

$$
\left(1-x_{1}\right)\left(1-x_{2}\right) \cdots\left(1-x_{r}\right)=\prod_{j \in S_{1}}\left(1-x_{j}\right) \geq \prod_{\{i, j\} \in E^{\prime}}\left(1-x_{j}\right)
$$

because $N(i) \backslash S_{1}$ might be non-empty, and each $x_{j} \geq 0$ so $\left(1-x_{j}\right) \leq 1$. Thus,

$$
P\left(A_{i} \mid \bigwedge_{j \in S} \overline{A_{j}}\right) \leq x_{i}
$$

This proves the claim for $S$, finishing the inductive step.
By mathematical induction, for all $S \subsetneq[n]$ and $i \notin S$, the claim is true.

## Part IV

## Appendices

## Appendix A: ZFC axiom system

In Section 2.5, the theory of natural numbers from Peano's axioms is developed. The arithmetic that arises is called Peano arithmetic, denoted PA. Gödel's incompleteness theorem says that if PA is consistent, then the consistency of PA is not provable (using a finite sequence of mechanical steps) from Peano's axioms. A larger, somehow richer axiomatic system is necessary: This leads to the popular axiomatic system of set theory called ZFC (from which it is provable that Peano arithmetic is consistent!). See [95] or any of many recent standard logic books for more discussion.

Axioms for set theory rely on two abstract concepts, "elenent" and "set", and a binary relation $\subset$ denoing "is a member of". Usually, one uses capital letters to denote sets and small letters to denote elements, and writes $x \in A$ to denote "the element $x$ is a member of the set $A^{\prime \prime}$. The usage of upper and lower case in these situations is often a bit too restrictive, since, for example, one might have a set whose elements are themselves sets. In set theory, a collection of axioms was assembled by Ernst Zermelo (and apparently improved by suggestions from Fraenkel). Depending on the source, this collection varice considerably (compare. e.g., Cameron's list of ten in [95], with Jech's list of nine in [289]). Presented here is the list, of ten based on [95]. The first nine form what is known as the Zermelo-Fraenkel system, denoted ZF, and together with the tenth, the Axiom of Choice, the system is denoted by 7.FC. Sec, for example, [95] or for discussion as to what each entails.

ZF1 (Extensionality) If two sets have the same members, they are equal.
ZF2 (Empty set) There exists a set $\emptyset$ with no members.
ZF3 (Pairing) If $A$ and $B$ are sets, then there is a set $\{A, B\}$ whose members are precisely $A$ and $B$.

ZF4 (Union) If $A$ is a set, there is a set $U A$ whose members are the members of members of $A$.

ZF5 (Infinity) There is a set $A$ such 1 is a member of $A$, and if $x \in A$, then so too $\{x\} \in A$. (Such a set has to be infinite.)

ZI66 (Power set) If $A$ is a set, there is a set $\mathcal{P}(A)$ whose nembers are all subsets of $A$.

ZF7 (Selection, Scparation, or Specification) If $A$ is a set and $S(x)$ is a sentence (with only one free variable $x$ ) that is either true or false for any $x \in A$, then there exists a set $B$ consisting of all elements in $A$ for which $S$ is true.

ZF8 (Replacement) If $f$ is a function, then for any $X$, there exists a set $Y=\{F(x)$ : $x \in X\}$. (Sec Exercise 592 for a different formulation.)

ZF9 (Foundation) Every set $A$ contains a member $B$ that is disjoint from $A$. (This prevents Russell's paradox of "the set of all sets".)

In 1939, Kurt Gödel [217](1885-1978) showed that AC is consistent with ZF, (that is, adding AC to ZF did not lead to contradictions) and in 1963, Paul Cohen [112] proved that the negation of AC is also consistent with ZF. In this sense, AC is independent of ZF. In this book, as might be expected, ZFC is assumed.

## Appendix B: Inducing you to laugh?

In many mathematics journals and popular journals, there often appear quips that use the principle of induction in humor.

Here is one that appeared in [429, p. 11] (attributed to Quantum Seep):
My mother is a mathematician, so she knous how to induce good behavior. "If I've told you $n$ times, I've told you $n+1$ times..."

Here is another (found in, e.g., [429, p. 7]) old joke employing well-ordering:
Statement: All positive integers are interesting.
Proof: If not all positive integers are interesting. then the set of all non-interesting integers (by well-ordering) has a lcast integer, making it interesting - a contradiction.

A sister joke is the following: [This is not original, but I cannot recall a reference.]
Statement: All inlegers are boring.
Proof: If not, there would be a least not-boring integer. Who cares?
This next one is so old that it seems as if most mathematicians have heard it [but I can not track down the original source].

Question: What's yellow and equivalent to the Axiom of Choice?
Answer: Zorn's Lemon.
Here is another whose origin is unclear:
Induction doesn't amount to a hill of beans (because 1 bean is not a hill, and if $n$ beans did not form a hill, then neither docs $n+1$ ).

In [110] Richard Cleveland gave some limericks named with Zermelo's axioms. Here are a few relevant ones:

## 1. Extensionality

We assume that our sets arc extensional, As opposed to their being intensional, So the name of the game
Is that sets are the same
If they have the same members that's sensible!
9. Choice

Zermelo had one more in store,
And this one we mustn't ignore:
By which anyone may
Take a messy array
And make it well-ordered once more.
OR
9. Choice

There once was maiden named Enma,
Who had a peculiar dilemma:
She had so many beaus,
That to choose, heaven knows,
She had to appeal to Zorn's lemma.
The following quote is from Edgar Allen Poe, as in [183, p.289], about two writers, Cornelius Mathews (referred to here as Mr. M.) and Willeam Ellery Channing [Mr. C.]:

To speak algebraically: Mr. M. is execrable, but Mr. C. is ( $x+$ 1)=ecrable.

This next quip is from Martin Gardner as it appeared in Penrose tiles to trapdoor ciphers ${ }^{1}$ [214, p. 143].

Because mathematical induction often takes the from of "reducing to the preceding case," I close with an old joke. For a college freshman who cannot decide between physics and mathematics as his major subject the following two-part test has been devised. In the first part the student is taken to a room that contains a sink, a small stove with one unlighted burner and an empty kettle on the floor. The problem is to boil water. The student passes this part of the test if he fills the kettle at the sink, lights the burner and puts the kettle on the flame.

For part two the same student is taken to the same room, but now the ketile is filled and on the unlighted burner. Again the problem is to boil water. The potential physicist simply lights the burner. The

[^2]potential mathematician first empties the kettle and puts it on the floor. This reduces the problem to the preceding case, which he has already solved.

## Appendix C: The Greek alphabet

| lower case | upper case | name |
| :---: | :---: | :---: |
| $\alpha$ | A | alpha |
| $\beta$ | $B$ | beta |
| $\gamma$ | $\Gamma$ | gamma |
| $\delta$ | $\Delta$ | delta |
| $\epsilon$ | F, | epsilon |
| $\zeta$ | Z | zeta |
| $\eta$ | H | eta |
| 0 | $\Theta$ | theta |
| $\iota$ | 1 | iota |
| ヶ | K | kappa |
| $\lambda$ | $\Lambda$ | lambda |
| $\mu$ | M | mu |
| ${ }^{\prime}$ | N | nı1 |
| $\xi$ | $\Xi$ | xi |
| $\bigcirc$ | O | omicron |
| $\pi$ | II | pi |
| $\rho$ | P | rho |
| $\sigma$ | $\Sigma$ | sigma |
| $\tau$ | T | tau |
| $v$ | $\Upsilon$ | upsilon |
| $\phi$ | $\Phi$ | phi |
| $\chi$ | X | chi |
| $\psi^{i}$ | $\Psi$ | psi |
| $\omega$ | $\Omega$ | omega |
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$k$-connected graph, 247
$n$-cube, 281
p-group, 334
$\mathcal{P}(X), 217$
$\mathbb{N}$, natural numbers, 20
$\mathfrak{S}_{n}$, symmetric group, 335
$\binom{n}{k}$, binomial coefficients, 134
Abel's identities, 141
abelian group, 334, 372, 768
abstract algebra, 325
AC, Axiom of Choice, 57
Ackermann's function, 322
acyclic graph, 241
addition in $\mathbb{N}, 26$
associativity, 26
commutativity, 27
adjacency matrix, $248,330,683$
affine
combination, 350
cube, 371
set, 350
space, 351
affinely dependent, 351
algebraic integer, 338
algorithm, 194, 277, 278
contingency, 302
Fibonacci's, 603
Galc-Shapley, 251
grcedy, 246, 603
Kruskal's, 246, 247
prescriptive, 302
Prim, 246
alternating harmonic series, 451
alternative forms of induction, 42
ancestors, 14
antichain, 224
antisymmetric binary relation, 30,235
$\mathrm{AP}_{k}, k$-term arithmetic progression, 372
Archimedean property of reals, 229, 667
arithmetic mean, 345
game, 300
arithmetic progression, 188, 272, 372
no 3-term, 263, 701
sum, 127
arithmetic-geometric means, $39,276,546$
art gallery problem, 356
Artin-Schreier theorem, 340
ascending run, 209
ascent, in a permutation, 209
associative property of multiplication, 262
associativity
of addition in $\mathbb{N}, 26$
of multiplication in $\mathbb{N}, 29$
atomic sentence symbols, 235
autornated induction, 18
axiom, 20
Axiom of Choice, 14, 57, 229, 655, 664, $667,732,817$
indexed version, 59
axioms
for a partial order, 235
for an algebra, 235
for lattices, 235
axioms of $2 \mathrm{FFC}, 815$
limericks for, 817
Bachet's problem, 166
backward induction, 38
in finance, 290
ballot problern, 394, 395, 766
Banach fixed point theorem, 18
base step, 23, 24
required, 36
basic clause, 23
basis of a vector space, 342, 343
Bayes' formula, 390
Bernoulli numbers, 141
Bernoulli's inequality, 158, 519, 548
Berry's least integer paradox, 70
Bertrand's theorem, 556
Bezout's Lemma, 164, 169, 420, 567
big Oh notation, 284
binary operation, 334
binary relation, 30,310
n-th iterate, 309
definition, 309
binary strings, 198, 248, 271, 281, 629, 707
binary tree, 244
Binet's formula
for F'ibonacci numbers, 196, 199, 626, 630
for Lucas numbers. 201
binomial coefficients, 134
binomial distribution, 387
binomial theorem, 139, 141, 158, 474, $526,529,530,564,568,599,608$ $q$-analoguc, 145
differentiating, 140
inductive proof of, 139
simple case, 139
black height, 282
block designs, 363
blue-eyed islander puzzle, 300
boiling water, 818
Bolzano-Weirstrass theorem, 97

Borsuk's theorem, 221
bow tie, 693
branching process, 393
bridge, 242
Burali-Forti paradox, 56
calculus, $10,12,155$
induction problems with, 314
used to maximize, 546
canonical representation, 185
Cantor normal form, 87
Cantor set, 702
Cantor-Bernstein Schröder, 220, 653
сац, 370
Caratheodory's theorem, 352
cardinal number, 54,56
cardinality, $55,56,219,220$
same. 54
cars, 307
cartesian product, $30,58,217,248$
casino games, 396
Cassimi's identity, $194,618,620$
Catalan numbers, 203, 276, 394, 395, $644,765,766,848$
and ballot theorem, 395
first clefinition, 20:3
second definition, 205
Catalan's identity, 194, 620
Cauchy-Schwar\% inequality: 159, 344, 345
Cayley-Hamilton theorem, 774
ceiling function, 174,589
center of a graph, 243, 680
chairn. 63,223
convex, 224
symmetric, 224
characteristic, 339
characteristic equation
of a recurrence, 266
characteristic polynomial, 332
characteristic roots
method of. 266
characteristic: vector, 631
checkerboard, 295, 723
chess, 291, 293, 720
Chincse remainder theorem, 169
choice function, 57
Cholesky dcomposition, 329
chord
shorter than diameter, 42
chord of a circle, 42
chords, 350
determining regions, 83,359
non-intersecting, 350
chromatic
index, 687
number, 384
circle
chords shorter than dianicter, 42
cut into regions by chords, 84
circles
partitioning the plane, 361
circuit.
in a graph, 241
circular track, 307
closed
form, 261
set, 227
walk, 240
closed graph theorem, 18
coarser topology, 227
codomain, 310
cofactor
expansion, 327
of a matrix, 326
coin weighing, $74,300,725$
Collat\% conjecture, 202
colored hats, 17, 299. 725
coloring
maps, 25.5
vertices of a graph. 252
combinatorial
geometry, 222, 258, 281. 844
line, 374, 375
spaces, 373
subspace, 374,375
combinatorics, 125
common knowledge problems, 295
commutativity of addition in $\mathbb{N}, 27$
compact, 228
companion matrix, 332, 762
comparable, 30
comparisons, 287
complement of a set, 218
complement, graph, 253
complete axiomatic system, 22
complete binary tree, 244
complete graph, 330
$K_{n, 240}$
complete induction, 13, 36
completely multiplicative function, 165
complex conjugate, 313
complex conjugate transpose, 328
complexity, 280, 284
complexity theory, 18
composition
of functions, 310,311
of permutations, 336
of relations, 309
compound interest, 265
computational geometry, 286, 356, 783
computer prograrns, 278
producing inductive proofs, 18
computing, high speed, 146
concatenation of parameter words, 375
concurrent lines, 359
conditional
expectation, 391
probability, 390
congruences, 167
conjugate of complex number, 313
conjunction, 233
connected
component of a graph, 241
graph, 241
consecutive integer game, 300
consecutive integers, 199, 631
consistent set of axioms, 21
continued fraction
canonical, 184, 185
continued fractions, $103,179,844$
continuous function, 229,667
on a topological space, 228
continuous induction, 18,862
contradiction, 21
proof by: 33,47
contrapositive, 24
convergent of a continued fraction, 179, 181
convergent sequence, 97
convex
$k$-gon, Ramsey result, 371
$n$-gon, 208
chain, 224
combination, 350
function, $148,312,370$
hull, 352
polygon, 354, 355
convexity, 350
convolution polynomials, 845
Conway Paterson game, 300
coordinate space, in a product topology, 228
corollary, 21
cosine law, 345
countable, 55
counterfeit coin, $74,300,725$
course-of-values induction, 36
cross-intersecting family, 221
crowds, none exist, 71
cubes
sum of consecutive, 580
difference of, 140,424
sum of odd, 130
cup, 370
cutset, 247
cycle
in a graph, 241, 247, 682
longest in a graph, 241, 676
notation for permutations, 336
permutation, 768
d'Ocagne's identity, 194
data structures, 280
De Moivre's Theorem, 146
December 31 game, 291, 717
Dedckind
finite, 220
infinite, $220,6.55$
degree in a graph, 240
Delannoy numbers, 209
delay differential equation, 316
deltahedra, 793
DeMoivre's formula, 758
DeMorgan's laws
for sentences: 234
for sets, 218
dense, 229
density function, 390
density of non-factors, 387
derangement, 337
derivative, 314. 339
operator, 312
descending run, 209
descent, in a permutation, 209
descent, method of, 46
determinant notation, 750
diagonal
of a polygon, 354
diagonalizable matrix, 328
diagonals, convex $n$-gon, 355
diameter of a graph, 243
dice, 5
difference
of cubes, 140, 424
of like powers, 140
of squares, 140
sequences, 188
difference equation
linear non-homogeneous, 271
differences
absolute value of, 189
differential equations, $264,315,844$
and induction, 18
digraph, 257
Dilworth's theorem, 660
finite, 224
infinite, 224
dimension of a vector space, 343
diophantine equation, 194
Dirac's theorem, 248
Dirichlet kernel, 148, 494
dirty faces, 295
discrete random variable, 390
disjunction, 234,670
dissecting squares, 350
distance in a graph, 241
distributive laws in $\mathbb{N}, 29$
divergent sequence, 97
divisibility, 170
division lemma, 162
divisors
number of. 165
sum of, 162,165
domain
of a function, 310
of positivity, 340
domino, 4, 294
dot product, 343,345
double induction, $43,45,107,323,372$, 597, 659
downward induction, $33,38,105,158$, 306, 549, 550, 736
dual of planar graph, 254
eccentricity of a vertex, 243, 680
economics, 332
edges in a graph, 239
Egyptian fractions, 176
eigernvalue, 328,342
for a linear operator, 342
real, 329
eigenvector, 342
for a linear operator, 342
elementary
symmetric functions, 321
enıpirical induction, 1, 77
engineers, 278
English expression, syllables, 70
episternology, 295
equations: identities, 125
equinumerous, 54
Erdös-Gallai, 241, 676
Euclid's postulates, 22
Euclidean
division algorithm, 163, 198, 593, 630
division lernma, 162
inner product, 343
norm, 343
vector space, 341
Euler
characteristic, 139, 473
identity, 137
numbers, 213
Euler's
formula, 360
for polyhedra, 363
formula for planar graphs, 254
theorem, 168
totient function, 167
Euler, $F_{5}$ is not prime, 81
Fulerian
circuit. 241, 257
digraph, 257
graph, 241, 675
induction, 78
number, 210, 211
numbers, 209
Eulerian polynomial, 21 I
even numbers
and Maurolycus, 126
even permutation, 335
event, 388
exam, unexpected, 70
exhaustion, method of, 12
expectation
conditional, 391
exponentiation, 29, 262
extends (a function), 313
extension
field, finite, 340
extremal graph theory, 255
face, in a planar graph, 253
facets, 281
factorial function, 131
factorials
of primes, 150
fall, in a permutation, 209
Farey fractions, 178
Faulhaber's formula, 130, 144
Fejér kernel, 148, 495
Fermat numbers, 81
Fermat's
last theorem, 47, 189
little theorem, 168, 771
Fibonacci numbers, 43, 190, 269, 337, 769
and continued fractions, 180
Fibonacci's algorithm, 603
field
F, 321
extension, algebraic, 340
axioms, 338
extension, 340
extension, finite, 340
formally real, 340
orderable, 340
splitting, 340
filter, 229
maximial, 230
principal, 229
proper, 229
finite
Dedekind, 220
Peano, 220
finite geometry, 363
finite induction, 5
finite intersection property, 227, 230
finite measure space, 225
finite projective plane, 364
FIP, 227
first return to 0,395
flat, 351
floor function, 198
For all practical purposes, 830
formally real field, 340
four color theorem, 255
Fourier series, 148
fraction
Egyptian, 176
Farey, 178
unit, 176
fractional part $\{[x]], 184$
Frechet filter, 230
full induction, 13,36
function, 22
continuous, 229
convex, 312
definition, 310
elementary symmetric, 321
injective, 311
one-to-one, 311
primitive recursive, 322
projection, 322
surjective, 311
symmetric, 321
functional analysis, 313
functions, 310
fundamental solution, 562
fundamental theorem
of algebra, 320
of arithmetic, 38, 161
fuzzy definitions, 71
Göbel sequence, 419
Gale-Shapley algorithm, 251
Gale-Shapley stable matching algorithm, 251
gambling. 396
game
game theory, 38

Pascal's, 396
tree game, 290
game theory, 252, 289, 300
games
casino, 396
gas, 307
Gaussian coefficient, 145
general position
lines, 360
planes, 362
generalized induction, 33
generating function, 215
geometric
graph, 259
mean, $39,158,546$
serics, 85,128
geometry, 349
combinatorial, 258
girth, 384
GM-HM inequality, 1.58
Gödel's incompletencss theorem, 415
Goldbach's conjecture, 83, 168
golden ratio, 180, 196
Goodstein sequence, 87
Google, 18
gossip problem, 307, 728
Grötzsch graph, 384
Gram-Schmidt process, 347
graph, 239
acyclic, 241
definition, 239
infinite, $k$-colorable, 688
Gray code, 248, 281, 683
greatest common divisor, 162
greatest element, 30
greedy algorithm, 246
for Egyptian fractions, 603
greedy coloring algorithm, 686
Greek alphabet, 821
grid, walks on a, 136, 208
group, 334
abelian, 334

Hölder's inequality, 159, 346, 347, 775
Hadamard matrix, 330, 759
Hahn-Banach theorem, 313, 739
Hales-Jewctt theorem, 375
half-plane. 362
half-space, 363
Hall's marriage theorem, 249, 333, 684, 764
hamiltonian
cycle, 248
graph, 248, 683
path, directed, 258
handshake problem, 240, 674
Handshaking lemma, 240
Hankel matrix, 333, 765
harmonic
mean, 158
numbers, 201, 603
series, alternating, 451
series, diverges, 201
hats, colored, 299, 725
Hausdorff's maximality principle, 65, 313, 740
height
in a red-black trec. 282
Heine-Borel theorem, 65
Helly's theorem, 353, 658
hereditary base $b$ representation, 87
Hermitian, 328
hex numbers, 84, 424
high chain, 65
high speed computing, 146
Hilbert Hotel, 655
Hilbert's
affine cube lemma, 371, 798
tenth problem, 194
hitting time theorern, 395
homogencous
linear recurrence, 265
homomorphism, ring, 338
horses, 416
Hume's principle, 14
hypercube, 281, 715
faces, 715
hypergraph, 240
hyperplane, 351
hypothesis, inductive, 7

## ideal

in a ring, 338
maximal, 338
identity function, 311
iff, 20, 117
Il Liber Abaci, 190
inclusion-exclusion, 214, 219, 261, 337, 769
indegree $d^{-}(x), 257$
independent events, 389
indivisibles, method of, 12
induced subgraph, 240
induction
alternative form, 42,483
ancestor, 14
and contradiction, 36
backward, 38
complete, 13
continuous, 862
course-of-values, 36
double, 43: 323, 597, 659
downward, 33, 38, 158, 549, 550, 736
empirical, 77
Eulerian, 78
finite, 5
generalized, 33
hypothesis, 23
in a semigroup, 334
models, 14
nondiscrete. 853
on dimension, 350
perfect, 79
principle of mathematical, 23, 35
strong, $36,43,53,70,72,106,107$, $112,142,143,217,257,469,543$, 553, 5558, 562, 564, 597, 629, 630, 676, 679, 680, 698, 699
structural, 48, 54
transfinite, 53, 862
upward-downward, 38
weak, 23,35
induction hypothesis, 24
not required, 525
inductive
clause, 23
hypothesis, 7, 23, 24
proof, 23
step, 23, 24
inductive proofs, nested, 586
inequalities, 153
infinite, 220
Dedekind, 220
infinite descent, 33, 46, 48, 165, 166, 357, 558, 784
infinite series, 99, 462
initial segment, 52
initialization, 278
injection, 311, 653
injective
coloring, 253
function, 311
inner product, 343
inner product space, 343
integer latticc, 207, 208
integer programming, 749
integration by parts, 316
interest, compounded, 265
invariance theorem, 18
inversion in a permutation, 335
invertible matrices, 326,748
irrational, $\sqrt{2}, 47$
irreducible polynomial, 340
isolated vertex, 240
isomorphism, 32
Jensen's inequality, 312
join semilattice, 235
Jordan's lemma, 243
Josephus problem, 304
kettle, 818
king, in a tournament, 258, 697
Kirchoff's law, 199
Kneser's conjecture, 825, 839
Knescr's conjecture for sets, 221
Kneser's theorem
for sum-sets, 372
knight moves, 293, 720
knowledge propagation, 295
Kruskal's algorithm, 247

## Lagrange

interpolation formula, 144
Lagrange's identity, 137
Lamé's Theorcm, 199, 630
Landau notation, 284
language, 236
Laplace expansion, 327
latin rectangle. 333
latin square, 333
infinite, 333
lattice
partial order, 235
lattice grid
walks on, 136
lattice path, 207, 208
lattice point, 356, 357, 361
lattice points covered by lines, 361
lattice points, 207
Law of Trichotomy, 30
leaf, 241, 242
least common multiple, 162
least element, 30
least upper bound, 30
Leibniz's theorem, 315
lemma, 21
Leontief
matrix, 332
systems, 332, 862
less-primes, 80
limericks, 817
limit ordinal, 55
limit point, 226
limits, proving by induction, 97, 135, $156,159,202,273-275,462$, $533-536,639,709-712$
line
bent, 360
zig-zag, 360
linear algebra, 325
linear combination, 341
linear functional, 313
linear operator, 342
linear order, 30
linear recurrence, 265
linear space, 313, 341, 364
linear transformation, 342
linearly independent, 342,351
lines in the plane, 360,361
LISP prover, 447, 835
loading inductive hypothesis, 94
logarithm, 149
iterated, $\log _{b}^{k}(x), 284$
natural, 315
looking ahead, 431
loop in a graph. 239
loop invariant, 277
losing position, 291
Lovász Local Leinma, 397
lower bound, 30
IJU-decomposition, 327, 766
Lucas numbers, 200
Maclaurin expansion for secant, 213
maintenance, 278
Mantel's theorem, 255, 692, 695
map coloring, 255
mapping, 310
marked matrix problem, 325, 746
marriage, 250
matching, 249
mathematical induction
principle of, 23,35
Matijasevich's lemma, 194
matrix
adjacency, 248,330
companion, 332
diagonalizable, 328
Hadamard, 330, 759
Hankel, 333
Hermitian, 328
identity, 330
infinite, 333
Leontief, 332
lower diagonal, 327
marked, 325, 746
normal, 329
orthogonal, 329
permutation, 332
positive, 332
positive definite, 329
reduced row cchelon form, 325,745
rotation, 330
singular, 326
square sums, 334
triangular, 327
unimodular, 326, 749
unitary, 328
upper triangular, 327
Vandermonde, 144, 331
maximal, 63
maximal ideal, 338,770
maximum degree in a graph, $\Delta(G), 240$
mean
arithmetic, 39,387
geometric, 39, 158, 546
harmonic, 158
measure space, 225
meet semilattice, 235
merge, 287
mergesort, 287
method of characteristic roots, 266
method of exhaustion, 12
method of steps, 316
metric on $S_{n}, 769$
MI, abbreviation, 2, 3
microbe, 393, 806
minimuin connector problem, 246
minimum degree in a graph, 241, 243, $\mathrm{O}(g(n))$, big oh notation, 284 254, 680
minimum spanning tree, MSTP, 246
Minkowski's inequality, 159, 345, 774, 775
minor of a matrix, 326
model, 21
model theory, 14
modeling and simulation, 278, 843
monks, 277
monochromatic, 365
monoid, 334
monster, 87
more-primes, 80
mortgage analysis, 290
MST , minimum spanning tree, 246
muddy children, 290, 298
multigraph, 239
multiplication in $\mathbb{N}, 28$
associativity, 29
multiplicative function, 165, 167
Mustapha's equation, 177
mutually independent, 389
N-position, 291
natural logarithm, 315
natural outcome, 291
near linear space, 364
nested square roots, 159
net, 666
Newton's
binomial theorem, 139
method, 275
process, 18
NM, 292
NIM(2), 293
non-discrete induction, 18
norm
of a vector, 345
inner product space, 343
on a vector space. 313
normal matrix, 329
number theory, 161
and Maurolycus, 126
product of, $150,170,511,570$
sum of, 570
odd permutation, 335
one-to-one
function, 311
tangent function, 502
one-way strcets, 697
onto
coloring, 253
function, 311
onto function, 311
open
cover, 227
set, 227
order
linear or total, 30
on $\mathbb{N}, 30$
partial, 30
order of recursion, 265
order preserving function, 32
ordinal (number), 55
orthogonal
matrix, 329
vectors, 347
orthonormal set, 347
outdegree
in tournament, 258
outdegree $d^{+}(x), 257$
P-position, 291
papyrus, 176
paradox
Berry's least integer, 70
Burali-Forti, 56
of no crowds, 71
Richard's, 70
paradoxes from induction, 69
parameter words, 373
parentheses
in $W F F F, 236$
parenthesize a product. 205, 243
partial fractions, 339, 603
partial order, 30, 235
partial plane, 364
partial sums, 100
partially ordered set, 30
partite amalgamation, 384
partition, 365
of $n$-element set, 214
partitioning
space, 362
the plane, 360,361
Pascal's
gambling problem, 396
identity, 135, 136, 397, 652
$q$-analoguc, 145
triangle, 198
Pascal's game, 396
path in a graph, 240
Peano
finite, 220,655
infinite, 220, 655
models, 14
Peano's axioms, 11: 14, 23
a misnomer, 22
Pell's equation, 166, 562
pendant edge, 241
pennics in boxes, 304
perfect induction, 79
perfect information, 290
porfect matching, 249, 684
perfect square, 165,166
perimeter of a polygon, 356
permutation, 209
alternating, 213
complement, 213
definition, 335
fixing no elernent, 337
rising and falling, 213
permutation matrix, 332
permutations, 335
$\mathfrak{S}_{n}$, set of, 335
and Fibonacci numbers, 200
number of, 335
phone calls, 307
physics, 818
Pick's theorem, 356, 784, 839
pigeonhole principle, $10,170,366-368$, 379, 380, 686, 785, 795, 796, 798
infinite, 369, 370
planar graph, 253, 254
plane
separation problems, 359, 849
tree, 243, 244, 259
tree, binary, 244
trees, 844
plancs, general position, 362
polygon
convex, 354
on latice points, 356
simple, 354
sum of exterior angles, 354
sum of intcrior angles, 354
triangulated, 355
polygonal numbers, 8
polyhiedra, Euler's formula, 363
polyhedron, 363
polynomial, 174, 564, 590
$p(x, y), 321$
$x^{n}-1,85$
characteristic, 332
Eulerian, 211
factoring, 320
irreducible, 340
prime producing, 423
ring, 321,339
symmetric, 321
polynomials, 320, 479
degree of product, 320
polyomino, 294
poset, 30
positive definite matrix, 329
positive matrix, 332
postulate, 20
power set, 217
powers
of 2,128
of 3,128
predecessors, 24
predicate synthesis, 16
Prim's algorithm, 246
prime
factorization, 165
Fermat numbers, 81
number, 161, 174, 423, 593
number, definition, 37
numbers, 81
numbers, pattern, 80
power decomposition, 162
producing polynomials, 82,423
primes
infinitely many, 82, 162
product of, $37,164,556$
sum of two, 83
primitive recursive, $322,372,378,380$, 381, 383
primitive statements, 235
principal submatrix, 326
principle
of mathermatical induction, $3,23,35$
of strong mathernatical induction, 36
of transfinite induction, 53
probabilistic methods, 384
probability, 387, 393
probability function, 388
problem of the points, 396
product
cartesian, 217
notation, 29, 275
of first $n$ odd numbers, 155
of odd numbers, $150,170,511,570$
of primes, 37, 164, 556
topology, 228
ways to compute, 204
program verification, 18
projection function, 322
proof by contradiction
induction, 33
proof by induction, 3
proper $k$-coloring, 361
Prouhet's problem, 373
proving limits by induction, 100
proving more is easier, $94,182,195,221$, 697
proving stronger statement, 609
Putnam exam, 150, 258, 392, 713, 829
Pythagoras' theorem, 42, 781
Pythagorean
triangle, 46
triple, fundamental, 47
Q.E.D., 118
quotient, 162
rabbits, 190
radius of a graph, 243
Radon's theorem, 353
rainbow coloring, 253
Ramsey theory, 365
Ramsey's theorem
finite, 367,795
infinite, 369, 370
random variable, 389
Bernoulli, 389
discrete, 390
indicator, 389
range of a function, 310
ranking in a tournament, 258,699
rational operations, 313
rationals dense in reals, 229
recurrence
linear, 265
recurrence relation, 741
recursion, 263, 311
and induction, 686
recursive definition, 272
for disjunction, 234, 670
for Fibonaccí numbers, 190
for WFF's. 236
recursively defined
operations, 262
sequence, 101, 263
red-black tree, 282
Redei's theorem, 258
reduced row echelon form, 325, 745
reduction formula, 317, 319
reflection principle, 395
reflexive binary relation, 30
regions
determined by chords in a circle, 84
in the plane, 360, 361
regular $n$-gon, 357
relation
antisymmetric, 235
reflexive, 235
transitive, 235
relation. binary, 309
relatively prime, 162, 266
remainder. 162
remainder of continued fraction, 181
resistors, 199
reversing principle, 395. 760
Rhind papyrus, 176
rich, 71
Richard's paradox, 70
right angle triangle, 46
ring
homomorphism, 338
maximal, 338
of polynomials, 321
rise, in a permutation, 209
Rolle's theorem, 744
roof of a chain, 66
rooted plane trees, 244
rooted tree, 243, 291
rotation matrix, 330
Rothe's formula. 141
rumning time, 280
Russell's paradox, 54
sample space, 388
satisfactory position, 293
scalar product, 341
scalars, 341
Schröder numbers, 208
Schur's decomposition theorem, 328
Schur's theorem, 371
secant numbers, 213
$\operatorname{seg}(t), 52$
semigroup, 334, 861
semilattice, 235
semisimple matrix, 329
sentential logic, 233
sequence, 187
convergent, 226
defined recursively, 101, 263
definition, 187
difference, 189
Göbel, 419
of functions, 95
of powers, 189
of primes, 82
of sets, 63
patterns in, 78
scries, 99
reciprocals of squares, 156
series, infinite, 462
set subtraction, 218
shattered set, 222
Shelah's
cube lemma, 378
string lemma, 379
shifted linear space, 351
sieve formula, 219
sigma notation for sums, 27
similar triangles, 359
similar w.o.'s, 32
similarity: 32
simple polygon, 354
Simson's identity, 193
singular matrix, 326
skew-Hermitian, 329
sorting, 287
sound, 21
space, partitioning, 362
span, 342
spanning subgraph, 246
sparse hypergraphs, 384
spectral theorem
for Hermitian matrices, 328
for real symmetric matrices, 329
spheres
intersecting, 362
splitting field, 340
square roots, calculating, 275
squares, 165
alternating, 130
difference of, 140
dissecting, 350, 781
even, sum of, 130
odd, sum of, 130
sequence of: 189
sum of, 129
squeeze theorem, 99
stable marriage
theorem, 251
stable marriages, 250
Stirling numbers, second kind, 214
strategy, 291
strong induction, 36, 43,53, 70, 72, 1.06, 107: 112. 142, 143, 217, 257, 259, 469, 543, 553, 558, 562, 564, $597,629,630,660,676,679,680$, 698-700
implies weak, 37
Strong Law of Small Numbers, 78
structural induction, 48, 54, 280, 283. 287, 825
subgraph
induced, 240
weak, 240
submatrix, principal, 326
subset, 19
subsets, number of, 217
subspace
of a vector space, 341
subspaces, number of, 145
successor: $14,23,62$
function, 25,26
suceessor ordinal, 55
sufficiently large, 155
Sultan Ibn-al-Kuz, 296
sum
of cubes, 13
of divisors, 165
of even squares, 130
of fractions, 178
of odd cubes, 130
of odd squares, 130
of powers, 129
of products, 131
of squares, 129,340
telescoping, 149, 424
sum game, 300
summation notation, 27
sums of fractions, 176
surjection, 311
extending, 732
surjective function, 140, 311, 732
syllables, 70
Sylow's first theorem, 334
Sylvester type Hadamard matrix, 759
symmetric
binary relation, $30,235,310$
chain, 224
chain decomposition, 224
difference, 219, 652
function, 321
group $\mathfrak{S}_{n}, 335$
polynomial, 321
system of distinct representatives (SDR), 685
tangent numbers, 213
'Tarry-Escott problem, 373
tautology, 236
teaching induction, 17, 827, 836
telescoping sum, 149, 424,507
\&ensor product, 759
termination, 278
theorem, 21
tic-tac-toc, 291
tiling, 294
topological space, 227
total order, 30
totally unimodular matrix, 326, 749
totient function, 167
tournament, 257, 258, 699
Towers of Hanoi, 276
trail, in a graph, 240
transfinite
induction, 18, 53, 67, 862
recursion, 53, 54
transitive binary relation, 30, 220, 235
translate of a space, 351
transpose
determinant of, 327
of a matrix, 325
transposition, 336, 768
tree
binary, 244
characterization, 242
complete binary, 244, 245
definition, 242
full binary, 244
increasing: 245, 681
minimum spanning, 246
plane, 243, 259
rooted, 243
rooted plane, 244
tree game, 290
triangle inequality, 157
generalized, 345
triangles
equilateral, 357
triangular
matrix, 327
number, $8,73,126,127$
triangulating
a convex polygon, 208, 355
a simple polygon, 355
tribonacci numbers, 707
trichotomy, 30
trigonometry, 145
trominoes, 294, 295
truncation of polyhedra, 793
Tukey's Lemma, 220
Turán's theorem, 256, 692, 696
Tychonoff's theorem, 224, 228, 664, 665, 689

Ulam conjecture, 262
ultrafilter, 230
unexpected exam, paradox of, 70
unfaithful wives, 296
uniform continuity, 65
unimodal, 215
unimodular matrix, 326, 749
unit
$n$-cube, 248
fractions, 176
vector, 347
unitarily diagonalizable, 329
unitary matrix, 328
upper bound, 30
upper triangular matrix, 327
upward-downward induction, 38
Vandermonde matrix, 144, 331
determinant. 759
Vandermonde's convolution, 137, 141
VC-dimension, 222
vector space, 313, 341
has a basis, 343
Venn diagram, 360
verification and validation, 843
vertex
isolated, 240
vertices in a graph, 239
Viete's relations, 743
Vizing's theorem, 687
walk
in a graph, 240, 330
on a lattice, 207,208
Wallis formula for $\pi, 319$
weak induction, 23,35
implies strong, 37
weighings, 74, 300
weight function, 246
well-formed formulae, 235
well-founded, 33, 48
set, 16, 43, 49, 54
well-ordered
natural numbers, 31,62
set, $31 ., 88$
well-ordering, 14, 87, 229, 556
of $\mathbb{N}, 36$
of $\mathbb{Z}^{+}, 667$
of natural numbers, 46,48
principle, 59
proof by, 105, 106, 554, 603
whence, 117
Whitney's theorem, 247, 682
winning position, 291
winning strategy, 291
Worpitzky's identity, 212
Zeckendorf's theorem, 197, 629
Zeno's paradox, 100
Zermelo's postulat.e, 58
ZFC axiomatic system, 815
zig-zag line, 360
Zorn's lemma, 62, 63, 220, 310, 313, 338, $340,342,664,666,740,770,851$
countable, for ineasurable sets, 225
for measurable sets, 67
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