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Preface

Global optimization is a multi-disciplinary research field that deals with the
analysis, characterization, and computation of global minima and/or maxima
of nonlinear, nonconvex, and nonsmooth functions in a continuous or discrete
form. Global optimization problems are frequently encountered in modeling real-
world systems for a very broad range of applications including aerospace and
civil engineering, chemical and process engineering, computational biology and
bioinformatics, computational materials science, clustering and pattern recognition,
computer vision and robotics, cryptography and data mining, electrical and control
engineering, information and technology management, industrial and systems engi-
neering, communication and information network design, intelligent information
and security, management science and operations research, mathematical economics
and financial engineering, mechanical and structural engineering, neuroscience and
cognition, refining and petrochemicals, reliability and quality engineering, signal
and image processing, tomography and seismic optimization, production planning
and scheduling, transportation and logistics, etc.

With the rapid development and deployment of practical global optimization
methodologies in the last 30 years, more and more scientists in diverse disciplines
have been using global optimization techniques and algorithms to solve their
problems. Global optimization is playing a pivoting role in the development of
modern engineering and sciences.

The World Congress on Global Optimization in Engineering & Science (WCGO)
is an international conference held biennially. It is supported by the International
Society of Global Optimization (iSoGO), which is a professional organization that
seeks to promote common understanding of all disciplines in related fields of global
optimization, and to advance the theory and methodology for academicians and
practitioners. The 1st and 2nd WCGO were successfully held in Changsha, Hunan,
China, 2009 and in Chania, Greece 2012, respectively. The 3rd WCGO was held
in the Yellow Mountains, Anhui, China during July 8–12, 2013. More than 100
participants from over 20 countries attended this WCGO-III.
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viii Preface

This special volume is dedicated to this 3rd WCGO, which contains selected
papers from over 100 submissions for the congress. These papers are grouped in
eight sections: Mathematical Programming, Combinatorial Optimization, Duality
Theory, Topology Optimization, Variational Inequalities and Complementarity
Problems, Numerical Optimization, Stochastic Models and Simulation, Complex
Simulation, and Supply Chain Analysis. The completion of this book would not
have been possible without the assistance of many of our colleagues. We wish to
express our sincere appreciation to all those who helped. We are also deeply grateful
to selected anonymous referees who provided prompt and insightful reviews for
all the submissions. Their constructive comments have greatly contributed to the
quality of the volume. Our special thanks go to Eve Mayer and her term at Springer
for their great enthusiasm and professional help in expediting the publication of this
book.

Ballarat, VIC, Australia David Gao
Ballarat, VIC, Australia Ning Ruan
Beijing, China Wenxun Xing
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On a Reformulation of Mathematical Programs
with Cardinality Constraints

Oleg Burdakov, Christian Kanzow, and Alexandra Schwartz

Abstract Mathematical programs with cardinality constraints are optimization
problems with an additional constraint which requires the solution to be sparse in the
sense that the number of nonzero elements, i.e. the cardinality, is bounded by a given
constant. Such programs can be reformulated as a mixed-integer ones in which the
sparsity is modeled with the use of complementarity-type constraints. It is shown
that the standard relaxation of the integrality leads to a nonlinear optimization pro-
gram of the striking property that its solutions (global minimizers) are the same as
the solutions of the original program with cardinality constraints. Since the number
of local minimizers of the relaxed program is typically larger than the number of
local minimizers of the cardinality-constrained problem, the relationship between
the local minimizers is also discussed in detail. Furthermore, we show under which
assumptions the standard KKT conditions are necessary optimality conditions for
the relaxed program. The main result obtained for such conditions is significantly
different from the existing optimality conditions that are known for the somewhat
related class of mathematical programs with complementarity constraints.

Keywords Cardinality constraints • Complementarity constraints • Global min-
ima • Local minima • Stationary points • M-stationarity

1 Introduction

Consider the cardinality-constrained optimization problem

min
x
f .x/ s:t: x 2 X; kxk0 � �; (1)

O. Burdakov (�)
Department of Mathematics, Linköping University, 58183 Linköping, Sweden
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© Springer International Publishing Switzerland 2015
D. Gao et al. (eds.), Advances in Global Optimization, Springer Proceedings
in Mathematics & Statistics 95, DOI 10.1007/978-3-319-08377-3__1

3

mailto:oleg.burdakov@liu.se
mailto:kanzow@mathematik.uni-wuerzburg.de
mailto:schwartz@mathematik.uni-wuerzburg.de


4 O. Burdakov et al.

where f W Rn ! R denotes a function whose smoothness is specified below in
each separate case, � > 0 is a given natural number, kxk0 denotes the number of
nonzero elements in the vector x 2 R

n, and X � R
n is a subset that contains any

further constraints on x. Throughout this manuscript, we assume that � < n since
otherwise the cardinality constraint would vanish.

One of the first studies of cardinality-constrained problems is due to Bienstock
[1], who assumes f to be quadratic and X to be described by some linear (and box)
constraints. He then rewrites (1) as a mixed-integer problem and solves this mixed-
integer formulation by a tailored branch-and-bound algorithm, where the cardinality
constraint is replaced by a surrogate constraint.

All subsequent works follow a similar pattern in the sense that they view (1) as
a mixed-integer problem for which a global minimum has to be found. This mixed-
integer formulation is, in general, an NP-hard problem (for an exception, see [2]).
The existing solution procedures therefore apply branch-and-bound techniques,
evolutionary methods, concave minimization, or apply some heuristic ideas in order
to solve the corresponding mixed-integer formulation, see [3–9] and references
therein for a list of existing methods. Several of these papers focus on the
compressed sensing and the portfolio selection problem which are probably the most
prominent instances of cardinality-constrained optimization problem (for some
other applications, we refer to [10]). The ideas from these papers admit extension to
the more general setting of the form (1).

Here we follow another idea and rewrite the cardinality-constrained problem as
a continuous optimization problem. To this end, we also begin with a (somewhat
different) reformulation of (1) as a mixed-integer problem and then observe that the
standard relaxation of this mixed-integer problem still has the same solutions as in
the case of the underlying cardinality constraints. Of course, the price we have to
pay is that our continuous optimization problem is nonconvex, and that the one-
to-one correspondence of the solutions is true only for the solutions in the sense
of global minima. Nevertheless, some useful results can also be given for the local
minima.

The cardinality-constrained problem (1) is actually a single-criterion approach
to solving a bi-criteria sparse optimization problem in which both f .x/ and kxk0
are to be minimized. An alternative single-criterion approach is to combine the two
criteria in one, so that the resulting problem looks as follows:

min
x
f .x/C �kxk0 s:t: x 2 X; (2)

where � > 0 is kind of a penalty parameter. One of the most popular approaches to
solving this problem is based on replacing the k � k0-term by the k � k1-norm. This
has the major advantage that the resulting optimization problem is convex (provided
that f and X are convex), although nonsmooth. There exists an enormous activity
in this area (see, e.g., [9, 10]).

While the sparse optimization problem (2) differs from the cardinality-
constrained optimization problem (1), it is interesting to observe that the very
recent talk [11] also presents a reformulation of problem (2) as a continuous
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optimization problem with a complementarity-type constraint. Hence the central
idea used in [11], obtained completely independent from our approach, is identical
to ours. Apart from this central idea, however, there is no further coincidence simply
because we are dealing with two different kind of optimization problems.

The organization of this paper is as follows. Our reformulation of the cardinality-
constrained optimization problem (1) as a continuous optimization problem is
presented in Sect. 2. There, we also discuss the relation between the local mini-
mizers. Section 3 shows under which assumptions the standard KKT-conditions can
be assumed to hold at a solution of our reformulated problem; it also illustrates
this result using some preliminary numerical experiments. We then close with
some discussion in Sect. 4 where we point out some further research topics in the
context of cardinality-constrained optimization problem that are currently under
investigation by the authors.

Note that this paper does not contain any proofs, since they will be provided in
a separate (full-length) paper. It will also contain some additional results as well
as an algorithmic approach for the solution of problem (1) that is motivated by our
reformulation.

2 Reformulations Based on Complementarity Constraints

This section presents a reformulation of the cardinality-constrained problem (1) as a
smooth optimization problem. We discuss a relation between their global and local
minimizers in Sects. 2.1 and 2.2, respectively. We further illustrate the potential of
our complementarity-based reformulation in Sect. 2.3, where the portfolio selection
problem is considered. In that section, our approach is extended to modeling, in a
smooth way, not only sparsity, but also a semi-continuous nature of variables.

In order to obtain a suitable reformulation of the cardinality-constrained problem
(1), we first consider the mixed-integer problem

minx;y f .x/ s:t: x 2 X
eT y D n � �;
xiyi D 0 8i D 1; : : : ; n;
y 2 f0; 1gn;

(3)

where e WD .1; : : : ; 1/T .
Next, we consider the following standard relaxation of the mixed-integer

problem (3)

minx;y2Rn f .x/ s:t: x 2 X
eT y D n � �;
xiyi D 0 8i D 1; : : : ; n;
0 � y � e;

(4)

where the binary constraints are replaced in the usual way by simple box constraints.
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Note that, alternatively, we may replace the equality constraint eT y D n � �
in the two programs (3) and (4) by the inequality constraint eT y � n � � without
destroying the subsequent results.

2.1 Relation Between Global Minimizers

According to the following result, the two problems (1) and (3) have the same
solutions in x in the sense of global minimizers.

Theorem 1. A vector x� 2 R
n is a solution of problem (1) if and only if there exists

a vector y� 2 R
n such that the pair .x�; y�/ is a solution of the mixed-integer

problem (3).

The next result states that the relaxed problem (4) is still equivalent to the
original cardinality-constrained problem (1) in the sense of the corresponding global
minimizers.

Theorem 2. A vector x� 2 R
n is a solution of problem (1) if and only if there exists

a vector y� 2 R
n such that the pair .x�; y�/ is a solution of the relaxed problem (4).

An immediate consequence of the previous observation is the following existence
result.

Theorem 3. Suppose that the feasible set F WD fx 2 X j kxk0 � �g of the
cardinality-constrained problem (1) is nonempty andX is compact. Let the function
f W Rn ! R be continuous on F . Then both problem (1) and the relaxed problem
(4) have a nonempty solution set.

The formulation (4) will be of central importance for our subsequent discussion.

2.2 Relation Between Local Minimizers

In view of Theorem 2, there is a one-to-one correspondence between the solutions of
the original problem (1) and the solutions of the relaxed problem (4). Our next aim
is to investigate the relation between the local minimizers of these two optimization
problems. The next result shows that every local minimizer of the given cardinality-
constrained problem yields a local minimizer of the relaxed problem (4).

Theorem 4. Let x� 2 R
n be a local minimizer of (1). Then there exists a vector

y� 2 R
n such that the pair .x�; y�/ is also a local minimizer of (4).

Note that if kx�k0 D �, then the vector y� in Theorem 4 is unique (see
Proposition 1 below). If kx�k0 < �, then y� is not unique. Unfortunately, the
converse of Theorem 4 is not true in general. This is shown by the following
counterexample.
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Example 1. Consider the three-dimensional problem

min
x
kx � ak22 s:t: kxk0 � �; x 2 R

3 (5)

with a WD .1; 2; 3/T and � WD 2. It is easy to see that this problem has a unique
global minimizer at

x� WD .0; 2; 3/T

as well as two local minimizers at

x1 WD .1; 0; 3/T and x2 WD .1; 2; 0/T :
On the other hand, the relaxed problem (4) has a unique global minimum at

x� WD .0; 2; 3/T ; y� WD .1; 0; 0/T

(this is consistent with Theorem 2), but the number of local minimizers is larger,
namely, they are

x1 WD .1; 0; 3/T ; y1 WD .0; 1; 0/T ;
x2 WD .1; 2; 0/T ; y2 WD .0; 0; 1/T ;
x3 WD .1; 0; 0/T ; y3 WD .0; t; 1 � t /T 8t 2 .0; 1/;
x4 WD .0; 2; 0/T ; y4 WD .t; 0; 1 � t /T 8t 2 .0; 1/;
x5 WD .0; 0; 3/T ; y5 WD .t; 1 � t; 0/T 8t 2 .0; 1/;
x6 WD .0; 0; 0/T ; y6 WD .t1; t2; t3/T 8ti > 0 such that t1 C t2 C t3 D 1:

Note that the corresponding yi is neither unique nor binary for i D 3; 4; 5; 6, i.e. for
all those xi which are not local minimizers of (1). Þ

Let .x�; y�/ be a local minimizer of problem (4). One may think that if y�
is binary, then x� is a local minimizer of problem (1). Unfortunately, this idea is
not true in general. We demonstrate this by a simple modification of the previous
counterexample.

Example 2. Consider once again the three-dimensional cardinality-constrained
problem from (5), but this time with a WD .1; 2; 0/T and the cardinality number
� WD 1. Here, it is easy to see that the pair .x�; y�/ with x� WD .0; 0; 0/T ; y� WD
.1; 1; 0/T is a local minimizer of the corresponding relaxed problem (4) with a
binary vector y�, while x� is not a local minimizer of (1). Note, however, that the
vector y� is not unique in this case. Þ

The previous two examples illustrate that the relation between the local minimiz-
ers of the two problems (1) and (4) are not as easy as for the global minimizers.
A central observation in this context is that the cardinality constraint was active in
the equivalent local minimizers which, in view of the subsequent result, is equivalent
to the uniqueness of y� defined by x�.
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Proposition 1. Let .x�; y�/ be a local minimizer of problem (4). Then kx�k0 D �

holds if and only if y� is unique. In this case, the components of y� are binary.

We finally have a special case of the converse of Theorem 4.

Theorem 5. Let .x�; y�/ be a local minimizer of problem (4) satisfying kx�k0 D �.
Then x� is a local minimizer of the cardinality-constrained problem (1).

Regarding the additional assumption kx�k0 D � used in Theorem 5, we note
that, in practice, this condition is typically satisfied at the global minimizers of the
cardinality-constrained optimization problem (1).

2.3 Continuous Reformulation of Portfolio Selection Problem

Consider the following mean-variance portfolio selection problem with cardinality
and minimum buy-in threshold

min xTQx
s:t: �T x � �; eT x D 1; kxk0 � �;

xi 2 f0g [ Œai ; bi � 8i D 1; : : : ; n:
(6)

For the origin of this problem, its properties and approaches to solving it, see, e.g.,
[10] and references therein. Note that x1; : : : ; xn are semi-continuous variables. The
next result presents a continuous reformulation of the problem.

Theorem 6. A vector x� 2 Rn is a solution to the portfolio selection problem (6)
if and only if there exists a vector y� 2 Rn such that the pair .x�; y�/ is a solution
to the problem

min xTQx
s:t: �T x � �; eT x D 1; eT y � n � �; 0 � y � e;

xiyi D 0 8i D 1; : : : ; n;
ai .1 � yi / � xi � bi .1 � yi / 8i D 1; : : : ; n:

In the rest of this paper, we focus on the relaxed program (4).

3 Stationarity Conditions

Based on the previous results, it is a very natural idea to solve the cardinality-
constrained optimization problem (1) via the relaxed program (4). The latter is a
continuous optimization problem and therefore, in principle, allows the application
of standard software. Of course, our relaxed program is nonconvex, and there is
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no guarantee that standard solvers will find a solution. In general, the best one can
expect is that these solvers find a KKT point. In the moment, however, it is not
even clear whether the usual KKT conditions are necessary optimality conditions at
a (local or global) minimizer of the relaxed program since the constraints are still
difficult. The aim of this section is therefore to show that this is indeed the case
under very reasonable assumptions.

To this end, we begin with some preliminary discussions on constraint qualifi-
cations in Sect. 3.1. We then show in Sect. 3.2 that the feasible set of the relaxed
program (4) satisfies a suitable constraint qualification, thus guaranteeing that the
KKT conditions are indeed necessary optimality conditions. Some very preliminary
numerical results are then presented in Sect. 3.3.

3.1 Some Preliminary Discussions

Let us consider a standard nonlinear program (NLP for short)

minx f .x/ s:t: gi .x/ � 0 8i D 1; : : : ; m
hi .x/ D 0 8i D 1; : : : ; p (7)

within this subsection, where f; gi ; hi W Rn ! R are continuously differentiable
functions. Let

X WD fx 2 R
n j gi .x/ � 0 .i D 1; : : : ; m/; hi .x/ D 0 .i D 1; : : : ; p/g

denote the feasible set of the NLP (7). Then the (Bouligand) tangent cone at any
feasible point x 2 X is defined by

TX.x/ WD
˚
d 2 R

n j 9fxkg � X; 9ftkg # 0 W xk ! x and
xk � x
tk

! d
�
;

whereas the corresponding linearization cone of X at the feasible point x is
described by

LX.x/ WD
˚
d 2 R

n j rgi .x/T d � 0 .i W gi .x/ D 0/; rhi .x/T d D 0 .i D 1; : : : ; p/
�
:

While it is not difficult to see that the inclusion TX.x/ � LX.x/ always holds, the
converse is not true in general and gives rise to the following definition: The Abadie
constraint qualification (Abadie CQ) is said to hold at a feasible point x 2 X if
TX.x/ D LX.x/.

The Abadie CQ is a relatively weak constraint qualification and often satisfied.
For example, it holds automatically provided that all constraint function gi and
hi are (affine-) linear. Moreover, if one of the more prominent CQs like the
linear independence constraint qualification (LICQ) or the Mangasarian–Fromovitz
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dxdx

dydy

111

a b c

Fig. 1 Feasible set and tangent cones for NLP (8). (a) F . (b) TX..0; 0/T /. (c) LX..0; 0/
T /

constraint qualification (MFCQ) holds at x 2 X , then the Abadie CQ is also
satisfied. For more details on a whole bunch of CQs, we refer the reader to [12].

Despite these facts, however, it turns out that the Abadie CQ typically does not
hold for the class of cardinality-constrained optimization problems. To see this,
consider the following example:

min
x;y

f .x; y/ s:t: xy D 0; y � 0; y � 1; (8)

where x; y 2 R are single variables and the objective function f W R2 ! R plays no
role in this case. This nonlinear program is prototypical for the relaxed program (4)
that results from a cardinality-constrained optimization problem. The feasible set of
(8) and the corresponding tangent and linearization cones at the origin are depicted
in Fig. 1. It follows that the tangent cone is a strict subset of the linearization cone,
hence the Abadie CQ does not hold at the origin.

We therefore have to look for a weaker constraint qualification. To this end, let
us denote by

C ı WD fd 2 R
n j dT x � 0 8x 2 C g

the polar cone of a given cone C � R
n. Then the Guignard constraint qualification

(Guignard CQ) is said to hold at a feasible point x 2 X of the nonlinear program
NLP provided that LX.x/

ı D TX.x/
ı holds. Obviously, the Abadie CQ implies the

Guignard CQ, whereas the converse is not true in general. This can be seen imme-
diately by using the example from (8) which obviously satisfies the Guignard CQ.

The Guignard CQ is (in a certain sense) the weakest constraint qualification that
exists for nonlinear programs, see, once again, [12] and references therein for a
more detailed discussion. In particular, it guarantees that a local minimizer of NLP
(7) satisfies the corresponding KKT conditions. For the sake of completeness, we
state this formally in the following result.

Theorem 7. Let x� be a local minimizer of NLP (7) where the Guignard CQ holds.
Then there exist Lagrange multipliers �i 2 R .i D 1; : : : ; m/ and �i 2 R .i D
1; : : : ; p/ such that the following KKT conditions are satisfied at x D x�:
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rf .x/C
mX

iD1
�irgi .x/C

pX

iD1
�irhi .x/ D 0;

�i � 0; gi .x/ � 0; �igi .x/ D 0 8i D 1; : : : ; m;
hi .x/ D 0 8i D 1; : : : ; p:

The previous discussion motivates that the Guignard CQ has a chance to hold for
the relaxed program (4), whereas any stronger condition is likely to be violated. Of
course, whether or not the Guignard CQ holds depends also on the linear constraint
eT y D n � � (or eT y � n � �) as well as on the abstract set X . The following
section shows that everything is fine provided that X is a polyhedral convex set, but
also indicates that we have to expect severe difficulties for nonlinear sets X .

3.2 Necessary Optimality Conditions

In order to be able to prove the existence of Lagrange multipliers in minimizers of
the reformulated problem (4), we consider the special case, where X is polyhedral
convex, i.e.

X D fx 2 R
n j aTi x � ˛i .i D 1; : : : ; m/; bTi x D ˇi .i D 1; : : : ; p/g:

It turns out that, in this case, the Guignard CQ is satisfied in every feasible point and
thus every local minimizer of (4) is a KKT point.

Theorem 8. Let .x�; y�/ 2 Z be an arbitrary feasible point of (4). Then the
Guignard CQ holds in .x�; y�/.

As mentioned before, stronger constraint qualifications such as the Abadie CQ
do not hold in general. Even the Guignard CQ does not necessarily hold anymore
when X is not polyhedral convex. This is illustrated by the following example.

Example 3. Consider the convex, but nonpolyhedral, set

X WD fx 2 R
2 j .x1 � 1

2
/2 C .x2 � 1/2 � 1g

and f .x/ D x1Ccx2 with c > 0 (Fig. 2). When we choose � D 1 and c sufficiently
large, the unique solution of the corresponding reformulated problem (4) is x� D
. 1
2
; 0/T and y� D .0; 1/T . However, it is easy to verify that .x�; y�/ is not a KKT

point of (4) and thus the Guignard CQ cannot be satisfied in .x�; y�/. Þ

Example 3 and the previous discussion indicate that a formal proof of Theorem 8
cannot be completely trivial. It is indeed somewhat involved.

In addition, we would like to stress that the result itself is a bit surprising. To this
end, note that the relaxed problem (4) contains the constraints
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1
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y= 1
0

y= 0
1

1

X

Fig. 2 Illustration of Example 3

xiyi D 0; yi � 0 8i D 1; : : : ; n;

which are called “half-complementarity” conditions in [11]. Indeed, if we assume,
without loss of generality, that the polyhedral set X is given in standard form by

X D fx j Ax D b; x � 0g

for some matrix A 2 R
p�n, then we have the “full complementarity” conditions

xiyi D 0; xi � 0; yi � 0 8i D 1; : : : ; n;

and our relaxed program (4) becomes a special case of a mathematical program with
complementarity constraints (MPCC for short)

min
x;y

f .x; y/

s:t: gi .x; y/ � 0 8i D 1; : : : ; m;
hi .x; y/ D 0 8i D 1; : : : ; p;
Gi .x; y/ � 0; Hi .x; y/ � 0; Gi .x; y/Hi.x; y/ D 0 8i D 1; : : : ; l

for some smooth functions f; gi ; hi ; Gi ;Hi W Rn�Rm ! R. A simple example from
[13] shows that the Guignard CQ may not hold for MPCCs even if all constraint
functions gi ; hi ; Gi ;Hi are linear (as in our case). The reason that the Guignard CQ
holds for our relaxed problem (4) is due to the fact that the constraints have a very
special structure that can be exploited in a better way than for MPCCs with more
general linear constraints.
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3.3 Some Numerical Illustrations

To test whether the relaxed formulation (4) is of any numerical use, we implemented
this reformulation in MATLAB and used the sparse SQP method SNOPT to solve
the resulting nonlinear program.

First we tried to solve the problem from Example 1 with this method. To this
end, we initialized y0 D e and chose 10.000 random initial values for x0 in the cube
Œ0; 3�3. In over 80 % of these test runs, SNOPT found the global minimizer x�. The
local minimizers x1 and x2 were each found in approximately 6 % of the runs. For
the remaining 8 % of the initial points, SNOPT mostly ended up in x5.

Then, we applied the same method to the problem from Example 2, now choosing
x0 randomly from Œ0; 2�3. This time, we ended up in the global minimizer x D
.0; 2; 0/T in about 87 % and in the local minimizer x D .1; 0; 0/T in approximately
11 % of the runs. The point x� D .0; 0; 0/T , which was a local minimum of the
relaxed problem (4) but not of the original problem (1), was found for less than 2 %
of the initial points.

Finally, we also applied the method to the nonpolyhedral problem from
Example 3. For this example, the initial values for x0 were randomly chosen in
Œ� 1

2
; 3
2
�� Œ0; 2�. Remember that in this case the global minimizer x� D . 1

2
; 0/T with

y� D .0; 1/T is not a KKT point of the relaxed formulation (4), whereas the local

minimizer x D .0; 1 �
p
3
2
/T with y D .1; 0/T is. Nonetheless, we end up in the

global minimizer in about 55 % of the runs.
All in all, the numerical results look promising. Of course the previous examples

are all very small and hence the question remains whether we still get such positive
results for bigger ones. On the other hand, the algorithm is still very elementary
and does not yet incorporate any strategies to cope with the “half-complementarity”
conditions or to detect local minima of the relaxed formulation (4), which are not
local minima of the original problem (1).

4 Concluding Remarks

So far, we have only shown that solutions of the relaxed formulation (4) are KKT
points whenever the setX is polyhedral convex. For the future, we plan to exploit the
close connection between (4) and MPCC in order to derive appropriate stationarity
concepts and related constraint qualifications for the nonpolyhedral case.

Closely related to the previous point is the development of a suitable solution
method for the relaxed problem (4). At the moment, we are working on an approach
similar to the regularization methods for MPCCs. Here, of course, the question
arises of what kind of limit points we can expect from such an algorithm and what
properties the regularized subproblems will have.
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The Orthogonal Complement of Faces for Cones
Associated with the Cone of Positive
Semidefinite Matrices

Qinghong Zhang

Abstract It is known that the minimal cone for the constraint system of a conic
linear optimization problem is a key component in obtaining strong duality without
any constraint qualification. In the particular case of semidefinite optimization, an
explicit expression for the dual cone of the minimal cone allows for a dual program
of polynomial size that satisfies strong duality. This is achieved due to the fact
that we can express the orthogonal complement of a face of the cone of positive
semidefinite matrices completely in terms of a system of semidefinite inequalities.
In this paper, we extend this result to cones that are either faces of the cone of
positive semidefinite matrices or the dual cones of faces of the cone of positive
semidefinite matrices. The newly proved result was used in Zhang (4OR 9:403–416,
2011). However, a proof was not given in Zhang (4OR 9:403–416, 2011).

Keywords Semidefinite optimization • Duality • Face • Complementary face

1 Introduction

It is well known that if the standard primal and dual semidefinite programs
satisfy the Slater conditions, then both the primal and dual programs have optimal
solutions and there is a zero duality gap between them. However, such Slater-
type conditions are not always true for semidefinite primal-dual pairs. There has
been interest in a unified duality theory without any Slater-type conditions in conic
linear optimization and semidefinite optimization, see [1–8]. The idea behind the
construction of a primal-dual pair, which guarantees strong duality (that is zero
duality gap and dual attainment), is to use the so-called minimal cone to replace the
cone which appears in the original problem so that the generalized Slater condition
holds for the consistent primal program. The process of eliminating the possibility
of a “duality gap” for consistent programs is called a regularization in the literature.
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In [2], a regularization for an abstract convex program was studied and a theoretical
algorithm for computing the minimal cone was also developed. In [4], an exact
duality model called the Extended Lagrange-Slater dual .ELSD/ was derived, and
the zero duality gap was proved for a consistent program pair .D/–.ELSD/without
any Slater-type conditions, where .D/ is the standard dual semidefinite program.
Unlike the dual in [2], where the minimal cone is used explicitly, .ELSD/ can
be written explicitly in terms of equality and inequality constraints. In [3, 5], the
relation between these two approaches was discussed. The equivalence between
the dual formulated using the minimal cone and .ELSD/ was obtained under
the assumption that .D/ is consistent. Though .ELSD/ was originally obtained
by working directly with semidefinite programming primal-dual pair in [4], it is
the expression of the orthogonal complement of a face of the cone of positive
semidefinite matrices completely in terms of a system of semidefinite inequalities
that gives the possibility to write the strong dual problem in polynomial times, which
plays an critical role in formulating an embedding problem that can be used to solve
a semidefinite optimization problem without the Slater-type condition [9].

In [10], a recursive algorithm is discussed to obtain the minimal cone for the
constraint system of conic linear optimization. As an example of this process,
semidefinite optimization problems are studied and .ELSD/ are obtained using
this recursive algorithm. In the formulation of the strong dual of a semidefinite
optimization problem, an expression of the orthogonal complement of a face of a
cone, that is the dual cone of a face of the cone of positive semidefinite matrices, in
terms of a system of semidefinite inequalities is used in [10]. However, a proof was
not given there. In this paper, we give a complete proof of this result together with
a conclusion that gives an expression of the orthogonal complement of a face of a
cone that is a face of the cone of positive semidefinite matrices.

In the rest of this section, we introduce some basic concepts in convex analysis.
For other concepts and notation used in this paper, the reader is referred to [11].
Let R denote the set of all real numbers, RC the set of all nonnegative numbers,
and Rm�n the set of all m � n matrices. Let V be an inner product vector space
with an inner product denoted by hx; yi for x; y 2 V . For any set D in V , we use
ri D to denote the relative interior of D. Let K be a convex cone in V . K can be
used to define a partial order in V: x �K y (x � y if K is apparent from the
context) if and only if x � y 2 K. A subcone K1 of K is called a face of K if
x 2 K1; x � y � 0 implies y 2 K1, where 0 represents the zero vector in V . For
a given face K1 of K, the complementary (or conjugate) face of K1 is defined to be
Kc
1 	 fz 2 K� j hz; xi D 0 for all x 2 K1g D K� \K?

1 , where K� is the dual cone
of K, that is, K� D fy 2 V j hx; yi � 0 for all x 2 Kg, and K? D K�\.�K�/. The
complementary face of a face in K� is defined similarly. We write Kc?

1 for .Kc
1/

?.
If C is a convex set of K, then the minimal face of C, denoted by F.C;K/, is the
smallest face of K containing C. Let n be a positive integer. We let Sn�n denote
the real linear vector space of n � n symmetric matrices. An inner product in this
space is defined by hU; W i 	 U 
W D T r .UW /, where UW denotes ordinary,
dimension-compatible matrix multiplication for U and W 2 Sn�n, and T r .U /
represents the trace of U . U � W means that U �W is positive semidefinite. We
use Sn�nC to denote the cone of all n � n positive semidefinite matrices.
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2 Description of Orthogonal Complement of a Face

In general, a description of the orthogonal complement of a face of a cone in a finite
dimensional space cannot be obtained. However, if the cone of positive semidefinite
matrices is considered, a description of the orthogonal complement of a face in terms
of matrix inequalities is available due to the following theorem proved by Ramana
et al. [5, Lemma 2.1]. This theorem makes a strong dual of a semidefinite problem
explicit in terms of inequality and equality constraints.

Lemma 1. [5, Lemma 2.1] Suppose that C is a convex cone and C �
Sn�nC . Let K	fW C W T j W 2Rn�n and U � WW T for some U 2 Cg.
Then F.C;Sn�nC /c? D K.

We would like to see if this description can be extended to cones, which are either
a face of Sn�nC or the dual cone of a face of Sn�nC . We start with the description of a
face and the dual cone of a face for the cone of positive semidefinite matrices.

Lemma 2. Suppose that P is a face of Sn�nC . Then there is r 2 N (the set of all
natural numbers) and Q 2 Rn�n with QTQ D I , such that

P D
�
Q

�
B 0

0 0

�
QT

ˇ
ˇ B 2 Sr�rC

�
:

Proof. Let U 2 ri.P/. Then there is a Q 2 Rn�n and D D

0

B
B
@

d1 0 � � � 0
0 d2 � � � 0
� � � � � � � � � � � �
0 0 � � � dr

1

C
C
A

with di > 0 for i D 1; 2; : : : ; r , such that U D Q

�
D 0r�.n�r/

0.n�r/�r 0.n�r/�.n�r/
�
QT ;

where 0m�n represents 0 matrix with m rows and n columns. We sometimes use 0
to represent the 0 matrix if the dimension of the matrix is clear in the context. Of
course,

P �
�
Q

�
B 0

0 0

�
QT

ˇ
ˇ B 2 Sr�rC

�
(1)

due to the assumption that U 2 ri.P/ and that P is a face of Sn�nC . Next we prove
that

P �
�
Q

�
B 0

0 0

�
QT

ˇ̌
B 2 Sr�rC

�
: (2)
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We choose anyM 2 P . ThenM D Q.QTMQ/QT . We need to prove thatQTMQ

has the form

�
B 0

0 0

�
with B 2 Sr�rC . We achieve this by using the assumption that

U 2 ri.P/. In other words, there exists a � < 0, such that .1 � �/U C �M 2 P .
Therefore,

.1 � �/Q
�
D 0

0 0

�
QT C �Q

�
M11 M12

MT
12 M22

�
QT 2 P � Sn�nC ; (3)

where QTMQ D
�
M11 M12

MT
12 M22

�
with M11 2 Sr�r . Because M 2 P , we know

that M22 2 S.n�r/�.n�r/
C , and hence, M22 D 0 by (3), which further implies that

M12 D 0. M11 2 Sr�rC follows from the assumption that M 2 P . Therefore, (2)
holds. By combining (1) and (2), we know the conclusion of the theorem is true.

Lemma 3. Suppose that P is a face of Sn�nC . Then there is r 2 N and Q 2 Sn�n
with QQT D I , such that

P� D
�
Q

�
B11 B12
BT
12 B22

�
QT

ˇ̌
B11 2 Sr�rC ; B12 2 Rr�.n�r/;

and B22 2 S.n�r/�.n�r/� :

Proof. By Lemma 2, we know that there is Q 2 Rn�n and r 2 N , such that

P D
�
Q

�
B 0

0 0

�
QT

ˇ̌
B 2 Sr�rC

�
:

It is easy to see that

P� �
�
Q

�
B11 B12
BT
12 B22

�
QT

ˇ̌
B11 2 Sr�rC ; B12 2 Rr�.n�r/;

and B22 2 S.n�r/�.n�r/� :

We now prove the converse inclusion. We choose any N 2 P�. Let N D
Q.QTNQ/QT and QTNQ D

�
N11 N12
N T
12 N22

�
with N11 2 Sr�r ; N12 2 Rr�.n�r/;

and N22 2 S.n�r/�.n�r/. Then N11 2 Sr�rC . Otherwise, there is B 2 Sr�rC such that
B 
N < 0 contradicting the assumption that N 2 P�. Therefore, N takes the form
defined in the lemma.

Of course, P� is a cone which contains Sn�nC . As a cone, P� has its own faces.
The next lemma gives the form of a face of P�.
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Lemma 4. Let P;Q; r be as in Lemma 3. Then a subset Q of P� is a face of P� if
and only if there is a face F of Sr�rC such that

Q D
�
Q

�
B11 B12
BT
12 B22

�
QT

ˇ̌
B11 2 F ; B12 2 Rr�.n�r/;

and B22 2 S.n�r/�.n�r/� : (4)

Proof. By Lemma 3 and in a straightforward manner, we can prove that Q defined
in (4) is a face of P�.

Let D be a face of P�. Assume that Q

�
2D11 P12
P T
12 P22

�
QT 2 D with D11 2 Sr�r ,

P12 2 Rr�.n�r/, and P22 2 S.n�r/�.n�r/. By Lemma 3, we know that D11 2 Sr�rC .
Now let D12 2 Rr�.n�r/ and D22 2 S.n�r/�.n�r/ be any matrices. If we can prove

that Q

�
D11 D12

DT
12 D22

�
QT 2 D, then we know that

�
Q

�
D11 B12
BT
12 B22

�
QT

ˇ̌
B12 2 Rr�.n�r/ and B22 2 S.n�r/�.n�r/

�
� D: (5)

If we can further prove that

F D
�
B11

ˇ̌
ˇ̌Q

�
B11 B12
BT
12 B22

�
QT 2 D

for some B12 2 Rr�.n�r/ and B22 2 S.n�r/�.n�r/� (6)

is a face of Sr�rC , then we know that D is of the form of (4).

Now let’s prove (5). By Lemma 3, we know that Q

�
D11 D12

DT
12 D22

�
QT 2 P� and

Q

�
D11 P12 �D12

P T
12 �DT

12 P22 �D22

�
QT 2 P�. Since

Q

�
D11 D12

DT
12 D22

�
QT CQ

�
D11 P12 �D12

P T
12 �DT

12 P22 �D22

�
QT D Q

�
2D11 P12
P T
12 P22

�
QT 2 D

and D is a face of P�, we obtain that Q

�
D11 D12

DT
12 D22

�
QT 2 D. Therefore, (5) holds.

Now we prove that F is a face of Sr�rC . Let E11 2 Sr�rC and F11 2 Sr�rC such that
E11 C F11 2 F . Then for any matrices G12 2 Rr�.n�r/ and G22 2 S.n�r/�.n�r/, we

know that Q

�
E11 C F11 G12
GT
12 G22

�
QT 2 D: Since
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Q

 
E11

G12
2

GT12
2

G22
2

!

QT CQ
 
F11

G12
2

GT12
2

G22
2

!

QT D Q
�
E11 C F11 G12
GT
12 G22

�
QT 2 D;

and Q

 
E11

G12
2

GT12
2

G22
2

!

QT 2 P� and Q

 
F11

G12
2

GT12
2

G22
2

!

QT 2 P�, we obtain that

Q

 
E11

G12
2

GT12
2

G22
2

!

QT 2 D and Q

 
F11

G12
2

GT12
2

G22
2

!

QT 2 D due to the assumption that D is

a face of P�. Therefore, E11 2 F and F11 2 F , which implies that F is a face of
Sr�rC .

Now, we are ready to give an expression of the orthogonal complement of a face
of a cone, which is the dual cone of a face of the cone of positive semidefinite
matrices.

Theorem 1. Let P be a face of Sn�nC . Then P� is a cone that contains Sn�nC . Let
C be a subcone of P�. F.C;P�/ represents the minimal face of P� which contains
C. F.C;P�/c D P \ F.C;P�/? is the complementary face of F.C;P�/. Then
F.C;P�/c? D ˚W CW T j W 2 Rn�n and U �P� WW T for some U 2 C

�
:

Proof. By Lemma 3, there is a Q and r 2 N such that

P� D
�
Q

�
B11 B12
BT
12 B22

�
QT

ˇ
ˇ B11 2 Sr�rC ; B12 2 Rr�.n�r/;

and B22 2 S.n�r/�.n�r/� :

Let

C11 D
�
C11

ˇ̌
ˇ
ˇQ

�
C11 C12
C T
12 C22

�
QT 2 C

for some C12 2 Rr�.n�r/ and C22 2 S.n�r/�.n�r/� : (7)

Then C11 � Sr�rC . By Lemma 4, we know there is a face E of Sr�rC such that

F.C;P�/ D
�
Q

�
B11 B12
BT
12 B22

�
QT

ˇ
ˇ B11 2 E ; B12 2 Rr�.n�r/;

and B22 2 S.n�r/�.n�r/� : (8)

Because F.C;P�/ is the minimal face of P� containing C, we further obtain
that E D F.C11;Sr�rC /. Therefore, we obtain F.C;P�/c D P \ F.C;P�/? D
Q

�
F.C11;Sr�rC /c 0

0 0

�
QT . Hence
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F.C;P�/c? D
�
Q

�
B11 B12
BT
12 B22

�
QT

ˇ
ˇ B12 2 Rr�.n�r/;

B22 2 S.n�r/�.n�r/; and B11 2 F.C11;Sr�rC /c?
�
: (9)

Since by Lemma 1 F.C11;Sr�rC /c? D fW1 C W T
1 j W1 2 Rr�r and U11 �

W1W
T
1 for some U11 2 C11g, for any element in F.C;P�/c?, it can be written as

Q

�
W1 CW T

1 B12
BT
12 B22

�
QT , whereB12 2 Rr�.n�r/ andB22 2 S.n�r/�.n�r/. Therefore,

Q

�
W1 0

BT
12

B22
2

�
QT CQ

�
W1 0

BT
12

B22
2

�T
QT D W CW T ;

where W D Q
�
W1 0

BT
12

B22
2

�
QT .

Since U11 2 C11, so there is U12 and U22 such that U D Q

�
U11 U12
U T
12 U22

�
QT 2 C.

Because WW T D Q

 
W1W

T
1 W1B12

BT
12W

T
1 BT

12B12 C B222
4

!

QT and U11 � W1W
T
1 , we obtain

that U D Q
�
U11 U12
U T
12 U22

�
QT �P� WW T .

Remark 1. Theorem 1 was used in [10]. But a proof was not given in [10]. Here we
provide a complete proof of this result.

Now we briefly discuss an expression of the orthogonal complement of a face
of a cone that is a face of the cone of positive semidefinite matrices. As in the
discussion above, we let P be a face of Sn�nC . P itself is a cone. Let C be
a subcone of P . Then F.C;P/ represents the minimal face of P containing C
and F.C;Sn�nC / represents the minimal face of Sn�nC containing C. Since P is
a face of Sn�nC , we can easily prove that F.C;P/ D F.C;Sn�nC /. Therefore,
F.C;P/c D P� \ F.C;P/? � Sn�nC \ F.C;Sn�nC /? D F.C;Sn�nC /c , which
further implies that F.C;P/c? � F.C;Sn�nC /c?. By Lemma 1, we obtain that
F.C;Sn�nC /c? D K 	 fW CW T j W 2 Rn�n and U � WW T for some U 2 Cg.
Therefore, F.C;P/c? � fW CW T jW 2 Rn�n and U � WW T for some U 2 Cg.
The converse inclusion may not be true. However, in a similar way we can prove
the following theorem which gives an expression of the orthogonal complement of
a face of P .

Theorem 2. F.C;P/c?DfWCW T jW 2Rn�n and U �P WW T for some U2Cg:
Proof. The proof is similar to that of Theorem 1.
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3 Conclusion Remarks

An expression in terms of a system of semidefinite inequalities for the orthogonal
complement of a face of the cone of positive semidefinite matrices plays an
important role in formulating a dual of a polynomial size with a strong duality
property for a semidefinite optimization problem. In this paper, we have extended
this expression to the orthogonal complement of a face of cones, which are either a
face of the cone of positive semidefinite matrices or the dual cone of a face of the
cone of positive semidefinite matrices.
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Optimality of Bilevel Programming Problems
Through Multiobjective Reformulations

Roxin Zhang

Abstract A bilevel optimization problem consists of minimizing an upper level
objective function subject to the constraints that involve the solution mapping of the
lower level optimization problem parameterized by the upper level decision vari-
able. The global equivalence between a general bilevel programming problem and
a multiobjective optimization problem with nonconvex ordering cone is established
and optimality conditions of the bilevel problem are obtained using Mordukhovich
extremal principles.

Keywords Bilevel programming • Multiobjective programming • Extremal
principle

1 Introduction

A bilevel programming problem is an optimization problem with two distinct and
non-symmetric levels of decision making. At the upper level the decision maker,
called the leader, chooses a strategy variable x to optimize its objective function that
involves with another decision variable y chosen by the lower level decision maker,
called the follower. The decisions of the follower is determined through minimizing
its own objective function that contains the leader’s decision variable.

Assume the decision variables of the leader and the follower are x 2 R
n and

y 2 R
m, respectively, and the objective functions f of the leader and g of the

follower are lower semicontinuous from R
n to R WD R [ f1g. For a given closed

subset C � R
nCm, the bilevel programming problem under our considerations takes

the form

.BLP /

(
minimize

x; y
f .x; y/

subject to y 2 R.x/
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where R.x/ is the rational response mapping of the lower-level problem defined as
the solution set to the following parametric optimization problem

(
minimize

y
g.x; y/

subject to .x; y/ 2 C
In leading to an eventual multicriterion optimization formulation, we make the
observation that the pair of decision variables . Nx; Ny/ is a solution to our principal
bilevel programming problem (BLP) if and only if the following set of criteria is
true:

1. (Feasibility) g. Nx; Ny/ � g. Nx; y/ for all . Nx; y/ 2 C ;
2. (Optimality) for all .x; y/ satisfying g.x; y/ � minyfg.x; y/ W .x; y/ 2 C g, one

has f . Nx; Ny/ � f .x; y/.
Our main goal in the paper is to establish a set of optimality conditions to the
bilevel programming problem (BLP) through a reformulation of (BLP) to a general
multiobjective programming problem by using Mordukhovich extremal principles.
A rich collection of research has been devoted to the studies of bilevel programming
and multiobjective bilevel programming problems both in the development of theory
and applications. The methods of optimality range from penalty function, KKT-
condition, and various reformulations (see [1–4] and references therein). However to
our best knowledge, the work in reformulations through multiobjective optimization
problems is rather limited. Our work is motivated largely by the research of Fliege
and Vicente [5] yet from a complete different perspective. Their reformulation is
in the domain space of the objective mappings and ours is in the range space.
Furthermore, the tools used to derive optimality conditions are also different.

2 Preliminaries

Our goal is to formulate the bilevel programming problem as a multiobjective
programming problem. In a multiobjective problem, we are interested in optimizing
an objective mapping with a multi-dimensional range space. An order in the range
space is defined through a set � and the objective is to find a point Nz such that no
other points in the constraint set of the domain space give better objective values.
Our aim is to establish a multiobjective problem so the multi-dimensional order is
given in the range space of certain mapping in contrast to the practice of building an
order in the .x; y/-product space of the decisions of the leader and the follower.

Here we first give a general definition of a (set, function)-optimality concept due
to Mordukhovich.

Definition 1. Let� � R
r be an order set, � W Rn ! R

r be a mapping and	 � R
n.

We say Nz 2 R
n is a .�;�/-extremal point subject to the constraint z 2 	 if there is

a sequence ak ! 0 and a neighborhood U of Nz such that

�.z/ � �.Nz/ 62 � C ak 8 z 2 	 [ U; 8 k: (1)
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The concept of optimality in this definition covers a number of traditional
optimality/efficiency concepts. For a closed cone K (not necessarily convex), we
are interested in the generalized Pareto preference relation  defined in R

r byK as:

v  w () v � w 2 K; v 6D w 8 v;w 2 R
r : (2)

For a given mapping � W Rn ! R
r and a set	 � R

n, many classical multiobjective
programming problems are based on the concept of Pareto efficiency in that K is
assumed to be closed and convex, and the point Nz 2 	 is optimal (efficient) for the
mapping � with respect to the preference  if there does not exist feasible z 2 	
near Nz such that �.z/  �.Nz/.

Throughout this paper, our multiobjective programming problem is in the format
defined below.

Definition 2. Given � W Rn ! R
r , 	 � R

n and a closed ordering cone K, we say
NzK-minimizes � (globally) over z 2 	 if and only if there exists no z 2 	 such that
�.z/  �.Nz/ with  defined as in (2), in other words,

�.z/ � �.Nz/ 62 K 8 z 2 	 with �.z/ 6D �.Nz/: (3)

The local K-minimal points are defined analogously.

Notice that we do not impose convexity on the cone K in the above definition.
In general, neither of the concepts of K-minimal points as in Definition 2 and
that of the .�;K/-extremal points as in Definition 1 imply each other due to the
nonconvexity of K. However for the special ordering cone constructed later in this
paper the former implies the latter. From an application point of view, it is more
helpful to observe the negation of the condition (3) that signifies a non-solution Nz.

Before proceeding with the reformulations of the problem (BLP) and the
development of optimalities, we recall some of the fundamental tools in nonsmooth
variational analysis and generalized differentiation concepts [6, 7].

Definition 3. Given a set˝ � R
n and z 2 ˝, the "-normal cone to˝ at z is the set

ON".zI˝/ WD
(

v 2 R
n W lim sup

z0!z

hv; z0 � zi
kz0 � zk � "

)

:

With " D 0, the cone ON.zI˝/ WD ON0.zI˝/ is called the Fréche normal cone to ˝
at z, and the basic (limiting) normal cone to ˝ at Nz 2 ˝ is the set

N.zI˝/ WD Lim sup
z!Nz
"#0

ON".zI˝/

where Limsup is the Painlevé-Kuratowski outer limit for set-valued mappings that
contains all the cluster points of N".zI˝/ as z! Nz and " # 0.
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Two generalized differentiation concepts for functions and set-valued mappings
can be defined through the basic normal cones.

Definition 4. Given an extended real-valued lower semicontinuous function f W
R
n ! R and a set-valued mapping F W Rn � R

m, the basic subdifferential of f at
z 2 R

n is the set

@f .z/ WD fv 2 R
n W .v;�1/ 2 N..z; f .z/I epif //g

where epif WD f.z; �/ W � � f .z/g is the epigraph of f . The coderivative of F at
.z; v/ 2 gphF is the set-valued mapping D�F.z; v/ W Rm � R

n such that

D�F.z; v/.v�/ WD fz� W .z�;�v�/ 2 N..z; v/I gphF /g
where gphF WD f.z; v/ W v 2 F.z/g is the graph of F .

For a single valued mapping � W Rn ! R
r , we write D��.Nz/.v�/ in place of

D��.Nz; �.Nz//.v�/. If in addition, � is continuously differentiable at Nz, we will have

D��.Nz/.v�/ D r�.Nz/>v� 8 v� 2 R
r

wherer�.Nz/ is the Jacobian matrix of � at Nz. When � is locally Lipschitz continuous
around Nz, then D��.Nz/.v�/ D @hv�; �i.Nz/. In the following proposition, we present
a result for the optimality conditions of a local extremal point due to Mordukhovich
[6, 8]. Let ı	 be the indicator function of the set 	 defined as ı	.z/ D 0 if z 2 	
andC1 otherwise.

Proposition 1. Let Nz be a local .�;�/-extremal point subject to x 2 	, where
� W Rn ! R

r is a mapping continuous around Nz relative to 	, and where the sets
	 � R

n and � � R
r are locally closed around Nz and 0 2 �, respectively. Then

there exists v� 2 R
r , not equal to 0, such that

0 2 D�.� C ı	/.Nz/.v�/ and v� 2 N.0I�/: (4)

If in addition � is Lipschitz continuous around Nz relative to 	, then

0 2 @hv�; � C ı�i.Nz/ and v� 2 N.0I�/: (5)

3 Multiobjective Reformulations

In this section we will reformulate the bilevel programming problem (BLP) as an
multiobjective optimization problem. First we construct a cone K and a mapping
˚ W Rn � R

m ! R
r such that the upper-lower level decision pair Nz WD . Nx; Ny/ 2

R
n �Rm is not an optimal solution to the bilevel problem (BLP) if and only if there

exists z D .x; y/ 2 C such that
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˚.z/ � ˚.Nz/ 2 K and ˚.z/ 6D ˚.Nz/:

Of course a point z D .x; y/ is not a solution to (BLP) implies one of the two or
both possibilities: (a) z is not feasible; or (b) z is not optimal. Following this idea we
construct our order cone K0 as a union of two cones. Specifically let R� WD f� 2
R W � � 0g and define

K0 WD .f 0gn � R� � R � R/ [ .Rn � R � R� � R�/ � R
nC3: (6)

Apparently K0 is a union of two closed convex cone but itself may not be convex.
For a decision pair z D .x; y/ 2 R

n � R
m, f and g as defined in (BLP), we also

define a vector-valued objective mapping ˚ W RnCm ! R
nC3 as

˚.x; y/ WD .x; g.x; y/; g.x; y/ �m.x/; f .x; y//

where m.x/ WD inffg.x; y0/ W y0 2 C.x/g and C.x/ WD fy 2 R
m W .x; y/ 2 C g.

Observe that if Ny 2 R. Nx/, the rational response set of the follower, for a given Nx 2
R
n, then ˚. Nx; Ny/ D . Nx; g. Nx; Ny/; 0; f . Nx; Ny// and consequently, ˚.x; y/�˚. Nx; Ny/ 2

K0 if and only if

Nx D x; g.x; y/ < g. Nx; Ny/ or g.x; y/ � inf
y0

g.x; y0/; f .x; y/ < f . Nx; Ny/:

Based on Definition 2, we state our multiobjective problem below that we will prove
to be equivalent to the bilevel programming problem (BLP).

K0 -minimize ˚.x; y/ subject to .x; y/ 2 C; (7)

where Nz WD . Nx; Ny/ solves (7) if and only if there is no z D .x; y/ 2 C satisfying
˚.z/ � ˚.Nz/ 2 K0 with ˚.z/ 6D ˚.Nz/. First we need the following lemma.

Lemma 1. If a point Nz solves the problem (7), then it is a .˚;K0/-extremal point as
in Definition 1.

Proof. Set ak WD .0n;�1=k;�1=k;�1=k/ in (1).

The equivalence between the problems (BLP) and (7) is stated in the following
proposition.

Proposition 2. The vector Nz WD . Nx; Ny/ 2 R
n � R

m is a solution to the bilevel
programming problem (BLP) if and only if it is a solution to the multiobjective
programming problem (7).

Proof. Assume . Nx; Ny/ solves (BLP). We have m.Nz/ D g. Nx; Ny/ and

˚.x; y/ D .x; g.x; y/; g.x; y/ �m.x/; f .x; y// 8 .x; y/ 2 C
˚. Nx; Ny/ D . Nx; g. Nx; Ny/; 0; f . Nx; Ny//:
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Recall that the cone K0 D K1 [K1 where K1 WD .f 0gn � R� � R � R/andK1 WD
.Rn�R�R��R�/. If . Nx; Ny/were not a solution to (7), then there exists .x0; y0/ 2 C
such that˚.x0; y0/�˚. Nx; Ny/ 2 K and˚.x0; y0/ 6D ˚. Nx; Ny/. Consequently we must
have

x0 D Nx and g.x0; y0/ � g. Nx; Ny/; or (8)

g.x0; y0/ �m.x0/ � 0 and f .x0; y0/ � f . Nx; Ny/: (9)

The strict inequality g. Nx; y0/ < g. Nx; Ny/ in (8) is impossible since . Nx; Ny/ is feasible
to the problem (BLP), and obviously the first inequality in (9) cannot be strict.
Therefore we must have f .x0; y0/ < f . Nx; Ny/. This contradicts with the assumption
that . Nx; Ny/ solves (BLP).

Conversely, assume Nz WD .Nz; Ny/ solves (7). If . Nx; Ny/ were not a solution to (BLP),
then either Ny 62 R. Nx/ or f .Nz/ is not optimal among feasible points .x; y/. In other
words, we must have either the existence of y1 2 C. Nx/ such that g. Nx; y1/ < g. Nx; Ny/,
or there exists .x2; y2/ 2 C such that

g.x2; y2/ � m.x2/ and f .x2; y2/ < g. Nx; Ny/:

It follows that one of the following must be true:

(a) 9x1 WD Nx such that g.z1/ < g.Nz/ which implies˚.z1/�˚.Nz/ 2 K1 and˚.z1/ 6D
˚.Nz/;

(b) g.z2/ � m.x2/ � 0 and f .z2/ < f .Nz/ which implies ˚.z2/ � ˚.Nz/ 2 K2 and
˚.z2/ 6D ˚.Nz/

where z1 D .x1; y1/ and z1 D .x2; y2/. Therefore Nz D . Nx; Ny/ cannot be a solution to
(7), a contradiction.

4 Optimality Conditions

Recall that our ordering cone K0 is defined as K0 WD K1 [K2 where

K1 WD f0gn � R� � R � R and K2 WD R
n � R � R� � R�: (10)

Since bothK1 andK2 are closed polyhedral convex cones in the RnC3 they coincide
with their contingent cones at 0, namely T .0IK1/ D K1 and T .0IK2/ D K2.
Moreover, since the basic normal cone to a direct product of sets is equal to the
direct product of the basic normal cones [6, 7], we have

N.0IK1/ D R
n � RC � f0g � f0g and N.0IK2/ D f0gn � f0g � RC � RC

where RC WD f� 2 R W � � 0g.
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First we wish to compute the basic normal coneN.0IK/. LetK� be the negative
polar cone of K defined by K� WD fv W hv;wi � 0;w 2 Kg. Motivated by Henrion
and Outrata [9], we observe that the normal cone N.0IK/ can be expressed as
N.0IK/ D A [ B [ C [D where

A WD K�
1 \K�

2 ; B WDSv2K1nK2 ON.vIK1/
C WDSv2K2nK1 ON.vIK2/; D WDSv2.K1\K2/nf0g ON.vIK1 [K2/:

(11)

The computations of each of the above mentioned four sets are as follows.

A D N.0IK1/\N.0IK2/ D .Rn�RC�f0g�f0g/\.f0gn�f0g�RC�RC/ D f0gnC3:

To compute the set D, notice that K1 \ K2 D f0gn � R� � R� � R�, and for any
v0 2 .K1\K2/nf0g, we have v0 D .0;�a2;�b2;�c2/ 2 R

nC3 for some a; b; c 2 R

with a2 C b2 C c2 6D 0. Consequently,

ON.v0IK1 [K2/ � ON.v0IK1/ \ ON.v0IK2/

D ON.v0I f0gn � R� � R � R/ \ ON.v0IRn � R � R� � R�/

� .Rn � R � f0g � f0g/ \ .f0g � f0g � R � R/ D f0g:

Therefore D D f0g 2 R
nC3. Now we turn to the other twos sets B and C . Let

v1 2 K1nK2, without loss of generality, we have v1 D .0;�a2; 1C b2; 1C c2/ for
some a; b; c 2 R and

ON.v1IK1/ D ON..0;�a2; 1C b2; 1C c2/I f0gn � R� � R � R/

D
8
<

:
R
n � RC � f0g � f0g; if a D 0;

R
n � f0g � f0g � f0g; if a 6D 0:

It follows that
S

v2K1nK2 ON.vIK1/ D R
n�RC�f0g�f0g. Similarly, for v2 2 K2nK1,

we have v2 D .x; 1C a2;�b2;�c2/ for some x 2 R
n and a; b; c 2 R and

ON.v2IK2/ D ON..x; 1C a2;�b2;�c2/IRn � R � R� � R�/

D

8
ˆ̂̂
ˆ̂
<̂

ˆ̂̂
ˆ̂
:̂

f0gn � f0g � RC � RC; if b D 0; c D 0
f0gn � f0g � RC � f0g; if b D 0; c 6D 0;
f0gn � f0g � f0g � RC; if b 6D 0; c D 0;
f0gn � f0g � f0g � f0g; if b 6D 0; c 6D 0:

Therefore
S

v2K2nK1 ON.vIK2/ D f0gn � f0g � RC � RC. Combine all of the above
discussions, we have the following lemma.



30 R. Zhang

Lemma 2. For the cone K0 as defined in (6), we have

N.0IK0/ D .Rn � RC � f0g � f0g/ [ .f0gn � f0g � RC � RC/:

Define the vector-valued indicator function of the set C by 
C WD 0n if x 2 C
and 
C .x/ D C1n otherwise with the superscripts specifying the dimension of
the space. Now we are ready to state our local optimality condition for (BLP).

Proposition 3. Let f , g, and C be given as in (BLP) and Nz D . Nx; Ny/ be a local
optimal solution. Assume in addition that f and g are continuous around Nz and
C is locally closed around Nz. Then there exists .x�; ��; ��; ��/ 2 R

nC3 satisfying
either one of the following conditions (12) or (13)

x� 2 R
n; �� � 0; �� D 0; �� D 0 (12)

x� D 0; �� D 0; �� � 0; �� � 0; (13)

such that

0 2 D�.˚ C
C/.Nz/.x�; ��; ��; ��/:

If, in addition, f and g are Lipschitz continuous around Nz, then

0 2 @ �hx�; xi C ��g C ��.g �m/C ��f
�
.Nz/CN.Nz; C /:

Proof. Direct application of Theorem 4.2 of [8].

Corollary 1. Assume Nz solves (BLP) and in addition to the assumptions in Propo-
sition 3, assume f and g are continuously differentiable around Nz. Then there exists
.x�; ��; ��; ��/ 2 R

nC3 satisfying either one of the conditions (12) and (13)

0 2 r �hx�; xi C ��g C ��.g �m/C ��f
�
.Nz/CN.Nz; C /:

5 Conclusions

In this paper, we successfully reformulated a general bilevel programming problem
into a multiobjective optimization problem with a nonconvex ordering cone. The
optimality conditions were obtained as applications of Mordukhovich extremal
principles.
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Global Sufficient Conditions for Nonconvex
Cubic Minimization Problem with Box
Constraints

Yanjun Wang, Zhian Liang, and Linsong Shen

Abstract In this paper, we focus on deriving some sufficient conditions for global
solutions to cubic minimization problems with box constraints. Our main tool is
an extension of the global subdifferential, L-normal cone approach, developed by
Jeyakumar et al. (J. Glob. Optim., 2007; Math. Program. Ser. A 110, 2007), and
underestimator functions. By applying these tools to characteristic global solutions,
we provide some sufficient conditions for cubic programming problem with box
constraints. An example is given to demonstrate that the sufficient conditions can
be used effectively for identifying global minimizers of certain cubic minimization
problems with box constraints.

Keywords Cubic minimization problem • Global sufficient conditions • Box
constraints

1 Introduction

In this paper, we will focus on deriving the global sufficient conditions of the
following cubic minimization problem with box constraints:

.CP / W
�

minf .x/ DPn
iD1 bix3i C 1

2
xT Ax C aT x

s.t. x 2 D DQn
iD1Œui vi �

where x D .x1; � � � ; xn/T is the vector of decision variables, bi 2 R and a 2 Rn are
given. A D .aij / 2 Sn where Sn is the set of all symmetric n � n matrices.

The cubic optimization problem has spawned a variety of applications, especially
in cubic polynomial approximation optimization [1], convex optimization [2],
engineering design, and structural optimization [3]. Moreover, research results about

Y. Wang (�) • Z. Liang • L. Shen
Department of Applied Mathematics, Shanghai University of Finance & Economics,
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cubic optimization problem can be applied to quadratic programming problems,
which have been widely studied because of its broad applications, to enrich
quadratic programming theory.

Several general approaches can be used to establish optimality conditions
for solutions to optimization problems [4–8]. These approaches can be broadly
classified into three groups: convex duality theory, local subdifferentials by linear
functions, global L-subdifferential and L-normal cone by quadratic functions. The
third approach, which we extend in this paper, is often adopted to develop optimality
conditions for special optimization forms: quadratic minimization with box or
binary constraints, quadratic minimization with quadratic constraints, bivalent
quadratic minimization with inequality constraints, etc.

In this paper we focus our attention on cubic minimization problems (CP).
We will consider the box constraints. Our main tool is an extension of global
L-subdifferential and L-normal cone approach from quadratic function to cubic
function forms. By exploring some fundamental properties of the problems, we
establish some sufficient conditions under which a feasible point will be a global
solution to (CP).

The layout of this paper is as follows. In Sect. 2, we introduce some basic
definitions and propositions. In Sect. 3, we extend global L-subdifferential approach
and present the sufficient optimality conditions for global solutions to (CP) with box
constraints. And an example is given, respectively, to show the effectiveness of the
proposed global sufficient conditions. Conclusion is in Sect. 4.

2 L-Subdifferentials and Cubic Minimization Problem

We begin with some basic definitions and notations that will be used.

Definition 2.1 (L-Subdifferentials, [4]). Let f W Rn ! R and x0 2 Rn. An
element l 2 L is called an L-subgradient of f at a point x0 if

f .x/ � f .x0/C l.x/ � l.x0/;8x 2 Rn

The set @Lf .x0/ of all L-subgradients of f at x0 is referred to as L-subdifferential
of f at x0.

Note that if L is the set of all linear functions defined on Rn, then for any real–
valued convex function f defined on Rn, @Lf .x/ D @f .x/, where @f .x/ is the
subdifferential in the sense of convex analysis [5, 6].

Definition 2.2 (L-Normal Cones, [4]). For a set D � Rn and x0 2 D, the
L-normal cone of D at x0 with respect to L is given by

NL;D.x0/ WD fl 2 L W l.y/ � l.x0/ � 0 for all y 2 Dg:
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Observe that if L is the set of all linear functions defined on Rn, then NL;D.x0/ D
ND.x0/, the normal cone in the sense of convex analysis [5, 6].

Throughout the rest of the paper, we use the following specific choice of L
defined by

L WD
(

nX

iD1
bix

3
i C

1

2
xTQx C dT xjQ D diag.c1; � � � ; cn/; ci 2 R; d 2 Rn

)

(2.1)
where bi 2 R .i D 1; � � � ; n/ as defined before.

Proposition 2.3. Let f .x/ D Pn
iD1 bix3i C 1

2
xT Ax C aT x, Nx D . Nx1; � � � ; Nxn/T 2

Rn. Then,

@Lf . Nx/ D
(

nX

iD1
bix

3
i C

1

2
xTQx C dT x

ˇ̌
ˇ
ˇ
ˇ
A � Q;Q D diag.c1; � � � ; cn/; ci 2 R;

d D .A �Q/ Nx C a:

)

(2.2)

The proof can be referred to [7].
Next we generalize the definition of quadratic underestimators [8] to cubic

underestimators, and then explain the subdifferential from another point of view.

Definition 2.4. The function h W Rn ! R is an overestimator of the function f W
Rn ! R at Nx over D if for each x 2 D; f .x/ � h.x/, and f . Nx/ D h. Nx/. The
function h W Rn ! R is an underestimator of the function f W Rn ! R at Nx over D
if for each x 2 D; f .x/ � h.x/, and f . Nx/ D h. Nx/.
Proposition 2.5. Let f .x/ D Pn

iD1 bix3i C 1
2
xT Ax C aT x, and given Nx D

. Nx1; � � � ; Nxn/T 2 Rn. Suppose that there exists a diagonal matrix Q such that
A � Q � 0. Let l.x/ D Pn

iD1 bix3i C 1
2
xTQx C ..A � Q/ Nx C a/T x. Then the

function h.x/ D l.x/ � l. Nx/C f . Nx/ is a cubic underestimator over Rn.

Proof. Note that in this proposition, l.x/ is also an L-subgradient of f .x/ at Nx, so
the proof easily follows from Proposition 2.3 and Definition 2.4. ut

If D � Rn, and Nx 2 D, then we can easily conclude that the function h.x/ as
shown in Proposition 2.5 is an underestimator of f .x/ at Nx over D.

3 Sufficient Conditions for the Solution to Cubic
Programming with Box Constraints

We define four index sets I1; � � � ; I4 according to the given point Nx at first and make
sure that [4iD1Ii D f1; 2; � � � ; ng.

I1 D fi j8xi 2 Œui ; vi �; it holds that bi .xi � Nxi / � 0; and bi ¤ 0g
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I2 D fi j8xi 2 Œui ; vi �; it holds that bi .xi � Nxi / � 0; and bi ¤ 0g

I3 D fi j Nxi 2 .ui ; vi /; and bi ¤ 0g; I4 D fi jbi D 0g

Clearly, I1 [ I2 [ I3 [ I4 D f1; � � � ; ng.
Now we define n functions !Si .xi / according to the index i as follows:

!Si .xi / WD
8
<

:

minxi2Œui ;vi �.x2i C xi Nxi C Nx2i /; if i 2 I1
maxxi2Œui ;vi �.x2i C xi Nxi C Nx2i /; if i 2 I2
c; if i 2 I4

(3.1)

When i 2 I3, we define:

!Si .xi / WD
(
minbi .xi� Nxi /�0;xi2Œui ;vi �.x2i C xi Nxi C Nx2i / D !1Si ; if bi .xi � Nxi / � 0I
maxbi .xi� Nxi /�0;xi2Œui ;vi �.x2i C xi Nxi C Nx2i / D !2Si ; if bi .xi � Nxi / < 0I

(3.2)
So for any i , we always have the inequality

bi .xi � Nxi /!Si .xi / � bi .xi � Nxi /.x2i C xi Nxi C Nx2i /; 8xi 2 Œui vi �

We also define

Q�i WD
8
<

:

�1; Nxi D ui ;
1; Nxi D vi ;
.aC A Nx/i Nxi 2 .ui ; vi /:

(3.3)

If there exists a matrix Q D diag.˛1; � � �˛n/, ˛i 2 R such that A �Q � 0, then
we can define:

Ǫ i D maxf0;�˛i g; i D 1; 2; � � � ; n; (3.4)

We are ready to present the sufficient conditions of a global solution to (CP).

Theorem 3.1. For (CP), let Nx 2 D. If there exists a matrixQ D diag.˛1; � � � ; ˛n/
such that A �Q � 0, and 8i 2 I1 [ I2 [ I4, it holds that

1

2
Ǫ i .vi � ui /C Q�i Œ.aC A Nx/i C bi!Si .xi /� � 0; (SC1)

also 8i 2 I3, if bi > 0, it holds that

(
1
2
Ǫ i .vi � Nxi / � Œ.aC A Nx/i C bi!1Si � � 0

1
2
Ǫ i . Nxi � ui /C Œ.aC A Nx/i C bi!2Si � 0;

(SC2)
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otherwise, it holds that

(
1
2
Ǫ i .vi � Nxi / � Œ.aC A Nx/i C bi!2Si � � 0

1
2
Ǫ i . Nxi � ui /C Œ.aC A Nx/i C bi!1Si � � 0:

(SC3)

Then Nx is a global solution to problem (CP).

Proof. Assume that there exists a matrixQ D diag.˛1; � � �˛n/, such that A�Q �
0 and the conditions (SC1) (SC2) (SC3) are true. Let ˇ D a C .A �Q/ Nx, then by
Proposition 2.3,

l.x/ D
nX

iD1
bix

3
i C

1

2
xTQx C ˇT x 2 @Lf . Nx/;

i.e.,

f .x/ � f . Nx/ � l.x/ � l. Nx/;8x 2 Rn (3.5)

A first observation regarding (3.5) is that if Nx is a global solution to l.x/ on D, then Nx
must be a global minimizer to f .x/ on D. So it is sufficient to provide the condition
which can guarantee a feasible point Nx is a global solution of l.x/ on D.

Clearly, Nx is a global solution of l.x/ on D if and only if for every x 2 D,l.x/�
l. Nx/ � 0, i.e.

nX

iD1
.bi .xi � Nxi /.x2i Cxi NxiC Nx2i /C

1

2
˛i .xi � Nxi /2C .aCA Nx/i .xi � Nxi // � 0: (3.6)

Note that bi .xi � Nxi /!Si .xi / is an underestimator of the function bi .xi � Nxi /.x2i C
xi Nxi C Nx2i / at the point Nx over the interval Œui vi �: Then the sufficient conditions
which can make (3.6) hold are: for every i and for every x 2 D,

bi .xi � Nxi /!Si .xi /C
1

2
˛i .xi � Nxi /2 C .aC A Nx/i .xi � Nxi / � 0 (3.7)

So our next goal is to show (3.7) is equivalent to (SC1) or (SC2) or (SC3) according
to the index i .

First, by (3.4) it is obvious that 8i D 1; 2; � � � ; n;

Ǫ i � �˛i ; Ǫ i � 0:

Also we can observe that (SC1) is equivalent to 8xi 2 Œui ; vi �,
1

2
Ǫ i .xi � ui /C Q�i Œ.aC A Nx/i C bi!Si .xi /� � 0 (3.8)
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and also equivalent to 8xi 2 Œui ; vi �,

�1
2
Ǫ i .xi � vi /C Q�i Œ.aC A Nx/i C bi!Si .xi /� � 0 (3.9)

Next we will show the equivalence between (3.7) and (SCI) when i 2 I1 [ I2 [ I3
and the equivalence between (3.7)and (SC2–SC3) when i 2 I3.
(1) When i 2 I1 [ I2 [ I4, we will show that under the following three cases.

Case 1. Nxi D ui ,.
In this case we have Q�i D �1. Then if (SC1) holds, together with (3.8) we
must have

�Œ 1
2
Ǫ i .xi � ui /C Q�i ..aC A Nx/i C bi!Si .xi //�.xi � ui / � 0

Then for (3.7), we have

1

2
˛i .xi � Nxi /2 C Œ.aC A Nx/i C bi!Si .xi /�.xi � Nxi /

� �1
2
Ǫ i .xi � Nxi /2 C Œ.aC A Nx/i C bi!Si .xi /�.xi � Nxi / � 0

i.e. (3.7) holds. [In fact, if (3.7) holds, (SC1) is also true. We omit the proof.
So (SC1) is equivalent to (3.7).]

Case 2. Nxi D vi .
In this case Q�i D 1. If (SC1) holds, by (3.9) we must have

Œ�1
2
Ǫ i .xi � vi /C Q�i ..aC A Nx/i C bi!Si .xi //�.xi � vi / � 0

Then for (3.7), we have

1

2
˛i .xi � Nxi /2 C Œ.aC A Nx/i C bi!Si .xi /�.xi � Nxi /

� �1
2
Ǫ i .xi � Nxi /2 C Œ.aC A Nx/i C bi!Si .xi /�.xi � Nxi / � 0

[In fact, in this case if (3.7) holds, (SC1) is also true. The proof is also
omitted. So (SC1) is equivalent to (3.7).]

Case 3. Nxi 2 .ui ; vi /.
In this case bi D 0; Q�i D .a C A Nx/i obviously. If (SC1) holds, then ˛i �
0; .a C A Nx/i D 0, so (3.7) holds. Conversely, if (3.7) holds, similarly, we
also have ˛i � 0; .aC A Nx/i D 0. So (SC1) holds.
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(2) When i 2 I3, we will show that under the following two cases.
If bi > 0, since i 2 I3, then !Si .xi / is a piecewise function. So (3.7) holds if

and only if

�
1
2
˛i .xi � Nxi /C .aC A Nx/i C biSmini � 0; xi 2 Œ Nxi ; vi �
1
2
˛i .xi � Nxi /C .aC A Nx/i C biSmaxi � 0; xi 2 Œui ; Nxi �

Also note that the above conditions are equivalent to (SC1). Therefore, (3.7) is
equivalent to (SC2).

If bi < 0, noting that !Si .xi / is still a piecewise function, then (3.7) holds if
and only if

�
1
2
˛i .xi � Nxi /C .aC A Nx/i C biSmaxi � 0; xi 2 Œ Nxi ; vi �
1
2
˛i .xi � Nxi /C .aC A Nx/i C biSmini � 0; xi 2 Œui ; Nxi �

Clearly, the above conditions are equivalent to (SC3). Hence, (3.7) is equivalent
to (SC3).

Combining the proof of (1) and (2), we can see that if conditions (SC1–SC3)
hold, then Nx must be the global minimizer of l.x/ on D. Observing (3.5), we
can conclude that Nx is a global minimizer of (CP). ut

Next we will present an example to illustrate the effectiveness of the sufficient
conditions provided in Theorem 3.1.

Example. Consider the following problem

�
min f .x/ DP4

iD1 bix3i C 1
2
xT Ax C aT x

s:t: x 2 D WDQ4
iD1Œ�1; 1�

where b D . 2
3
; 1; 0;�2/T ,a D .4; 9

2
;�1;�1/T ,

A D

0

B
B
@

�1 2 0 1

2 �1 1 0

0 1 6 �1
1 0 �1 �2

1

C
C
A

Identify whether the feasible point Nx D .�1;�1; 1
2
; 1/T is a global minimizer.

For this problem, we can take a matrix Q D diag.�4;�4; 0;�4/. Note that

A �Q D

0

BB
@

3 2 0 1

2 3 1 0

0 1 6 �1
1 0 �1 2

1

CC
A
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is a diagonal dominant matrix, so A � Q � 0. Also by computing, we have
Ǫ D .4; 4; 0; 4/T ,!S1 .x1/ D 3

4
,!S2 .x2/ D 3

4
,!S3 .x3/ D c, !S4 .x4/ D 3

4
: Therefore

.aCA Nx/1Cb1!S1 .x1/ D 9
2
; .aCA Nx/2Cb2!S2 .x2/ D 17

4
, .aCA Nx/3Cb3!S3 .x3/ D 0,

and .a C A Nx/4 C b4!
S
4 .x4/ D �6. From (3.3), we have Q� D .�1;�1; 0; 1/T .

Substituting the above values to the sufficient conditions in Theorem 3.1, we have
for i D 1, (SC1)D � 1

2
< 0, then (SC1) holds; for i D 2,(SC1)D � 1

4
< 0, then

(SC1) holds; for i D 3, (SC3)D 0 D 0, then (SC3) holds; for i D 4, (SC1)D
�2 < 0, then (SC1) holds. We can see that Nx D .�1;�1; 1

2
; 1/T satisfies the

sufficient conditions in Theorem 3.1. Hence we can conclude that this point is a
global minimizer.

4 Conclusion

In this paper we derive some sufficient conditions to cubic programming with box
constraints. Our main tools are the L-subdifferential, L-normal cone, underesti-
mator, and overestimator functions. The results presented in this paper are easily
extended to another special cubic problem where the constraint is binary, i.e.
xi 2 fui ; vi g. Another important observation is that in the cubic objective function
there is no three-time cross term. So the results of this paper just can be applied to
some special cubic programming. In future research, we will focus on developing
some optimality conditions for more general cubic programming problems.
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An Outcome Space Branch-and-Bound
Algorithm for a Class of Linear Multiplicative
Programming Problems

Yuelin Gao, Nihong Zhang, and Xiaohua Ma

Abstract This article presents an outcome space branch-and-bound algorithm for
globally solving a class of linear multiplicative programming problem. In this
algorithm, the lower bound is found by solving a separable relaxation programming
problem. A convex quadratic programming problem is constructed so as to improve
the ability to set the upper bound. The convergence of the algorithm is proved.
Numerical experiments are reported to show the feasibility and effectiveness of the
proposed algorithm.

Keywords Global optimization • Linear multiplicative programming • Branch-
and-bound • Outcome space

1 Introduction

In this paper, we consider the linear multiplicative programming problem as the
following form:

.LMP/

8
<

:
min w.x/ D f .x/C

pP

jD1
fj .x/gj .x/;

s:t: x 2 D D fx 2 Rn j Ax � bg:
(1)

where f .x/; fj .x/; gj .x/ for j D 1; 2; � � � ; p are linear functions defined on Rn.
D � Rn is a nonempty bounded convex polyhedron.
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The problem .LMP/ has spawned a wide variety of important applications,
especially in financial optimization [1] and optimal packing and layout [2]. It is
difficult to solve the global optimal solution of the problem .LMP/, because it
usually possesses many local optimal solutions that are not the global optimal
solution. In the last decade, many global optimization algorithms have been
proposed for solving the problem .LMP/, such as dual simplex method [3], outer-
approximation [4,5], cutting-plane method [6,7], heuristic method [8], Linearization
method [9], branch-and-bound method [5, 10, 11], etc.

In this paper, an outcome space branch-and-bound algorithm is proposed for
globally solving a class of linear multiplicative problems .LMP/, the convergence
of the algorithm is proved and numerical experiments are given to show the
feasibility and effectiveness of the proposed algorithm.

This paper is organized as follows. In Sect. 2 we give a separable relaxation
programming problem to obtain the lower bound of the problem .LMP/ in the
outcome space and construct a convex quadratic programming problem to determine
the upper bound of the global optimal value for the problem .LMP/. In Sect. 3
we specifically describe the outcome space branch-and-bound algorithm and show
the convergence of the algorithm. Finally, the numerical experiments are given to
illustrate the feasibility and effectiveness of the proposed algorithm.

2 Bounding

A relaxation programming problem of the problem .LMP/ is given to find its lower
in the outcome space as follows.

Solve the following linear programming problem:

�
min f .x/;

s:t: x 2 D: and

�
max f .x/;

s:t: x 2 D: (2)

The optimal values are noted as y1; y2, respectively, the optimal solutions noted as
x1; x2, respectively. Obviously, x1; x2 are feasible solutions of the problem .LMP/.

Let Q D fx1; x2g. Q represents feasible solutions set of the problem .LMP/

known at present.
In a similar way, solve (3) and (4) as follows:

�
min fj .x/;

s:t: x 2 D: and

�
max fj .x/;

s:t: x 2 D: (3)

�
min gj .x/;

s:t: x 2 D: and

�
max gj .x/;

s:t: x 2 D: (4)
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The optimal values of (3) are noted as y1i1; y
2
i1, optimal solutions are noted as

x1i1; x
2
i1 for j D 1; 2; � � � ; p, respectively. Obviously, x1i1; x

2
i1 are feasible solutions

of the problem .LMP/. Let Q D Q
Sfx1i1; x2i1 W j D 1; 2; � � � ; pg. The optimal

values of (4) are noted as y1i2; y
2
i2, optimal solutions are noted as x1i2; x

2
i2. Let

Q D Q
Sfx1i2; x2i2 W j D 1; 2; � � � ; pg. Let y0 D f .x/; yi1 D fi .x/; yi2 D gi .x/

for j D 1; 2; � � � ; p,

 D fy 2 R2pC1 j y1 � y0 � y2; y1j1 � yj1 � y2j1; y1j2 � yj2 � y2j2; j D 1; 2; � � � ; pg:

The separable relaxation programming problem of the original problem is given
in the outcome space R2pC1 as follows:

SRP./

8
<

:
min NW .Y / D Y0 C

pP

jD1
yj1yj2;

s:t: y 2 :
(5)

Its optimal value is a lower bound of the global optimal value of the problem
.LMP/, and its optimal solution denotes Ny D . Ny0; Ny11; Ny21; � � � ; Nyp1; Nyp2/T 2
R2pC1.

Obviously the problem (5) can be separated into p C 1 simple optimization
problems for j D 1; 2; � � � ; p as following:

�
min y0;
s:t: y0 2 0 D Œy10 ; y20 �

and

(
min yj1yj2;
s:t: yj 2 j D Œy1j1; y2j1� � Œy1j2; y2j2�

(6)

The optimal solutions of the problems in (6) can be achieved at a point y1 and
. Nyi1; Nyi2/ where Nyi1 Nyi2 D argminfy1i1y1i2; y1i1y2i2; y2i1y1i2; y2i1y2i2g; j D 1; 2; � � � ; p,
respectively. Hence, the global optimal solution of the problem SRP./ is Ny D
. Ny0; Ny11; Ny21; � � � ; Nyp1; Nyp2/T 2 R2p C 1.

Without loss of generality, suppose that k be a subhyperrectangle of 

k D
pY

jD0
k
j D Œyk10 ; yk20 � �

pY

jD1
Œyk1j1 ; y

k2
j1 � � Œyk1j2; yk2j2�:

Thus the global optimal solution of the problem SRP.k/ is Nyk D
. Nyk0 ; Nyk11; Nyk12; � � � ; Nykp1; Nykp2/, whose global optimal value is a lower bound of the

global optimal value of the problem .LMP/ over the k in the outcome space
R2pC1.

Construct the following convex quadratic programming so as to effectively
search the optimal solution for the problem .LMP/:
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8
ˆ̂
ˆ̂̂
ˆ̂<

ˆ̂
ˆ̂̂
ˆ̂:

min F.x/ D .f .x/ � Nyk0 /2 C
pP

jD1
.fj .x/ � Nykj1/2 C

pP

jD1
.gj .x/ � Nykj2/2;

s:t: yk10 � f .x/ � yk20 ;
yk1j1 � fj .x/ � yk2j1 ; j D 1; � � � ; p;
yk1j2 � gj .x/ � yk2j2; j D 1; � � � ; p;
x 2 D D fx 2 Rn W Ax � bg:

(7)

Let ‰k D fx 2 Rn W yk10 � f .x/ � yk20 ; yk1j1 � fj .x/ � yk2j1 ; yk1j2 � gj .x/ �
yk2j2; j D 1; � � � ; p; g.

If the problem (7) doesn’t have any solution, which implies D \ ‰K D ˆ,
then k is deleted; otherwise, we assume that xk be an optimal solution of the
problem (7), obviously xk is also a feasible solution of the problem .LMP/. Let
Q D Q [ fxkg, simultaneously, if the optimal value of the problem (7) equals 0,
then xk is the global optimal solution of the problem .LMP/ onk in the outcome
space, and k is deleted. Let ˛k D minfw.x/ W x 2 Qg and it is an upper bound
of the global optimal value for the problem .LMP/, x� 2 minfw.x/ W x 2 Qg is
the current best feasible solution of the problem .LMP/. If so, we can gradually
improve the lower bound and the upper bound of the global optimal value of the
problem .LMP/, and update feasible solutions in the process of branch-and-bound.

3 Branch-and-Bound Algorithm and Its Convergence

For the proposed algorithm, at the kth step, Q represents the feasible solution set
found at present. T represents the hyperrectangle set rest at present, ˛k and ˇk are
noted the best lower bound and the best upper bound of the global optimal value of
the problem .LMP/ at present, respectively.

Algorithm OSA Statement:

Step1 (initialization)
Give an initial hyperrectangle 0 D , and find the optimal solution y0 and the
optimal value ˇ0 of the problem .SRP /. Set the initial lower bound ˇk D ˇ0 and
the initial upper bound ˛k D minfw.x/ W x 2 Qg and the feasible solution set Q
find at present, and find a current optimal solution x� 2 argminfw.x/ W x 2 Qg.
Let T D f0g and k D 0.

Step2 (termination rule)
If ˛k D ˇk , then stop, and outcome the global optimal solution x� and the global
optimal value w.x�/ of problem .LMP/; otherwise, go to Step3.

Step3 (selection rule)
Select the hyperrectangle k satisfying ˇ.k/ D ˇk in T , let T D T nfkg.
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Step4 (partition rule)
Subdivide k into the two hyperrectangles by the midpoint of the longest edge
of k , which are noted as k1;k2.

Step5 Solve the problem SRP.ki /, its optimal value is noted as ˇ.ki / and
its optimal solution is noted as Nyki D . Nyki0 ; Nyki11 ; Nyki12 ; � � � ; Nykip1; Nykip2/. Solve the

problem (7). If the problem (7) doesn’t have any solution, then ki is deleted. If
the problem (7) has solution, then its optimal value is noted as F and its optimal
solution is noted as x.ki /. Let Q D Q [ fx.ki /g and T D T [ fki g.

Step6 (bounding rule)
Lower bounding: ˇk D minfˇ W ˇ D ˇ.H/;H 2 T g;
Upper bounding: ˛k D minfw.x/; x 2 Qg.
The current best feasible solution: x� 2 arg minfw.x/ W x 2 Qg.

Step7 (deleting rule)

T D T nfH 2 T W ˇ.H/ � ˛kg:

Step8 Let k D k C 1, return to Step2.

Convergence of the Proposed Algorithm:

Theorem. If the algorithm terminates after finite steps, then x� as the algorithm
terminates is the global optimal solution of problem .LMP/; if the algorithm does
not terminate after finite steps, then every accumulation point fxkg is a global
optimal solution of the problem .LMP/.

Proof. If the algorithm terminates after finite steps, then the conclusion is
obvious. ut

Assume that the algorithm does not terminate after finite steps, then it generates a
sequence fxkg. According to the iterative process and assumptions of the algorithm,
we have

ˇk � w� � ˛k D w.xk/; k D 0; 1; 2; � � � (8)

where w� denotes the global optimal objective value of the problem .LMP/, ˇk
and ˛k denote the lower bound and the upper bound of the problem .LMP/,
respectively.

Since f˛kg is a decreasing sequence and fˇkg is an increasing sequence, both
f˛kg and fˇkg are convergent. Take limit for both sides of (8), i.e.

limˇk � w� � lim˛k D lim w.xk/: (9)

Set limˇk D ˇ�; lim˛k D ˛�, then (9) turns into

ˇ� � w� � lim w.xk/ D ˛�: (10)
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Without loss of generality, assume that kC1 � k; ˇk D ˇ.k/; ˛k D ˛.k/.
Since the given bisection process is an exhaustive subdivision process, limk D
lim xk D x�, thus

ˇ� D limˇ.k/ D w� D lim w.xk/ D ˛�: (11)

Therefore, every accumulation of fxkg is the global optimal solution of the problem
.LMP/.

4 Numerical Experiments

We show the feasibility and effectiveness of the proposed algorithm by the simple
example from [7].

Example 1. By use of the proposed algorithm in this article, solve the example
from [7], i.e.

8
ˆ̂̂
ˆ̂
ˆ̂̂
<̂

ˆ̂
ˆ̂̂
ˆ̂̂
:̂

min w.x/ D 3x1 � 4x2 C .x1 C 2x2 � 1:5/.2x1 � x2 C 4/
C.x1 � 2x2 C 8:5/.2x1 C x2 � 1/;

s:t: 5x1 � 8x2 � �24;
5x1 C 8x2 � 44;
6x1 � 3x2 � 15;
4x1 C 5x2 � 10;
x1 � 0:

where its feasible set is noted as D;f .x/ D 3x1 � 4x2; f1.x/ D x1 C 2x2 � 1:5;
g1.x/ D 2x1 � x2 C 4; f2.x/ D x1 � 2x2 C 8:5; g2.x/ D 2x1 C x2 � 1.

We construct the hyperrectangle0 D Œy1; y2��
2Q

jD1
.Œy1j1; y

2
j1�� Œy1j2; y2j2�/; i:e:

0 D

2

66666
4

�12:0000; �7:5000
1:0000; 9:0000

2:0000; 11:0000

1:0000; 9:0000

1:0000; 10:0000

3

77777
5

Solve the following problem SRP.k/for k D 0 and p D 2 so as to determine
an initial lower bound

SRP.k/

8
<

:
lim Nw.y/ D y0 C

pP

jD1
yj1yj2;

s:t: y 2 k:

(12)
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We can get the optimal solution

y0� D .y0�0 ; y0�11 ; y0�12 ; � � � y0�p1 ; y0�p2/ D .�12:000I 1:000I 2:000I 1:000I 1:000/;

and the global optimal value ˇ0 D �9:000 on (13) which is a lower bound of the
global optimal value for Example 1 on 0.

Solve the convex quadratic programming problem as following for k D 0 and
p D 2:

8
ˆ̂̂
ˆ̂̂
<̂

ˆ̂̂
ˆ̂̂
:̂

min F.x/ D .f .x/ � Nyk�
0 /

2 C
pP

jD1
.fj .x/ � Nyk�

j1 /
2 C

pP

jD1
.gj .x/ � Nyk�

j 2 /
2;

s:t: yk11 � f .x/ � yk22 ;
yk1j1 � fj .x/ � yk2j1 ; j D 1; � � � ; p;
yk1j2 � gj .x/ � yk2j2; j D 1; � � � ; p;
x 2 D D fx 2 Rn W Ax � bg:

(13)
We can get the optimal value F0 D �13:500 and the optimal solution x� D
Œ0:000; 3:000�: x� is the current best feasible solution of the Example 1, thereby
the current best upper bound ˛0 D �2:500 of the Example 1 and set Q D fx�g.

We choose 0 and partition it into 11;12, by the partitioning rule in the
proposed algorithm, i.e.

11 D

2

6666
6
4

�12:0000; �7:5000
1:0000; 9:0000

2:0000; 6:5000

1:0000; 9:0000

1:0000; 10:0000

3

7777
7
5
; 12 D

2

6666
6
4

�12:0000; �7:5000
1:0000; 9:0000

6:5000; 11:0000

1:0000; 9:0000

1:0000; 10:0000

3

7777
7
5

For solving (12) and (13) over 12, if (12) has no solution, then 12 is deleted;
similarly, else, we solve (12) and (13) over 11, the optimal value ˇ1 D �9:000 of
(12) is obtained and the optimal value F1 D 13:500 of (13) and the global optimal
value ˛1 D �2:500 are obtained from (13). In the first iteration, the optimal value
of (13) equals to 13:500, and its global optimal value equals �2:500, the optimal
solution x� D Œ0:000; 3:000�, its lower bound equals to �9:000; then we choose
11 as the next partitioned rectangle up to the tenth iteration,10;1, which is shown
in Flow chart, is subdivided into 11;1 and 11;2, which is shown in box 5 and 6 of
the Flow chart.

10;1 D

2

6666
6
4

�12:0000; �9:7500
5:0000; 9:0000

4:5000; 6:5000

1:0000; 5:0000

1:0000; 5:5000

3

7777
7
5
)
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11;1 D

2

666
66
4

�12:0000; �9:7500
5:0000; 9:0000

4:5000; 6:5000

1:0000; 5:0000

1:0000; 3:2500

3

777
77
5
; 11;2 D

2

666
66
4

�12:0000; �9:7500
5:0000; 9:0000

4:5000; 6:5000

1:0000; 5:0000

3:2500; 5:5000

3

777
77
5

By solving (12) and (13) over11;1, the optimal value of (13), the global optimal
value and the lower bound [i.e., an optimal value of (12)] are achieved such that
F11;1 D 4:313; ˛11;1 D �2:500; ˇ11;1 D �2:750, respectively; similarly, we solve
(12) and (13) over 11;2, the optimal value of (13), the global optimal value and
the lower bound [i.e., optimal value of (12)] are attained and correspondingly be
denoted as F11;2 D 3:801; ˛11;2 D 0:954; ˇ11;2 D 6:813, respectively. It is evident
to see that F11;1 is bigger than F11;2, satisfying the pruning rule, so we delete 11;1;
while ˇ11;2 is bigger than ˛11;2 over 11;2, satisfying deleting rule in the Algorithm
OSA, so we delete 11;2: At present, the hyperrectangle set T becomes empty set,
thus the termination rule is satisfied, the global optimal value of the Example 1
is �2:500, the lower bound of optimal value of the Example 1 is �2:750, and its
optimal solution is x� D .0:000; 3:000/.
Example 1 [7] Solving a kind of multiplicative programs by the proposed algorithm
as following:

.TP /

8
<

:
min

pP

iD1
.cti x � d ti x/;

s:t: Ax � b; x � 0:

where ci ; di 2 Rn.i D 1; 2; � � � ; p/; A 2 Rn�m, and b 2 Rm. All elements of
ci ; di ; A, and b are randomly generated from the range Œ1; 100�.

The algorithm was coded in MATLAB (7.8) language and run on a Pentium
IV, CPU3.20GHZ, 1.00 GB RAM microcomputer. Let " D 10�5 and the proposed
algorithm terminates as ˇk � ˛k < 10�5.

Table 1 shows the comparison of two algorithms for (TP). Here OSA represents
the presented algorithm in Sect. 3; OAM is the outer-approximation algorithm in
[7]. The main objective of this section is to investigate the computer performance of
the proposed optimization algorithm. The following indices the performance of the
Algorithm OSA: T is the average time of CPU (in second); SD (in parenthesis) is the
standard deviation of T; R is the maximal number of the rest of hyperrectangle via
pruning from hyperrectangle set each time, while C represents the average number
of cuts in [7].

For each size of .p; n;m/, the table contains T, SD, and R that we solved
the needed for solving different random instances. The results of OAM are taken
from [7], in which its examples were carried out on a SUN SPARC-2 computer
(27.5MIPS). Table 1 shows the results of OSA for (TP), when .p; n;m/ ranges
from .2; 20; 30/ to .5; 50; 70/. T, SD, and R of ten examples are presented. We see
some results from Table 1 as follows:
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Table 1 The comparison with results reported in [7]

p 2 2 2 3 3 3

n 20 50 50 20 50 50

m 30 30 70 30 30 70

OSA T 9.9 15.8 30.6 29.1 63.9 71.1

(SD) (4.1) (5.8) (6.2) (5.8) (13.9) (20.2)

OAM T 5.4 25.9 55.6 49.3 202.7 1,087.7

(SD) (1.8) (5.1) (14.8) (33.1) (74.2) (900.4)

OSA R 3 2 2 2 4 2

OAM C 21.2 21.6 19.6 29.5 30.2 32.3

p 4 4 5 5 5

n 20 50 20 50 50

m 30 30 30 30 70

OSA T 48.9 98.2 101.0 202.5 281.8

(SD) (17.1) (38.6) (56.8) (40.6) (60.8)

OAM T 416.5 3,897.6

(SD) (233.2) (2,158.6)

OSA R 2 2 2 3 3

OAM C 38.8 42.7 – – –

Table 1 shows that n and m have some substantial influence on R (and
consequently on T), because R is directly related to the speed of pruning the hyper-
rectangle by the Algorithm OSA in the outcome space.

The comparison between the two algorithms indicates that although initially
the computing time requirements of Algorithm OSA grow faster due to higher
computational costs for solving problem and problem (13), its growth rate (except
.p; n;m/ D .2; 20; 30/) tends to be far less than that exhibited of [7], as the number
of variables and constraints increases. On the other hand, we see from Table 1 that
the algorithm OAM was very sensitive to the size of p; while the algorithm OSA
only has some relationship with p. Notice that we test the numerical results of the
case when p D 5, which didn’t have in [7].

5 Concluding Remarks

The paper gives an outcome space branch-and-bound algorithm for globally solving
a class of linear multiplicative programming problem. In this algorithm, the
lower bound is given by solving a separable relaxation programming problem.
Furthermore, in order to efficiently search for the global optimal solution to the
problem, the paper constructs a convex quadratic programming problem to resaise
the ability of upper-bounding. The convergence of the proposed algorithm is proved.
Numerical experiments show that the proposed algorithm can solve the middle-scale
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large problems. Our proposed algorithm seems better than the text comparison
algorithm, but due to the computing environments differing, we cannot say the
text comparison algorithm is not good, the results of their calculations are also
very good, but we can say that the proposed algorithm is feasible and effective in
computation.
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A Modified Cut-Peak Function Method
for Global Optimization

Sun Li and Wang Yuncheng

Abstract We present a cut-peak function method for finding a global minimizer
of the bound constrained optimization problems. A simple cut-peak function and
choice function are defined at a local minimizer. By minimizing the choice function,
a global descent of the original objective function is assured. Since the pattern search
method does not require the gradient of the choice function, smoothing technique
is not employed. The new algorithm is simple to implement and numerical results
indicate its efficiency.

1 Introduction

The global optimization algorithms play an important role in real-world applica-
tions, but the definition of an efficient algorithm for these problems is an open
question. In literature, many different approaches have been proposed to solve
this class of problems. One of these is the function modification approach, such
as the filled function methods [1–4], the tunneling methods [5], and the cut-peak
function methods [6,7]. These methods have two main phases to achieve the solution
procedure,

Phase 1: (Local Search) Start from a given point and use certain local optimiza-
tion method to locate a feasible local minimizer x�

k .
Phase 2: (Global Search) With a constructed function, a different minimizer with

lower cost value is found in another valley. When obtaining such a point, let it be
the next iteration and return to Phase 1. If such a point does not found, stop the
algorithm and return the current iteration x�

k as the global solution to the original
problem.
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The cut-peak function method has been initially introduced by Wang [1]. In this
method, a cut-peak function and a choice function are defined at a local minimizer,
and minimizing the choice function assures a global descent of the original
objective function. Since the choice functions are defined on the exponential and
logarithmic terms or they are not smooth, these result in the additional employment
of the smoothing technique. Later, Huang et al. [2] explain that it’s possible to
cut down the global minimizer, when all the other minimizers of the concerned
problem are far away from the current local minimizer. They give a revised cut-
peak function at the current local minimizer x�

k , that is, w.x�
k ; x/ WD f .x�

k /: In
this method, the smoothing technique is also applied to overcome the difficulty
from the non-differentiable of the choice function. In the global search phase,
a different minimizer with lower cost value is found in another valley with the
cut-peak function. But the cut-peak function is a horizontal line connecting the
incumbent minimizer x�

k , and the gradient of the choice function is zero in a certain
neighborhood of x�

k . This leads to a serious of problems, such as the definition of
descent direction and the selection of the step size.

In this paper, we define a simple cut-peak function and we employ the pattern
search method to minimize the choice function. Since the pattern search method
does not require the gradient of the objective function, we need not smooth
the choice function with certain technique, this decreases the nonlinearity of the
problem. The newly proposed method is simple to implement and numerical results
show that this method works well.

This paper is organized as follows. Some basic concepts and notations are stated
in the next section and we present our new algorithm. The numerical results are
shown in Sect. 3.

2 The Cut-Peak Function Algorithm

2.1 The Cut-Peak Function and the Choice Function

Consider the global minimization problem

minf .x/
s:t: l � x � u

(1)

where f .x/ is continuously differentiable and l; u are given vectors in Rn.

Definition 1. w.r; x�
k ; x/ is called a cut-peak function of f .x/ at point x�

k with a
positive parameter r , if the following two conditions are satisfied:

(i) x�
k is the unique maximum point of w.r; x�

k ; x/ and w.r; x�
k ; x

�
k / D f .x�

k /I
(ii) for any direction d 2 Rn, w.r; x�

k ; x
�
k C �d/ is strictly decreasing with respect

to the step length �, and
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lim
�!C1 w.r; x�

k ; x
�
k C �d/ D f .x�

k / � c.r/ > �1

where c.r/ is a positive scalar with respect to the given vector r and is called
the maximum cut of w.r; x�

k ; x/ at x�
k .

The cut-peak function defined in [1] is as follows:

w.r; x�
k ; x/ D f .x�

k / �
rt2

1C t 2 ;

and

w.r; x�
k ; x/ D f .x�

k / � r.1 � e�t2 /

where t D kx � x�
k k.

Definition 2. F.r; x�
k ; x/ D minff .x/;w.r; x�

k ; x/g is called a choice function of
f .x/ crossing through the point x�

k .

It should be noted that the cut-peak function cuts the hyperplane of f .x/ that
locates above the cut-peak function w.r; x�

k ; x/ and replaces it by w.r; x�
k ; x/ itself.

This is the reason we name it cut-peak function.

2.2 The Modified Cut-Peak Function Method

In this paper, we give a modified cut-peak function, that is,

w."; x�
k / D f .x�

k / � t "; (2)

where t D kx � x�
k k. Then, the choice function is

F."; x�
k / D minff .x�

k /;w."; x
�
k /g: (3)

It’s easy to verify that the cut-peak function defined by (2) satisfies the conditions
of Definition 1. Hence, it holds all the properties of the cut-peak function in [5],
which indicates the global convergence of the newly present algorithm.

Now, we’re ready to present our algorithm to solve problem (1).

2.2.1 The Modified Cut-Peak Function Method

Step 0 (Initialization)
Given an initial point x0; l � x � u. Set k WD 0, and choose the positive
constant ".
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Step 1 (Local Search)
Obtain a local minimizer of the original problem (1) by using a local
search procedure, starting from the initial point x.0/k D x0. Let x�

k be the
local minimizer obtained.

Step 2 (Global Search)
Start from the current local minimizer x�

k , find a local minimizer exk of the
choice function (3) with the pattern search method.
If f .exk/ < f .x�

k /, then set x.0/kC1, k WD k C 1, go to Step 1.
Else, stop the algorithm and output x�

k as the final solution.

3 Numerical Results

In this section, some numerical results are reported. The code is written in Matlab
7.0 with double precision. For each problem, the local minimizations have been
performed by using the projected gradient algorithm [8–10] and the termination
condition is the Euclidean norm of the gradient at the current point x�

k below 10�5,
namely

krf .x�
k /k � 10�5:

In the global optimization toolbox of Matlab, pattern search solver can solve
optimization problems which is linear, nonlinear, or with bound constraints. We
compare our new algorithm (MCPF) with pattern search method (PSM) in the
following 4 examples.

In all the following examples, we take " D 10�5. The numerical results of
all examples are presented in their respective tables with the initial point x0. The
symbols used in the tables are given as follows:

IT : The iteration number of both the global search phase and local search phase;
IF : The number of function evaluation needed to satisfy the stopping criterion;
IC : The number of the global search;
GM : The obtained global minimizer;
FF : The obtained optimal function value.

Example 1. The six-hump camelback problem

f .x/ D 4x21 � 2:1x41 C
1

3
x61 Cx1x2� 4x22 C 4x42; l D .�3;�1:5/T ; u D .3; 1:5/T :

The global minimizers are .�0:089842; 0:712656/T and .0:089842;

�0:712656/T , and the cost value is f .x�/ D �1:031628 (Table 1).
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Table 1 Computational results for Example 1

Algorithm x0 IT IF IC GM FF

MCPF .1; 1/T 54 199 1 .0:898;�0:7127/T �1.0316

MCPF .2; 2/T 64 215 1 .0:898;�0:7127/T �1.0316

MCPF .3; 3/T 58 203 1 .0:898;�0:7127/T �1.0316

PSM .1; 1/T 54 186 0 .0:898;�0:7127/T �1.0316

PSM .2; 2/T 58 190 0 .0:898;�0:7127/T �1.0316

PSM .3; 3/T 54 176 0 .0:898;�0:7127/T �1.0316

Example 2. The two-dimensional Shubert problem I

f .x/ D f
5X

iD1
icos..i C 1/x1 C i/gf

5X

iD1
icos..i C 1/x2 C i/g;

l D .�10;�10/T ; u D .10; 10/T :

The global minimizer of Example 2 is .�1:42513;�0:80032/T and the cost value
is f .x�/ D �186:730909 (Table 2).

Table 2 Computational results for Example 2

Algorithm x0 IT IF IC GM FF

MCPF .2; 2/T 66 219 1 .4:8581;�0:8003/T �186.7309

PSM .2; 2/T 50 129 0 .�7:0835; 10:0000/T �48.5068

Example 3. The two-dimensional Shubert problem II

f .x/ D fP5
iD1 icos..i C 1/x1 C i/gf

P5
iD1 icos..i C 1/x2 C i/g

C 1
2
Œ.x1 C 1:42513/2 C .x2 C 0:80032/2�; l D .�10;�10/T ; u D .10; 10/T :

The global minimizer of Example 3 is .�1:42513;�0:80032/T and the cost value
is f .x�/ D �186:730909 (Table 3).

Table 3 Computational results for Example 3

Algorithm x0 IT IF IC GM FF

MCPF .2; 2/T 31 159 0 .4:8581;�0:8003/T �186.7309

PSM .2; 2/T 68 237 0 .�0:8005; 4:8568/T �170.5306
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Example 4. The two-dimensional Shubert problem III

f .x/ D fP5
iD1 icos..i C 1/x1 C i/gf

P5
iD1 icos..i C 1/x2 C i/g

C.x1 C 1:42513/2 C .x2 C 0:80032/2; l D .�10;�10/T ; u D .10; 10/T :

The global minimizer of Example 4 is .�1:42513;�0:80032/T and the cost value
is f .x�/ D �186:730909 (Table 4).

Table 4 Computational results for Example 4

Algorithm x0 IT IF IC GM FF

MCPF .4; 4/T 69 241 1 .�7:0809; 4:8556/T �122.7247

PSM .4; 4/T 58 188 0 .�0:1960;�0:8003/T �122.0653
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Modified Filled Function Method for Global
Discrete Optimization

You-Lin Shang, Zhen-Yang Sun, and Xiang-Yi Jiang

Abstract We present a modified definition of the filled function for discrete
nonlinear programming problem and give a filled function satisfying our definition.
The properties of the proposed filled function and the method using this filled
function to solve discrete nonlinear programming problem are discussed in this
paper. The results of preliminary numerical experiments are also reported.

Keywords Integer programming • Global discrete optimization • Local
minimizer • Global minimizer • Filled function

1 Introduction

For continuous global optimization problem, many deterministic methods have been
proposed to search for a globally optimal solution of a given function of several
variables, including filled function method [1], tunneling method [2], etc. The filled
function method was first put forward by Ge’s paper [1], and many other filled
functions have been put forward afterwards [3–6]. The idea of this method is to
construct a filled function P.x/ and by minimizing P.x/ to escape from a given
local minimizer x�

1 of the original objective function f .x/.
With regard to discrete nonlinear programming problem, the approaches of

continuity are presented by Ge’s paper [7] and Zhang’s paper [8]. This paper
modified the conditions of the filled function in paper [3], and making it satisfy
the discrete nonlinear programming problem.

The paper is organized as follows: Sect. 2 lists problem and an algorithm related
to discrete nonlinear programming problem. In Sect. 3, we present a filled function
which is modified from that of the unconstrained global optimization problem. Next,
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in Sect. 4, a filled function algorithm is presented and the results of preliminary
numerical experiments are reported. In Sect. 5, an example of supply chain is given.
Finally, conclusions are included in Sect. 6.

2 Problem and an Algorithm

We consider the following discrete nonlinear programming problem

.DP /

�
min f .x/;
s:t:x 2 ; (2.1)

where  � I n is a bounded and closed set. I n is an integer set in Rn. f .x/ D C1
as x N2.

The local minimizer of f .x/ for problem .DP / is obtained by the following
algorithm.

Algorithm 1 [9]

Step 1. Choose any integer x0 2 .
Step 2. If x0 is a local minimizer of f .x/ over , then stop; otherwise we

search the neighborhood of x0. Then we obtain a x 2 N.x0/ \  and have
f .x/ < f .x0/.

Step 3. Let x0 WD x, go to step 2.

3 A Filled Function and Its Properties

This section gives a new definition of the filled function of f .x/ at its local
minimizer x�

1 for problem .DP / on the basis of paper [9] as follows:

Definition 3.1. P.x; x�
1 / is called a filled function of f .x/ at a local minimizer x�

1

for problem .DP / if P.x; x�
1 / has the following properties:

(i) P.x; x�
1 / has no local minimizer in the set S1 n fx0g. The prefixed point x0 is in

the set S1 and is not necessarily local minimizer of Px�

1
.x/;

(ii) If x�
1 is not a global minimizer of f .x/, then there exists a local minimizer x1

of P.x; x�
1 /, such that f .x1/ < f .x�

1 /, that is x1 2 S2.
Note that the Definition 3.1 is different from the definition in paper [9]. In

Definition 3.1, x0 is not necessarily the local minimizer of P.x; x�
1 /. And in this

paper, we define sets S1 D fx 2  W f .x/ � f .x�
1 /g and S2 D fx 2  W f .x/ <

f .x�
1 /g, x�

1 is the current local minimizer of problem (DP).
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Therefore, we can present a filled function of f .x/ at its local minimizer x�
1 for

problem .DP / as follows:

P.x; x�
1 ; A; �/ D �.kx � x0k/ � 'ŒA.f .x/ � f .x�

1 /C �/�; (3.1)

where A > 0 and � > 0 are two parameters, prefixed point x0 2  satisfies the
condition f .x0/ � f .x�

1 / and functions �.t/ and '.t/ need to satisfy the following
conditions different from that of functions N�.t/ and N'.t/ in paper [3]:

(i) �.t/ and '.t/ are strictly monotone increasing function for any t 2 Œ0;C1/
and any t 2 .�1;C1/ respectively;

(ii) �.0/ D 0 and �.t1 C t2/ � �.t1/C �.t2/ for any t1; t2 2 Œ0;C1/.
(iii) '.0/ D 0 and lim

t!C1'.t/ D B > 0.

Without loss of generality, let f .x/ is not a constant function in the, we choose
parameter � satisfies:

0 < � � f .x�
1 / � f ; (3.2)

where f � minx2 f .x/.
We construct the following auxiliary discrete nonlinear programming problem

.AP / relate to the problem .DP / as follows:

.AP /

�
minP.x; x�

1 ; A; �/;

s:t:x 2 : (3.3)

In the following we will prove that the function P.x; x�
1 ; A; �/ is really a filled

function of f .x/ at local minimizer x�
1 satisfying Definition 3.1. First, we list a

lemma in the paper [9] as follows:

Lemma 3.1 ([9]). For any integer point x, if x ¤ x0, then there exists an integer
point y0, such that

ky0 � x0k � kx � x0k � 1: (3.4)

Theorem 3.1. P.x; x�
1 ; A; �/ has no local minimizer in the integer set S1 n fx0g if

A > 0 satisfies the following condition

'.A�/ >
�.L/

�.L/C �.1/B; (3.5)

where L D maxx2 kx � x0k.
Proof. For any x 2 S1 and x ¤ x0, from Lemma 3.1 [9], we know that there exists
an integer point y0 2 N.x/ \, such that ky0 � x0k � kx � x0k � 1:
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Consider the following two cases:

(1) If f .y0/ < f .x�
1 /, then f .y0/ < f .x/, we have 'ŒA.f .y0/ � f .x�

1 /C �/� <
'ŒA.f .x/�f .x�

1 /C �/�; and �.ky0�x0k/ � �.kx�x0k� 1/ < �.kx�x0k/:
Therefore,

P.y0; x
�
1 ; A; �/ D �.ky0 � x0k/ � 'ŒA.f .y0/ � f .x�

1 /C �/�
< �.kx � x0k/ � 'ŒA.f .x/ � f .x�

1 /C �/� D P.x; x�
1 ; A; �/;

that is, x is not a local minimizer of function P.x; x�
1 ; A; �/.

(2) If f .y0/ � f .x�
1 /, then

P.y0; x
�

1 ; A; �/� P.x; x�

1 ; A; �/

D �.ky0 � x0k/ � 'ŒA.f .y0/� f .x�

1 /C �/�� �.kx � x0k/ � 'ŒA.f .x/� f .x�

1 /C �/�

� �.kx � x0k � 1/ � 'ŒA.f .y0/� f .x�

1 /C �/�� �.kx � x0k/ � 'ŒA.f .x/� f .x�

1 /C �/�

� Œ�.kx � x0k/� �.1/� � 'ŒA.f .y0/� f .x�

1 /C �/�� �.kx � x0k/ � 'ŒA.f .x/� f .x�

1 /C �/�

D �.kx � x0k/f'ŒA.f .y0/� f .x�

1 /C �/�� 'ŒA.f .x/� f .x�

1 /C �/�g
��.1/ � 'ŒA.f .y0/� f .x�

1 /C �/�

� �.L/ � ŒB � '.A�/�� �.1/ � '.A�/ D �.L/ � B � Œ�.L/C �.1/� � '.A�/:

It follows from (3.5) that P.y0; x�
1 ; A; �/ � P.x; x�

1 ; A; �/ < 0:

It is shown that x is also not a local minimizer of function P.x; x�
1 ; A; �/. ut

Theorem 3.2. If the set S2 is nonempty, then function P.x; x�
1 ; A; �/ does have

local minimizer in the set S2.

Proof. Let x� is a global minimizer of function f .x/. Since S2 ¤ �,
f .x�/ < f .x�

1 /. It follows from (3.2) that f .x�/ � f .x�
1 / C � � 0. Therefore

P.x�; x�
1 ; A; �/ D �.kx� � x0k/ � 'ŒA.f .x�/ � f .x�

1 /C �/� � 0:
On the other hand, for any y 2 S1nfx0g, we have P.y; x�

1 ; A; �/ D �.ky�x0k/ �
'ŒA.f .y/ � f .x�

1 /C �/� > 0:
Therefore, the global minimizer of P.x; x�

1 ; A; �/ is in the set S2, that is,
P.x; x�

1 ; A; �/ does have local minimizer in the set S2. ut
From Theorems 3.1 and 3.2, the function P.x; x�

1 ; A; �/ satisfies the conditions
of Definition 3.1, i.e., function P.x; x�

1 ; A; �/ is a filled function of f .x/ at its local
minimizer x�

1 for discrete nonlinear programming problem .DP /.
Prefixed point x0 2 S1 has the following two properties:

Theorem 3.3. The prefixed point x0 2 S1 is a local minimizer of P.x; x�
1 ; A; �/ if

x0 2 S1 is a local minimizer of f .x/.
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Proof. Since x0 2 S1 is a local minimizer of f .x/, there exists a neighborhood
N.x0/, for any x 2 N.x0/ \, we have f .x/ � f .x0/ and

P.x; x�
1 ; A; �/ D �.kx � x0k/ � 'ŒA.f .x/ � f .x�

1 /C �/�
� �.kx0 � x0k/ � 'ŒA.f .x0/ � f .x�

1 /C �/� D P.x0; x�
1 ; A; �/;

that is, x0 2 S1 is a local minimizer of P.x; x�
1 ; A; �/. ut

Theorem 3.4. Suppose P.x; x�
1 ; A; �/ is a filled function of f .x/ at local mini-

mizer x�
1 , and x�

1 is already a global minimizer of f .x/, then x0 is the unique local
minimizer of P.x; x�

1 /.

Proof. Since x�
1 is already a global minimizer of f .x/, then for any

x 2 N0.x0/ \, we have f .x/ � f .x�
1 /C � > 0 and

'ŒA.f .x/ � f .x�
1 /C �/� > 0: (3.6)

It follows from (3.6) that

P.x; x�

1 ; A; �/ D �.kx � x0k/ � 'ŒA.f .x/ � f .x�

1 /C �/�
> 0 D �.kx0 � x0k/ � 'ŒA.f .x0/ � f .x�

1 /C �/� D P.x0; x�

1 ; A; �/;

that is, x0 is a local minimizer of function P.x; x0; A; �/.
On the other hand, x�

1 is already a global minimizer of f .x/, then S2 D � and
 D S1 [ S2 D S1, by condition (i) of Definition 3.1, we know that P.x; x�

1 ; A; �/

has no local minimizer in the set S1 except prefixed point x0 2 S1, i.e., x0 is the
unique local minimizer of P.x; x�

1 ; A; �/. ut

4 Filled Function Algorithm and Numerical Results

In this section, we put our filled function in the following algorithm to solve the
discrete nonlinear programming problem .DP /.

• Algorithm 2 (The filled function method)

Step 1. Choose:

(a) choose functions �.t/ and '.t/ satisfy the conditions in Sect. 3 of this
paper;

(b) choose a constant NL > 0 as the tolerance parameter for terminating the
minimization process of problem .DP /;

Step 2. Input:

(a) input an integer point x0 2 ;
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(b) input a sufficiently small constant � satisfying the condition (3.2) and
A > 0 satisfying the condition (3.5).

Step 3. Starting from the point x0, obtain a local minimizer x�
1 of f .x/

over .

(a) if x0 is a local minimizer of f .x/ over , let x�
1 D x0 and go to Step 4;

(b) if x0 is not a local minimizer of f .x/ over , search the neighborhood
N.x0/ and obtain a point x 2 N.x0/ \ such that f .x/ < f .x0/;

(c) let x0 D x and go to (a) of Step 3.

Step 4. Construct the filled function PA;x�

1 ;x0
.x/ as follows:

PA;x�

1 ;x0
.x/ D �.kx � x0k/ � '.AŒf .x/ � f .x�

1 /C ��/:

Step 5. Let N D 0.
Step 6. If N � NL, then go to Step 11.
Step 7. Set N D N C 1. Choose an initial point on the set . Starting from

this point, minimize PA;x�

1 ;x0
.x/ on the set  using any local minimization

method. Suppose that x0 is an obtained local minimizer.
Step 8. If x0 D x0, go to Step 6; otherwise, go to Step 9.
Step 9. Minimize f .x/ on the set  from the initial point x0, and obtain a local

minimizer x�
2 of f .x/.

Step 10. Let x�
1 D x�

2 and go to Step 4.
Step 11. Output x�

1 and f .x�
1 / as an approximate global minimal solution and

global minimal value of problem .DP / respectively.

• Explanations of Algorithm 2

(1) Since we generally do not know the value of the f , it is impossible that we
choose � satisfying the (3.2), but we can choose � is sufficiently small such
that it satisfies the following condition

0 < � �
8
<

:

min jf .x1/ � f .x2/j ;
s:t: f .x1/ ¤ f .x2/ ;

x1; x2 2  ;

(4.1)

i.e., � satisfies the (3.4). In particular, when f .x/ is a polynomial function
with integer coefficients, we can choose � D 1.

(2) When the problem .DP / was known, we can obtain L, and when the
functions �.x/ and '.x/ are known, we will obtain �.L/, �.1/ and B .
Therefore, we can choose A > 0 satisfying the condition

A� > '�1.
�.L/

�.L/C �.1/B/:
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Example 1. An unconstrained discrete nonlinear programming problem

min f .x/ D .x1 � 1/2 C .xn � 1/2 C n
n�1X

iD1
.n � i/.x2i � xiC1/2;

s:t: jxi j � 5; xi integer, i D 1; 2; � � � ; n:

This problem has 11n feasible points and many local minimizers (4, 6, 7, 10 and
12 local minimizers for n D2, 3, 4, 5 and 6, respectively), but only one global
minimum solution: x�

global D .1; 1; � � � ; 1/ with f .x�
global / D 0, for all n. We

considered three sizes of the problem: n D2, 3 and 5. There were about 1:21 � 102,
1:331 � 103, 1:611 � 105 feasible points, for n D2, 3, 5 respectively.

Example 2.

min f .x/ D
n�1X

iD1
Œ100.xiC1 � x2i /2 C .1 � xi /2�;

s:t: jxi j � 5; xi integer, i D 1; 2; � � � ; n:

This problem is a box constrained/unconstrained discrete nonlinear programming
problem. It has 11n feasible points and many local minimizers (5, 6, 7, 9, and
11 local minimizers for n D 2, 3, 4, 5, and 6, respectively), but only one global
minimum solution: x�

global D .1; 1; � � � ; 1/ with f .x�
global / D 0, for all n. We

considered three cases of the problem: n D 4, 5, and 6. There were about 1:464�104,
1:611 � 105, 1:772 � 106 feasible points, for n D 4, 5, 6, respectively.

In the following, the proposed solution algorithm is programmed in FORTRAN
Release for working on the WINDOWS XP system with 900 MHz CPU . The
FORTRAN 95 subroutine is used as the local neighborhood search scheme to obtain
local minimizers of f .x/ in step 3 and the local minimizers of P.x; x�

1 ; A; �/ in
step 7. We choose '.t/ D t=.1 C t /, �.t/ D t , and A > 0 satisfies (3.7), the
tolerance parameter NL D 10n C 1, n is the variable number of f .x/.

The iterative results of the computational for Example 1 are summarized in
Tables 1 and 2 for n D2, 5, respectively and the iterative results of the computational
for Example 2 are summarized in Tables 3 and 4 for n D5, 6 respectively. The
symbols used are shown as follows:

n: The number of variables;
TS : The number of initial points to be chosen;
k: The number of times that the local minimization process of the problem

.DP /;
xkini : The initial point for the kth local minimization process of problem

.DP /;
xkf �lo: The minimizer for the kth local minimization process of problem

.DP /;
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Table 1 Results of numerical Example 1

n D 2; � D 0:05; A D 283;NL D 102 C 1

TS k xkini xkf�lo f .xkf�lo/ xkp�lo f .xkp�lo/ QIN

1 1 (�5,�3) (0,0) 2 (1,1) 0 5
2 (1,1) (1,1) 0 � 102+1

2 1 (5,5) (2,3) 7 (1,1) 0 1
2 (1,1) (1,1) 0 � 102+1

3 1 (�4,3) (�2,3) 15 (1,1) 0 8
2 (1,1) (1,1) 0 � 102+1

4 1 (�1,�4) (0,0) 2 (1,1) 0 11
2 (1,1) (1,1) 0 � 102+1

Table 2 Results of numerical Example 1

n D 5; � D 0:05; A D 448;NL D 105 C 1

TS k xkini xkf�lo f .xkf�lo/ xkp�lo f .xkp�lo/ QIN

1 1 (�1,3,-4,3,2) (0,0,0,0,0) 2 (1,1,1,1,1) 0 12
2 (1,1,1,1,1) (1,1,1,1,1) 0 � 105+1

2 1 (2,�2,1,0,0) (0,0,0,0,0) 2 (1,1,1,1,1) 0 21
2 (1,1,1,1,1) (1,1,1,1,1) 0 � 105+1

3 1 (�2,2,0,1,1) (�1,1,1,1,1) 4 (0,0,0,0,0) 2 4
2 (0,0,0,0,0) (0,0,0,0,0) 2 (1,1,1,1,1) 0 8
3 (1,1,1,1,1) (1,1,1,1,1) 0 � 105+1

Table 3 Results of numerical Example 2

n D 5; � D 0:05; A D 448;NL D 105 C 1

TS k xkini xkf�lo f .xkf�lo/ xkp�lo f .xkp�lo/ FIN

1 1 (�2,�3,�1,�4,5) (0,0,0,�2,4) 412 (0,0,0,0,0) 4 5
2 (0,0,0,0,0) (1,1,1,1,1) 0 (1,1,1,1,1) 0 41
3 (1,1,1,1,1) (1,1,1,1,1) 0 � 105+1

2 1 (�4,�2,�3,�1,5) (0,0,0,�2,4) 412 (1,1,1,1,1) 0 0
2 (1,1,1,1,1) (1,1,1,1,1) 0 � 105+1

3 1 (0,0,�2,0,0) (0,0,0,0,0) 4 (1,1,1,1,1) 0 46
2 (1,1,1,1,1) (1,1,1,1,1) 0 � 105+1

4 1 (�4,�2,�3,�1,5) (0,0,0,�2,4) 412 (1,1,1,2,4) 101 0
2 (1,1,1,2,4) (1,1,1,1,1) 0 (1,1,1,1,1) 0 12
3 (1,1,1,1,1) (1,1,1,1,1) 0 � 105+1
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Table 4 Results of numerical Example 2

n D 6; � D 0:05; A D 490;NL D 106 C 1

TS k xkini xkf�lo f .xkf�lo/ xkp�lo f .xkp�lo/ FIN

1 1 (�3,�5,�4,�1,�2,5) (0,0,0,0,�2,4) 413 (1,1,1,1,2,4) 101 1
2 (1,1,1,1,2,4) (0,0,0,0,0,0) 5 (1,1,1,1,1,1) 0 60
3 (1,1,1,1,1,1) (1,1,1,1,1,1) 0 (1,1,1,1,1,1) 0 62
4 (1,1,1,1,1,1) (1,1,1,1,1,1) 0 � 106+1

2 1 (�3,�1,�2,�5,�4,5) (0,0,0,0,�2,4) 413 (1,1,1,1,1,1) 0 60
2 (1,1,1,1,1,1) (1,1,1,1,1,1) 0 � 106+1

3 1 (0,0,0,0,0,0) (0,0,0,0,0,0) 5 (1,1,1,1,1,1) 0 0
2 (1,1,1,1,1,1) (1,1,1,1,1,1) 0 � 106+1

4 1 (0,�5,0,0,0,�5) (0,0,0,0,0,0) 5 (1,1,1,1,1,1) 0 64
2 (1,1,1,1,1,1) (1,1,1,1,1,1) 0 � 106+1

f .xkf �lo/: The minimum of the xkf �lo;
xkp�lo: The minimizer for the kth local minimization process of problem

.AP /;
f .xkp�lo/: The minimum of the xkp�lo;
QIN : The iteration number for the kth local minimization process of problem

.AP /.

5 Example of Supply Chain

In this section, we give a case of supply chain and calculate it with the algorithm.
The various assumptions involved in this paper are below described. Products

only can be transferred from each supplier to all plants, from each plant to all
distributors, and from each distributor to all customer zones. Each supplier has a
restriction on the available raw materials. Customer demand is deterministic and
is necessary to satisfy all customer demands. Different customer zones price is
predictable, and the function concerning response time, sales income, total cost
can be fitted according to data analysis. The unit cost of different transport mode
affecting response time can be got.

To help understand the model, all the symbols in the model are defined as follow:
Sets:

L set of suppliers
N set of available plants
DC set of available distribution centers
CM set of customers market
TM set of transport mode

Parameters:
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Sl supply capacity of Supplier l
Kn production capacity of Plant n
Fn build and operation cost of Plant n
We process capacity of Distribution Center e
He build and operation cost of Distribution Center e
Dj demand quantity in Customer Market j
Pj product price in Customer Market j
ŒTj1; Tj2� response time interval in market zone j
C i
l;n unit transport cost from Supplier l to Plant n via transport mode i
C i
n;e unit transport cost from Plant n to Distribution Center e via transport mode i
C i
e;j unit transport cost from Distribution Center e to Customer Market j via

transport mode i
CTotal expected total cost of supply chain network
F.Tj / function between response time Tj in customer market j and sales income
G.T1; T2; � � � ; Tj / function between all response time Tj and total cost of supply
network

Variables:

Xi
l;n transport quantity from Supplier l to Plant n via transport mode i

Y in;e unit transport cost from Plant n to Distribution Center e via transport mode i
Zi
e;j unit transport cost from Distribution Center e to Customer Market j via

transport mode i
Un decided whether building Plant n or not
Ve decided whether building Distribution Center e or not
Tj response time in customer market j

Formulation: The mathematical formulation is as follows:

Minf .v/ D �fX
jD1

F.Tj /Pj
X

i

X

e

Zie;j � Œ
X

n

FnUn CX

e

HeVe CX

l

X

n

X

i

C il;nX
i
l;nC

X

n

X

e

X

i

C in;eY
i
l;n CX

e

X

j

X

i

C ie;j Z
i
e;j C CtotalG.T1; T2; : : : ; Tj /g (5.1)

s.t.

X

n

X

i

Xi
l;n � S1;8l 2 L (5.2)

X

e

X

i

Y in;e � KnUn;;8n 2 N (5.3)

X

j

X

i

Zi
e;j � WeVe;8e 2 DC (5.4)

X

e

X

i

Zi
e;j � Dj ;8j 2 CM (5.5)
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X

l

X

i

Xi
l;n D

X

e

X

i

Y in;e;8n 2 N (5.6)

X

n

X

i

Y in;e D
X

j

X

i

Zi
e;j ;8e 2 DC (5.7)

Tj1 � Tj ;8j 2 CM (5.8)

Un 2 f0; 1g; n 2 N IVe 2 f0; 1g; e 2 DC (5.9)

Xi
l;n � 0; Y in;e � 0;Zi

e;j � 0 (5.10)

function (5.1) is to maximize total profit computed by minimizing the opposite
subtracting total cost from total revenue.

A case in paper 11 (Cao Cuizheng, 2009) is cited for the model. The transporta-
tion unit cost is provided as follows: S, F, DC, CM represent supplier, Factory,
distribution center, customer market respectively. Tm1, Tm2 are different transport
modes (Table 5).

The optimal result which is calculated by this method is demonstrated in Table 6.
As Table 6 depicted, the profit is 30,590,000 and goods transferred from plant 3

to distribution center 1 and from distribution center 2 to market 2 is via transport
mode 2. This reveals that our method can get a good result by considering transport
mode factors.

Table 5 Transportation unit cost between facilities

Facility Tm1 Tm2 Facility Tm1 Tm2 Facility Tm1 Tm2

S1 ! F1 200 300 S3 ! F3 100 150 F3 ! DC2 400 450

S1 ! F2 400 500 F1 ! DC1 200 250 F3 ! DC3 200 250

S1 ! F3 300 600 F1 ! DC2 500 400 DC1 ! CM1 900 800

S2 ! F1 200 100 F1 ! DC3 700 600 DC1 ! CM2 800 850

S2 ! F2 100 150 F2 ! DC1 400 300 DC2 ! CM1 600 700

S2 ! F3 400 300 F2 ! DC2 100 200 DC2 ! CM2 1000 900

S3 ! F1 800 750 F2 ! DC3 300 300 DC3 ! CM1 1000 1200

S3 ! F2 600 500 F3 ! DC1 600 400 DC3 ! CM4 900 800

Table 6 Transportation unit cost between facilities

Item Value Item Value

Profit 30;590;000 Factory2 ! DC2.Tm1/ 500

Supplier1 ! Factory2.Tm1/ 350 Factory3 ! DC1.Tm2/ 0

Supplier2 ! Factory3.Tm1/ 100 DC1 ! Market2.Tm1/ 400

Supplier2 ! Factory2.Tm1/ 150 DC2 ! Market1.Tm1/ 450

Supplier3 ! Factory3.Tm1/ 300 DC2 ! Market2.Tm2/ 50
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6 Conclusions

This paper gives a modified definition of the filled function of f .x/ at its local
minimizer for global discrete nonlinear programming problem .DP /, and present
a filled function which has two parameters and modify the conditions of functions
N�.t/ and N'.t/ in paper [3]. The results of preliminary numerical experiments are
also reported.
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Constrained Global Optimization Using a New
Exact Penalty Function

Fangying Zheng and Liansheng Zhang

Abstract The aim of this paper is to propose a global algorithm model for
continuous constrained nonlinear programming based on a new simple and exact
penalty function. Under weak assumptions, we show that the optimizer obtained by
the algorithm is converged to the global minimizer of the original problem.

Keywords Nonlinear programming • Continuous constrained optimization •
Global optimization • Penalty function

1 Introduction

In this paper, we consider the following general continuous constrained minimiza-
tion problem:

G �minf .x/

.P / s:t: Fj .x/ D 0; j 2 E
gl.x/ � 0; l 2 I (1)

where f W Rn ! R;Fj W Rn ! R; j 2 E; gl W Rn ! R; l 2 I , E; I are the index
of equality constraint functions and inequality constraint functions, respectively.
E D f1; : : : ; mg; I D f1; : : : ; kg, “G � min” denotes the global minimization.
We assume that f; Fj ; j 2 E; gl ; l 2 I are continuously differentiable functions.

Global optimization has many applications in engineering, economics, and
applied sciences. This motivated a growing attention in the search for global rather
than local solutions of nonlinear optimization problems. In the last decades, most
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research papers have been devoted to solving the global minimization problems
of unconstrained problems or problems with simple constraints. There are many
algorithmic methods, either deterministic or probabilistic have been studied, for
example [1]. Recently Birgin et al. proposed a global algorithm by using Augmented
Lagrangian penalty function to deal with the general constraints (see [2]). At the
same time, resorting to a non-differentiable exact penalty approach, Di Pillo et al.
presented a global approach to solve the constrained programming with general
nonlinear constraints and simple convex constraints (see [3]).

Although the traditional penalty function method is a popular method, there are
some disadvantages. Generally, if the penalty function is exact and smooth, then
it is not simple, and if the penalty function is simple and smooth, then it is not
exact, where “simple” means that the penalty function only includes the functions of
the primal problem, and can’t include their gradients. For example, the Augmented
Lagrangian penalty function in [2] is smooth and simple, but is not exact, and the
penalty function in [3] is exact and simple, but is not smooth.

On the other hand, a new exact penalty function is given in [4] for the equality
constrained minimization problem . NP /, where a new approach is presented by
adding one variable to the problem . NP /.

. NP / L �min
x2S f .x/; S D fx 2 Œu; v� W Fj .x/ D 0; j 2 Eg; (2)

where Œu; v� is a box on Rn with nonempty interior, Œu; v� D fx 2 Rn W u � x � vg,
and .f�1g [ R/n � u < v � .fC1g [R/n; f W D ! R and Fj W D !
R; j 2 E are continuously differentiable in an open set D containing Œu; v�. Then
fix wj 2 R; j 2 E and consider the following equivalent problem:

L� min
.x;"/2S"0

f .x/; S"0 D f.x; "/ 2 Œu; v� � Œ0; N"� W Fj .x/ D "wj ; j 2 E; " D 0g;
(3)

Let

Nf� .x; "/ D

8
ˆ̂
<

ˆ̂:

f .x/; if " D 0; x 2 S;

f .x/C 1
2"


.x;"/

1�q
.x;"/
C �ˇ."/; if 0 < " � N";
.x; "/ < q�1;

C1; otherwise ." D 0; x N2S or " > 0;
.x; "/ � q�1/:

(4)

with the constrained violation measure is


.x; "/ D kF.x/ � "wk2 D
X

j2E
.Fj .x/ � "wj /2;

where N" > 0; q > 0 is fixed, � > 0 is a penalty parameter and ˇ W Œ0; N"/! Œ0;C1/
is continuous and continuously differentiable on .0; N"� with ˇ.0/ D 0. Obviously,
the penalty function Nf�.x; "/ is continuously differentiable on Œu; v�� .0; N"�, but not
continuously differentiable on Œu; v� � Œ0; N"�.
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The corresponding penalty problem ( NP� ) is

. NP�/ L � min
.x;"/2Œu;v��Œ0;N"�

Nf�.x; "/; (5)

The most important new idea is that the penalty function is considered as
a function of x and " simultaneously, with the property that under appropriate
assumptions, for sufficiently large � > 0, every local minimizer .x� ; "� / of . NP�/
with finite Nf�.x� ; "� / has the form .x� ; 0/, and x� is a local minimizer of the primal
problem . NP /.

Motivated by [4], another exact penalty function is proposed in [5], which is
defined as follows.

f�.x; "/ D

8
ˆ̂<

ˆ̂
:

f .x/; if " D 0; x 2 S;
f .x/C "�˛4.x; "/C �"ˇ; if 0 < " � N";
C1; if " D 0; x 62 S;

(6)

where4.x; "/ DPj2E.Fj .x/�"�wj /2CPl2I .max.0; gl .x/�"�wl //2; �; ˛; ˇ >
1;wj 2 RC; for j 2 I are fixed, � > 0 is a penalty parameter.

The corresponding penalty problem is as follows:

.P�/ min
x2Rn�Œ0;N"� f� .x; "/ (7)

Compared with the penalty function in [4], the penalty function in [5] has the
following properties: Firstly, it is more simple in form; secondly, it is generalized
to the general constrained programming which contained equality and inequality
constraints; finally, under weak assumptions, there exists a threshold value �0 >
0 of the penalty parameter � such that, for any � � �0, any global solution of
penalty problem .P�/ is a global solution of primal problem .P /. Furthermore the
penalty function f�.x; "/ is continuously differential on Rn � .0; N"�. Therefore we
can use continuously unconstrained global optimization approaches to solve penalty
problem .P�/.

In this paper, a new approach based on the exact penalty function method
introduced in [5] is used to solve the global optimizers of constrained minimization
problems. It is shown in [5] that, under some mild assumptions, any local minimizer
of the penalty problem has the form .x�; 0/, where x� is the local minimizer of the
original problem when the penalty parameter is sufficiently large.

Before formal discussions, we give the following assumptions and results.

Assumption 1. The MFCQ holds at every global solution x� of problem (P).

Assumption 2. There exists a global minimizer of problem .P�/ on Rn � Œ0; N"�.
Theorem 1. There exists a threshold value �0 > 0, such that for any � � �0, if
.x�; 0/ is a global solution of problem .P�/, then x� is a global solution of primal
problem .P /.
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Proof. From Theorem 4.2 in paper [5], we know that there exists a threshold value
�0 >, when � � �0, problem .P�/ has local minimizers which have the form
.x�; 0/. So assuming that .x�; 0/ is a global solution of problem .P�/, then for
8x 2 S , we have

f .x�/ D f�.x�; 0/ � f�.x; 0/ D f .x/

That means x� is a global solution of primal problem .P /.

In the paper, given a vector x 2 Rn, we denote by kxk2 its 2-norm, and by
xC D maxf0; xg the n-vector .maxf0; x1g; : : : ;maxf0; xng/:

2 Global Optimization Algorithm

In this section, we describe the GO (Global Optimization) algorithm model for
finding a global solution of problem .P / using the new exact penalty function
f�.x; "/, and analyze its convergence properties.

Algorithm 2.1 GO Algorithm Model

Step 1. k WD 0; �0 > 0; � > ˛ D ˇ > 1; ı.0/ > 0; � 2 .0; 1/; N" > 0; .x.0/; "0/ 2
Rn � .0; N"/; � > 1.

Step 2. Compute .x.k/; "k/ 2 Rn � Œ0; N"�, such that

f�k .x
.k/; "k/ � f�k .x; "/C ı.k/;8.x; "/ 2 Rn � Œ0; N"� (8)

Step 3. If "k D 0 and4.x.k/; "k/ D 0, set �kC1 WD �k and go to step 5.

Step 4. If 1
�k
.krf .x.k//k2 C 4.x.k/; "k// > k @4.x.k/;"k/

@x
k2, set �kC1 WD

��k; ı
.kC1/ WD ı.k/; k WD k C 1 and go to step 2.

Else set �kC1 WD �k and go to step 5.
Step 5. Set ı.kC1/ D �ı.k/ and go to step 2.

In the algorithm, at step 2, .x.k/; "k/ is a ı.k/- global minimizer of problem .P�/

which can be obtained by using any global unconstrained optimization method,
such as filled function method. At step 3, we check feasibility of x.k/ and if x.k/

is feasible, we reduce the value of ı.k/ in order to find a better approximation of
the global solution of .P�/. Step 4 is intended to determine whether the updating of
the penalty parameter is timely. When the value ı.k/ is sufficiently small, then the
algorithm will be stopped and .x.k/; "k/ can be considered an approximation of a
global minimizer of problem .P�/ and x.k/ can be considered an approximation of
a global minimizer of problem .P /.

Theorem 2. Assume that the sequence f.x.k/; "k/g is produced by GO algorithm
and well defined and admits a limit point .x�; "�/. Then x� 2 S; "� D 0:
Proof. We consider two different cases:
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Case(1) There exists an index k�, such that for any k � k�; �k D ��. By
contradiction, we assume that there exists an accumulation point x� 62 S .
In this case, according to step 4, for sufficiently large k, we have

1

�k
.krf .x.k//k2 C4.x.k/; "k// � k@4.x

.k/; "k/

@x
k2 (9)

Let k !C1, then .x.k/; "k/! .x�; "�/ and by step 5, when k !C1, ı.k/ !
0, according to step 2, we have that .x�; "�/ is a global minimizer of f�.x; "/,
then from Theorem 4.1, 4.2 in paper [5], we have limk!C1 "k D "� D 0. For
x� 62 S , according to the definition of f�.x; "/, we know that f�.x�; "�/ D C1.
This contradicts the fact that .x�; "�/ is a global minimizer of f�.x; "/. Therefore
x� 2 S .

Case(2) limk!C1 �k D C1
By contradiction, we assume that limk!C1 "k D N" ¤ 0
According to the definition of f.x.k/; "k/g, for 8x 2 S; " D 0, we have

f�k .x
.k/; "k/ � f�k .x; 0/C ı.k/:

That is

f .x.k//C "�˛
k 4.x.k/; "k/C �k"ˇk � f .x/C ı.k/ (10)

Arranging (10), we have

�k"
ˇ

k � f .x/ � f .x.k// � "�˛
k 4.x.k/; "k/C ı.k/:

Let k !C1, from the above inequality, we have

lim
k!C1 �k"

ˇ

k � lim
k!C1.f .x/ � f .x

.k// � "�˛
k 4.x.k/; "k/C ı.k// (11)

In (11), for limk!C1 �k D C1 and limk!C1 "k D N" ¤ 0, therefore we have
limk!C1 �k"

ˇ

k D C1 and the value of the right side of the inequality (11) is
finite, this is impossible. So the assumption of limk!C1 "k D "� ¤ 0 is not
correct and "� D 0. On the other hand, according to the definition of f�.x; "/
and f.x.k/; "k/g, we know x� 2 S .

Theorem 3. Every accumulation point x� of a sequence f.x.k/g produced by GO
algorithm is a global minimizer of problem .P /.

Proof. According to the definition of f.x.k/; "k/g, for any z global minimizer of
problem .P / we have

f .x.k// � f�k .x.k/; "k/ � f�k .z; 0/C ı.k/ D f .z/C ı.k/
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Let k !C1, we have

f .x�/ � f .z/:

From Theorem 2, we know x� 2 S , then x� is a global minimizer of problem .P /.

In the next theorem, if Assumption 1 holds, we conclude that the updating times
of the penalty parameter � is finite.

Theorem 4. Assuming that Assumption 1 holds. Let f.x.k/; "k/g and �k be the
sequences produced by GO algorithm. Then there exists an index k0 and a value
�k0 < C1, such that for any k � k0, we have �k D �k0 :
Proof. By contradiction, assuming limk! �k D C1. Then from step 3 and step
4 of the GO algorithm, there exists a subsequence f.x.k/; "k/gK , such that for all
k 2 K; x.k/ 62 S and the following inequality

1

�k
.krf .x.k//k2 C4.x.k/; "k// > k@4.x

.k/; "k/

@x
k2

is satisfied. Let k 2 K; k !C1, we have

lim
k2K;k!C1 k

@4.x.k/; "k/
@x

k2 D 0: (12)

It implies

lim
k2K;k!C1

@4.x.k/; "k/
@x

D 0: (13)

By construction, from (13), we have

lim
k2K;k!C1f

kX

lD1
u.k/l rgl.x.k//C

mX

jD1
v.k/j rFj .x.k//g D 0 (14)

where

u.k/l D
max.0; gl .x.k// � "�k!l /p4.x.k/; "k/

v.k/j D
Fj .x

.k// � "�k!jp4.x.k/; "k/
(15)

From (15), we can obtain

k.u.k/; v.k//T k2 D 1; lim
k2K;k!C1 x.k/ D x�; lim

k2K;k!C1 u.k/ D u� � 0 (16)
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By Theorem 3, we have x� 2 S . By continuity of g.x/, for k sufficiently large, we
have

fl W gl.x.k// � "�k!l < 0g � fl W gl.x�/ < 0g

From which, we have

u�
i D 0;8l 2 fl W gl.x�/ < 0g (17)

Then from (14), we have

lim
k2K;k!C1f

kX

lD1
u.k/l rgl.x.k//C

mX

jD1
v.k/j rFj .x.k//g

D
X

l2I0.x�/

u�
l rgl.x�/C

X

j2E
v�
jrFj .x�/ D 0 (18)

By (16) and (17), we obtain

.u�
l ; l 2 I0.x�// ¤ 0;

and

u�
l � 0; l 2 I0.x�/

On the other hand, by Theorem 3, we have that x� is a global minimizer of problem
.P /. Then by (18) we get a contradiction with Assumption 1.

3 Conclusions

From GO algorithm model, we can obtain the global minimizer of the constrained
optimization problems based on a new simple exact penalty function which is
differentiable on the setsf.x; "/ 2 Rn � Œ0; N"� W " D 0; x 2 Sg and f.x; "/ 2
Rn � Œ0; N"� W " 2 .0; N"�g. So we can solve the global optimizer of penalty problem
.P�/ by any differentiable algorithm for unconstrained optimization.
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A Multiobjective State Transition Algorithm
for Single Machine Scheduling

Xiaojun Zhou, Samer Hanoun, David Yang Gao, and Saeid Nahavandi

Abstract In this paper, a discrete state transition algorithm is introduced to solve
a multiobjective single machine job shop scheduling problem. In the proposed
approach, a non-dominated sort technique is used to select the best from a candidate
state set, and a Pareto archived strategy is adopted to keep all the non-dominated
solutions. Compared with the enumeration and other heuristics, experimental results
have demonstrated the effectiveness of the multiobjective state transition algorithm.

Keywords Discrete state transition algorithm • Multiobjective optimization
• Single machine scheduling

1 Introduction

The multiobjective optimization is encountered in many real-world applications [1].
For a specific policy, the decision maker may find it advantageous for one goal but
disadvantageous for others. A traditional way to deal with this issue is to impose a
priori preference reflecting the relative importance of different objectives; however,
the final solution just indicates a decision maker’s satisfaction, and it might be
dissatisfactory for other decision makers.

To ameliorate the problem, the concept of Pareto optimality and other relevant
concepts are introduced. These are defined as follows:

(1) Pareto dominance: A feasible solution x D .x1; � � � ; xn/ is said to Pareto
dominate another feasible solution y D .y1; � � � ; yn/, denoted as x  y , if

fi .x/ � fi .y/;8i 2 f1; � � � ; kg; and 9j 2 f1; � � � ; kg; fj .x/ < fj .y/; (1)

where fi .x/ is the i th objective function, k is the number of objectives.
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(2) Pareto optimality: A feasible solution x� is said to be Pareto optimal if and
only if

:9x 2 S;x  x�; (2)

where S is the feasible space.
(3) Pareto optimal set: The Pareto optimal set, denoted as P �, is defined by

P � D fx� 2 S j:9x 2 S;x  x�g: (3)

(4) Pareto front: The Pareto front, denoted as Pf �, is defined by

Pf � D f.f1.x�/; � � � ; fk.x�//jx� 2 P �g: (4)

The introduction of Pareto optimality allows us to find a set of Pareto optimal
solutions simultaneously, independent of the decision maker’s priori preference.

In the past few decades, evolutionary-based and nature-inspired multiobjective
optimization techniques have drawn considerable attention for scheduling problems
[2–7]. In this paper, we introduce a recently new heuristics called state transition
algorithm [8–11] as the basic search engine for the multiobjective optimization.
A non-dominated sort approach is used to select the best from a candidate state set,
and the best state is stored using a Pareto archive strategy. Experimental results have
testified the effectiveness of the proposed algorithm.

2 Problem Description

In the field of joinery manufacturing, jobs with similar materials can be scheduled
together to minimize the amount of materials used; therefore, reducing the cost.

For example, based on the cost savings matrix shown in Table 1, pairing Job1
and Job2 will provide saving in the cost equivalent to 4 units.

Additionally, based on the jobs’ processing times and due dates as shown in
Table 2, and for any given sequence and pair of jobs, not only the total cost saving
C is affected but also the total tardiness time T, which is calculated as:

Table 1 The cost savings matrix for five
jobs having the same material

Job1 Job2 Job3 Job4 Job5

Job1 0 4 2:64 4:08 3:9

Job2 4 0 3:64 4:72 4:23

Job3 2:64 3:64 0 2:65 2:87

Job4 4:08 4:72 2:65 0 3:84

Job5 3:9 4:23 2:87 3:84 0
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Table 2 Due dates and processing times for a set of five jobs

Job Due date (days)a Processing Time (h)

Job1 8 17:40

Job2 2 24:00

Job3 11 19:20

Job4 3 25:00

Job5 3 14:40
aNumber of operational hours = 8 h per day

T D
nX

jD1
maxf0; cj � dj g (5)

where cj and dj are the completion time and the due time of job j , respectively.
The goal of this paper is to determine the optimal sequence with pairing, in order

to maximize the total cost savings and minimize the total tardiness time.
It is obvious that finding the permutation of the sequence f1; 2; � � � ; ng with pair-

ing becomes a solution to the multiobjective single machine scheduling problem;
however, not without the necessity to discuss the number of pairs for any fixed
sequence of jobs.

Given a sequence s D .1; 2; � � � ; n/, for n D 3, we have two possible pairing
options (1-2)-3 and 1-(2-3); for n D 4, we have two possible pairing options
(1-2)-(3-4) and 1-(2-3)-4, as pairing options (1-2)-3-4 and 1-2-(3-4) are discarded;
for n D 5, we have three possible options (1-2)-(3-4)-5, (1-2)-3-(4-5) and 1-(2-3)-
(4-5), as options (1-2)-3-4-5, 1-2-(3-4)-5, 1-2-3-(4-5) and 1-(2-3)-4-5 are discarded.

If P1.n/ denotes the number of pairs with the first two jobs pairing, and P2.n/
denotes the complement of P1.n/, then we have the following theorem:

Theorem 1.

P1.nC 1/ D P.n � 1/; P2.nC 1/ D P1.n/; n � 3 (6)

where P.n/ D P1.n/CP2.n/ is the total number of pairs. For example, P1.2/ D 1;
P2.2/ D 0, P1.3/ D 1; P2.3/ D 1, P1.4/ D 1; P2.4/ D 1, P1.5/ D 2; P2.5/ D 1,
we have P1.4/ D P.2/; P2.4/ D P1.3/, P1.5/ D P.3/; P2.5/ D P1.4/.

Figure 1 shows the growth trend of the number of pairs with the sequence size;
however, only small size job scheduling problems are considered in this study.
Considering that P.10/ D 12 � 10Š D 3;628;800, a complete enumeration
approach is used for pairing and only the permutation of a sequence is focused.
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Fig. 1 Growth trend relative to the sequence size

3 Discrete State Transition Algorithm

In the case a solution to a specific optimization problem is described as a state, then
the transformation to update the solution becomes a state transition. Without loss of
generality, the unified form of discrete state transition algorithm can be described as:

�
xkC1 D Ak.xk/LBk.uk/
ykC1 D f .xkC1/

; (7)

where xk 2 Z n stands for a current state, corresponding to a solution of a specific
optimization problem; uk is a function of xk and historical states; Ak.�/, Bk.�/
are transformation operators, which are usually state transition matrixes;

L
is an

operation, which is admissible to operate on two states; and f is the cost function
or evaluation function.

The following three transformation operators are defined to permute current
solution [10]:

(1) Swap Transformation

xkC1 D Aswapk .ma/xk; (8)

where Aswapk 2 R
n�n is the swap transformation matrix, ma is the swap factor,

a constant integer used to control the maximum number of positions to be
exchanged, while the positions are random. Figure 2 shows an example of the
swap transformation with ma D 2.
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Fig. 2 Illustration of the swap transformation

Fig. 3 Illustration of the shift transformation

(2) Shift Transformation

xkC1 D Ashif tk .mb/xk; (9)

where Ashif tk 2 R
n�n is the shift transformation matrix, mb is the shift factor, a

constant integer used to control the maximum length of consecutive positions to
be shifted. Note that both the selected position to be shifted after and positions
to be shifted are chosen randomly. Figure 3 shows an example of the shift
transformation with mb D 1.

(3) Symmetry Transformation

xkC1 D Asymk .mc/xk; (10)

whereAsymk 2 R
n�n is the symmetry transformation matrix,mc is the symmetry

factor, a constant integer used to control the maximum length of subsequent
positions as center. Note that both the component before the subsequent
positions and consecutive positions to be symmetrized are created randomly.
Figure 4 shows an example of the symmetry transformation with mc D 0.

4 Pareto Archived Strategy Based on DSTA

In state transition algorithm, the times of transformation are called search enforce-
ment (SE); as a result, after each transformation operator, a candidate state set S is
generated.
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Fig. 4 Illustration of symmetry transformation

4.1 Non-dominated Sort

We use a sorting approach similar to the fast-non-dominated-sort proposed in [12],
described as follows:

1: for each s 2 S do
2: ns  0

3: for each t 2 S do
4: if t  s then
5: ns  ns C 1
6: end if
7: end for
8: end for

where ns is the domination count, representing the number of solutions dominating
solution s. After the non-dominated sort, the state with the least count will be stored
as incumbent best for the next transformation operator.

4.2 Pareto Archived Strategy

We adopt a simple Pareto archived strategy to select current best as follows:

1: for each Ai 2 A do
2: if best  Ai then
3: A  A � Ai
4: else if Ai  best then
5: A  A
6: else
7: A  A

S
best

8: end if
9: end for

where A is the archive keeping all non-dominated solutions.
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4.3 Pseudocodes of the Proposed Algorithm

The core procedure of the proposed algorithm can be outlined in pseudocodes:

1: repeat
2: State  operator.best; SE; n/

3: best  update_best.best; SE; n; data/
4: Paretoset  update_archive.Paretoset; best/
5: until the maximum number of iterations is met

where State is the state set; operator stands for the three transformation operators,
which are carried out sequentially; update_best is corresponding to the non-
dominated sort, and update_archive corresponds to the Pareto archived strategy.
The data is the known information (cost saving matrix, due dates, and processing
times) about a specific scheduling problem.

5 Experimental Results

In order to test the performance of the proposed multiobjective state transition algo-
rithm, two typical examples are used for comparison. In the following experiments,
SE D 20;ma D 2;mb D 1;mc D 0 are adopted for parameter settings. The
maximum number of iterations for are 100 and 1,000, respectively, for the two
examples. The known data for Example 1, 2 are given in Tables 1 and 2, Tables 3
and 4, respectively, and the corresponding results can be found in Tables 5 and 6.
It is worth noting that the pairing methodology used with complete enumeration
and Cuckoo Search (CS) is based on a greedy approach by first selecting the pair
that produces the highest cost savings, and then repeating the same procedure for
the remaining set of pairs in the sequence [7]. We can find that for Example 1,

Table 3 The cost savings matrix for ten jobs having the same material

Job1 Job2 Job3 Job4 Job5 Job6 Job7 Job8 Job9 Job10

Job1 0 2:73 2:1 2:16 2:66 3:6 2:46 2:7 2:46 2:8

Job2 2:73 0 2 1:6 4:3 3:69 2:3 3:5 2:76 3:6

Job3 2:1 2 0 1:4 3:51 3:33 2:52 3:68 2:52 2:46

Job4 2:16 1:6 1:4 0 2:17 2:32 2:72 3:04 2:04 2:97

Job5 2:66 4:3 3:51 2:17 0 3:6 4:05 4:41 2:7 2:64

Job6 3:6 3:69 3:33 2:32 3:6 0 2:58 4:7 3:44 2:94

Job7 2:46 2:3 2:52 2:72 4:05 2:58 0 2:6 2:88 2:82

Job8 2:7 3:5 3:68 3:04 4:41 4:7 2:6 0 3:64 3:57

Job9 2:46 2:76 2:52 2:04 2:7 3:44 2:88 3:64 0 3:76

Job10 2:8 3:6 2:46 2:97 2:64 2:94 2:82 3:57 3:76 0
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Table 4 Due dates and processing times for a
set of ten jobs

Job Due date (days) Processing time (h)

Job1 11 14:00

Job2 2 18:00

Job3 13 15:00

Job4 14 8:20

Job5 11 17:20

Job6 9 16:00

Job7 4 19:40

Job8 6 23:20

Job9 10 20:00

Job10 10 19:20

Table 5 Comparison results for the set of jobs
presented in Tables 1 and 2

Approach Optimal solutions T C

Complete
Enumeration

(2-5)-(1-4)-3 13 8.31
(5-2)-(1-4)-3 13 8.31
(2-5)-(4-1)-3 13 8.31
(2-4)-(5-1)-3 15 8.62

CS [7] (2-5)-(1-4)-3 13 8.31
(5-2)-(1-4)-3 13 8.31
(2-5)-(4-1)-3 13 8.31
(2-4)-(5-1)-3 15 8.62

STA (5-2)-(1-4)-3 13 8.31
(2-5)-(1-4)-3 13 8.31
(2-5)-(4-1)-3 13 8.31
(5-2)-(4-1)-3 13 8.31
(2-4)-(5-1)-3 15 8.62

STA obtained a solution which can dominate the optimal solutions by enumeration
and CS. From both examples, it is easy to find that some additional optimal solutions
are achieved by STA, as indicated by the bold values.

6 Conclusion

A multiobjective state transition algorithm is presented for a single machine job
shop scheduling problem. In this paper, a complete enumeration approach is used
for pairing the jobs in a fixed sequence. Compared with a greedy-based approach
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Table 6 Comparison results for the set of jobs presented in
Tables 3 and 4

Approach Optimal solutions T C

Complete
Enumeration

(5-7)-(2-6)-(1-3)-(4-10)-(8-9) 39 16.45
(5-7)-(2-6)-(1-3)-(4-8)-(10-9) 40 16.64
(5-7)-(2-6)-(1-3)-(4-8)-(9-10) 40 16.64
(5-7)-(2-6)-(1-4)-(3-8)-(10-9) 41 17.34
(5-7)-(2-6)-(1-4)-(3-8)-(9-10) 41 17.34
(5-2)-(7-4)-(6-1)-(3-8)-(10-9) 43 18.06
(5-2)-(7-4)-(6-1)-(3-8)-(9-10) 43 18.06
(2-5)-(7-4)-(6-1)-(3-8)-(10-9) 43 18.06
(2-5)-(7-4)-(6-1)-(3-8)-(9-10) 43 18.06

CS [7] 2-(7-5)-(6-1)-3-(4-10)-(8-9) 39 14.26
(5-7)-(2-6)-(1-3)-(4-8)-(9-10) 40 16.64
(5-7)-(2-6)-(1-4)-(3-8)-(10-9) 41 17.34
(2-5)-(7-4)-(6-1)-(3-8)-(10-9) 43 18.06
(2-5)-(7-4)-(6-1)-(3-8)-(9-10) 43 18.06
(5-2)-(7-4)-(6-1)-(3-8)-(10-9) 43 18.06

STA (5-7)-(2-6)-(1-3)-(4-10)-(8-9) 39 16.45
(5-7)-(2-6)-(1-3)-(4-10)-(9-8) 39 16.45
(5-7)-(2-6)-(1-3)-(4-8)-(10-9) 40 16.64
(5-7)-(2-6)-(1-3)-(4-8)-(9-10) 40 16.64
(5-7)-(2-6)-(1-4)-(3-8)-(10-9) 41 17.34
(5-7)-(2-6)-(1-4)-(3-8)-(9-10) 41 17.34
(5-2)-(7-4)-(6-1)-(3-8)-(10-9) 43 18.06
(5-2)-(7-4)-(6-1)-(3-8)-(9-10) 43 18.06
(2-5)-(7-4)-(6-1)-(3-8)-(10-9) 43 18.06
(2-5)-(7-4)-(6-1)-(3-8)-(9-10) 43 18.06

used with both the complete enumeration method and the CS, experimental results
show the effectiveness of the proposed algorithm in obtaining the true set of all
Pareto optimal solutions.
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Model Modification in Scheduling of Batch
Chemical Processes

Xiaojun Zhou, David Yang Gao, and Chunhua Yang

Abstract This paper addresses the model modification in scheduling of batch
chemical processes, which is widely used in current literatures. In the modified
model, the capacity, storage constraints are modified and the allocation, sequence
constraints are simplified. It is shown that the modified model can lead to fewer
decision variables, fewer constraints, resulting in low computational complexity.
Experimental results with two classical examples are given to demonstrate the
effectiveness of the proposed formulation and approach.

Keywords Batch chemical processes • Process scheduling • Model modification

1 Introduction

The objective of process scheduling is to determine the optimal production plan
utilizing the available resources over a given time horizon while satisfying the
production requirements at the end of the horizon.

In recent decades, the scheduling of batch chemical processes has received
considerable attention [1, 2]. To formulate a mathematical model for the scheduling
problem, the first major issue is how to deal with the time. Existing scheduling
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formulations for time representation can be classified into two categories:
discrete-time representation and continuous-time representation, and it was found
that different representations would lead to different number of decision variables
and constraints, resulting in different complexities [3].

The goal of this paper is to propose a modified model for the scheduling
of batch chemical processes based on the continuous-time representation. The
capacity, storage constraints are modified and the allocation, sequence constraints
are simplified. It is shown that the simplified model has fewer decision variables,
fewer constraints, resulting in low computational complexity. Two examples are
given to demonstrate the effectiveness of the proposed formulation and approach.

2 Problem Description

Considering the following chemical process, as shown in Fig. 1, the process involves
the production of a single product through three processing tasks. Raw materials are
stored as the feeds, through mixing, reaction, and purification, we will get the final
product.

We use the State-Task Network (STN) representation, as illustrated in Fig. 2, in
which, the states, denoted by circles, represent the feeds, intermediates, and final
products; here, s1 stands for the feeds, s2 and s3 are intermediates, and s4 are
the final products; task, denoted by rectangles, represent the processing operations,
which transform materials from input states to output states.

The scheduling problem for batch chemical processes can be stated as follows:
For given (1) production recipe; (2) available units and their capacity limits; (3)
available storage capacity; (4) production requirement; and (5) the time horizon.
Our goal is to find (1) the optimal sequence of tasks taking place in each unit; (2) the
amount of material being processed at each time in each unit; and (3) the processing
time of each task in each unit.

Fig. 1 Plant flow sheet for the chemical process

Fig. 2 STN representation for the chemical process
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3 Model Modification

In this study, “unit-specific event” based continuous-time representation is used.

3.1 Original Model

The original model requires the following indices, sets, parameters, and variables:
Indices

i : tasks;
j : units;
n: event points, representing the beginning of a task;
s: states.

Sets

I : tasks;
Ij : tasks which can be performed in unit j ;
Is: tasks which process state s, either produce or consume;
J : units;
Ji : units which are suitable for performing task i ;
N : event points within the time horizon;
S : sets of all involved states.

Parameters

V min
ij : minimum amount of material processed by task i required to start

operating unit j ;
V max
ij : maximum capacity of the specific unit j when processing task i ;
ST .s/max: available maximum storage capacity for state s;
r.s/: market requirement for state s at the end of time horizon;
�
p
si ; �

c
si : proportion of state s produced, consumed from task i , respectively;

˛ij : constant term of processing time of task i and unit j ;
ˇij : variable term of processing time of task i and unit j , expressing the time
required by the unit to process one unit of material performing task i ;
H : time horizon;
price.s/: price of state s.

Variables

wv.i; n/: binary variables that assign the beginning of task i at event point n;
yv.j; n/: binary variables that assign the utilization of unit j at event point n;
B.i; j; n/: amount of material undertaking task i in unit j at event point n;
d.s; n/: amount of state s being delivered to the market at event n;
ST .s; n/: amount of state s at event point n;
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T s.i; j; n/: time that task i starts in unit j at event point n;
T f .i; j; n/: time that task i finishes in unit j while it starts at event point n.

Based on the notation, constraints can be described as
Allocation constraints

X

i2Ij
wv.i; n/ D yv.j; n/;8j 2 J; n 2 N (1)

Capacity constraints

V min
ij wv.i; n/ � B.i; j; n/ � V max

ij wv.i; n/;8 i 2 I; j 2 Ji ; n 2 N (2)

Storage constraints

ST .s; n/ � ST .s/max;8 s 2 S; n 2 N (3)

Material balances

ST .s; n/ D ST .s; n� 1/� d.s; n/C X

i2Is

�
p
si

X

j2Ji

B.i; j; n� 1/C X

i2Is

�csi

X

j2Ji

B.i; j; n/;

8s 2 S; n 2 N (4)

Demand constraints

X

n2N
d.s; n/ � r.s/;8 s 2 S (5)

Duration constraints

T f .i; j; n/ D T s.i; j; n/C ˛ijwv.i; n/C ˇijB.i; j; n/;8 i 2 I; j 2 Ji ; n 2 N (6)

Sequence constraints: same task in the same unit

T s.i; j; nC 1/ � T f .i; j; n/�H.2� wv.i; n/� yv.j; n//;8 i 2 I; j 2 Ji ; n 2 N; n ¤ N

(7)

T s.i; j; nC 1/ � T s.i; j; n/;8 i 2 I; j 2 Ji ; n 2 N; n ¤ N (8)

T f .i; j; nC 1/ � T f .i; j; n/;8 i 2 I; j 2 Ji ; n 2 N; n ¤ N (9)

Sequence constraints: different tasks in the same unit

T s.i; j; nC 1/ � T f .i 0; j; n/ �H.2 � wv.i 0; n/ � yv.j; n//;

8 i; i 0 2 Ij ; j 2 J; i ¤ i 0; n 2 N; n ¤ N (10)
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Sequence constraints: different tasks in different units

T s.i; j; nC 1/ � T f .i 0; j 0; n/ �H.2 � wv.i 0; n/ � yv.j 0; n//;

8 i 2 Ij ; i 0 2 Ij 0 ; j; j 0 2 J; i ¤ i 0; n 2 N; n ¤ N (11)

Sequence constraints: completion of previous tasks

T s.i; j; nC 1/ �
X

n02N;n0�n

X

i 02Ij
.T f .i 0; j; n0/ � T s.i 0; j; n0//;

8 i 2 I; j 2 Ji ; n 2 N; n ¤ N (12)

Time horizon constraints

T s.i; j; n/ � H;8 i 2 I; j 2 Ji ; n 2 N (13)

T f .i; j; n/ � H;8 i 2 I; j 2 Ji ; n 2 N (14)

Objective: maximization of profit
X

s

X

n

price.s/d.s; n/;8 s 2 S; n 2 N (15)

3.2 Simplified Model

We modify the capacity, storage constraints and simplify the allocation, sequence
constraints. For this purpose, we redefine wv.i; j; v/ to denote whether or not task i
in unit j at event point n, and define T .j; n/ to denote the starting time at event n
in unit j , or T s.j; n/ to denote the starting time at event n in unit j and T f .j; n/ to
denote the finishing time at event n in unit j .

The constraints for the simplified model is given as follows: Allocation con-
straints

X

i2Ij
wv.i; j; n/ � 1;8j 2 J; n 2 N (16)

we remove y.j; n/ in the allocation constraints.
Capacity constraints

V min
ij wv.i; j; n/ � B.i; j; n/ � V max

ij wv.i; j; n/;8 i 2 I; j 2 Ji ; n 2 N;V min
ij ¤ 0

(17a)

wv.i; j; n/ � B.i; j; n/ � V max
ij wv.i; j; n/;8 i 2 I; j 2 Ji ; n 2 N;V min

ij D 0
(17b)

if wv.i; j; n/ D 1, B.i; j; n/ should not be 0.
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Storage constraints

0 � ST .s; n/ � ST .s/max;8 s 2 S; n 2 N (18)

the storage should not be negative.
Duration constraints

T .j; nC 1/ D T .j; n/C ˛ijwv.i; j; n/C ˇijB.i; j; n/;
8 i 2 I; j 2 Ji ; n 2 N (19)

or

T f .j; n/ D T s.j; n/C ˛ijwv.i; j; n/C ˇijB.i; j; n/;
8 i 2 I; j 2 Ji ; n 2 N (20)

Time horizon constraints

T .j; 1/ � 0; T .j;N C 1/ � H;8 j 2 J; n 2 N (21)

or

T s.j; 1/ � 0; T f .j;N / � H;8 j 2 J; n 2 N (22)

Consecutive constraints

T .j; nC 1/ � T .j 0; nC 1/ �H.1 � wv.i 0; n//;8 i 0 2 Ij 0 ; j; j 0;2 J; n 2 N (23)

or

T s.j; nC 1/ � T f .j 0; n/ �H.1 � wv.i 0; n//;8 i 0 2 Ij 0 ; j; j 0;2 J; n 2 N (24)

4 Case Studies

In the following, two examples are given to illustrate the effectiveness of the
proposed formulation and approach. The modeling language used in this study is
YALMIP [4], which is implemented as a free toolbox for MATLAB. The STN
representation for Example 1 was given in Fig. 2 and known data can be found in
Table 1. The optimal event time for this example is shown in Table 2, where T .j; �/
represents the starting time in unit j at a given event. Figure 3 gives the Gantt chart
for the simplified model, and comparisons for different models in Example 1 are
shown in Table 3, in which, NC is the number of constraints, NV and NIV represent



Model Modification in Scheduling of Batch Chemical Processes 95

Table 1 Known data for Example 1

Unit Capacity Suitability Mean processing time

Mixer 100 Task1 4:5

Reactor 75 Task2 3:0

Purificator 50 Task3 1:5

State Storage capacity Initial amount Price

s1 Unlimited Unlimited 0:0

s2 100 0.0 0:0

s3 100 0.0 0:0

s4 Unlimited 0.0 1:0

Table 2 Optimal event time for the simplified model in Example 1

Time Event 1 Event 2 Event 3 Event 4 Event 5 End

T .1; �/ 0 4:6673 8:1455 8:1455 8.1455 8.1455

T .2; �/ 4:6673 4:6673 8:1455 8:1455 10.5696 10.5696

T .3; �/ 8:5696 8:5696 8:5696 8:5696 10.5696 12.0000

0 2 4 6 8 10 12

mixer

reactor

purificator

55.575 15.9432

55.575 15.9432

50 21.5182

Fig. 3 Gantt chart for the simplified model in Example 1

Table 3 Comparisons for different models in Example 1

Index Proposed Ierapetritou [1] Zhang [5] Schilling [6]

NC 56 108 263 220

NV 43 105 187 157

NIV 15 15 48 46

OBJ 71:5182 71:518 71:45 71:47

the number of continuous and binary variables, respectively. The data for Example 2
are given in Fig. 4 and Table 4, and corresponding results can be found in Fig. 5 and
Table 5, respectively.
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Fig. 4 STN representation for Example 2

Table 4 Known data for Example 2

Unit Capacity Suitability Mean processing time

Heater 100 Heating 1

Reactor1 50 Reaction 1,2,3 2.0, 2.0, 1.0

Reactor2 80 Reaction 1,2,3 2.0, 2.0, 1.0

Separator 200 Separation 2.0

State Storage capacity Initial amount Price

Feed A Unlimited Unlimited 0.0

Feed B Unlimited Unlimited 0.0

Feed C Unlimited Unlimited 0.0

HotA 100 0.0 0.0

IntAB 200 0.0 0.0

IntBC 150 0.0 0.0

ImpureE 200 0.0 0.0

Product1 Unlimited 0.0 10.0

Product2 Unlimited 0.0 10.0

5 Conclusion

This paper focuses on the model modification in scheduling of batch chemical
processes. The modified model is not only more accurate but also possesses fewer
decision variables and fewer constraints. Experimental results have demonstrated
the effectiveness of the proposed formulation and approach.



Model Modification in Scheduling of Batch Chemical Processes 97

0 1 2 3 4 5 6 7 8

heater

reactor1

reactor2

separator

74.7698

H

50.6055

H

88.9901

S

40.6044

R1

45.5937

R2

34.1953

R3

22.0802

R2

65.0648

R1

73.0598

R2

54.7948

R3

35.3816

R2

Fig. 5 Gantt chart for the simplified model in Example 2

Table 5 Comparisons for different models in Example 2

Index Proposed Ierapetritou [1] Zhang [5] Schilling [6]

NC 138 374 741 587

NV 84 260 497 386

NIV 40 40 147 130

OBJ 1,505.372 1,503.15 1,497.69 1,488.05
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An Approximation Algorithm
for the Two-Stage Distributionally
Robust Facility Location Problem

Chenchen Wu, Donglei Du, and Dachuan Xu

Abstract In this paper, we introduce a model of distributionally robust facility
location problem (DRFLP) under moment constraints up to the second order. We
show, via duality theory of moment problems, that the linear relaxation of the
DRFLP is equivalent to that of the standard uncapacitated facility location problem
(UFLP). Consequently, any LP-based approximation algorithm for the UFLP
implies an approximation algorithm for the DRFLP with the same approximation
ratio.

Keywords Facility location problem • Approximation algorithm • Distribution-
ally robust optimization

1 Introduction

Facility location problem (FLP) is one of the classical NP-hard combinatorial
optimization problems. In the uncapacitated facility location problem (UFLP), we
are given a facility set with some opening cost and a client set with some demand.
We want to open some facilities, and then connect all clients to some open facilities
such that the facility opening cost and connection cost is minimized. The first
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constant approximation algorithm for the UFLP is due to Shmoys et al. [1], while Li
[2] gives an LP based 1:488-approximation algorithm which is the currently best
ratio for the UFLP. For other variants of FLP, we refer to [3–7] and references
therein.

Due to the uncertainty of the client demands, it is natural to investigate the
stochastic version of the UFLP [8–10], where the client demands are assumed
to follow a known distribution. However, the exact distribution is practically hard
to secure. A less restricted practice is to obtain instead the moment information
up to certain order. This last observation motivates us to consider a model of
two-stage distributionally robust facility location problem (DRFLP), which only
assumes knowing the moments up to the second order, namely, the mean and the
variance.

Formally, in the DRFLP, we are given the facility set F and the client set C .
Each facility can be opened at two different stages with different cost. If facility i is
opened at the first stage, the opening cost is f I

i . The opening cost of facility i at the
second stage is f II

i . The demand of each client j 2 C is dj � 0 which is a random
variable. We denote the demand vector d D .d1; : : : ; djC j/. Instead of knowing the
exact joint distribution F.d/ of d , we are given some marginal moment information
of each dj (j 2 C ) up to the second order. The connection cost between i 2 F
and j 2 C is cij which is assumed to be a metric. We can formulate the DRFLP as
follows.

min
X

i2F
f I
i y

I
i C sup

F�˝
EF ŒQ.d; y

I /� (1)

s: t: yIi 2 f0; 1g; 8i 2 F ;

where ˝ is the distribution set satisfying the marginal moment information, and

Q.d; yI / WD min
X

i2F
f II
i yIIi C

X

i2F

X

j2C
dj cij xij

s: t:
X

i2F
xij � 1; 8j 2 C ; (2)

xij � yIi C yIIi ; 8i 2 F ; j 2 C ;

xij ; y
II
i 2 f0; 1g; 8i 2 F ; j 2 C :

In the above programs, the variable yIi denotes whether the facility i is opened at the
first stage, that is, yIi D 1 represents the facility i is open at the first stage, otherwise
yIi D 0. Moreover, when the demand vector d is realized, the variable yIIi denotes
whether facility i is opened at the second stage, that is, yIIi D 1 represents the
facility i is open at the first stage, otherwise yIIi D 0. The variable xij denotes
whether the client j is connected to the facility i , that is, xij D 1 represents the
client j is connected to the facility i , otherwise xij D 0. Let QQ.d; yI / denote the
LP relaxation for (2). Denote 
.yIi / as the feasible set of QQ.d; yI /, i.e.,
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.yIi / WD

8
<̂

:̂
.xij ; y

II
i / W

P

i2F
xij � 1; 8j 2 C

xij � yIi C yIIi ; 8i 2 F ; j 2 C

xij ; y
II
i � 0; 8i 2 F ; j 2 C

9
>=

>;
:

In this work, we consider two types of ˝: one is given the first marginal
moments, and the other is given the first and second marginal moments. We
show that the LP relaxation of the DRFLP is equivalent to that of the standard
uncapacitated facility location problem (UFLP) for both versions. Consequently,
any LP-based approximation algorithm for the UFLP implies an approximation
algorithm for the DRFLP with the same approximation ratio. Moreover, the
relaxations for these two types of ˝ are equivalent. The main approach we used
is the duality theory for the moment problems [11].

The organization of this paper is as follows. We present the LP relaxations for
the two types of ˝ in Sects. 2 and 3, respectively, followed by some discussions in
Sect. 4.

2 The Formulation with the First Marginal Moments

In this section, we consider the case where we know the first moments of the random
demand vector d ; that is, ˝ D fF is a distribution of d W EŒdj � D �j ;8j 2 C g.
For a given binary variable yI , we consider the moment problem

sup
F�˝

EF Œ QQ.d; yI /�;

which can be rewritten as follows.

sup
F�˝

Z

d�0
QQ.d; yI /dF.d/

s:t:
Z

d�0
dF.d/ D 1; (3)

Z

d�0
dj dF.d/ D �j ; 8j 2 C ;

dF.d/ � 0:
The corresponding dual problem is

inf
�;˛

� C
X

j2C
˛j�j

s: t: � C
X

j2C
dj ˛j � QQ.d; yI /; 8d � 0: (4)
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The constraint in (4) is equivalent to

min
d�0

8
<

:
� C

X

j2C

dj ˛j � min
x;yII2


0

@
X

i2F

f II
i yIIi C

X

i2F

X

j2C

dj cij xij

1

A

9
=

;
� 0

, min
d�0

max
x;yII2
.yI /

8
<

:
� C

X

j2C

dj ˛j �
0

@
X

i2F

f II
i yIIi C

X

i2F

X

j2C

dj cij xij

1

A

9
=

;
� 0: (5)

The function g.d I x; yI / D � C P
j2C dj ˛j �

	P
i2F f II

i yIIi C
P

i2F
P

j2C dj cij xij



is convex with respect to d and concave with respect to x; yII .

Therefore, we can interchange the operators min and max in (5) above to obtain

max
x;yII2
.yI /

min
d�0

8
<

:
� C

X

j2C
dj ˛j �

0

@
X

i2F
f II
i yIIi C

X

i2F

X

j2C
dj cij xij

1

A

9
=

;
� 0

, max
x;yII2
.yI /

0

@� �
X

i2F
f II
i yIIi C

X

j2C
min
dj�0 dj

 

˛j �
X

i2F
cij xij

!1

A � 0: (6)

The above program implies that ˛j �Pi2F cij xij which further leads to

max
x;yII2
.yI /

 

� �
X

i2F
f II
i yIIi

!

� 0:

Hence, the dual program (4) is equivalent to

inf � C
X

j2C
˛j�j

s: t: � �
X

i2F
f II
i yIIi � 0; (7)

˛j �
X

i2F
cij xij ; 8j 2 C ;

x; yII 2 
.yI /:

Substituting the above program into (1), we get the following relaxation,

min
�;˛;x;yI ;yII

X

i2F
f I
i y

I
i C � C

X

j2C
˛j�j
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s: t: � �
X

i2F
f II
i yIIi � 0;

˛j �
X

i2F
cij xij ; 8j 2 C ; (8)

X

i2F
xij � 1; 8j 2 C ;

xij � yIi C yIIi ; 8i 2 F ; j 2 C ;

yIi 2 f0; 1g; xij ; yIIi � 0; 8i 2 F ; j 2 C :

It is easy to see that we can simplify (8) as follows by setting � WD P

i2F
f II
i yIIi and

˛j WDPi2F cij xij for each j 2 C :

min
˛;x;yI ;yII

X

i2F
f I
i y

I
i C

X

i2F
f II
i yIIi C

X

j2C

X

i2F
�j cij xij

s: t:
X

i2F
xij � 1; 8j 2 C ; (9)

xij � yIi C yIIi ; 8i 2 F ; j 2 C ;

yIi 2 f0; 1g; xij ; yIIi � 0; 8i 2 F ; j 2 C :

3 The Formulation with the First and Second
Marginal Moments

In this section, we consider the distribution set where the first two marginal moments
are known; that is, ˝ D fF is a distribution of d W EŒdj � D �j ;EŒd

2
j � D �2j C

�2j ;8j 2 C g. Let us consider the following moment problem.

sup
F�˝

Z

d�0
QQ.d; yI /dF.d/

s:t:
Z

d�0
dF.d/ D 1; (10)

Z

d�0
dj dF.d/ D �j ; 8j 2 C ;

Z

d�0
d 2j dF.d/ D �2j C �2j ; 8j 2 C ;

dF.d/ � 0:
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The corresponding dual is

inf
�;˛;ˇ

� C
X

j2C
�j˛j C

X

j2C
.�2j C �2j /ˇj

s:t: � C
X

j2C
dj ˛j C

X

j2C
d2j ˇj � QQ.d; yI /; 8d � 0:

The constraint of the dual is equivalent to

min
d�0

8
<

:
� C

X

j2C
dj ˛j C

X

j2C
d2j ˇj � min

x;yII2


0

@
X

i2F
f IIi yIIi C

X

i2F

X

j2C
dj cij xij

1

A

9
=

;
� 0;

which implies that ˇj � 0 for each j 2 C . Then, we have

min
d�0 max

x;yII2
.yI /

8
<

:

X

j2C
d2j ˇj C

X

j2C
dj

 

˛j �
X

i2F
cij xij

!

C � �
X

i2F
f II
i yIIi

9
=

;
� 0:

The function g.d I x; yII / WD P
j d

2
j ˇj C

P
j dj

�
˛j �Pi2F cij xij

� C � �
P

i2F f II
i yIIi is convex with respect to d and concave with respect to x; yII .

Similarly as before, we can interchange the operators min and max to obtain

max
x;yII2
.yI /

8
<

:
� �

X

i2F
f II
i yIIi C

X

j2C
min
dj�0

 

d2j ˇj C dj
 

˛j �
X

i2F
cij xij

!!9=

;
� 0:

Choosing dj D �
�
˛j �Pi cij xij

�
=2ˇj if ˛j �P

i

cij xij , and dj D 0 otherwise,

we can further simplify the dual constraint

max
x;yII2
.yI /

8
<̂

:̂
� �

X

i2F
f II
i yIIi �

X

j2C
If˛j�Pi cij xij g

.˛j � P

i2F
cij xij /

2

4ˇj

9
>=

>;
� 0;

where If˛j�Pi cij xij g D 1 if ˛j � P
i cij xij , and If˛j�Pi cij xij g D 0, otherwise.

Then, we get the relaxation for (1),

min
x;yI ;yII ;�;˛;ˇ�0

X

i2F
f I
i y

I
i C � C

X

j2C
�j˛j C

X

j2C
.�2j C �2j /ˇj

s:t: � �
X

j2C
If˛j�Pi cij xij g

�
˛j � P

i2F
cij xij

�2

4ˇj
�
X

i2F
f II
i yIIi � 0;
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X

i2F
xij � 1; 8j 2 C ;

xij � yIi C yIIi ; 8i 2 F ; j 2 C ;

yIi 2 f0; 1g; xij ; yIIi � 0; 8i 2 F ; j 2 C :

Obviously, we can set � WD P

j2C
If˛j�Pi cij xij g

�
˛j� P

i2F
cij xij

�2

4ˇj
C P

i2F
f II
i yIIi to

simplify the above program as follows:

min
x;yI ;yII ;�;˛;ˇ�0

X

i2F
f I
i y

I
i C

X

i2F
f II
i yIIi C

X

j2C
�j˛j

C
X

j2C
If˛j�Pi2F cij xij g

�
˛j � P

i2F
cij xij

�2

4ˇj
C
X

j2C
.�2j C �2j /ˇj

s:t:
X

i2F
xij � 1; 8j 2 C ;

xij � yIi C yIIi ; 8i 2 F ; j 2 C ;

yIi 2 f0; 1g; xij ; yIIi � 0; 8i 2 F ; j 2 C :

Set ˇj WD
�
P

i2F
cij xij � ˛j

�q
�2j C �2j if ˛j � P

i2F
cij xij , and ˇj WD 0,

otherwise. We obtain the following equivalent formulation.

min
x;yI ;yII ;�;˛

X

i2F
f I
i y

I
i C

X

i2F
f II
i yIIi C

X

j2C
�j˛j

C
X

j2C
If˛j�Pi cij xij g

 
X

i2F
cij xij � ˛j

!q
�2j C �2j

s:t:
X

i2F
xij � 1; 8j 2 C ;

xij � yIi C yIIi ; 8i 2 F ; j 2 C ;

yIi 2 f0; 1g; xij ; yIIi � 0; 8i 2 F ; j 2 C :
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Choosing ˛j WD P
i cij xij for each j 2 C , we obtain the equivalent minimization

problem

min
˛;x;yI ;yII

X

i2F
f I
i y

I
i C

X

i2F
f II
i yIIi C

X

i2F

X

j2C
�j cij xij

s: t:
X

i2F
xij � 1; 8j 2 C ; (11)

xij � yIi C yIIi ; 8i 2 F ; j 2 C ;

yIi 2 f0; 1g; xij ; yIIi � 0; 8i 2 F ; j 2 C :

By the above analysis, we can obtain the two types of linear relaxations are the
same as the linear relaxation for the UFLP. Moreover, we need give the relationship
of integer solution for the DRFLP and UFLP. Indeed, any optimal solution for
Q.�; yI / with the demand � is a feasible solution for EF ŒQ.d; yI /� with the same
value. So

EF ŒQ.d; y
I /� � Q.�; yI /:

Hence, we have that any approximation algorithm based on linear program can
imply in the DRFLP with the same approximation ratio. So we have the 1:488-
approximation algorithm [2] for the 2-stage DRFLP.

4 Discussion

Note that (11) is the same as (9), implying that the LP relaxation based on the first
marginal moments is equivalent to that based on the first two marginal moments.
Based on (11), if we apply any LP-based approximation algorithm for the UFLP
on the instance with facility cost minff I

i ; f
II
i g, we can obtain an approximation

algorithm for the DRFLP with the same ratio. Recall that there is an LP-based
1:488-approximation algorithm for the UFLP, implying that there exists a 1:488-
approximation algorithm for the DRFLP. It is interesting to study the DRFLP with
other distribution set as future research work.
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Rainbow Connection Numbers for Undirected
Double-Loop Networks

Yuefang Sun

Abstract An edge-colored graph G is rainbow connected if any two vertices are
connected by a path whose edges have distinct colors. The rainbow connection
number of a connected graph G, denoted by rc.G/, is the smallest number of
colors that are needed in order to make G rainbow connected. In this paper, we
investigate rainbow connection numbers of three subfamilies of undirected double-
loop networks, denoted by rc.G.nI˙s1;˙s2//, where 1 � s1 < s2 < n=2.
We almost determine the precise value for the case that s1 D 1; s2 D 2. For the
case that n D ks; s1 D 1; s2 D s, where s � 3 and k � 1 are integers, we
derive that rc.G.ksI˙1;˙s// � minfd k

2
e C s; d sC1

2
e C k � 1g. For the case that

n D 2ks; s1 D 2; s2 D s, where k � 1 are integers and s � 3 are odd integers, we
have rc.G.nI˙s1;˙s2// � d ks2 e C k.

Keywords Rainbow connection number • Rainbow coloring • Undirected
double-loop network

AMS Subject Classification 2010: 05C15, 05C40

1 Introduction

Connectivity is one of the most important concepts in graph theory and its appli-
cations, both in a combinatorial sense and in an algorithmic sense. In theoretical
computer science, connectivity is a basic measure of reliability of networks.
There are many ways to strengthen the connectivity concept, such as requiring
hamiltonicity, k-connectivity, requiring the existence of edge-disjoint spanning
trees, and so on. An interesting way to strengthen the connectivity requirement,
the rainbow connection, was first introduced by Chartrand et al. [1]. Let G be a
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nontrivial connected graph on which an edge-coloring c W E.G/ ! f1; 2; � � � ; ng,
n 2 N, is defined, where adjacent edges may be colored the same. A path is
rainbow if no two edges of it are colored the same. An edge-colored graph G is
rainbow connected if every two distinct vertices are connected by a rainbow path.
An edge-coloring under whichG is rainbow connected is called a rainbow coloring.
We define the rainbow connection number of a connected graph G, denoted by
rc.G/, as the smallest number of colors that are needed in order to makeG rainbow
connected [1].

The concept of rainbow connection number has an interesting application for
the secure transmission of information between nodes in the network. Suppose G
represents a network. While the information needs to be protected since it relates
to security, there must also be procedures that permit access between appropriate
nodes. This issue can be addressed by assigning information transfer paths between
nodes which may have other nodes as intermediaries while requiring a large enough
number of passwords (or firewalls) that is prohibitive to intruders, yet small enough
to manage (that is, enough so that one or more paths between every pair of
nodes have no password repeated). Thus, an immediate question arises: What is
the minimum number of passwords needed that allows one or more secure paths
between every two nodes so that the passwords along each path are distinct? Clearly,
this number is precisely rc.G/. The topic of rainbow connection is fairly interesting
and recently quite a lot of papers have been published about it. The reader is referred
to a monograph [2] and a recent survey [3] on this topic.

Given an integer n � 3 and distinct integers s1; : : : ; sk between 1 and n=2, the
circulant graph G.nI˙s1;˙s2; : : : ;˙sk/ is defined to be the undirected graph with
vertex set the additive group Zn of integers modulo n, such that each vertex i 2 Zn

is adjacent to i ˙ s1; i ˙ s2; : : : ; i ˙ sk , with integers involved modulo n. Note
that this graph is 2k-regular if none of s1; : : : ; sk is equal to n=2, and .2k � 1/-
regular otherwise. In the computer science literature, G.nI˙s1;˙s2; : : : ;˙sk/ is
also called [4, 5] a distributed loop network. In particular, G.nI˙s1;˙s2/ with 1 �
s1 < s2 < n=2 is called a (undirected) double-loop network.

Circulant graphs have been studied intensively in computer science and discrete
mathematics, as shown in a recent survey [6] and earlier surveys [4, 5]. They have
wide applications in many different domains, including small-world networks [7],
chemical reactions [8], multi-processor cluster systems [9], discrete cellular neural
networks [10], optical networks [11], coding theory for the construction of perfect
error-correcting codes [12], etc. In particular, various circulant graphs have been
proposed as models for interconnection networks (e.g., ILLIAC-IV [13], Intel
Paragon, MICROS). For example, a family of 6-regular circulant graphs have
physically been used [14–16] as multiprocessor interconnection networks at the
Real-Time Computing Laboratory, The University of Michigan. They are called
HARTS (Hexagonal Architecture for Real-Time Systems) [15, 16], C-wrapped
hexagonal meshes [15], or hexagonal mesh interconnection networks [17]. A much
larger family of 6-regular circulants containing HARTS as a subfamily that are
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efficient for information dissemination were recently studied in [18], and a similar
family of 4-regular circulants were investigated in [19].

Due to the importance of circulant graphs in network design, the significances of
reliability and information transmission in networks, it is of interest to understand
the rainbow connection numbers of circulant graphs. This motivates our study in
this paper, in which we will focus on the rainbow connection numbers of undirected
double-loop networks G.nI˙s1;˙s2/. It was proved that computing rc.G/ is an
NP-Hard problem, and that even deciding whether a graph has rc.G/ D 2 is NP-
Complete [20]. It is also known that deciding whether a given edge-colored graph
is rainbow connected is NP-Complete [20]. Then people try to give upper bounds
(or precise values) for rainbow connection numbers of graphs, especially special
graph classes. In this paper, we try to give upper bounds (or precise values) of three
subfamilies of G.nI˙s1;˙s2/. We will almost determine the precise value for the
case that s1 D 1; s2 D 2 (Theorem 3.5). For the case that n D ks; s1 D 1; s2 D
s, where s; k � 3 are integers, we derive that rc.G.ksI˙1;˙s// � minfd k

2
e C

s; d sC1
2
e C k � 1g (Theorem 3.6). For the case that n D 2ks; s1 D 2; s2 D s, where

k � 1 is an integer and s � 3 is an odd integer, we derive that rc.G.nI˙s1;˙s2// �
d ks
2
e C k (Theorem 3.7).

2 Preliminaries

We follow the notations and terminology of [21] for those not defined in this paper.
Let V.G/ and E.G/ be the sets of vertices and edges of G, respectively. We define
a clique in a graph G to be a complete subgraph of G, and a maximal clique
is a clique that is not contained in a larger clique. The clique graph K.G/ of G
is the intersection graph of the maximal cliques of G; that is, the vertices of K.G/
correspond to the maximal cliques of G, and two of these vertices are joined by
an edge if and only if the corresponding maximal cliques intersect. For a set S ,
jS j denotes the cardinality of S . For an edge-coloring c of a graph G, we use
c.H/ to denote the set of colors of the edges in the subgraph H of G. We call
a connected graph G a clique-cycle-st ructure, if it satisfies the following three
conditions [22, 23]:

(i) G has at least three maximal cliques;
(ii) each edge belongs to exactly one maximal clique;

(iii) the clique graph K.G/ is a cycle.

By condition (ii), any two maximal cliques of G have at most one common
vertex. Furthermore, G is formed by its maximal cliques. The size of the clique-
cycle-structure is the number of its maximal cliques. We call a clique-cycle-structure
odd if its size is odd, otherwise, it is an even clique-cycle-structure. For example,
a clique-cycle-structure of size 5 is shown in Fig. 1. Note that a triangle is not a
clique-cycle-structure, but a cycle with length l � 4 is a clique-cycle-structure of
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Fig. 1 A clique-cycle-structure of size 5

size l . For a clique-cycle-structure G, if each maximal clique of it is a triangle, then
G is a triangle-cycle-structure.

We know that ifH is a connected spanning subgraph ofG, then rc.H/ � rc.G/.
Clearly, rc.G/ � diam.G/ where diam.G/ denotes the diameter of a graph G.
The following simple result on a cycle of length n was first obtained in [1]:

Proposition 2.1. For each integer n � 4, rc.Cn/ D d n2 e.
In [22], the rainbow connection number of a clique-cycle-structure was given:

Lemma 2.2. Let G be a clique-cycle-structure of size l , then

rc.G/ D
(
l
2

or l
2
C 1 l is even

lC1
2

l is odd

The following is a special case of a more general result [24] about the connect-
edness of a circulant graph.

Theorem 2.3 ([24]). G.nI˙s1;˙s2/ is connected if and only if gcd.n; s1; s2/ D 1.

3 Main Results

We first consider the first subfamily of undirected double-loop networks, that is, the
case that s1 D 1 and s2 D 2, G.nI˙s1;˙s2/ is connected by Theorem 2.3. We will
get our first main result from the following four lemmas.

Lemma 3.1.

rc.G.4kI˙1;˙2// D k:

Proof. Let V.G.4kI˙1;˙2// D fu1; u2; � � � ; u4kg. In G.4kI˙1;˙2/, we get 2k
edge-disjoint triangles: Ti D fu2iC1; u2iC2; u2iC3g for 0 � i � 2k � 1, where
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u4kC1 D u1. There is also a cycle C1 W u2; u4; � � � ; u4k; u2 which is edge-disjoint
with the above triangles.

We give G.4kI˙1;˙2/ an edge-coloring with k colors as follows: for edges of
the above triangles, let c.Ti / D i C 1 for 0 � i � k � 1 (this means that all edges
in Ti have the same color i C 1) and c.Ti / D i C 1 � k for k � i � 2k � 1; for
the remaining edges (that is, edges of C1), let c.u2j u2jC2/ D j for 1 � j � k and
c.u2j u2jC2/ D j � k for k C 1 � j � 2k.

It is not hard to show that G.4kI˙1;˙2/ is rainbow connected under the above
coloring, so we have rc.G.4kI˙1;˙2// � k. Moreover, it is easy to show that
diam.G.4kI˙1;˙2// � k. So the lemma holds. ut
Lemma 3.2.

rc.G.4k C 2I˙1;˙2// D k C 1:

Proof. Let V.G.4k C 2I˙1;˙2// D fu1; u2; � � � ; u4kC2g. In G.4k C 2I˙1;˙2/,
we get 2k C 1 edge-disjoint triangles: Ti D fu2iC1; u2iC2; u2iC3g for 0 � i � 2k,
where u4kC3 D u1. Let G0 be the spanning subgraph of G.4k C 2I˙1;˙2/ which
is formed by these triangles. Clearly, it is a triangle-cycle-structure of size 2k C 1.
By Lemma 2.2, we have rc.G.4k C 2I˙1;˙2/ � rc.G0/ D k C 1. Moreover, we
know diam.G.4k C 2I˙1;˙2// D k C 1. Thus, the conclusion holds. ut
Lemma 3.3.

rc.G.4k C 1I˙1;˙2// D k or k C 1:

Proof. Let V.G.4k C 1I˙1;˙2// D fu1; u2; � � � ; u4kC1g. In G.4k C 1I˙1;˙2/,
we get 2k edge-disjoint triangles: Ti D fu2iC1; u2iC2; u2iC3g for 0 � i � 2k�1. Let
G0 be the subgraph of G which is formed by these triangles and the edge u1u4kC1.
Clearly, it is a spanning subgraph ofG and is a clique-cycle-structure of size 2kC1.
By Lemma 2.2, we have rc.G.4k C 1I˙1;˙2/ � rc.G0/ D k C 1. Moreover, we
know diam.G.4k C 1I˙1;˙2// D k. Thus, the result holds. ut
Lemma 3.4.

rc.G.4k C 3I˙1;˙2// D k C 1 or k C 2:

Proof. Let V.G.4kC3I˙1;˙2// D fu1; u2; � � � ; u4kC3g. InG.4kC3I˙1;˙2/, we
get 2k C 1 edge-disjoint triangles: Ti D fu2iC1; u2iC2; u2iC3g for 0 � i � 2k. Let
G0 be the spanning subgraph of G which is formed by these triangles and the edge
u1u4kC3. Clearly, it is a clique-cycle-structure of size 2k C 2. By Lemma 2.2, we
have rc.G.4kC3I˙1;˙2/ � rc.G0/ D kC2. Moreover, we know diam.G.4kC
3I˙1;˙2// D k C 1. ut

From Lemmas 3.1–3.4, the following theorem is clear.
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Table 1 Vertex sets of cycles C i and Dj in
Theorem 3.6

D1 D2 � � � Ds

C1 u1 u2 � � � usC1

C 2 usC1 usC2 � � � u2sC1

� � � � � � � � � � � � � � �
Ck u.k�1/sC1 u.k�1/sC2 � � � u1

Theorem 3.5. For n � 3, we have

rc.G.nI˙1;˙2// D

8
ˆ̂̂
<̂

ˆ̂
ˆ̂:

k n D 4kI
k or k C 1 n D 4k C 1I
k C 1 n D 4k C 2I
k C 1 or k C 2 n D 4k C 3:

We next consider the second subfamily in which s1 D 1; s2 D s; n D ks,
where k; s � 3 are integers. Clearly, G.nI˙s1;˙s2/ is connected in this case by
Theorem 2.3 and the following result can be derived.

Theorem 3.6. For s; k � 3, we have

rc.G.ksI˙1;˙s// � min

�
dk
2
e C s; ds C 1

2
e C k � 1

�
:

Proof. Let V.G.ksI˙1;˙s// D fu1; u2; � � � ; uksg. By the definition of
G.ksI˙1;˙s/, we define k C s cycles, named C i and Dj (1 � i � k; 1 �
j � s), as illustrated in Table 1. For example, the vertex set of cycle D1 is
fu1; usC1; � � � ; u.k�1/sC1g. Clearly, jV.C i /j D s C 1 and jV.Dj /j D k for
1 � i � k; 1 � j � s. And C i1 and C i2 are edge-disjoint, Dj1 and Dj2 are
edge-disjoint for 1 � i1; i2 � k; 1 � j1; j2 � s.

We give G.ksI˙1;˙s/ two types of edge-coloring as follows:

Type 1. We first give the cycle Dj .1 � j � s/ a rainbow edge-coloring with
d k
2
e colors by Proposition 2.1, then give the cycle C i.1 � i � k/ an edge-

coloring with s fresh colors since the edge u.j�1/sC1ujsC1 has been colored in
the cycle D1.

Type 2. We first give the cycle C i.1 � i � k/ a rainbow edge-coloring with
d sC1

2
e colors by Proposition 2.1; then give the cycle Dj .1 � j � s/ an edge-

coloring with k � 1 fresh colors.

It is not hard to show thatG.ksI˙1;˙s/ is rainbow connected under each of the
above two colorings. As Type 1 and Type 2 use d k

2
eC s and d sC1

2
eC k � 1 colors,

respectively, we have rc.G.ksI˙1;˙s// � minfd k
2
e C s; d sC1

2
e C k � 1g, and the

result holds. ut
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We finally investigate the third subfamily in which s1 D 2; s2 D s; n D 2ks

where k � 1; s � 3 are integers. In this case, G.nI˙s1;˙s2/ is connected if and
only if s is odd by Theorem 2.3. We can get the following result.

Theorem 3.7. For an integer k � 1 and an odd integer s � 3, we have

rc.G.2ksI˙2;˙s// � dks
2
e C k:

Proof. Let V.G.2ksI˙2;˙s// D fu1; u2; � � � ; u2ksg. We define s C 2 cycles:

C i W ui ; uiC2; � � � ; u2.ks�1/Ci ; ui .1 � i � 2/
Dj W uj ; usCj ; � � � ; u.2k�1/sCj ; uj .1 � j � s/

Clearly, jV.C i /j D ks and jV.Dj /j D 2k for 1 � i � 2; 1 � j � s. We know that
C1 and C2 are vertex-disjoint, Dj1 and Dj2 are vertex-disjoint for 1 � j1; j2 � s.
Furthermore, we have

S
1�i�2 V .C i / D S

1�j�s V .Dj / D V.G.2ksI˙2;˙s//,
and it is not hard to show that V.C i / \ V.Dj / ¤ ; for 1 � i � 2; 1 � j � s.
By Proposition 2.1, we first give C i.1 � i � 2/ a rainbow edge-coloring with d ks

2
e

colors, then give Dj .1 � j � s/ a rainbow edge-coloring with k fresh colors.
For any two vertices u and v, we only consider the case that u 2 C i1 and v 2 Dj1

since the discussions for the remaining cases are similar. Let w 2 V.C i1/\V.Dj1/.
There is a rainbow u � w path P1 and a rainbow w � v path P2 in C i1 and Dj1 ,
respectively. By combining P1 and P2, we can obtain a rainbow u� v path since P1
and P2 are edge-disjoint and c.P1/\ c.P2/ D ;. Thus, G.2ksI˙2;˙s/ is rainbow
connected and the result holds. ut

Note that in [25], the authors derived that for every connected graph G of order
n and minimum degree ı, rc.G/ � 3n

ıC1 C 3. From this result, we have rc.G/ �
3n
ıC1 C 3 D 3n

5
C 3 for a 4-regular graph G. By Theorem 3.6, rc.G.ksI˙1;˙s// �

minfd k
2
e C s; d sC1

2
e C k � 1g � maxf 3k

2
; 3s
2
g � ˛n, where ˛ D maxf 3

2s
; 3
2k
g

and n D ks. Our result improves the upper bound since ˛ � 1
2

for the case that
G D G.ksI˙1;˙s/. In fact, ˛ can be very small for a sufficiently large k or s. By
Theorem 3.7, we have rc.G.2ksI˙2;˙s// � d ks

2
e C k � ksC1

2
C k � 5n

12
C 1

2
,

where n D 2ks. Thus, our result improves the upper bound for the case that G D
G.2ksI˙2;˙s/.
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A Survey on Approximation Mechanism Design
Without Money for Facility Games
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Abstract In a facility game one or more facilities are placed in a metric space
to serve a set of selfish agents whose addresses are their private information. In a
classical facility game, each agent wants to be as close to a facility as possible, and
the cost of an agent can be defined as the distance between her location and the
closest facility. In an obnoxious facility game, each agent wants to be far away from
all facilities, and her utility is the distance from her location to the facility set. The
objective of each agent is to minimize her cost or maximize her utility. An agent may
lie if, by doing so, more benefit can be obtained. We are interested in social choice
mechanisms that do not utilize payments. The game designer aims at a mechanism
that is strategy-proof, in the sense that any agent cannot benefit by misreporting
her address, or, even better, group strategy-proof, in the sense that any coalition of
agents cannot all benefit by lying. Meanwhile, it is desirable to have the mechanism
to be approximately optimal with respect to a chosen objective function. Several
models for such approximation mechanism design without money for facility games
have been proposed. In this paper we briefly review these models and related results
for both deterministic and randomized mechanisms, and meanwhile we present a
general framework for approximation mechanism design without money for facility
games.
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1 Introduction

Algorithmic mechanism design [1] deals with game-theoretic versions of
optimization problems such as task scheduling, resource allocation, facility location,
etc. which involve one or more selfish agents who are asked to report their private
information as part of the input. A mechanism is a function that receives the
information reported by the agents, and returns an outcome possibly together with
a payment scheme. An agent might lie about her information if doing so increases
her own benefit obtained from the outcome of the game. The goal is to design a
mechanism that encourages truthfulness or strategy-proofness, on the one hand, and
optimizes a related objective function, on the other hand.

In mechanism design with money, the authority can use money as compensation
to the agents in order to ensure strategy-proofness. For example, the well-known
Vickrey–Clarke–Groves (VCG) mechanism [2] is not only strategy-proof, but also
outputs an optimal solution to the problem of maximizing the sum of all agents’
utility. However, a disadvantage [3] of this mechanism is that it must return an
optimal solution for a given objective function. Since it is often difficult to compute
an optimal solution in polynomial time for many combinatorial optimization
problems, sometimes the VCG mechanism is not efficient. Meanwhile, as pointed
out by Schummer and Vohra [4], “there are many important environments where
money cannot be used as a medium of compensation, due to ethical considerations
(for instance, in political decision making) or legal considerations (for instance,
in the context of organ donations)”. Therefore, many researchers are interested in
mechanisms without monetary payment.

Procaccia and Tennecholtz [5] first proposed that approximation can be used
to obtain strategy-proofness without relying on payment and initiated a case study
in approximation mechanism design without money based on facility games.
Since then many results have been obtained by various authors on approximation
mechanism design without money for facility games. The purpose of this paper is
to give a brief review of known results in this area and meanwhile present a general
framework based on existing models. This framework will be discussed in the next
section. In Sects. 3 and 4, we will give an account of results on different models
for classical facility games and obnoxious facility games, respectively. In Sect. 5 we
discuss possible research problems in the area.

2 Framework

In any facility game there associates a set N D f1; 2; : : : ; ng of agents, where i
denotes the i th agent. There is also an underlying metric space .˝; d/ whose points
are called locations, where as usual the metric (distance function) d W ˝ �˝ ! R
is non-negative, symmetric and satisfies the triangle inequality. Each agent i 2 N
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has a true location ti 2 ˝ that is her private information, and she reports a location
xi 2 ˝ that is not necessarily the same as ti . We call x D .x1; x2; : : : ; xm/ 2 ˝n a
location profile.

Assume that k locations in ˝ are required to be selected to put k facilities.
A deterministic mechanism f outputs k facility locations in˝ according to a given
location profile x without resorting to payments. In other words, f is a function
f W ˝n ! ˝.k/, where ˝.k/ is the family of non-empty subsets of ˝ of
cardinality at most k, and f .x/ is the set of locations chosen for x by f where
facilities will be put.

Given a mechanism f , each agent i has a utility u.f .x/; ti / whose value
relies on her true location ti and the output f .x/. Since each agent is selfish,
she will try her best to maximize her utility. It may be possible for an agent to
manipulate the outcome of a mechanism to obtain more benefit by misreporting
her location. Therefore, from a game-theoretic perspective, an important goal is to
design mechanisms that are strategy-proof (SP), in the sense that no agent can ever
benefit from reporting a false location regardless of the strategies of other agents.
Sometimes we may wish to design mechanisms that are even group strategy-proof
(GSP), in the sense that whenever a coalition of agents lies, at least one of the
members of the coalition does not gain extra benefit from the deviation.

In approximation mechanism design, we are interested in (group) strategy-proof
mechanisms that are approximately optimal with respective to a given objective
function, where approximation is understood in the usual sense by looking at
the worst-case ratio between the optimal objective value and the value of the
mechanisms solution to the underlying maximization problem. Based on different
conditions, such as the structure of metric spaces, the type of facilities, the number
of the facilities, etc., several models of facility games have been proposed. In the
following we summarize the major components in facility games.

Metric Space. So far only the following two types of metric spaces have been
considered in the literature.

Network Models: In this model a graph G with each edge having a non-negative
weight is involved. We may think ofG as being realized as a geometric graph (in R3,
for example) such that the weight of each edge represents its length. The metric
space ˝ is the set of points of G, including both vertices of G and points on its
edges, and the distance d.x; y/ between x 2 ˝ and y 2 ˝ is the length of a shortest
path connecting x and y in G. We usually write G in place of ˝ in this case.

Euclidean Metric Space: In this case ˝ D Rm for some integer m � 1 and the
distance d is the usual Euclidean distance in Rm.

Number of Facilities. Two cases have been distinguished in the literature:
k D 1: In this case the unique facility provides service to all agents.
k > 1: In this case a set Y of k locations is required, and an agent is

served by the closest facility, namely, a location achieving the distance d.Y; ti / WD
miny2Y d.y; ti / between agent i and Y .

Type of Facilities. So far only the following two types of facilities have been
considered in the literature:
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Desirable Facility: In this case all facilities (e.g., library, school, etc.) are
desirable, and each agent wants to be as close to one of the facilities as possible.
As such it is reasonable to assume that the utility u.f .x/; ti / is a monotonically
decreasing function of d.f .x/; ti / with only one peak. Since all facilities are
desirable, we may set cost.f .x/; ti / WD �u.f .x/; ti / and call it the cost function
of agent i . So far only the simplest case where u.f .x/; ti / D �d.f .x/; ti / for each
i has been studied in the literature.

Obnoxious Facility: In this case all facilities (e.g. garbage dump, etc.) are
obnoxious, and each agent wants to be far away from all facilities. Thus the utility
u.f .x/; ti / may be assumed as a monotonically increasing function of d.f .x/; ti /
with only one dip. The simplest case where u.f .x/; ti / D d.f .x/; ti / for each i has
received most attention up to now.

According to whether the facilities are desirable or obnoxious, we call a facility
game classical or obnoxious; each agent aims to minimize her cost or maximize her
utility, respectively.

Strategy-Proofness. A mechanism f is strategy-proof if for any x 2 ˝n and
every i , we have u.f .x/; ti / � u.f .x�i ; ti /; ti /, where .x�i ; ti / is obtained from x
by replacing xi by ti but keeping all other coordinates. As a stronger requirement, f
is called GSP if for any x 2 ˝n and I � N , we have u.f .x/; ti / � u.f .x�I ; tI /; ti /
for at least one i 2 I , where .x�I ; tI / is obtained from x by replacing xi by ti for
every i 2 I but retaining all other coordinates.

Type of Mechanisms. Two different types of mechanisms have been studied:
Deterministic Mechanism: This was discussed in the beginning of this section.
Randomized Mechanism: A randomized mechanism is a function f W ˝n !


.˝.k// where 
.˝.k// is the set of probability distributions over ˝.k/. In the
simplest case, the expected value EY�f Œd.Y; ti /� may be defined as the cost or the
utility of agent i in classical facility games or obnoxious facility games, respectively.

Objective Function. The decision maker (or the mechanism designer) is inter-
ested in (group) strategy-proof mechanisms that also do well with respect to
optimizing a given objective function.

Similar to the k-median and k-center problems [6–8], for classical facility
games researchers have so far considered minimizing the social cost SC.f; x/ WDPn

iD1 cost.f .x/; ti / or the maximum costMC.f I x/ WD maxiD1;:::;n cost.f .x/; ti /.
Similar to the k-maxisum and k-maximin problems [9–11], for obnoxious
facility games researchers have considered maximizing the obnoxious social
welfare SW.f I x/ WD Pn

iD1 u.f .x/; ti / or the minimum utility MU.f I x/ WD
miniD1;:::;n u.f .x/; ti /.

In summary, a facility game consists of: a set N of n agents; a metric space
.˝; d/ which may be continuous or discrete; a subset ft1; : : : ; tng of ˝, ti being
the true location of agent i ; a set of k facilities to be installed at k (not necessarily
distinct) locations in ˝; a utility function u W ˝.k/ �˝ ! R taking non-negative
values which usually relies on d.f .x/; t/, where x D .x1; : : : ; xn/ 2 ˝n, t 2 ˝,
and f W ˝n ! ˝.k/ is a deterministic mechanism; and a non-negative objective
function F W ˝.k/ �˝n ! R to be maximized, which is usually defined in terms
of u.f .x/; ti /, 1 � i � n. We are interested in designing a mechanism f that is
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strategy-proof or even GSP on the one hand, and on the other hand outputs a good
solution for any location profile in the sense that the approximation ratio

sup
x2˝n

maxY2˝.k/ F .Y; x/
F.f .x/; x/

is as small as possible. Different specification of the components above gives rise
to different models for approximation (deterministic) mechanism design without
money for facility games.

In approximation randomized mechanism design, the distance function, the
utility function, and the objective function are all random, and we can give a
similar framework by considering the expected values of the corresponding random
variables.

3 Classical Facility Games

3.1 Single Facility Games

In the case k D 1, the preferences are single peaked in the sense that the outcome is
less preferred by each agent when it is further from her ideal locations. Beginning
with [12], single peaked preferences and their extensions have been extensively
studied in the social choice literature. In this subsection, we summarize known
results on finding a facility location in different metric spaces that minimizes the
social cost or the maximum cost.

If the objective is to minimize the social cost, Procaccia and Tennecholtz [5]
proposed a GSP optimal mechanism which returns the location of the median agent
as the facility location when all agents are located on a path. This mechanism is
GSP since an agent can manipulate the output only by misreporting her location to
be on the opposite side of the median. Moreover, the median also minimizes the
social cost, because for any location with distance � > 0 to the median, at most
bn=2c agents are within distance � to the facility and all other agents are away from
the facility by at least �. Similarly, if the graph is a tree, Alon et al. [13] gave a
mechanism that outputs the median of the tree as the facility’s location. Such a
mechanism is also an optimal GSP mechanism.

When all agents are located on a graph G containing a cycle C , Schummer
and Vohra [14] showed that if a deterministic mechanism f W Gn ! G is an
SP mechanism that is onto G, then there is a cycle dictator, that is, there exists
i 2 N such that for all x 2 Cn, f .x/ D xi . Based on such a characterization,
Alon et al. [13] obtained a tight SP lower bound of n� 1 on the approximation ratio
for any graph G that contains a cycle. For the randomized version, they designed a
mechanism which returns a facility location xi , i 2 N , with probability 1=n. This
mechanism is SP with approximation ratio 2 � .2=n/ for any general graph. They
showed further that such a mechanism is GSP if and only if the maximum degree of
the graph is two.
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If the objective is to minimize the maximum cost, the problem of designing
an SP mechanism is simpler compared with deterministic mechanisms. Since
Schummer and Vohra [14] showed that strategy-proofness can only be obtained
by dictatorship, Alon et al. [13] considered the mechanism given by f .x/ D x1
for all x 2 Gn, that is, agent 1 is a dictator. It can be proved that such a
mechanism is a GSP 2-approximation mechanism. On the other hand, Procaccia
and Tennecholtz [5] showed that a deterministic SP mechanism cannot achieve
an approximation ratio better than 2 even if the underlying graph G is a path.
Thus the dictatorship mechanism of Alon et al. [13] has the best approximation
ratio with respect to the maximum cost. Procaccia and Tennenholtz [5] proved
that a randomized SP mechanism has approximation ratio at least 3=2 on a path.
They also gave a matching GSP upper bound of 3=2 by using the Left-Right-
Middle (LRM) Mechanism, which, for a given x 2 Gn, chooses mini xi and
maxi xi with probability 1=4, respectively, and chooses the midpoint of the interval
Œmini xi ;maxi xi � with probability 1=2. When the agents are on a circle, Alon
et al. [13] proposed a randomized SP mechanism with approximation ratio 3=2 that
combines two mechanisms: the LRM mechanism if the agents are located on one
semicircle, and the Random Center Mechanism otherwise. When G is a tree, they
showed that there is a randomized SP .2� 2

nC2 /-approximation mechanism that, for
a given x 2 Gn, outputs xi for each i 2 N with probability 1=.nC2/ and the center

of the tree with probability 2=.nC 2/. They further proved that 2�O
	

1

2
p

logn



is a

lower bound on the approximation ratio for any SP randomized mechanism.
Procaccia and Tennecholtz [5] considered a natural extension of the classical

single facility games, in which one facility should be located but each agent controls
multiple locations. As before, the objective is to minimize the social cost or the
maximum cost. However, the cost of an agent now depends on the objective
function. If the objective is to minimize the social cost, the cost of agent i is defined
as cost.y; xi / D Pwi

jD1 d.y; xij /, where y is the location of the facility and xi D
.xi1; : : : ; xiwi / is the location set controlled by agent i . If the objective is to minimize
the maximum cost, the cost of agent i is cost.y; xi / D maxjD1;:::;wi d.y; xij /. For
the social cost, they directly applied the deterministic mechanism by Dekel et al.
[15] that returns the median med.x0/ of x0 D .med.x1/; : : : ; med.xn//. Dekel
et al. [15] also showed that this mechanism is a GSP 3-approximation mechanism
and provided a matching lower bound. Furthermore, Procaccia and Tennecholtz
[5] designed a simple randomized mechanism to return med.xi / with probability

wiP
j2N wj

. This mechanism is SP, and when n D 2 its approximation ratio is

2C jw1�w2j
w1Cw2

. Subsequently, Lu et al. [16] extended the result about the approximation

ratio to 3 � 2minj2N wjP
j2N wj

for any n and obtained the lower bound 1:33 by solving a

related linear programming problem. For the maximum cost, they proposed a GSP
2-approximation deterministic mechanism and a .3=2/-approximation randomized
mechanism. Since the multiple location setting is the same as the simple setting
stated before when wi D 1, i 2 N , any lower bound for the simple setting holds
here as well.
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3.2 Two-Facility Games

When the objective function is the social cost and the network is a path, Procaccia
and Tennecholtz [5] showed that the mechanism that outputs an optimal solution
for a given x 2 Gn is not strategy-proof. They gave the following GSP .n � 1/-
approximation mechanism: choose the leftmost and the rightmost points, and
constructed an instance to show that 3=2 is a lower bound on the approximation
ratio for any SP deterministic mechanism. Later, Lu et al. [16] improved such lower
bound to 2, designed a randomized n=2-approximation mechanism, and explored
a lower bound of 1.045 for randomized mechanisms. Moreover, Lu et al. [17]
proved that the .n � 1/-approximation deterministic mechanism given in [5] is
asymptotically optimal. They constructed an instance on a path and explored the
lower bound .n� 1/=2 on the approximation ratio by employing two key concepts:
partial group strategy-proofness and image set. In the case when all agents are on a
circle, they designed a GSP deterministic mechanism with an .n�1/-approximation
ratio which asymptotically matches the lower bound .n � 1/=2. Lu et al. [17] also
obtained an SP 4-approximation randomized mechanism called the Proportional
Mechanism: the first facility is allocated uniformly over all reported locations; the
second facility is assigned to another reported location with probability proportional
to its distance to the first facility.

If the objective is to minimize the maximum cost, only Procaccia and Ten-
necholtz [5] contributed some positive results in the case when all agents are on a
path. For the deterministic version, they applied the same deterministic mechanism
as the one for the social cost model. By exploring the characterization of the
structure of the optimal solution, they proved that the approximation ratio of
such a mechanism is 2, and provided a matching SP lower bound. Furthermore,
they designed a randomized SP 5=3-approximation mechanism. Compared with
the deterministic case, the randomized mechanism for this model is much more
complicated and the authors applied some new ideas: randomizing over two
equal intervals, unbalanced weights at the edges, and correlation between the two
facilities. These strategies play a crucial role in satisfying the delicate strategy-proof
constraints and break the deterministic lower bound of 2. The lower bound of any
randomized SP mechanism is proved to be 3=2.

3.3 k-Facility Games with k � 3

For k-facility games with k � 3, most known results focus on the objective
of minimizing the social cost. McSherry and Talwar [19] first used differentially
private algorithms as almost strategy-proof approximate mechanisms. The main
advantage of such an algorithm is that it can control any agent’s influence on the
outcome so that any agent has limited motivation to lie. McSherry and Talwar
presented a general differentially private mechanism that approximates the optimal
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social cost within an additive logarithmic term. Unfortunately, the running time
of this general mechanism is randomized exponential-time. Subsequently, Gupta
et al. [18] presented a computationally efficient differentially private algorithm for
several combinatorial optimization problems. Based on [19], Nissim et al. [20]
considered imposing mechanisms which can penalize liars by restricting the set
of allowable post-actions for the agents. They combined the differentially private
mechanisms of [19] with an imposing mechanism and obtained a randomized
imposing SP mechanism with a running time in k for k-facility location. The
mechanism approximates the optimal average social cost, namely the optimal social
cost divided by n, within an additive term of roughly 1=n

1
3 .

In contrast to [20], Fotakis and Tzamos [21] tried to design an SP mechanism
with standard multiplicative notion of approximation. They considered the winner-
imposing mechanism which chooses k reported locations of agents to build
facilities. If an agent’s reported location is chosen to put a facility, then she is served
by this facility and her service cost is the distance between this facility and her true
location. If an agent’s reported location is not chosen, then she is served by a facility
closest to her true location. Thus the winner-imposing mechanism can penalize an
agent without money only if she succeeds in gaining more benefit in the mechanism.
Fotakis and Tzamos proved that the winner-imposing version of the Proportional
Mechanism in [17] is an SP 4k-approximation randomized mechanism. Moreover,
they addressed the facility location game in which there is a uniform facility opening
cost, instead of a fixed number of facilities. The authority should place some
facilities so as to minimize the social cost and the total facility opening cost. For
this game, they showed that the winner-imposing version of Meyerson’s randomized
algorithm in [22] is an SP 8-approximation mechanism. Meanwhile, they presented
a deterministic nonimposing GSP O.logn/-approximation mechanism when all
agents are on a path. In addition, Escoffier et al. [23] considered a facility game
to locate n � 1 facilities to n agents. They studied such a game in the general
metric space and trees for the social cost and the minimum cost, and provided lower
and upper bounds on the approximation ratio of deterministic and randomized SP
mechanisms.

4 Obnoxious Facility Games

For obnoxious facility games on a path, the preferences are known as single-dipped,
meaning that the worse allocation for each agent is the one that places the facility
right by their home, and that locations become better as they are further away. In
the past a few years, a lot of work [24–28] was focused on characterizations of
the strategy-proofness for the single-dipped preference. Cheng et al. [29] initially
studied approximation design without money for obnoxious facility games with the
objective of maximizing the obnoxious social welfare. In this section, we survey
some known results in this domain.
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Cheng et al. first proposed GSP mechanisms to locate one facility with respect to
different network topologies. In particular, if all agents are on a path, they viewed
such a path as an interval with left endpoint a and right endpoint b. Since this
model is related to the literature on approximation algorithms for the 1- maxian
problem [10, 11, 30, 31] from an algorithmic perspective, it is well known that one
of the two endpoints must be an optimal facility location for x 2 Gn. Thus they
regarded the two endpoints as the candidates for the facility locations and designed
a GSP 3-approximation deterministic mechanism, which outputs a if the number
n2 of agents on the right-hand side of the interval is larger than the number n1 of
agents on the left-hand side, and b otherwise. By a similar idea, they presented
two GSP deterministic mechanisms, respectively, when all agents are on a tree or a
circle, and proved that the approximation ratio of each mechanism is 3. Later, Han
et al. [25] provided the matching strategy-proof lower bounds for each model on
different networks. Furthermore, when all agents are on an interval, Cheng et al. [29]
also gave a randomized mechanism which returns a and b with probability ˛ and

1 � ˛, respectively, where ˛ D 2n1n2n
2
2

n21Cn22C4n1n2 . They proved that such a randomized

mechanism is GSP and has achievable approximation ratio 3=2. When all agents
are on a general network, a GPS 4-approximation deterministic mechanism and
a trivial GSP 2-approximation randomized mechanism were derived. In addition,
the deterministic mechanism was shown to be asymptotically optimal by using the
characterization of strategy-proofness for general networks [26].

Recently, Cheng et al. [32] considered a new model of obnoxious facility games
that has a bounded service range. In this model each facility can only serve the
agents within its service range due to the limited service ability. Each agent wants
to be far away from the facilities. On the other hand, she must stay within at least
one facility’s range, otherwise she cannot receive any service. Cheng et al. first
studied the case when all agents are on an interval, which is normalized as Œ0; 1�,
and the service radius is some r with 1=2 � r � 1. Compared with the previous
model without service range, this new model is more complicated since more than
one facilities may be needed and it is no longer true that one of the endpoints must
be an optimal solution. According to the value of r , Cheng et al. selected different
candidates for the facility locations. To be specific, if 3=4 � r � 1, points r or 1� r
are designated as the facility locations; otherwise, they locate one facility at 1=2
or two facilities at 0 and 1, respectively. Thus they designed a GSP deterministic
mechanism and a GSP randomized mechanism. When 1=2 � r < 3=4 or 3=4 �
r � 1, the approximation ratio of their deterministic mechanism is 8r � 1 or 2rC1

2r�1 ,
respectively, and the approximation ratio of their randomized mechanism is 4r or
2r
2r�1 , respectively. Meanwhile, they also proved a lower bound for any strategy-
proof deterministic mechanism by constructing different instances, which is equal
to 4r�1 if 1=2 � r < 3=4, 1=.2r�1/ if 3=4 � r < 5=6 and 3r�1 if 5=6 � r < 1.
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5 Conclusion

We reviewed some known results on approximation mechanism design without
money for facility games. By comparing our general framework in Sect. 2 and what
we surveyed in Sects. 3 and 4, it should be clear that a lot of interesting problems
remain open and different models may be considered by specifying the components
in the framework. For example, one may investigate various cases where the space
of locations is more involved, such as a multi-dimensional Euclidean space or a
specific network other than paths, trees and cycles.

For obnoxious facility games, except the results in [25] there are no other
results in the case when the objective is to maximize the minimum utility. Han
and Du proved that there is no any SP deterministic mechanism with finite
approximation ratio for this objective. We believe that results can be obtained by
using the differentially private algorithm mentioned in Sect. 3.3 to design almost SP
mechanisms.

For facility games with a limited service ability, the only known result is about the
obnoxious facility game on interval Œ0; 1�with a service range 1=2 � r � 1. It would
be interesting to investigate classical and obnoxious facility games with different
types of restrictions to service ability in different metric spaces. In particular, one
may consider the obnoxious facility game on Œ0; 1� when 0 < r < 1=2. It seems
challenging to find a general SP mechanism corresponding to the value of r .

Finally, closing the gap between the lower and upper bounds on the approxima-
tion ratios of deterministic or randomized mechanisms for some models is also a
significant research problem.

Acknowledgements Research was partially supported by the Nature Science Foundation
of China (No. 11301475) and the Nature Science Foundation of Zhejiang Province, China
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Approximation Algorithms for the Robust
Facility Location Problem with Penalties

Fengmin Wang, Dachuan Xu, and Chenchen Wu

Abstract In this paper, we consider the robust facility location problem with
penalties, aiming to serve only a specified fraction of the clients. We formulate this
problem as an integer linear programming to identify which clients must be served.
Based on the corresponding LP relaxation and dual program, we propose a primal-
dual 3-approximation algorithm. Combining the greedy augmentation procedure,
we further improve the above approximation ratio to 2.

Keywords Facility location problem • Approximation algorithm • Primal-dual
• Greedy augmentation

1 Introduction

The classical uncapacitated facility location problem (UFLP), first formulated in
the early 1960s, has received widespread attention in the operations research and
computer science community [1, 2]. It aims to open some facilities from the given
location set to serve all the given clients, so that the sum of facility opening cost and
serving cost is minimized. Since the UFLP is one of the classical NP-hard problems,
recent works have mainly concentrated on designing approximation algorithms for
it [3–11]. Among the existing approximation algorithms for the UFLP, the first
constant factor is 3:16 proposed by Shmoys et al. [10]; the currently best factor
is 1:488 achieved by Li [8]. It is well known that the lower bound for the UFLP is
1:463 [5].

Due to practical application, various variants of the UFLP are considered in the
literatures [12–22]. To model the case when there are a few very distant clients
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(named outliers) for the majority of the commercial applications of the UFLP,
Charikar et al. [14] proposed two variants of the UFLP, i.e., robust facility location
problem (RFLP) and facility location problem with penalties (FLPWP). In the
RFLP, given n clients and an integer parameter q < n, we need to make sure
that at least n � q clients are served while leaving out the rest which are called
outliers. The objective is to minimize the sum of the opening cost and the connection
cost. Charikar et al. [14] presented a primal-dual 3-approximation algorithm for the
RFLP. In the FLPWP, each client has a penalty cost and we will provide service to
part of the clients while penalizing the rest. The objective is to minimize the sum
of the opening cost, the connection cost, and the penalty cost. After the primal-dual
3-approximation algorithm given by Charikar et al. [14] for the FLPWP, Xu and Xu
[17, 18] presented an LP-rounding .2 C 2=e/-approximation algorithm, and then,
combining the power of the primal-dual method and greedy augmentation tech-
niques, they provided an 1:8526-approximation algorithm. Li et al. [23] presented
an LP rounding 1:514-approximation algorithm which has the currently best ratio
for the FLPWP.

In this paper, we consider the robust facility location problem with penalties
(RFLPWP) in which not all clients are required to be served. Given a parameter q,
the RFLPWP aims to serve only a specified fraction of the clients, penalize some
clients, and ignore at most q outliers. The objective is to minimize the sum of the
opening cost, the connection cost, and the penalty cost. We extend the primal-dual
method in [7] for the UFLP to a modified instance of the RFLPWP, similar to the one
in [14], and obtain a 3-approximation algorithm for the RFLPWP. Combining the
greedy augmentation procedure [3, 5], we further improve the above approximation
ratio to 2.

The rest of this paper is organized as follows. In Sect. 2, we present some
preliminaries including the integer program, the linear programming relaxation, and
the dual program for the RFLPWP. In Sect. 3, we provide and analyze the primal-
dual algorithm. Finally, some discussions are given in Sect. 4.

2 Preliminaries

In the RFLPWP, given a facility set F and a client set C , each client j has a penalty
cost pj . The opening cost of facility i 2 F is fi . The metric connection cost
between facility i 2 F and client j 2 C is cij . We are also given q, the number
of the outliers. Our objective is to determine an opening facility set OF � F , while
selecting a penalized client set OP � C , an outlier set OO � C . OO D q/, and then
connect the clients in C n. OPS OO/ to the opening facilities in OF , such that the sum
of the opening cost, the connection cost, and the penalty cost is minimized.

We introduce four types of f0; 1g variables: yi indicating whether facility i is
opened; xij indicating whether client j is connected to facility i ; zj indicating
whether client j is penalized; and rj indicating whether client j is an extra outlier.
The RFLPWP is formulated as
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.IP/

min
P

i2F
fiyi C P

i2F
P

j2C
cij xij C P

j2C
pj zj

s: t:
P

i2F
xij C zj C rj � 1; 8j 2 C ;

xij � yi ; 8i 2 F ; j 2 C ;P

j2C
rj � q;

xij ; yi ; zj ; rj 2 f0; 1g; 8i 2 F ; j 2 C :

(1)

In the above program, the first constraints denote that each client j 2 C is connected
to a facility or penalized or ignored as an outlier; the second constraints ensure that
if client j is connected to facility i , then this facility must be opened; the third
constraints indicate that there are at most q outliers. Relaxing the last constraints,
we obtain the LP relaxation.

.LP/

min
P

i2F
fiyi C P

i2F
P

j2C
cij xij C P

j2C
pj zj

s: t:
P

i2F
xij C zj C rj � 1; 8j 2 C ;

xij � yi ; 8i 2 F ; j 2 C ;P

j2C
rj � q;

xij ; yi ; zj ; rj � 0; 8i 2 F ; j 2 C :

(2)

Introducing the dual variables ˛j , ˇij and � , we obtain the dual of the program (LP)

.DP/

max
P

j2C
˛j � q�

s: t: ˛j � ˇij C cij ; 8i 2 F ; j 2 C ;P

j2C
ˇij � fi ; 8i 2 F ;

˛j � pj ; 8j 2 C ;

˛j � �; 8j 2 C ;

˛j ; ˇij ; � � 0; 8i 2 F ; j 2 C ;

(3)

where ˛j can be viewed as the budget of client j , and ˇij as the contribution of
client j to facility i .

3 Main Results

In this section, we will first propose a primal-dual algorithm for the RFLPWP, then
analyze the algorithm to obtain the approximation ratio of 3.
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3.1 The Primal-Dual Algorithm

Algorithm 1 (The primal-dual algorithm).

Step 0 Constructing a new instance.
Since there is an unbounded integrality gap for (LP), we guess the most expensive
facility cost in the optimal solution, say fmax. We set fmax WD 0 and the facility
cost greater than fmax (the nonzero value in the original instance) to1. Let us
denote this new instance as I .1/. For the instance I .1/, we run the following
steps.

Step 1 Let us introduce time t . The algorithm starts at time t D 0. Initially all the
dual variables are zero, all the facilities are closed, and all clients are unfrozen.
In the process of the algorithm, client j becomes frozen when the dual variable
˛j stops increasing. Let QF denote the temporarily open facility set, U denote
the unfrozen client set, QP denote the temporarily penalized client set, and QO
denote the outlier set. For each i 2 F , denote N wi t

i to be the set of the clients
whose connecting witness is facility i (we will explain the connecting witness at
Step 2.2). At the beginning of the algorithm, set QF WD ;, U WD C , QP WD ;,
QO WD ;, N wi t

i WD ; for all i 2 F .
Step 2 Constructing a dual feasible solution .˛; ˇ; �/.

For the unfrozen client j 2 U , we increase ˛j at the same rate with time t .

Step 2.1 If jU j > q, go to Step 2.2. Otherwise, freeze j 2 U , let QO WD U and
U WD ;. We denote this time by tq . Let � WD tq . Go to Step 3.

Step 2.2 As time goes on, the following events will happen. If several events
happen simultaneously, we execute the algorithm in arbitrary order.

Event 1 There is a client j 2 U and a facility i 2 F , such that ˛j D cij .
Event 1.1 If the facility i 2 QF , we say client j touches the facility i 2 QF .

Set i.j / WD i and call i.j / the connecting witness of client j . Freeze j ,
and update N wi t

i WD N wi t
i [ fj g, U WD U n fj g.

Event 1.2 If the facility i 2 F n QF , we increase the corresponding dual
variable ˇij .

Event 2 There is a facility i 2 F n QF , such that
P

j2C
ˇij D fi . We say that

facility i is fully paid, and it can be temporarily opened, record this time by
t .i/. Update QF WD QF [ fig, and define Ncon

i D fj 2 C jˇij > 0g to be the
neighbor of facility i , i.e., the set of the clients contributing to facility i . For
each j 2 U \ Ncon

i , set i.j / WD i and call i.j / the connecting witness of
client j . Freeze j 2 U \ Ncon

i , and update N wi t
i WD N wi t

i [ .U \ Ncon
i /,

U WD U nNcon
i .

Event 3 There is a client j 2 U , such that ˛j D pj . Freeze j , and update
QP WD QP [ fj g and U WD U n fj g.

Step 3 Constructing a primal integer feasible solution . Ox; Oy; Oz; Or/.
Let OF denote the finally open facility set, i.e., the facility set opened in the final
integer solution, OP denote the penalty client set, and OO denote the outlier set.
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Step 3.1 Determine outliers. If j QOj D q, set OO WD QO . Otherwise, there must
be a facility iq gets fully paid at time tq (If not, Event 1 or Event 3 happens,
this implies jU j � q). Choose the clients in N wi t

iq
with the maximum q � j QOj

connection cost from iq and add these clients to the set QO . Let us denote this

set as OO .
Step 3.2 Determine open facilities. Consider each facility i 2 QF . If there is a

facility i 0 2 QF , i 0 ¤ i , such that Ncon
i \ Ncon

i 0
¤ ;, we say that facility i

and i 0 are relevant to each other. We choose any maximal independent subset
OF � QF , open all facilities in OF .

Step 3.3 Determine penalty clients. Let OP WD QP nS
i2 OF Ncon

i .

Step 3.4 Connect each client in C .1/ WD C n. OP[ OO/ to its closest open facility
in OF respectively.

We declare that the dual solution obtained by Step 2 denoted by .˛; ˇ; �/ is
feasible. First, the dual ascending process guarantees that the first three constraints
in (DP) are established. Second, � WD tq implies ˛j � � for all clients. The
feasibility of the solution . Ox; Oy; Oz; Or/ is clearly visible. Note that the new instance
I .1/ just changes part of the facility cost, so . Ox; Oy; Oz; Or/ and .˛; ˇ; �/ are also
feasible to the original instance.

3.2 Analysis

In this subsection, we analyze the approximation factor of Algorithm 1, i.e., analyze
the relationship between the cost of the solution obtained from Algorithm 1 and
the cost of the optimal solution denoted by OPT . Denote OPT .1/ be the optimal
solution cost of the instance I .1/. We have OPT � fmax C OPT .1/. At the same
time, for intuitional analysis, we introduce F .1/, C .1/, and P .1/, which indicate
the opening cost, connection cost, and penalty cost of the solution . Ox; Oy; Oz; Or/,
respectively. Furthermore, let F .1/

q denote the facility cost of OF n fiqg.
In order to bound the total cost of the solution . Ox; Oy; Oz; Or/, we provide the

following lemmas to bound F .1/
q , C .1/, and P .1/ by the cost of the dual solution,

respectively. The proofs of the following lemmas and theorem are deferred to the
journal version.

Lemma 1.

F .1/
q D

X

i2 OF

X

j2Ncon
i n.N con

iq
\ OO/

ˇij :

For convenience, let us denote C con WD S
i2 OF Ncon

i n .N con
iq
\ OO/;C tou WD

S
i2 OF .N

wi t
i nNcon

i /;C clo WD C .1/ nS
i2 OF .N

wi t
i [Ncon

i /: Note that C D C con [
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C tou[C clo[ OP [ OO . The clients in C con contribute to some finally open facilities,
the clients in C tou touch some finally open facilities, and the connecting witnesses
of the clients in C clo are closed by some finally open facilities.

We bound the connection cost in the following lemma.

Lemma 2.

C .1/ �
X

i2 OF

X

j2Ncon
i n.N con

iq
\ OO/

cij C
X

j2C tou

˛j C 3
X

j2C clo

˛j :

For the penalty cost of our algorithm, we obtain the following lemma.

Lemma 3.

P .1/ D
X

j2 OP
˛j :

Now we are ready to give the main result of this subsection as the following
theorem.

Theorem 5. Algorithm 1 is a 3-approximation algorithm for the RFLPWP.

4 Discussions

Combining with the greedy augmentation technique in [3,5], we can further improve
the approximation ratio to 2. We omit the detail of this improvement and defer
it to the journal version. Recall that the best known approximation factor for the
FLPWP and UFLP are 1:514 and 1:488, respectively. As a variation of the above
two problems, it will be interesting to further improve the approximation factor of 2
for the RFLPWP.
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A Discrete State Transition Algorithm
for Generalized Traveling Salesman Problem

Xiaolin Tang, Chunhua Yang, Xiaojun Zhou, and Weihua Gui

Abstract Generalized traveling salesman problem (GTSP) is an extension of
classical traveling salesman problem (TSP), which is a combinatorial optimization
problem and an NP-hard problem. In this paper, an efficient discrete state transition
algorithm (DSTA) for GTSP is proposed, where a new local search operator named
K-circle, directed by neighborhood information in space, has been introduced to
DSTA to shrink search space and strengthen search ability. A novel robust update
mechanism, restore in probability and risk in probability (Double R-Probability), is
used in our work to escape from local minima. The proposed algorithm is tested on
a set of GTSP instances. Compared with other heuristics, experimental results have
demonstrated the effectiveness and strong adaptability of DSTA and also show that
DSTA has better search ability than its competitors.

Keywords Generalized traveling salesman problem • Discrete state transition
algorithm • K-circle • Double R-probability

1 Introduction

Generally speaking, GTSP can be described as follows: given a completely undi-
rected graphG D fV;Eg, where V is a set of n vertices and has been partitioned into
m clusters V D fV1; V2; � � � ; Vmg, E is a set of m edges, and the goal of GTSP is to
find a tour visiting each cluster exactly once while minimizing the sum of the route
costs. In this paper, the symmetric GTSP is concerned, that is to say, ci;j D cj;i ,
here, the associated cost ci;j for each pair of vertices .i; j / represents the distance
from one vertex in Vi to another vertex in Vj . Since each cluster has at least one
vertex and each vertex can only belong to one cluster, we have m � n. If m D n,
GTSP is restored to TSP and both of them are NP-hard problems [1]. The sole task
of dealing with TSP is to optimize the sequence of the clusters. While in the process
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of solving GTSP, it requires determining the sequence of the clusters and a vertex
to be visited in each cluster simultaneously, which indicates that GTSP is more
complex than TSP. Nonetheless, GTSP is extensively used in many applications,
such as task scheduling, airport selection, and postal routing, etc [2, 3].

According to the characteristics of GTSP, the process of solving GTSP can be
decomposed into two phases. One is to determine the visiting order of all the
clusters, which is similar to TSP; the other is to find the optimal vertex in each
cluster in a given order. Many reputed heuristic searching algorithms, like genetic
algorithm (GA) [4], particle swarm optimization (PSO) [5], simulated annealing
(SA) [6], ant colony optimization (ACO) [7], have been varied into discrete versions
to solve GTSP. Though these algorithms have their own mechanisms to deal with
continuous optimization problems, they have to adapt themselves to GTSP with
some classic operators, such as swap and insert. These search operators change
the visiting order of clusters in particular ways. Lin–Kernighan (L–K) is a well-
known method to solve TSP and GTSP [8], which focuses on changing the edges
instead of the visiting order of clusters. The number of edges that L–K impacts in
a single operation is unknown; as result, the depth of L–K is usually limited within
a constant [9]. The majority of these methods focus on finding an optimal sequence
of clusters, while to solve GTSP, it still has to choose a vertex from each cluster to
make the minimal cost simultaneously. This is a well-known shortest path problem
in operations research which is also called cluster optimization (CO) in GTSP. The
most common method to deal with this problem is dynamic programming that can
give us a definitively best result which is named as layer network method in other
literatures [10].

State transition algorithm is a new optimization algorithm, according to the
control theory and state transition [11]. The efficiency of STA in application to
continuous optimization problems has been proved [12]. In [13], discrete version
of state transition algorithm has been introduced to solve a series of discrete
optimization problems such as TSP and boolean integer programming. In this study,
we will extend DSTA to solve the GTSP.

In Sect. 2, we give a brief description of DSTA and some transformation
operators. Section 3 introduces relevancy and correlation index to describe K-
Neighbor. In Sect. 4, a DSTA is presented to solve GTSP with a new updating
mechanism. Some experimental results are given in Sect. 5, and the final part is
the conclusion.

2 Discrete State Transition Algorithm

2.1 Description of DSTA

State transition algorithm comes from control theory. It regards a solution to an
optimization problem as a state and updating of the solution as state transition. The
unified form of discrete state transition algorithm is given as follows:
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�
xkC1 D Ak.xk/LBk.uk/
ykC1 D f .xkC1/

; (1)

where xk 2 R
n denotes a current state, corresponding to current solution of an

optimization problem; uk 2 R
n is a function of xk and historical states; both Ak ,

Bk 2 R
n�n are transition operators which are usually state transition matrixes;

L

is an operation, which is admissible to operate on two states; f is the cost function
or evaluation function.

In general, the solution to discrete optimization problem is a sequence, which
means a new state xkC1 should also be a sequence after transformation by Ak or
Bk . For the TSP, only a state transition matrix is considered, avoiding the complexity
of adding one sequence to another. So the form of DSTA for TSP is simplified as
follows:

�
xkC1 D Gkxk
ykC1 D f .xkC1/

(2)

where xk D Œx1;k; x2;k; � � � ; xm;k�T ; xi;k 2 f1; 2; � � � ; mg; Gk is the state transition
matrix which is created by transformation operators. State transition matrixes are
variants of identity matrix with only position value 1 in each column and each row.
Multiplying a state transition matrix by a current state will get a new state which is
still a sequence and the process is like this:

Current state xk : [1 2 3 4 5]T

State transition matrix Gk :

0

BB
BBB
@

1 0 0 0 0

0 1 0 0 0

0 0 0 0 1

0 0 0 1 0

0 0 1 0 0

1

CC
CCC
A

0

B
BBBB
@

1 0 0 0 0

0 1 0 0 0

0 0 0 0 1

0 0 0 1 0

0 0 1 0 0

1

C
CCCC
A

�

0

B
BBBB
@

1

2

3

4

5

1

C
CCCC
A

New state:[1 2 5 4 3]T  Gk � xk

2.2 State Transformation Operators

DSTA solves TSP with three efficient operators, which is the foundation of study on
GTSP. All of the three operators, swap, shift, symmetry, belong to Gk .

(1) Swap

.x1; x2; x3; � � � ; xi�1; xi ; xiC1; � � � ; xm�1; xm/

! .x1; xi ; x3; � � � ; xi�1; x2; xiC1; � � � ; xm�1; xm/
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This is an operator to exchange several vertices in the tour and the number
of the vertices to be changed is limited by a parameter ma. With this operator,
the number of edges to be changed is twice as that of vertices to be exchanged.

(2) Shift

.x1; x2; x3; � � � ; xi�1; xi ; xiC1; � � � ; xm�1; xm/

! .x1; x3; � � � ; xi�1; xi ; x2; xiC1; � � � ; xm�1; xm/

This operator first removes a segment of sequence from a given tour and
then inserts this segment into a random position of the remaining sequence.
The length of the removed sequence is restricted to less than mb . Three edges
will be changed through this operator, of which two edges are adjacent and the
last edge is non-adjacent to them.

(3) Symmetry

.x1; x2; � � � ; xi�3; xi�2; xx�1; xi ; xiC1; xxC2; xxC3 � � � ; xm/

! .x1; x2; � � � ; xi�3; xiC2; xxC1; xi ; xi�1; xx�2; xxC3 � � � ; xm/

Symmetry is to choose a vertex in a given tour as center, and then mirror a
small segment on the left side of the center to the opposite side and so does a
small segment on the right side. The length of these small segments is restricted
tomc . For symmetric GTSP, the symmetry operator can change two edges every
time.

(4) Circle
At the final stage of search process, a tour is usually locally optimal, which
indicates that this tour has many similar segments to the global tour; therefore,
the entire sequence can be regarded as the combination of these segments. To
further optimize a tour, we have to change several conjoint vertices in some
segments simultaneously. Considering that the number of changing vertices in
swap or shift is no more than 2, a new operator called circle is proposed here to
enhance the global search ability.

Circle consists of two steps. First, we divide a given tour into two circles
randomly, and then break one of the circles and insert it into another to create a
new complete tour. Effects of this operator can be summarized as follows:

1. One of the circles contains only one vertex (Fig. 1a);
2. Both of the circles contain more than one vertex, and change the connection

at the interfaces of each circle (Fig. 1b);
3. Both of the circles contain more than one vertex, break one of the circles

at its interface and insert it into another from a random position except the
interface (Fig. 1c, d).
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Fig. 1 Effects of circle operator in different cases

4. Both of the circles contain more than one vertex, break one of the circles and
insert it into another. Both of the breaking position and inserting position are
randomly chosen except two interfaces. Figure 1e, f show the results of this
case.

Obviously, circle is much more flexible than the other operators since it
can gain six different kinds of cases.

(5) Cluster optimization (CO)

This is a sole operator to find the best path of given visiting order of clusters.
A tour Œx1;k; x2;k; � � � ; xm;k� with costs W.xk/ will be optimized into a new tour
x

0

k after running CO, here, W.x
0

k/ � W.xk/ and cluster.x
0

k/ D cluster.xk/. In
general, few of visiting orders of clusters will be changed from xk to x

0

k , thus we
only need to optimize a small segment around the changed clusters.

3 K-Neighbor

To improve the global search ability for large-scale problems in limited computa-
tional time, it is necessary to avoid some potential bad search space. In this paper,
the correlation index and relevancy are proposed, where correlation index is used
to assess the correlation of every two clusters and the relevancy is applied to define
K-Neighbor which will guide search direction as heuristic information.
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Definition 1: Let define the distance between the geometric centers of cluster i and
cluster j as di;j , the sum of distance from the geometric centers of cluster i to the
geometric centers of other clusters as di and denote ri;j as the correlation index of
cluster i to cluster j :

ri;j D
1 � di;j

di

n � 1 ; (3)

nX

jD1
ri;j D 1; di D

nX

jD1
di;j :

Definition 2: Given ri;j as the correlation index of cluster i to cluster j and rj;i as
the correlation index of cluster j to cluster i , then the relevancy pi;j of cluster i to
cluster j can be formulated as:

pi;j D ri;j � rj;i
nP

jD1
ri;j � rj;i

: (4)

Calculating each pi;j , we can get a relevancy matrix. The i th row of the relevancy
matrix shows the relevancy of cluster i to other clusters. A big pi;j indicates cluster
i is with high possibility connecting with cluster j . After sorting the relevancy
matrix in descending order by row, the top k clusters in row i will be the K-Neighbor
of cluster i . Using K-Neighbor as heuristic information, the global search ability
can be improved significantly.

4 DSTA for GTSP

To adapt DSTA to GTSP and to make the algorithm more efficient, K-Neighbor
is used as heuristic information to guide the search. Thus, k-shift, k-symmetry,
and k-circle which are all guided by K-Neighbor are included in DSTA. The core
procedure of the DSTA for GTSP can be outlined in pseudocode as follows:

1: repeat
2: [Best; Best�] swap(SE;Best; Best�; ma)
3: [Best; Best�] shift(SE;Best; Best�; mb)
4: [Best; Best�] k-circle(SE;Best; Best�,K-Neighbor)
5: [Best; Best�] k-symmetry(SE;Best; Best�,K-Neighbor)
6: [Best; Best�] k-shift(SE;Best; Best�,K-Neighbor)
7: until the specified termination criterion is met

where SE is the search enforcement, representing the times of transformation by
a certain operator; Best is the best solution from the candidate state set created
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by transformation operators; Best� is the best solution in history. There are five
operators in DSTA to optimize the sequence of clusters. A short cluster optimization
which only optimizes a small segment (no more than five vertices) around the
changed vertices is contained in every transformation operator to find a minimum
path of a given sequence in further. To escape from local minima, a new robust
update mechanism, restore and risk in probability, called double R-Probability
for short, is introduced. Risk in probability is to accept a bad solution with a
probability p1. To ensure the convergence of DSTA, restore in probability p2 is
designed to recover the best solution in history.

5 Computational Results

Instances used in this paper all come from GTSPLIB [14]. The number of clusters
in these instances varies from 30 to 89. Algorithms including DSTA, SA and
ACO are coded in matlab and run on an Intel Core i5 3.10 GHz under Window
XP environment. In order to test the performance of the proposed operators and
approach, DSTA is compared with SA and ACO, and ten runs are carried out for the
experiment. Some statistics are used as follows:

Opt. : the best known solution,
Best: the best solution obtained from the experiment,

avg: the relative error of the average solution,


avg D mean.values/ �Opt:
Opt:

� 100%

tavg: average time consumed.

Results of comparison among DSTA, SA, and ACO are listed in Table 1. In
DSTA, we set k D 8, ma D 2;mb D 1. The initial temperature in SA is 5,000
and the cooling rate is 0.97. In ACO, ˛ D 1, ˇ D 5, � D 0:95, where ˛, ˇ are
used to control the relative weight of pheromone trail and heuristic value, and �
is the pheromone trail decay coefficient. As can be seen from Table 1, DSTA is
superior to SA and ACO in both time consumption and solution quality. The 
avg

of DSTA is very small, which indicates DSTA has good robustness and can obtain
good solutions with high probability. In the ten runs, DSTA obtains the optimal
solution at almost each run for every instance, but SA and ACO seldom find the
Opt. except for 30kroB150. 
avg of SA is smaller than that of ACO because SA
accepts a bad solution with probability which can help it escape from local minima.
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Table 1 Results of comparison for SA, ACO, and DSTA

SA ACO DSTA
Instance Opt. Best 
avg tavg Best 
avg tavg Best 
avg tavg

30kroA150 11,018 11,027 0.16 152 11,331 5.99 104 11,018 0 13

30kroB150 12,196 12,196 0.02 78 12,532 6.02 67 12,196 0.18 18

31pr152 51,576 51,584 1.12 79 51,734 1.60 69 51,576 0 25

32u159 22,664 22,916 1.90 89 24,285 8.68 75 22,664 0.74 33

39rat195 854 857 1.09 198 884 5.86 145 854 0.05 56

40d198 10,557 10,574 0.53 112 11,458 9.31 103 10,557 0.06 74

40kroA200 13,406 13,454 0.62 107 14,687 10.77 99 13,406 1.10 69

40kroB200 13,111 13,117 0.38 108 13,396 8.34 99 13,111 0.20 28

45ts225 68,340 68,401 1.57 325 70,961 5.83 223 68,340 0.66 72

45tsp225 1,612 1,618 1.77 122 1,736 8.15 119 1,612 1.35 88

46pr226 64,007 64,062 2.70 130 66,458 7.51 124 64,007 0 35

53gil262 1,013 1,047 5.24 142 1,148 15.92 148 1,013 1.30 85

53pr264 29,549 29,725 1.87 146 32,388 12.06 150 29,546 0.07 58

60pr299 22,615 23,186 7.00 165 25,296 15.97 184 22,618 2.54 114

64lin318 20,765 21,528 5.73 166 23,365 13.57 199 20,769 2.62 117

80rd400 6,361 6,920 10.36 225 8,036 21.67 299 6,361 2.52 141

84fl417 9,651 10,099 9.95 282 10,122 10.14 345 9,651 0.51 158

88pr439 60,099 66,480 13.13 276 69,271 16.14 368 60,099 2.95 156

89pcb442 21,657 23,811 11.15 253 26,233 19.48 376 21,664 3.80 163

6 Conclusions

We added a new operator and heuristic information to DSTA to solve GTSP.
K-Neighbor can guide the search direction, in a way to ignore all possible con-
nections among vertices. A flexible operator k-circle is guided by the K-Neighbor,
which can change random segments freely in a tour. Double R-Possibility is helpful
to escape from local minima. It accepts a bad solution with a probability p1 and
restore the history best with another probability p2. All these strategies contribute
to improving the performance of the DSTA.
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Canonical Dual Approach for Minimizing
a Nonconvex Quadratic Function over a Sphere

Yi Chen and David Y. Gao

Abstract In this paper, we study global optimal solutions of minimizing a non-
convex quadratic function subject to a sphere constraint. The main challenge is
to solve the problem when it has multiple global solutions on the boundary of
the sphere, which is called hard case. By canonical duality theory, a concave
maximization problem is formulated, which is one-dimensional and without duality
gaps to the primal problem. Then sufficient and necessary conditions are provided to
identify whether the problem is in the hard case or not. A perturbation method and
associated algorithms are proposed to solve hard-case problems. Theoretical results
and methods are verified by numerical examples.

Keywords Global optimization • Quadratic minimization problems • Canonical
duality theory • Trust region subproblem

Mathematics Subject Classification (2010): 90C20, 90C26, 90C46

1 Introduction

In mathematical programming, the problem of minimizing a nonconvex quadratic
function over a sphere constraint is known as the trust region subproblem, which
arises in trust region methods [1, 2]. Here, we formulate it as

.P/ minfP.x/ D xTQx � 2f Tx j x 2 Xag (1)

where the given matrix Q 2 R
n�n is assumed to be symmetric, f 2 R

n is a given
vector, and the feasible region is defined as

Xa D fx 2 R
n j kxk � rg ; (2)
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in which r is a positive real number and kxk D kxk2 represents `2 norm in R
n. In

literatures, two types of similar problems are also discussed: one considers a general
quadratic constraint, i.e. the convexity is removed [3, 4]; the other one is equipped
with a two-sided (lower and upper bound) quadratic constraint [5, 6].

It is proved that the problem (P) possesses hidden convexity, i.e. it is actually
equivalent to a convex optimization problem [5]. Thus, if the vector Nx is a solution
of (P), there exists a Lagrange multiplier N� such that besides the KKT conditions

.QC N�I/ Nx D f ; k Nxk � r; N� � 0; N�.k Nxk � r/ D 0; (3)

we also have [7]

QC N�I � 0; (4)

which demonstrates the hidden convexity. If we let �1 be the smallest eigenvalue of
the matrix Q, from conditions (3) and (4), it is true that N� � maxf0;��1g. If the
problem (P) has no solution on the boundary of Xa, then Q must be positive definite
and kQ�1f k < r , which leads to N� D 0. While if (P) has a solution on the bound-
ary of Xa and .QC N�I/ � 0, we have k.QC N�I/�1f k D r . In this case, the multi-
plier N� can be easily found. However, if the solution Nx is located on the boundary of
Xa and det.QC N�I/ D 0, this situation is the so-called hard case (see [8]), which
leads to numerical difficulties [9–13]. As pointed in [9,12–14], the hard case always
implies that f is perpendicular to the subspace generated by all the eigenvectors
corresponding to �1. We will show by Theorem 3 in this paper that this condition
is only a necessary condition for the hard case. Many methods have been proposed
for solving this spherical constrained quadratic minimization problem, especially
focusing on the hard case. They include Newton type methods [8, 15], methods
recasting the problem in terms of a parameterized eigenvalue problem [12, 13],
methods sequential searching Krylov subspaces [14,16], semidefinite programming
methods [9, 11], and the D.C. (difference of convex functions) method [17].

The canonical duality theory was developed from Gao and Strang’s original
work [18] for solving the nonconvex/nonsmooth variational problems. It is a
powerful methodological theory which has been used successfully for solving a
large class of difficult problems (nonconvex, nonsmooth or discrete) in global
optimization (see [19, 20]) within a unified framework. This theory is mainly
comprised of (1) a canonical dual transformation, which can be used to reformulate
nonconvex/discrete problems from different systems as a unified canonical dual
problem without duality gaps; (2) a complementary-dual principle, which provides
a unified analytical solution form in terms of the canonical dual variable; and (3) a
triality theory, which can be used to identify both global and local extrema.

The goal of this paper is to apply the canonical dual approach to find global
solutions for the problem (P), especially when it is in the hard case. We first show
in the next section that the canonical dual problem is canonically (i.e., perfectly)
dual to .P/ in the sense that both problems have the same set of KKT solutions.
Then sufficient and necessary conditions are provided for identifying global optimal
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solutions. In Sect. 3, a perturbation method is proposed for problems in the hard
case. Numerical results are presented in Sect. 4. The paper is ended with some
conclusion remarks.

2 Canonical Dual Problem

Let Sa D f� 2 R j � � 0; detG .�/ ¤ 0 g, where G .�/ D QC �I . The canonical
dual function P d W Sa ! R is defined by

P d.�/ D �f TG .�/�1f � r2�; (5)

and the stationary canonical dual problem [21] is defined by

stafP d.�/ j � 2 Sag: (6)

Theorem 1 (Analytical Solution and Complementary-Dual Principle [20, 22]).
The problem (6) is canonically dual to the problem (P) in the sense that if N� 2 Sa
is a critical point of P d.�/, then Nx D G a. N�/�1f is a KKT point of the primal
problem (P), and we have P. Nx/ D P d. N�/.

Here, we focus the discussion on global optimal solutions and define the
canonical dual problem to .P/ as the following maximization problem:

.Pd / maxfP d.�/ j � 2 SC
a g; (7)

where SC
a D f� 2 Sa j G .�/ � 0g.

Theorem 2 (Global Optimality Condition [20, 22]). If N� 2 SC
a is a critical

point of P d.�/, then N� is a global maximal solution of the problem (Pd ) and
Nx D G . N�/�1f is a global minimal solution of the primal problem (P), i.e.
P. Nx/ D minx2Xa P.x/ D max

�2SC

a
P d .�/ D P d. N�/.

According to the triality theorem [22, 23], the global optimality condition is
called canonical min–max duality. Similar results are also discussed by Corollary
5.3 in [6] and Theorem 1 in [11].

By the symmetry of the matrix Q, there exist diagonal matrix ƒ and orthogonal
matrix U such that Q D UƒU T . The diagonal entities of ƒ are the eigenvalues of
the matrix Q and are arranged in nondecreasing order, �1 D � � � D �k < �kC1 �
� � � � �n: The columns of U are corresponding eigenvectors. Let Of D U Tf .

Theorem 3 (Existence Conditions [24]). Suppose that for any given symmetric
matrix Q 2 R

n�n and vector f 2 R
n, �i and Ofi are defined as above. The canonical

dual problem .Pd / has a unique solution N� 2 .��1;C1/ if and only if either
Pk

iD1 Of 2
i ¤ 0 or

Pn
iDkC1

Of 2i
.�i��1/2 > r2. If �1 � 0, Nx D G . N�/�1f is a unique
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global solution of the problem (P). Moreover, given that (Pd ) has no solutions in
.��1;C1/, the problem .P/ has exactly two global solutions if the multiplicity of
�1 is k D 1 and infinite number of solutions if k > 1.

Generally speaking, the case that the canonical dual problem .Pd / has no critical
point in SC

a does not imply that the problem .P/ is in the hard case. For example,
if �1 > 0, i.e. the matrix Q is positive definite, .Pd / may have no critical point in
SC
a D Œ0;C1/. But, the matrix G is not singular and therefore, the problem is not

in the hard case. If �1 � 0, the hard case of .P/ is equivalent to that .Pd / has no
critical point in SC

a D .��1;C1/. In this case, P d.��1/ D supfP d.�/j � 2 SC
a g.

The theorem can also be stated equivalently as: If �1 � 0, the nonconvex problem

.P/ is in the hard case if and only if
Pk

iD1 Of 2
i D 0 and

Pn
iDkC1

Of 2i
.�i��1/2 � r2.

The first condition indicates that a problem could be in the hard case only when
the coefficient f is perpendicular to the subspace generated by eigenvectors of the
smallest eigenvalue. The second one adds that if the norm of f is relative small,
comparing to the radius r and differences between the smallest eigenvalue and all
other eigenvalues, the hard case would happen.

3 Perturbation Methods

In order to reinforce the existence conditions, a perturbation
Pk

iD1 ˛iU i to f with
parameters ˛ D f˛igkiD1 ¤ 0 is introduced. Let p D f CPk

iD1 ˛iU i and Op D
U Tp. The perturbed problem is

.P˛/ minfP˛.x/ D xTQx � 2pTx j x 2 Xag: (8)

It is true that the existence condition,
Pk

iD1 Op2i ¤ 0, holds for the perturbed problem.

Theorem 4. [24] Suppose that �1 � 0, there is no critical point of P d.�/ in SC
a ,

and Nx� is the optimal solution of the problem (P˛). Then, there is a global solution
of the problem (P), denoted as Nx, which is on the boundary of Xa and, for any " > 0,
if the parameter ˛ satisfies

k˛k2 � .�2 � �1/2
 

r2 �
nX

iDkC1

Of 2
i

.�i � �1/2
!

.1=
p
2.1 � cos."=r// � 1/�2; (9)

we have k Nx� � Nxk � ".
Actually, if the perturbation parameter ˛ is properly chosen, each solution of

the problem (P) can be approximated. When the multiplicity of �1 is equal to
one, as stated in Theorem 3, there are exactly two global solutions. In this case,
˛ becomes a scalar and has exactly two possible directions, which are mutual
opposite and, respectively, lead to the two global solutions. For general cases, there
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may be infinite number of global solutions for the problem (P), and we can show
that between solutions of the problem (P) and directions of ˛ there is a one-to-one
correspondence [24].

4 Numerical Results

Based on the perturbation method discussed in the previous section, a canonical
primal-dual algorithm is developed [24], which is matrix inverse free and the
essential cost of calculation is only the matrix-vector multiplication.

One hundred examples are randomly generated, containing 50 examples of the
general case and 50 examples of the hard case. Both cases have ten examples for
dimensions of 500, 1,000, 2,000, 3,000, and 5,000. All elements of the coefficients,
Q, f and r , are integer numbers in Œ�100; 100�. For each example of the hard
case, in order to make f can be easily chosen, we use a matrix Q of whom
the multiplicity of the smallest eigenvalue is equal to one. Then, the vector f

is constructed such that it is perpendicular to the eigenvector of the smallest
eigenvalue, and a proper radius r is selected such that the existence conditions are
violated.

For the hard case, a perturbation ˛U 1 is added to the vector f , where U 1 is
the eigenvector of the smallest eigenvalue, and two values of ˛, 1e�3 and 1e�4,
are tried. The algorithm is implemented on Matlab 7.13, which was runned in the
platform with a Linux 64-bit system and a quad-core CPU.

Results are shown in Tables 1, 2, 3, and 4, and they contain the number of
examples which are successfully solved (Succ.Solv.), the distance of the optimal
solution to the boundary of the sphere (Dist.Boun.), the number of iterations in
Algorithm: Main (Numb.Iter.) and the running time (in second) of the algorithm
(Runn.Time). The values in the columns of Dist.Boun., Numb.Iter. and Runn.Time
are averages of the examples successfully solved. We compare the results of the
algorithm adopting “left division” and that of the algorithm adopting “quadprog” in
the same table, where LD denotes “left division” and QP denotes “quadprog.”

We can see that the examples are solved very accurately with error allowance
being less than 1e-09. The failure in solving some examples is due to “left division”

Table 1 General case and ˛ D 1e � 3

Succ.Solv. Dist.Boun. Numb.Iter. Runn.Time.
Dim LD QP LD QP LD QP LD QP

500 10 10 4:716e�09 5:245e�09 28:9 28:6 0:53 1:29

1,000 10 10 4:261e�09 3:974e�09 27:1 27:5 1:67 6:25

2,000 10 10 3:211e�09 3:822e�09 28:2 27:8 6:52 15:23

3,000 10 10 5:674e�09 5:221e�09 26:1 26:4 20:90 72:43

5,000 10 10 5:422e�09 3:873e�09 28:6 28:5 71:68 170:34
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Table 2 General case and ˛ D 1e � 4

Succ.Solv. Dist.Boun. Numb.Iter. Runn.Time.
Dim LD QP LD QP LD QP LD QP

500 10 10 4:532e�09 4:464e�09 28:9 28:9 0:43 1:16

1,000 10 10 3:849e�09 5:931e�09 27:4 27:1 1:47 6:08

2,000 10 10 2:648e�09 2:872e�09 27:9 28:5 6:26 15:82

3,000 10 10 5:299e�09 5:137e�09 26:2 26:2 20:15 73:60

5,000 10 10 3:188e�09 4:005e�09 28:7 28:5 65:71 171:92

Table 3 Hard case and ˛ D 1e � 3

Succ.Solv. Dist.Boun. Numb.Iter. Runn.Time.
Dim LD QP LD QP LD QP LD QP

500 10 10 4:340e�09 6:297e�09 36:0 34:9 0:48 1:11

1,000 10 10 4:253e�09 4:904e�09 34:6 34:9 1:54 3:54

2,000 10 10 2:808e�09 4:255e�09 35:9 35:8 7:15 15:11

3,000 9 10 5:479e�09 4:466e�09 34:0 35:0 19:41 36:01

5,000 10 10 3:755e�09 4:705e�09 35:2 35:5 74:79 121:41

Table 4 Hard case and ˛ D 1e � 4

Succ.Solv. Dist.Boun. Numb.Iter. Runn.Time.
Dim LD QP LD QP LD QP LD QP

500 7 9 2:503e�09 4:488e�09 39:6 40:6 0:51 1:36

1,000 9 9 3:148e�09 4:482e�09 37:4 38:3 1:56 3:81

2,000 5 9 8:668e�09 5:785e�09 38:6 42:6 7:36 17:95

3,000 5 10 6:003e�09 3:997e�09 38:4 40:6 20:43 41:06

5,000 8 10 4:748e�09 2:814e�09 37:8 38:8 72:72 131:51

and “quadprog” being unable to handle very nearly singular matrices. For general
cases, all the examples can be solved within no more than 30 iterations, while
for hard cases, the number of iterations is around 40. From the running time, we
notice that our method is capable to handle very large problems in reasonable time.
The algorithms using “left division” and “quadprog” have similar performances in
the accuracy and the number of iterations. The one using “left division” needs much
less time than that of the one using “quadprog”, but “quadprog” is able to solve
more examples successfully.

5 Conclusion Remarks

We have presented a detailed study on the quadratic minimization problem with
a sphere constraint. By the canonical duality, this nonconvex optimization is
equivalent to a concave maximization dual problem over a convex domain SC

a ,
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which is true also for many other global optimization problems (see [25–31]). Based
on this canonical dual problem, sufficient and necessary conditions are obtained for
both general and hard cases. In order to solve hard-case problems, a perturbation
method and the associated algorithm are proposed. Numerical results demonstrate
that the proposed approach is able to handle the problem effectively. Combining
with the trust region method, the results presented in this paper can be used to solve
general global optimizations.
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Application of Canonical Duality Theory
to Fixed Point Problem

Ning Ruan and David Yang Gao

Abstract In this paper, we study general fixed point problem. We first rewrite
the original problem in the canonical framework. Then, we proposed a canonical
transformation of this problem, which leads to a convex differentiable dual problem
and new iteration method. An illustrative example is presented.

Keywords Fixed point problem • Double well function • Canonical duality
theory

1 Problems and Motivations

The fixed point problem [1–3] is a well-established subject in the area of nonlinear
analysis. There are different kinds of iterative methods for solving these kinds of
problems [4, 5]. In this paper, we will discuss a new approach based on duality
principle. The mathematical formulation of the general problem is

.P0/ Ax D F.x; �/; (1)

where x D fxig 2 R
n is an unknown vector, A D faij g 2 R

n�n is a symmetric
positive definite matrix, and � is a given constant.

Problem .P0/ has many applications. In many fields, equilibria or stability are
fundamental concepts that can be described in terms of fixed points. For example, in
economics, a Nash equilibrium of a game is a fixed point of the game’s best response
correspondence. The general form of equilibrium problem was first considered by
Nikaido and Isoda in 1955 as an auxiliary problem to establish existence results for
Nash equilibrium points in non-cooperative games [6–9].

If x D Ax, then

xkC1 D F.xk; �/; (2)

where k denotes the number of iteration.
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If we assume

F.x; �/ D rW.x; �/ � f; (3)

it is equal to solve the following problem:

.P/ min P.x/ D W.x; �/ � hf; xi � 1
2

xT Ax

s:t: x 2 R
n;

where

W.x; �/ D 1

2
˛.
1

2
kBxk2 � �/2; (4)

and f D ffig 2 R
n is a given vector, B D fbij g 2 R

n�n is a symmetric matrix, ˛ is
also a given constant. The traditional methods for solving these kinds of problems
are mainly by iteration. Since

rW.x; �/ D ˛.1
2
kBxk2 � �/.BTBx/; (5)

combined with (2) and (3), we have

xkC1 D ˛.1
2
kBxkk2 � �/.BTBxk/ � f: (6)

Therefore, given an initial point, after several times of iteration, the convergent point
is the fixed point of the function F.x; �/.

Due to the nonconvexity of function W.x; �/, during the period of iteration, it
may produce the chaotic phenomenon [10, 11]. In order to deal with such problem,
we introduce the canonical duality theory. This theory has been used for solving
a large class of nonlinear systems. The purpose of this paper is to illustrate the
application of the canonical duality theory for solving the problem .P0/. In the
next section, we will show how to use the canonical transformation to convert
the equivalent nonconvex optimization problem into a canonical dual problem. In
Sect. 3, we improve the canonical dual problem and find new iteration method.
In Sect. 4, an illustrative application is given to show the efficiency of the theory.
Finally, in Sect. 5, concluding remarks are provided.

2 Standard Canonical Dual Problem

Following the standard procedure of the canonical dual transformation, we introduce
a quadratic geometric measure

� , ƒ.x/ D 1

2
kBxk2 2 R: (7)
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For the sake of convenience, we letW.x/ D W.x; �/. Thus, the nonconvex function
W.x/ can be written in the canonical form

W.x/ D V.ƒ.x//; (8)

where V.�/ D 1
2
˛.� � �/2, i.e., the duality relation

� D @V.�/

@�
D ˛.� � �/ 2 R (9)

is invertible for any given � 2 R. Thus .�; �/ forms a canonical duality pair on R�R
(see [12]) and the Legendre conjugate V � can be uniquely defined by

V �.�/ D sta�2Rf�� � V.�/g D 1

2˛
�2 C ��; (10)

where stafg denotes finding the stationary point of the statement in fg.
Replacing W.x/ D V.ƒ.x// by ƒ.x/� � V �.�/, the total complementary

function [12, 13] can be defined as

„.x; �/ D ƒ.x/� � V �.�/ � hf; xi � 1
2
hx; Axi

D 1

2
xT G.�/x � hf; xi � �� � 1

2˛
�2;

where

G.�/ D �BTB � A; (11)

For a fixed � , the criticality condition rx„.x; �/ D 0 leads to the following
canonical equilibrium equation:

G.�/x D f: (12)

On the canonical dual feasible space Sa � R defined by

S C
a D f� 2 Rj � > �˛�; G.�/ � 0g; (13)

the solution of the canonical equilibrium equation can be uniquely determined as
x D G�1.�/f: Substituting this result into the total complementary function „, the
canonical dual problem can be finally formulated as

.Pd / max P d.� / D �1
2

fT G�1.�/f � �� � 1

2˛
�2

s:t: � 2 S C
a :
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3 Advanced Canonical Dual Problem
and New Iteration Method

Following the same idea of canonical duality theory, we develop a new iteration
method. Since matrix A is positive definite, there exists a unique matrixD such that
A D DTD. We then introduce a quadratic geometrical measure

� D ƒ.x/ D .Dx;
1

2
kBxk2/ D .v; �/ 2 R

n � R: (14)

Thus, the nonconvex functionW.x/� 1
2
hx; Axi can be written in the canonical form

W.x/ � 1
2
hx; Axi D V.ƒ.x//; (15)

where V.�/ D V.v; �/ D 1
2
˛.� � �/2 � 1

2
v2, i.e., the duality relation

& D @V.v; �/
@�

D .�v; ˛.� � �// D .�; �/ 2 R
n � R (16)

is invertible for any given � 2 R
n � R. Thus .�;&/ forms a canonical duality pair

and the Legendre conjugate V � can be uniquely defined by

V �.&/ D sta�2Rn�Rf�T & � V.�/g

D stav2Rnfv� � .�1
2

v2/g C sta�2Rf�� � 1
2
˛.� � �/2g

D �1
2

�2 C 1

2˛
�2 C ��;

Replacing V.ƒ.x// byƒ.x/&�V �.&/, the total complementary function can be
defined as

„.x;�; �/ D 1

2
xT �BTBx � .f �DT �/x � 1

2˛
�2 � �� C 1

2
�T �:

For a fixed &, the criticality condition @x„.x;�; �/ D 0 leads to the following
canonical equilibrium equation:

�BTBx � .f �DT �/ D 0: (17)

On the canonical dual feasible space S C
a � R

n � R, the solution of the canonical
equilibrium equation can be uniquely determined as x D 1

�
.BT B/�1.f � DT �/.

Substituting this result into the total complementary function „, the canonical dual
problem can be finally formulated as
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.Pd / Max Pd .�; �/ D � 1

2�
.f �DT �/T .BT B/�1.f �DT �/ � 1

2˛
�2 � �� C 1

2
�T �

s:t: & 2 S C
a :

Since � D �v D �Dx, by @�P d D 0, we have

.
�

˛
C �/�2 D 1

2
.fC Ax/T .BT B/�1.fC Ax/:

Considering (2), it is easy to find the following iteration equation

xkC1 D �.xk/.BT Bxk/ � f:

4 Applications

We now use an example to illustrate the applications of the theory presented in
this paper.

.Pd / min P.x/ D 1

2
˛.
1

2
.b11x

2
1 C b22x22/ � �/2 � f1x1 � f2x2 � a11x21 � a22x22

s:t: x 2 R
n:

On the dual feasible space

Sa D f� 2 Rj � > �˛�; � ¤ 0g;

the canonical dual problem has the form of

P d.�/ D �1
2
Œf1 f2�


1
�

1
�

� 
f1
f2

�
� �� � 1

2
�2:

We let

A D B D

1 0

0 1

�
; f D Œ0:3; �0:5�T ; ˛ D 1; � D 1:5; (18)

the dual problem has three critical points (see Fig. 1):

N�3 D �1:47218 < N�2 D 0:723493 < N�1 D 1:24869:

Since N�1 2 S C
a , by the canonical duality theory, we know that

Nx1 D Œ1:20631;�2:01052�T
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Fig. 2 Graph of P.x/ (left); contours of P.x/ (right) for Example 1

is a global minimizer (see Fig. 2). And we have

P.Nx1/ D �3:33623 D P d. N�1/:

5 Conclusions

We have presented a detailed application of the canonical duality theory to the
general fixed point problems. This type of problems arises in many real-world
applications. Using the canonical dual transformation, the canonical dual problem
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was formulated with zero duality gap. Application shows that the n-dimensional
nonconvex problem .P/ can be reformulated as a one-dimensional concave
maximization dual problem .Pd / on S C

a , which can be solved more easily.
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Solving Facility Location Problem Based
on Duality Approach

Ning Ruan

Abstract The facility location problem is one of the most widely studied discrete
location problems, whose applications arise in a variety of settings, such as routers
or servers in a communication network, warehouses or distribution centres in a
supply chain, hospitals or airports in a public service system. The problem involves
locating a number of facilities to minimize the sum of the fixed setup costs and
the variable costs of serving the market demand from these facilities. First a dual
problem is developed for the facility location problem. Then general optimality
conditions are also obtained, which generate sequences globally converging to a
primal and dual solutions, respectively.

Keywords Facility location • Integer programming • Canonical duality theory

1 Introduction

Many economical decision problems concern selecting and placing certain facilities
to serve given demands. Examples are manufacturing plants, storage facilities,
depots, warehouse, fire station, and hospital, etc. [1–4].

The most widely studied model in discrete facility location is the so-called
uncapacitated facility location problem (UFLP), which involves locating an unde-
termined number of facilities to minimize the sum of the fixed setup costs and the
variable costs of serving the market demand from these facilities [5–7].

Let I denote the set of m customer zones, indexed by i , and J denote the set
of n potential facility locations, indexed by j . The (UFLP) has two sets of decision
variables:

1. xij : binary variables that assume a value of 1, if assignment of customer i to
facility j , and 0 otherwise;

2. yj : binary variables that assume a value of 1, if a facility is to be established at
location j , and 0 otherwise.
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The cost data is represented by the following notation:

1. cij : the total capacity, production and distribution cost of supplying all of
customer zone i ’s demand by a facility at location j ;

2. fj : the fixed charge of establishing a facility at location j .

The variable cost cij are assumed to be linear functions of the quantities produced
and shipped at each facility. The problem (UFLP) can be formulated as [8–10]:

.P0/ min P.x; y/ D
X

i2I;j2J
cij xij C

X

j2J
fj yj (1)

s:t:
X

j2J
xij D 1;8i 2 I; (2)

xij � yj ;8i 2 I; j 2 J; (3)

xij 2 f0; 1g;8i 2 I; j 2 J;
yj 2 f0; 1g;8j 2 J:

The objective function (1) represents the total costs, whereas constraints (2) ensure
that each customer is assigned to exactly one site. Constraints (3) guarantee that
customer demand can be produced and shipped only from the locations where a
facility is established, i.e., if yj D 1.

The location of facilities to serve clients at minimum cost has been one of the
most studied themes in the field of operations research. Before 1978, the best-known
approaches for solving the UFLP were the implicit enumeration technique and the
branch-and-bound algorithm, which is developed by Efroymson and Ray. Then,
Thenm Khumawala developed efficient branching and separation strategies for the
branch-and-bound algorithm. Erlenkotter used one kind of formulation, which is
known to often produce natural integer solutions. Also Erlenkotter combined simple
dual heuristics in a branch-and-bound framework. There are also a lot of works
regarding approximate solutions for the problem [11, 12].

In this paper we present a generalized canonical duality theory for solving these
challenging problems. Canonical duality theory [13] developed from nonconvex
analysis and global optimization. It is a potentially powerful methodology, which
has been used successfully for solving a large class of challenging problems
in biology, network communications, and engineering. The rest of the paper
is arranged as follows. In Sect. 2, we reformulated the original problem in the
canonical framework. In Sect. 3, we demonstrate how to rewrite the primal problems
as a dual problem by using the canonical dual transformation. In Sect. 4, we show
that the obtained formulation is canonical dual to the original problems. The last
section finishes with conclusions.
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2 Problem Reformulation

In order to use canonical dual transformation, we firstly rewrite the x, c into the
vector form:

x D Œx11; � � � ; x1n; � � � ; xm1; � � � ; xmn�T ;
c D Œc11; � � � ; c1n; � � � ; cm1; � � � ; cmn�T :

Let

A D

2

666
4

1 � � � 1 0 � � � 0 � � � 0 � � � 0
0 � � � 0 1 � � � 1 � � � 0 � � � 0
:::
: : :

:::
:::
: : :

:::
: : :

:::
: : :

:::

0 � � � 0 0 � � � 0 � � � 1 � � � 1

3

777
5
;

D D

2

6
4

In�n
:::

In�n

3

7
5 ;

where In�n is an identity matrix, and there are m block matrices In�n in matrix D.

e D Œ1; � � � ; 1�T

and matrix B 2 R
.mn/�.mn/ is an identify matrix. By the fact that x ı x D x, original

problem can be reformulated as

.P/ min P.x; y/ D 1

2
xTDiag .2c/xC fT y (4)

s:t: Ax D e; (5)

Bx �Dy � 0; (6)

x ı .x � e/ D 0; (7)

y ı .y � e/ D 0; (8)

x 2 R
mn; y 2 R

n; (9)

where the notation s ı t WD .s1t1; s2t2; � � � ; sntn/ denotes the Hadamard product for
any two vectors s; t 2 R

n. Let Z be the primal feasible space.

Z D f.x; y/ 2 R
mnCnjAx D e; Bx �Dy � 0; x ı .x � e/ D 0; y ı .y � e/ D 0g:
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3 Canonical Dual Transformation

In order to apply the canonical duality theory to solve this problem, we need to
choose the following geometrically nonlinear operator. Define

� D 	.x; y/ D Œ.Ax � e/T ; .Bx �Dy/T ; .x ı .x � e//T ; .y ı .y � e//T �T

D Œ.�/T ; .�/T ; .ı/T ; .�/T �T :
Clearly, this is a nonlinear mapping. The canonical function associated with this
geometrical operator is

V.�/ D
�
0 if � D 0; � � 0; ı D 0; � D 0;
C1 otherwise:

Let U.x; y/ D � 1
2
xTDiag .2c/x � fT y, primal problem can be rewritten in the

canonical form:

P.x; y/ D V.	.x; y// � U.x; y/:
Define ˇ D Œ.� /T ; .&/T ; .�/T ; .�/T �T 2 R

.2mC1/�nCm be the canonical dual
variable corresponding to �. The couple .�;ˇ/ forms a canonical duality pair with
the Fenchel conjugate of the function V ].ˇ/ defined by

V ].ˇ/ D supf�Tˇ � V.�/ W � 2 Z g

D
�
0 if � > 0; & � 0; � > 0; � > 0;

C1 otherwise:

By considering that V.�/ D �Tˇ � V ].ˇ/, the total complementarity function can
be defined by

„.x; y;ˇ/ D 1

2
xTG1.�/x � F T

1 .� ;&;�/xC
1

2
yTG2.�/y � F T

2 .&;�/y � � T e:

By the criticality condition, we obtain

G1.�/x D F1.� ;&;�/;G2.�/y D F2.&;�/;

where

G1.�/ D 2Diag .cC �/;G2.�/ D 2Diag .�/;

F1.� ;&;�/ D � � BT & � AT � ;F2.&;�/ D �CDT & � f:

Therefore,

x D G�1
1 .�/F1.� ;&;�/; (10)

y D G�1
2 .�/F2.&;�/: (11)
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Thus, the canonical dual problem can be formulated as the following:

.Pd / max P d.ˇ/ D P d.� ;&;�;�/ D �1
2

FT1 .� ;&;�/G
�1
1 .�/F1.� ;&;�/

�1
2

FT2 .&;�/G
�1
2 .�/F2.&;�/ � � T e

s:t: ˇ D .� ;&;�;�/ 2 Sa;

where dual feasible space is

Sa D fˇ D .� ;&;�;�/ 2 R
.2mC1/�nCmj � ¤ 0; & � 0; � ¤ 0; � ¤ 0g:

4 Optimality Criterion

Theorem 1 (Complementary-Dual Principle). The problem .Pd / is canonically
dual to the primal problem .P/ in the sense that . N� ; N&; N�; N�/ is a KKT point of
P d.� ;&;�;�/ over Sa if and only if .Nx; Ny/ is a KKT point of .P/, with

ıx�.x; y; � ;&;�;�/ D 0; ıy�.x; y; � ;&;�;�/ D 0:
Furthermore, the following relation holds:

P.Nx; Ny/ D �.Nx; Ny; N� ; N&; N�; N�/ D P d. N� ; N&; N�; N�/:

Proof. By introducing the Lagrange multiplier vectors � 2 R
m, � � 0 2 R

mn,
ı 2 R

mn, and � 2 R
n to relax the constraints, the Lagrangian function associated

with the dual function P d.� ;&;�;�/ becomes

L.�;�; ı;�; � ;&;�;�/ D P d.� ;&;�;�/ � �T � � �T & � ıT � � �T�:

Then, in terms of x D G�1
1 .�/F1.� ;&;�/ and y D G�1

2 .�/F2.&;�/, the KKT
conditions of the dual problem become

@L.�;�; ı;�; � ;&;�;�/

@�
D Ax � e � � D 0;

@L.�;�; ı;�; � ;&;�;�/

@&
D Bx �Dy � � D 0;

@L.�;�; ı;�; � ;&;�;�/

@�
D x ı .x � e/ � ı D 0;

@L.�;�; ı;�; � ;&;�;�/

@�
D y ı .y � e/ � � D 0;

& � 0; � � 0;&T� D 0I � ¤ 0; � D 0I� ¤ 0; ı D 0I� ¤ 0; � D 0:
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They can be written as:

Ax � e D 0; (12)

Bx �Dy � 0; (13)

x ı .x � e/ D 0; (14)

y ı .y � e/ D 0; (15)

� ¤ 0; Ax � e D 0; (16)

& � 0; Bx �Dy � 0; (17)

� ¤ 0; x ı .x � e/ D 0; (18)

� ¤ 0; y ı .y � e/ D 0: (19)

This proves that if . N� ; N&; N�; N�/ is a KKT solution of .Pd /, then (12)–(15) are the
so-called primal feasibility conditions, while (16) and (17) are the so-called dual
feasibility conditions and dual complementary conditions. Therefore, the vector
.Nx; Ny/ is a KKT solution of Problem .P/.

Again, by the complementary conditions and (10) and (11), we have

P d.� ;&;�;�/ D �1
2

FT1 .� ;&;�/G
�1
1 .�/F1.� ;&;�/

�1
2

FT2 .&;�/G
�1
2 .�/F2.&;�/ � � T e

D 1

2
xTDiag .2c/xC fT yC � T .Ax � e/C &T .Bx �Dy/

C�T .x ı .x � e//C �T .y ı .y � e//

D 1

2
xTDiag .2c/xC fT y D P.x; y/:

Therefore, the theorem is proved. ut
Theorem 1 shows that if .Nx; Ny/ is a KKT point of the primal problem .P/ if and

only if the associated . N� ; N&; N�; N�/ is a KKT point of its canonical dual. Furthermore,
they have the same optimal function value. Thus, there is no duality gap between
the primal problem .P/ and its canonical dual .Pd /.

In order to identify the global minimizer of .P/, we introduce

S C
a D fˇ D .� ;&;�;�/ 2 Sa j G1.�/ � 0;G2.�/ � 0g ;

then, we have the following theorem.

Theorem 2 (Global Optimality Condition). Suppose that . N� ; N&; N�; N�/ is a crit-
ical point of P d.� ;&;�;�/. If . N� ; N&; N�; N�/ 2 S C

a , then . N� ; N&; N�; N�/ is a global
maximizer of P d.� ;&;�;�/ and .Nx; Ny/ defined by
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Nx D G�1
1 . N�/F1. N� ; N&; N�/;

Ny D G�1
2 . N�/F2. N&; N�/

is a global minimizer of P.x; y/ on Z , i.e.,

P.Nx; Ny/ D min
.x;y/2Z P.x; y/ D max

.� ;&;�;�/2S C

a

P d .� ;&;�;�/ D P d. N� ; N&; N�; N�/:

Proof. On S C
a , both G1.�/ and G2.�/ are positive semi-definite. Their inverse are

also positive semi-definite. Therefore, the canonical dual function P d.� ;&;�;�/ is
concave on S C

a . Thus, a KKT point .� ;&;�;�/ 2 S C
a must be a global maximizer

of P d.� ;&;�;�/ on S C
a . For any given .� ;&;�;�/ 2 S C

a , the complementary
function„.x; y; � ;&;�;�/ is convex in x, y and concave in .� ;&;�;�/, the critical
point .x; y; � ;&;�;�/ is a saddle point of the complementary function. More
specifically, we have

P d . Ň/ D max
ˇ2S C

a

P d .ˇ/

D max
ˇ2S C

a

min
.x;y/2Z

„.x; y;ˇ/ D min
.x;y/2Z

max
ˇ2S C

a

„.x; y;ˇ/

D min
.x;y/2Z

max
ˇ2S C

a

�
1

2
xTG1.�/x � F T

1 .� ;&;�/xC
1

2
yTG2.�/y � F T

2 .&;�/y � � T e
�

D min
.x;y/2Z

max
ˇ2S C

a

�
1

2
xTDiag .2c/xC fT yC � T .Ax � e/C &T .Bx �Dy/

C�T .x ı .x � e//C �T .y ı .y � e//
�

D min
.x;y/2Z

max
ˇ2S C

a

f1
2

xTDiag .2c/xC fT yC ˇT �g

D min
.x;y/2Z

max
ˇ2S C

a

f1
2

xTDiag .2c/xC fT yC ˇT � � V ].ˇ/g

D min
.x;y/2Z

f1
2

xTDiag .2c/xC fT yg C max
ˇ2S C

a

f�Tˇ � V ].ˇ/g

D min
.x;y/2Z

f1
2

xTDiag .2c/xC fT yg

D min
.x;y/2Z

P.x; y/ D P.Nx; Ny/:

This completes the proof. ut
Theorem 2 provides a sufficient condition for a global minimizer of the primal

problem .P/.
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5 Conclusion

Facility location problems have received much interest in the past 40 years.
Most of them are motivated from various practical applications. In this paper, we
concentrated on simple model and try to solve it in the elegant way. By using the
canonical dual transformation, the integer programming problem can be converted
into a continuous canonical dual problem with zero duality gap. The analytical
solutions are also obtained.
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Duality Method in the Exact Controllability
of Hyperbolic Electromagnetic Equations

Xiaojun Lu, Ziheng Tu, and Xiaoxing Liu

Abstract In this paper, we address the exact controllability problem for the
hyperbolic electromagnetic equation, which plays an important role in the research
of quantum mechanics. Typical techniques such as Hamiltonian induced Hilbert
spaces and pseudodifferential operators are introduced. By choosing appropriate
multipliers, we proved the observability inequality with sharp constants. In particu-
lar, a genuine compactness-uniqueness argument is applied to obtain the minimal
time. In the final analysis, a suitable boundary control is constructed by the
systematic Hilbert Uniqueness Method introduced by J.L. Lions. Compared with
the micro-local discussion in Bardos et al. (SIAM J Control Optim 30:1024–1065,
1992), we do not require the coefficients belong to C1. Actually, C1 is already
sufficient for the vector potential of the hyperbolic electromagnetic equation.

Keywords Hamiltonian operator • Pseudodifferential operators • Trace
theorem • Energy conservation law • Observability inequality • Hilbert
uniqueness method • Unique continuation theorem • Compactness-uniqueness
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1 Introduction to Hyperbolic Electromagnetic Equations
and Exact Controllability

In the study of quantum mechanics, a magnetic field is defined as a vector field
produced by electric fields varying in time, spinning of the elementary particles,
or moving electric charges, etc. For instance, as is known to all, the earth’s
magnetic field is a consequence of the movement of convection currents in the
outer ferromagnetic liquid of the core. Nowadays, with the fast development of
modern technology, electromagnetic theory is widely utilized in medical research
of organs’ biomagnetism, studying the vortex in the superconductor which carries
quantized magnetic flux, and predicting geographical cataclysms, such as earth-
quakes, volcanic eruptions, geomagnetic reversal, etc.

Mathematically speaking, the magnetic field B is a solenoidal vector field whose
field line either forms a closed curve or extends to infinity. In contrast, a field line of
the electric field E starts at a positive charge and ends at a negative charge.

Let A.x/ be the vector potential of B, which does not depend on time, B D r�A:
Clearly, r � B D div rotA D 0: We deduce from the Maxwell’s equation (� is the
magnetic permeability) r � E D ��@B

@t
D 0 that E D �r�; where the scalar �

represents the electric potential. Next we choose an appropriate Lagrangian for the
charged particle in the electromagnetic field (q is the electric charge of the particle,
and v is its velocity, m is mass) L D mv2

2
� q�C qv �A: The canonical momentum

is specified by the equation p D rvL D mv C qA: Then we define the classical
Hamiltonian by Legendre transform,

H , p � v �L D .p � qA/2

2m
C q�:

In quantum mechanics, we replace p by �i„r, („ is the Planck constant) and
we have

H D .i„r C qA/2

2m
C q�:

When we do not consider the influence from the electric field E, then the above
Hamiltonian can be simplified as the differential operator H 2

A , .irCA/2 WH !
H �: H and H � are concerned function spaces. This Hamiltonian operator phe-
nomenologically describes a quantity of behaviors discovered in superconductors
and quantum electrodynamics (QED). Ginzburg–Landau equations, Schrödinger
equations, Dirac equations, and the matrix Pauli operator are famous examples in
this respect. Interesting readers please refer to [1–6] for more details.

We are interested in addressing the following variational problem in a suitable
function space U , which will be explained later,

min
u2U

n1
2

Z

˝

	
jut j2 � j.ir C A.x//uj2 � �.x/juj2



dx
o
:
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Let the Lagrangian be

L .t; x1; � � � ; xn; u; Nu; ut ; Nut ;ru;rNu/ , jut j2 � j.ir C A.x//uj2 � �.x/juj2:
The Euler–Lagrangian equation for L is of the form

@L

@u
� @

@t

	@L
@ut



�

nX

iD1

@

@xi

	 @L
@uxi



D 0:

In fact, simple calculation leads to

@L

@u
D iA � r Nu � A2 Nu � �.x/Nu; @L

@ut
D Nut ; @L

@uxi
D �Nuxi � iai Nu:

Consequently, one has

ut t CH 2
A uC �.x/u D 0:

Let ˝ � R
N be a bounded open set with a time-independent vector potential

A.x/. In this work, we mainly discuss the exact controllability problem of the
hyperbolic electromagnetic equation in the following form,

8
<

:

ut t CH 2
A u D 0 .t; x/ 2 .0; T / �˝

u D  .t; x/ 2 .0; T / � �
u.0; x/ D u0.x/; ut .0; x/ D u1.x/ x 2 ˝:

(1)

We are interested in the property, i.e. for every initial data .u0; u1/ and every target
.uT0 ; u

T
1 / in appropriate function spaces, whether there exists a boundary control  

such that the solution u of .1/ satisfies

.u.T; x/; ut .T; x// D .uT0 ; uT1 / fora:e: x 2 ˝: (2)

Due to the time-reversibility for hyperbolic operators, we can decompose the
linear problem .1/ into two parts, ua and ub . ua is solution of the homogeneous
Dirichlet problem

8
<

:

uat t CH 2
A ua D 0 .t; x/ 2 .0; T / �˝

ua D 0 .t; x/ 2 .0; T / � �
ua.T; x/ D uT0 .x/; u

a
t .T; x/ D uT1 .x/ x 2 ˝:

Assume that there exists a function  such that the solution ub of the problem
8
<

:

ubt t CH 2
A ub D 0 .t; x/ 2 .0; T / �˝

ub D  .t; x/ 2 .0; T / � �
ub.0; x/ D u0.x/ � ua.0; x/; ubt .0; x/ D u1.x/ � uat .0; x/ x 2 ˝
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satisfies

ub.T; x/ D ubt .T; x/ D 0:
It is evident that u D uaCub is the solution of (1) and it satisfies (2). In view of this,
it is sufficient to consider the null controllability of .1/. Henceforth, we shall assume
the target uT0 D uT1 D 0. Partial boundary control can be introduced similarly. More
details are explained in Sect. 2.

2 Main Results and Conclusion

In this section, as an example, we mainly consider the whole boundary control
problem (1). Partial boundary control problems can be treated in a similar manner.
And once the boundary control problem is solved, one can even treat the inner
control problem with the techniques in [7]. Of course, the regularity of the vector
potential and boundary must be sufficiently high.

Theorem 2.1. Assume that A 2 .C 1.˝//N , and the boundary � 2 C2. When
T > 2max˝ kxk2, then for any initial data .u0; u1/ 2 L2 � H�1, we can find a
boundary control  2 L2.Œ0; T �IL2.�// such that the hyperbolic electromagnetic
problem (1) is exactly controllable.

Sketch of proof: First we describe the H 2
A -induced function spaces H 1

0 , H �1
and introduce H 2

A -pseudodifferential operators in the distributional sense. And the
usual compactness-uniqueness argument is applied to demonstrate a generalized
Poincaré’s inequality, which helps to establish the equivalence between H 1

0 and
the classical Sobolev space H1

0 . With these tools, we use the idea of HUM
(Hilbert Uniqueness Method) and apply suitable multipliers to obtain the hidden
regularity inequality and observability inequality of the adjoint problem of .1/,
respectively. Readers can also refer to [8–13] for the philosophy of HUM. In order
to prove the minimal time for exact controllability, one uses a genuine compactness-
uniqueness argument introduced in [7, 14]. In addition, a rigorous proof of the
unique continuation theorem for the elliptic operator L D H 2

A � � is given in
[15]. The most crucial part is how to prove the hidden regularity and observability
inequality for the adjoint problem,

8
<

:

wt t CH 2
A w D 0 .t; x/ 2 .L; S/ �˝

w.t; x/ D 0 .t; x/ 2 .L; S/ � �
w.L; x/ D wL.x/;wt .L; x/ D wLt .x/ x 2 ˝:

(3)

Step 1

Lemma 2.2. (Hidden Regularity Inequality) For any given initial data .wL;wLt / 2
H 1
0 �L2 and S 2 R, the homogeneous problem (3) has a unique solution such that
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w 2 C.ŒL; S�IH 1
0 /
\
C1.ŒL; S�IL2/

\
C2.ŒL; S�IH �1/:

Moreover, the outward normal derivative satisfies

@w

@�
2 L2.L; S IL2.�//

and

Z S

L

Z

�

j@w

@�
j2d�dt � C.1C .S � L//E.w/.L/;

where

E.w/.L/ , kwt .L; �/k2L2 C kw.L; �/k2H 1
0

:

In particular, for the one-dimensional case, let ˝ D .�1; 1/, then the above
inequality can be rewritten as

Z S

L

.jwx.t;�1/j2 C jwx.t; 1/j2/dt � C.1C .S � L//E.w/.L/:

Sketch of proof: It can be proved by applying the multiplier H.x/ �HAw to (3),
where H 2 C1.˝/ and H D � on � . Indeed, since ˝ is compact, then it can
be covered with a finite number of neighborhoods Ok � R

N , k D 1; 2; � � � ; m,
in which there is a unique O1 satisfying O1 \ � D ¿. Next, we choose �1 D 0

in O1 and �k 2 C1.Ok/ such that �k D � on Ok \ � for k D 2; � � � ; m. Let
f�k 2 C2

0 .Ok/gk be a partition of unity, corresponding to the covering fOkgk . Then

we define H.x/ ,
	X

k

�k�k


ˇˇ̌
˝
: Q. E. D.

Step 2

Lemma 2.3. (Observability Inequality) Let T � , 2max˝ kxk2. For any given
L; S 2 R and initial data .wL;wLt / 2 H 1

0 � L2, then when S � L > T �, the
outward normal derivative satisfies

..S � L/ � T �/E.w/.L/ � C.˝/
Z S

L

Z

�

j@w

@�
j2d�dt:

In particular, in one-dimensional case, let ˝ D .�1; 1/, the above inequality can
be rewritten as

..S � L/ � T �/E.w/.L/ � C.˝/
Z S

L

.jwx.t;�1/j2 C jwx.t; 1/j2/dt:
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Sketch of proof: For the multidimensional case, by applying the multipliers x �
HAw and i N�1

2
w to the adjoint equation wt t CH 2

A w D 0, respectively, one has the
following identity as a result,

1
2

R S
L

R
�

ˇ̌
ˇ @w
@�

ˇ̌
ˇ
2 �
	
x � �



d�dt

D � Im.wt ; x �HAw/L2
ˇ̌
ˇ
S

L„ ƒ‚ …
.I /

� Im.wt ;
N � 1
2

iw/L2
ˇ̌
ˇ
S

L„ ƒ‚ …
.II /

CRe
Z S

L

Z

˝

wHAw �„A �HT dxdt

„ ƒ‚ …
.III /

C.S � L/E.w/.L/:

Here „A is the compatibility matrix, which serves as a test matrix for the magnetic
field, i.e.

„A ,

0

B
BB
@

�11 �12; � � � �1N
�21 �22 � � � �2N
:::

::: � � � :::

�N1 �N2 � � � �NN

1

C
CC
A

where

�jk ,
ˇ
ˇ̌
ˇ
rj rk
aj ak

ˇ
ˇ̌
ˇ :

Actually,

j.I /C .II /j � 2max
˝
kxk2E.w/.L/:

As to (III), apply Schwartz’s inequality and one has

j.III /j � �max
x
.k„AkF kHk2/.S � L/E.w/.L/

C 1
4�

max
x
.k„AkF kHk2/

Z S

L

Z

˝

jwj2dxdt;

where k„AkF is the Frobenius norm of „A. Afterwards, one applies the usual
compactness-uniqueness argument introduced in [7, 10, 14]. With this method,
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the lower order terms can be absorbed by the boundary integral, i.e. there exists
a positive constant C.�;˝/ such that

R S
L

R
˝
jwj2dxdt � C.�;˝/ R S

L

R
�

ˇ̌
ˇ @w
@�

ˇ̌
ˇ
2

d�dt:

This concludes our proof. Q.E.D.

Step 3

Lemmas 2.2 and 2.3 together indicate, for T > 2max˝ kxk2,
Z T

0

Z

�

j@w

@�
j2d�dt

defines an equivalent norm for H 1
0 �L2. While Lemma 2.2 also demonstrates that,

for any given T 2 R and initial data .w.0; x/;wt .0; x// 2 H 1
0 � L2, there exists a

unique solution

w 2 C.Œ0; T �IH 1
0 /
\
C1.Œ0; T �IL2/

\
C2.Œ0; T �IH �1/

for the homogeneous problem (3). The outward normal derivative satisfies

@w

@�
2 L2.Œ0; T �IL2.�//

and it is continuous with respect to the initial data. If we choose

 , @w

@�
2 L2.Œ0; T �IL2.�//

and consider problem (1) with the initial data .u.T; x/; ut .T; x// D 0, then problem
(1) has a unique solution satisfying

.u0; u1/ , .u.0; x/; ut .0; x// 2 L2 �H �1:

And the linear mapping

.u.T; x/; ut .T; x/;  / 7�! .u.0; x/; ut .0; x//

is continuous from L2 �H �1 �L2.ŒL; S�IL2.�// into L2 �H �1 with respect to
these topologies. Let .w0;w1/ D .w.0; x/;wt .0; x// be the initial data of (3). Thus,
in a unique fashion, one can define a linear and bounded mapping

S WH 1
0 � L2.˝/ �!H �1 � L2.˝/;

.w0;w1/ 7! .u1;�u0/:
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By applying the Lions–Lax–Milgram lemma in [16], one knows that S is surjective.
Then  , @w

@�
is an appropriate boundary control which drives .u0; u1/ 2 L2�H �1

to rest. Q.E.D.
In the above theorem, one applies a control on the whole boundary � . Next we

consider the partial boundary control problem. For fixed x0 2 R
N , let

�C , fx 2 � W .x � x0/ � �.x/ > 0g;

�� , fx 2 � W .x � x0/ � �.x/ � 0g:

And our control problem is stated in the following form,

8
ˆ̂<

ˆ̂:

ut t CH 2
A u D 0 .t; x/ 2 .0; T / �˝

u D  .t; x/ 2 .0; T / � �C
u D 0 .t; x/ 2 .0; T / � ��
u.0; x/ D u0.x/; ut .0; x/ D u1.x/ x 2 ˝:

(4)

Apply the same techniques as in Theorem 2.1, and one proves the partial boundary
control problem (4).

Theorem 2.4. Assume that A 2 .C 1.˝//N , and the boundary � 2 C2. When
T > 2max˝ kx � x0k2, then for any initial data .u0; u1/ 2 L2 � H�1, we can
find a partial boundary control  2 L2.Œ0; T �IL2.�C// such that the hyperbolic
electromagnetic problem (4) is exactly controllable.

When we consider the influence from the electric field E, e.g. replacing H 2
A

in (4) by .ir C A.x//2 C �.x/, actually, by applying the same multipliers and
compactness-uniqueness argument, one is able to prove the following fact.

Theorem 2.5. Assume that A 2 .C 1.˝//N , � 2 L1.˝/ is a nonnegative real
function, and the boundary � 2 C2. When T > 2max˝ kx � x0k2, then for any
initial data .u0; u1/ 2 L2 � H�1, we can find a partial boundary control  2
L2.Œ0; T �IL2.�C// such that the hyperbolic electromagnetic problem with H 2

A in
(4) replaced by .ir C A.x//2 C �.x/ is exactly controllable.

Remark 2.6. Compared with the classical multiplier H.x/ �rw, the new multiplier
H.x/ �HAw has several advantages. On the one hand, it allows to utilize the special
quantum structure of the Hamiltonian, such as the magnetic energy conservation
law, the test matrix for magnetic field �A, Coulomb gauge condition, etc. However,
H.x/ � rw will destroy the particular physical structure. On the other hand,
it helps to obtain the optimal minimal control time. In contrast, if we use the
multiplier H.x/ � rw, by the compactness-uniqueness argument, there exist several
remainder terms which can only be estimated by uncertain constants, such as
Poincaré constant, etc., which keep us from getting the optimal minimal control
time 2kx � x0k2. Moreover, this new multiplier can be successfully applied to the
discussion of exact controllability problems for magnetic Schrödinger equations.
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Remark 2.7. During the proof, one finds that, in a high magnetic field with large
k�AkF , it is difficult to impose some exterior force on the boundary to influence
the interior activity. Astronomically speaking, when the solar wind with coronal
mass ejections encounters Earth’s magnetosphere, most of the radioactive particles
are deflected around the earth instead of impacting the atmosphere or the earth’s
surface, although some leakage occurs, resulting in auroras and Van Allen belts.

Remark 2.8. Actually, by applying the transmutation method introduced in
[17, 18], one can check the null controllability results for magnetic heat equations
and magnetic Schrödinger equations. It is really challenging to investigate the
control theory in the field of quantum mechanics. Many interesting problems, such
as the exact controllability of Maxwell’s equations, nonlinear Ginzburg–Landau
equations, etc., are to be addressed. More references are to be found in [19, 20].
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Conceptual Study of Inter-Duality Optimization

Shaokun Chen

Abstract This paper intends to reveal the inter-duality nature of a system and the
intrinsic structure of a general system. Furthermore, the inter-duality theory will
be introduced and employed to analyse the nature of optimization and optimal
behaviour relative to management systems.

Keywords General system • Systematics inter-duality • Optimization
management

1 Introduction

The birth of Systems Science has had epoch-making significance, which, in terms
of philosophy, indicates that the human scientific process has converted from the
mechanical reductionism era, with the feature of 1 C 1 D 2, into a new age, the
systematic thinking era, holding the characteristic of 1C 1 ¤2. With the revolution
of this new thinking pattern, the optimization behaviour has eventually come into
our consciousness and has formed a scientific group with the help of various theories
and diverse applications according to different fields of human activities.

Meanwhile, a new epoch of Human Sciences has been switched into Post-
positivism, i.e. a theory can be established on the basis of a set of conjectures (or
axioms) instead of finding entirely available evidence (just accepting the logical
verification and striving to gain wholly solid evidence). Seriously, almost all modern
theories have these post-positivism characteristics, such as mathematics, micro-
physics, cosmology, social sciences, and even include theology and philosophy, etc.
For instance, Newtonian mechanics was built on three postulates; Einstein’s Theory
of Relativity was initially constructed by two axioms, which had not been verified
at that time. This feature also includes the postulates of economics and laws and
the regulations and rules in management activities. We integrate the axiomatization
and formalization into systematic insights and axiomatic thought, which is naturally
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employed as a new thinking style for recognizing and modelling the objective
objects—systems. This axiomatic thought should absolutely be introduced into
management science, social science, theology, philosophy and systems science, etc.

Human Sciences have evolved for thousands of years, and we have created a
range of thoughts, methods and models to make sense of the laws and principles
of physical reality, the behaviour of living systems, the activities of humanity and
the phenomena of abstract existence, etc. Actually, from the viewpoint of General
System Theory [1], extracted from sophisticated phenomena and complex objects
and intricate human activities and proposed explicitly by Ludwig Von Bertalanffy,
it is evidently reasonable that existence or reality or entity, in terms of generalized
category, can be accurately described as a system. Therefore, it is unquestionable
that we can employ revealing the nature and intrinsic structure and evolution of
a general system to represent the study of essence, laws and principles of objects
involved in an Ultimate Objective World [2].

As an overview of the research characteristics with regard to systems science
all over the world, we can briefly conclude that it focuses on material systems in
Europe, concentrates on living systems in the America, and social systems are main
focus in China. In summary, the structure of systems science basically involves four
fields: the systematic philosophy, the systematic theories, the systematic engineering
and systematics (or systematology), as is shown in Fig. 1.

In this paper, we concentrate on the conceptual study of optimization based on
theory of systematics, which is the fundamental theory of systems science [3]. There
are four parts to our research of the nature, the intrinsic structure of the general
system, and the optimization of cognition of the general system. Later we will
employ a management system as a representative example. A brief instruction is
as follows.

1. Concept study: introducing definitions of the concept of a general system.
2. Structure study: revealing the nature and the intrinsic structure of a general

system and proposing the Inter-duality Theory by introducing the inter-duality
concept, and then concisely studying inter-dual systems.

Fig. 1 The structure of systems science
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3. Optimization study: studying the optimization conceptually by means of inter-
duality thought.

4. Application study: applying inter-duality thought and optimization cognition to
management systems.

2 Concept Study

Any independent science has its fundamental theory [3, 4].

2.1 Concept of Systematics

Systematics or systematology, like mathematics, physics, sociology, politics, etc., is
a fundamental theory corresponding to the associated independent science. There
are three common features.

• To explore the general problems
• To explain the conjunct phenomena
• To reveal and establish a fundamental logic system and to have higher abstraction

and more profundity

Ultimately, a fundamental theory must deal with basic concepts and answer the
question of being or reveal the nature of associated objects instead of modelling or
merely defining and explaining these objective objects. This is the distinct difference
between reality and approximation or essential otherness between conception and
definition, shown as follows.

• Conception is the real reflection of objective reality through consciousness
behaviour; its characteristics are objectivity, uniqueness, being and abstraction,
i.e., one recognizes the general system from revealing what it is actually being.

• Definition is the description and explanation of a concept by concise words
which depend on profundity of cognition and deliberation for the purpose
of understanding, communicating and convenient expression; its features are
subjectivity, non-uniqueness, approximation and conciseness, i.e., one employs
definition to express and share a concept that as close as possible strives to answer
what it is really like.

Roughly speaking, the definition is divided into descriptive definition1 and
axiomatic definition 2[5].

1Such as the definition of society, mathematics, etc.
2Such as the definition of differential, legal regulations, etc.
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Accordingly, a definition of systematics is provided.

Definition 1. Systematics is a basic theoretical branch of systems science, which
satisfies the following axioms.

• In allusion to the most widely objective objects involved in systems science,
i.e., the general system;

• The research objects are a complete system which is based on Ultimately
Objective World View [2, 3, 5];

• The research objectives are revealing the nature of the system and its intrinsic
structure, the fundamental laws and principles of the general system, i.e., the
being cognition and complete space investigation of the general system;

• To create and to apply the most profound and powerful methodology;

2.2 Concept of General System

As the concept of system has been proposed for almost 80 years, and the complex
system study has been involved in this colourful and intricate world more widely in
the recent decades, there must be many definitions from different fields with various
descriptions [6]. Therefore, in this paper, it is reasonable that we can define a system
as follows:

Definition 2. An object is a system if it is treated as something that contains
contents and details.

By explanation, we usually say a system consists of elements. Through the above
definition, we know that this sentence in quotation marks is not a system, while it
actually is a system, once one focuses on its contents and details. It is true that from
the viewpoint of nowadays a system is made up of elements, yet we concentrate
more on this constitution with respect to the system. That is, we focus on firstly,
what is the result of this constitution; and secondly, what is the constitution itself.
It is reasonable from definitions as follows that the constitution means forming a
system through relationship. Therefore, it is of remarkable significance to explore
the relationship of a system, and we will understand that the optimization of a
system is intimately connected with this inner relationship.

Definition 3. A system is a triple group.

This definition means that a system is a triple structure that consists of its
Objective Space, Elements Space, and Relationship Space. Let a system be S , then
it can be defined as a set form:

S D .Y IX;F / (1)

Here Y represents the objective space of a system; X expresses the elements space
of a system; F indicates the relationship space of a system. Further, we understand
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Definition 4. A system can be equally represented by its objective spaces.

Let a system be S , then we get

S D .Y IX;F / D fy W y D f .x; a/; y 2 Y; x 2 X; .f; a/ 2 F g (2)

Proposition 1. A system can be embodied by subsystems of different hierarchies.

Let a system be S , and its subsystems are fsg, then for s, it has its own objective
space and we can denote it as:

s D y D f .x; a/; y 2 Y; x 2 X; .f; a/ 2 F (3)

Therefore, S D fyg D fsg
In principle, an arbitrary system can be an element of its higher hierarchical

system; meanwhile, it also occupies its lower hierarchical systems or subsystems as
its elements. So is the view of the objective spaces of a system.

Proposition 2. A general system is an open system.

Generally speaking, a system exists in an environment or takes a higher
hierarchical system as its circumstance; furthermore, a system has the capacity to
exchange energy and information and substances with its environment. Therefore,
it is true that general system must be an open system.

In this part, the definitions of the concept of a general system have been
constructed. The next parts will reveal the nature of a general system and do a
profound study on the intrinsic structure of a system.

3 Structure Study

Although we have established definitions of the concept of a general system, we
have not yet revealed the nature and intrinsic structure and inner properties of
general system. This section will explain these definitions.

3.1 Inter-Dual System

Under the description in 2, we have to ask further whether the notion of a system
could be excavated deeply and examined more profoundly? Can a system have
intrinsic and fundamental structure? If so, how can we reveal these essential
elements? We understand that the best method of study would be to explore and
investigate a system from its abstract and virtual hierarchies. Indeed, we can analyse
a system from its spatial hierarchies. Meanwhile, if we use spatial consciousness to
rethink the characteristics of profoundly investigating systems, it is obvious that
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the methods of analysis of a system are usually manifested as a flat thinking style,
such as row and column, item and piece, far and near, inside and outside, domain
and range, scope and region, etc. Sometimes these styles mention the hierarchy,
gradation, and vertical, jump, etc., but it is merely through subconsciousness, e.g.,
from the meaning of daily life and the sense of experienced thinking. Therefore,
we need the breakthrough of spatial consciousness, especially when studying the
complete space of a system and inter-duality of a general system.

From Definitions 3 and 4, Proposition 1, we can easily demonstrate that if a
system is denoted by S , and all its subspaces the system occupies are denoted by fsg,
we get:

S D fsij g D fsij gm;ni;jD1 (4)

Here i denotes spatial hierarchies of subsystems and j denotes the number of
subsystems in the same level.

Proposition 3. A system encompasses the completely spatial hierarchies of the
system or complete space of the system.

From (4) and Proposition 1, we can verify succinctly that the completely
spatial hierarchies determined by all the subsystems of a general system integrate
into complete space of the objective system. In this way, we understand clearly
and demonstrate vividly that the complete space of a general system can be an
underlying notion to recognize the general system visually and analyse the objective
system profoundly.

Moreover, for 8Si1 ; Si2 , if Si1 is a higher hierarchical system related to Si1 , we
can get: Si1 ¤ Si2 , and Si2 has a higher spatial level than Si1 . In this case, we denoted
Si2 as the abstraction, functional or promotion of Si1 . That is: for Si1 and Si2 , there
is a mapping:

}i W si1 �! si2 (5)

Therefore, considering the different hierarchical subsystems of a system, there
are distinct relationships between them of this system. In depth, if a subsystem S2
is the abstraction, promotion, functional or a higher spatial hierarchy with respect
to a subsystem S1 of a system, we denote S1 as real-like (or real space), while S2
is imaginary-like (or imaginary space); furthermore, we denote the real-like and
imaginary-like duality as inter-duality. In this sense, the real spaces and imaginary
spaces involving in a general system integrated into a whole can be a complete space
of the system.

Accordingly, the terms real-like and imaginary-like are relative concepts and we
can only distinguish them from conceptual or ideational meaning. Furthermore, the
real-like and imaginary-like concepts in a general system are non-uniqueness, for
instance, when thinking about the pair of an entity and its attributes or the elements
and relationship duality of this entity, etc. Now we can build the concept of an inter-
dual system naturally, an underlying way to reveal the nature and intrinsic structure
of general system.
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Definition 5. A system is an inter-dual system if it comprises inseparable real-like
and imaginary-like dualities that are inextricably intertwined.

Let a system be an inter-dual system, denoted as S , and let real-like be X , while
imaginary-like is X�, then:

S D .X�; X/ (6)

The inseparable duality of real-like and imaginary-like in a system, such as a
concrete image and an abstract image of a system, a real image and an imaginary
image of a system, an actual image and a virtual image of a system, or a hard part
and a soft part of a system, etc., can be denoted as inter-duality.

As is shown above, we introduce a mapping } to present the connection and
distinction between real-like X (real space) and imaginary-like X� (imaginary
space) with respect to a system S . That is:

} W X �! X�or}i W X �! x�; x� 2 X� (7)

It is obvious that real-like and imaginary-like duality must be essentially
different, i.e., an element of imaginary space, at least, is the abstraction, functional,
promotion and global mapping with respect to the real space, i.e., x� D }i.X/.
Proposition 4. An inter-dual system is a complete system.

From Proposition 2, we know that a system contains its entirely spatial hierar-
chies that can be denoted as real-space and imaginary-space, which are integrated
as a complete space of the system. It can be expressed as S D .X�; X/ D fsij g, i.e.,
an arbitrary system must be a complete system with an intrinsic structure of inter-
duality. Actually, inter-duality is just one intrinsic structure of general system, but it
is at least, from my point of view, an underlying way to reveal the nature of a general
system and, furthermore, it is the intrinsic mechanism to generate or to create the
inner power or inherent impetus of the configuration or formation of a system.
Thirdly, inter-duality is the fundamental structure that drives a system evolution
and development or destruction. Essentially, from complete space thinking, we can
understand the entire structure and whole evolution of an arbitrary system, and this
fundamental thought is the basis for being cognizant of optimization with respect to
a system.

Proposition 5. Prove .Y IX;F / D .X�; X/, for a system S .

Prove: for a system S , the elements and real-like are the same, i.e.,X D X ; from
Definition 4, S D Y , Y D fyg, for 8y, it satisfies fyg D fy W y D f .x; a/; y 2
Y; x 2 X; .f; a/ 2 F g; for X and X�, there exists } W X �! X�; then X� D
.Y IF /. Therefore .Y IX;F / D .X�; X/.

This proposition is also a demonstration that the objective space and relationship
space of an arbitrary system must stand at the imaginary-like or imaginary space
of the system. From this viewpoint, it is powerful and profound that the inner
nature and global behaviour of objective space and relationship space of general
systems are revealed based on inter-duality thought and the breakthrough of spatial
consciousness.
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3.2 Inter-Duality Theory

As we have introduced and constructed the concept of an inter-dual system, it is
reasonable that the properties and principles should be established in an underlying
and universal way. It is better to be presented these ideas using theorems:

Theorem 1. An arbitrary system inherently has an inter-dual structure, and the
real-like and the imaginary-like elements of the system must be concurrently emerg-
ing and simultaneously vanishing—that is to say, they are inextricably intertwined
and cannot be divorced from each other.

It can be easily proven using Definition 6. Essentially, the relationship between
real-like and imaginary-like must be non-linear and none of them can be zero, i.e.,
inter-duality is the underlying structure and essential law of a general system.

Theorem 2. The real-like and the imaginary-like elements of an inter-dual system
must exist with an essentially spatial hierarchical difference.

According to Definitions 3 and 4 and from Proposition 4, .Y IX;F / D .X�; X/,
it is obvious that the objective space and relationship space of a general system must
be substantial otherness and intrinsic difference with respect to its elements space.
Therefore, it is true that the imaginary-like X� and the real-like X of an inter-dual
system have an essentially spatial hierarchical difference.

Moreover, from mapping } W X �! X�, we denote X� as the dual space with
respect to real space X . Mathematically, in terms of linear functional, a dual space
is defined as follows:

Let X be a linear space, if there is another space X�, and they satisfy the inner
product (denoted as h
; 
i ), i.e., for x1; x2 2 X I x1; x2 2 X�I a; b 2 R, then

1. hx�
1 ; ax1 C bx2i D ahx1; x1i C hx�

1 ; x2i; orhax�
1 C bx�

2 ; x1i D ahx�
1 ; x1i C

bhx�
2 ; x1i

2. for x0 2 X , if for 8x� 2 X�, there is hx0; x�i D 0, then x0 D 0, or for x�
0 2 X�,

if for 8x 2 X , there is hx�
0 ; xi D 0, then x�

0 D 0;

And here, X� is the dual space of X , denoted as .X�; X/.
Therefore, the inter-duality, also denoted as .X�; X/, of a general system is

generalized from linear functional, and from the definition of the concept of dual
space, X� is the set of all functional, denoted as X� D }.X/ D f}i.X/g, and
}i W X �! R, then }.X;R/ D X�. Obviously, the imaginary-like X� and the
real-like X must exist spatial hierarchical difference.

Theorem 3. The real-like and imaginary-like elements of an inter-dual system must
possess an intrinsic duality relationship or inter-duality relationship.

Let real-like be X and imaginary-like be X�, due to Definition 6 and the
description of Theorem 2, if the real space is X , then imaginary space X� can be:

X� D }.X/ D f}i.X/g (8)
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Fig. 2 The inter-duality relationship

It is reasonable that } can be an operator between real-space X and imaginary-
space X�, i.e.

}i.X/ D x�; x� 2 X� (9)

According to (9), we can also know the difference between the real-like and
imaginary-like, and we can unquestionably define the difference as opposite action
in an inter-dual system. Meanwhile, an inter-dual system must be unified underlying
this inextricably and inseparably opposite operation, therefore, we denote this uni-
fication behaviour as unified action according to the general system. In conclusion,
the simultaneous opposite and unified action can be denoted as an inter-duality
relationship (or intrinsic duality relationship), as shown in Fig. 2.

The opposite action and unified action relationship of inter-duality are intrinsic
duality relationship and inextricably interaction. This inter-duality relationship of
an arbitrary system is concurrently emerging and simultaneously vanishing as is
consistent with the real-like and imaginary-like of an inter-dual system.

Corollary 1. Opposite action generates dynamic or impetus, while unified action
creates progress or advance.

Because of the intrinsic difference of an inter-dual system and this essential
difference is the potential of the system, the real-like and imaginary-like can
inherently evolve. This is the reason of why a system moving and evolving.
Of course, due to this impetus, a system can reach and achieve its systematic
equilibrium, and this is the progress or advance that results from the unified action.

Theorem 4. The real-like and imaginary-like elements of an inter-dual system must
have an inherently interactive relationship or interaction of inter-duality.

Let X D x, X� D fx�g D f}i.X/g. If there is any change in real-like X or
imaginary-like X�, the other must be inherently changing synchronously to satisfy
its inner equilibrium state.

We can also present the change as X 0 D X C�
i , then }.X 0/ D x� C��

i , that
is, X� can also be changed to 4�

i in this action, and vice versa. This reciprocally
intrinsic change can be defined as an interactive relationship of an inter-dual system,
or denoted as interaction of inter-duality.
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Theorem 5. The real-like and imaginary-like elements of an inter-dual system must
exist in a proportional relationship or flexibility of inter-duality.

Let real-space be X , and imaginary-space be X�; there must exist a mapping
Fi W X �! RIFj W X� �! R, then Fi W Fj D ˛ 2 .ı� "; ıC "/, and .ı� "; ıC "/
is denoted as the domain or interval of flexibility of inter-duality.

This is the underlying principle which distinguishes the domain of flexibility
of an arbitrary system, in which the behaviour of equilibrium, optimization and
security would be basically revealed. Furthermore, with these criteria, destructive
or dangerous behaviours would also be taken into consideration.

Corollary 2. The inter-dual structure of a general system is a multi-layered
structure of fractal modality.

In general, the different hierarchical real-like and imaginary-like elements
themselves can be an inter-dual system. Philosophically, the inter-dual structure of
any general system could consist of infinite hierarchies. Therefore, a general system
could be the same structural formation in a fractal pathway or iteration way.

Corollary 3. A general system must be a complex system.

In principle, an arbitrary system can consist of different hierarchies of subsystems
and these subsystems can also be regarded as inter-dual structures. Moreover, the
relationship between subsystems, generally speaking, are non-linear or irreversible
or uncertain or any combination of these three properties. Essentially, the real-like
and imaginary-like elements of a system must be non-linear. Therefore, a general
system should be treated as a complex system. In other words, the Inter-duality
Theory is a theory of complex systems.

Inter-Duality Theory. When a system is investigated using inter-duality thought, it
is an inter-dual system, and the theory of revealing the inter-dual structure, inter-dual
behaviour and inter-dual mechanism etc., and establishing the laws, principles and
methods of inter-dual systems, is denoted as the Systematics Inter-duality Theory or
called Inter-duality Theory.

Actually, the Inter-duality Theory is a basic branch of systematics, and this theory
reveals the fundamental reality and intrinsic structure and inner mechanism of a
general system involved in an Ultimate Objective World. Moreover, this very theory
is, historically, based on the investigation of Ultimate Reality, and naturally, on the
basis of Meta-space Conjecture that underlies the Ultimate Objective World View.
All the original work has been proposed and studied firstly by Professor Longchang
Gao dating back to the end of the twentieth century.

The Inter-duality Theory, roughly speaking, would be applied to many fields,
such as mathematics, physics, politics, sociology, management science and system-
atics, etc. For instance, from the theory of inter-duality, we can reveal the nature of a
mathematical model, especially the parameter space in various models [2,3,5,7] and
reveal the nature of space–time structure, the origin and essence of logic, the essence
of humanity, the essential structure of particles, and the nature of consciousness, etc.
[2, 3, 5, 7–9]. Further, we have investigated the nature of society, the principles and
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essence of generalized measurement, and the nature and principles of management,
etc. [2, 4, 10].

4 Optimization Study

When it comes to optimization in daily life, we could say there is a natural need to
realize the most efficient and sufficient utility, benefit or value, etc., with regard to
associated systems or relative objects. But why can this happen? And how do we
reach this prospect? In other words, we should reveal the nature and mechanism of
optimization behaviour or explore the Tao of optimization. In terms of the goal of
this paper, it is modestly discussed in a conceptual way.

Lemma 1. There is no optimization if a system has a nature of 1 C 1 D 2, i.e., it
cannot be an objective reality with 1C 1 D 2.

This lemma is somewhat awful and distressing because from this basic view, one
will essentially prove that if a system is formed by a 1C 1 D 2 property, it must be
true imagination and cannot exist in this objective world and likewise will not be a
reality in an ultimately objective world. This is a revolutionary point that, in terms of
philosophy, there is no completely common existence between two arbitrary certain
realities in this world. Correspondingly, one can prove that 1 C 1 ¤ 2 represents
the natural essence of an arbitrary existence, of an actual reality and of an entity,
underlying the essential cognition of inter-duality.

Essentially, 1C1 D 2 is a purely imaginary formula and cannot be a real equation
of reality, but this law is the fundamental way to reality. Perhaps this is the greatest
paradox in this world and the most beautiful and profound paradox existing in an
objective world. From the view of inter-duality, any system is an inter-dual existence
of the nature of 1C 1 ¤ 2 between the real-like and imaginary-like.

Theorem 6. An inter-dual system is a reality of optimization, and optimization
behaviour becomes a reality when considering the underlying mechanism of
interaction of inter-duality.

Firstly, as is shown in the inter-duality theory, an inter-dual system is a
complete system, denoted as S D .X;X�/. It is the optimization of itself, or the
perfect mapping by itself completely. It is reasonably obvious that an optimization
behaviour must be an equilibrium by its complete space. Furthermore, if it happens
in two systems, there must be a global optimization through their equilibrium of
interaction between the two complete spaces, and eventually, they integrate into
another inter-dual system, as existed in an inter-dual system.
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It is evidently proven that optimization behaviour exists universally with respect
to the associated objective systems relative to other systems as reference. Opti-
mization behaviour must happen, at least, basically between two systems, such as
the optimization of a management system relative to the objective system, even
though it is created by humans, and this objective system is a reality when it is
generated and exists in reality. Therefore, let the optimization operator be}, and one
system S1, and another S2; then S1 and S2 are the optimization system, respectively.
When there is an optimization behaviour between the two systems, denoted as
S D }.S1; S2/ D S1}S2, one can finally gain another inter-dual system S , a new
optimization state in terms of S1 or S2.

Corollary 4. Optimization can be achieved through the equilibrium underlying the
interaction of inter-duality.

As is shown by Theorems 4 and 6, an inter-dual equilibrium is an inter-dual
optimization under the interaction of inter-duality. It is obvious that this equilibrium
must be a global equilibrium when it takes the complete space of inter-duality into
account.

4.1 Equilibrium Remarks

Equilibrium is the most hotly pursued notion by people, by organizations, by
society, by governments, by our whole world, and even by any system. Its
existence is widely universal. There are many analogues of equilibrium, including
equality, balance, average, fair, impartial, justice, optimization, optimum, harmony,
singularity, stationary point or extreme point, etc. From the viewpoint of inter-
duality, the antithesis concepts of equilibrium are extensive as well, such as break,
fracture, burst, rupture, damage, accident, calamity, disaster, and ruin with negative
connotations and breakthrough, penetration, innovation, insight, etc., which indicate
positive meanings. From systematic space, the domain of medium banding between
the equilibrium state and its dual state, i.e., the normal or general state, is the basic
status or normal condition. Furthermore, equilibrium, geometrically, is a series or
set of equilibrium points, which is hyper-dimensional, strictly speaking. Frequently,
equilibrium looks like a local concept, yet it must be a global evolution inherently
linking the associated complete space. Mathematics and mechanics have revealed
a host of perfect results, and in this paper, there is no need to report them again
[11,12]. But for an appreciation, there is a result demonstration in [12], as shown in
Fig. 3.

It is obvious that these equilibrium points are primary types, and I want to
introduce some advanced equilibriums:

1. Higher order equilibrium points, a comprehensive, synthetic and superimposing
form of primary equilibrium points;
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Fig. 3 A brief illustration of equilibrium neighbourhood and trajectory characteristics

2. Senior equilibrium, which belongs to psychological satisfaction, involved in
the hierarchy of spiritual space, such as utility, benefit, and function, etc.,
mathematically, representing the derivative of corresponding non-linear function
being zero;

3. Trajectory equilibrium, isolated senior equilibrium points or sets representing the
derivative of corresponding functional being zero, such as the optimal path;

4. Equilibrium growth, the equilibrium points or sets are a function of time, and
these trajectory equilibrium processes are equilibrium growth, using variational
method to get these patterns;

5. Space equilibrium, equilibrium sets which are high dimensional space con-
strained by the complete space of a system, such as the Pareto equilibrium state,
with high dimensional manifolds;

6. System equilibrium, or complete space equilibrium, an inter-dual optimization,
which are not equilibrium points or sets, but all in all, must be equilibrium
underlying the interaction of inter-duality;

In conclusion, primary equilibrium is merely an optimization in the same
spatial hierarchy, holding the 1 C 1 D 2 behaviour, and we have shown that
this optimization is inter-duality breaking, strictly speaking, and is not actual
optimization, while, the other equilibriums must be optimization in complete space
involved in real-like and imaginary-like elements of an inter-dual system.

From this way, we can reveal the generalize d equilibrium or global optimization
of a complex system. By explanation, the optimization behaviour or equilibrium
process underlying the mechanism of interaction of inter-duality can be illustrated
in Fig. 4.
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Fig. 4 A brief illustration of equilibrium process

For a general system, the curved line X.t/ is its optimization path. Through this
way, it dissipates the least energy (including resources, materials, information, etc.)
and has the highest function. The other pathways, like cd �de or the ways between
cd�de andX.t/, are non-optimization, and the least effective way is surely cd�de
pattern, such as ab � bc.

5 Application Study

As an application, let’s consider the representative inter-dual system, the manage-
ment system, and we will reveal its nature and operational law, and explore how a
management system can be optimized.

In order to study the nature and law of management systems, it is effectively to
denote a management system as manager system M � and managed system M .

For this analysis, we merely concentrate on the standard management process,
a management system that holds its exact objective space O , managed space M
and the relationship space F between O and M ; at the same time, it involves one
periodicity of management action. From the view of the inter-duality theory, the O
and F are imaginary-like M � (manager system), while M is real-like (managed
system), in terms of an inter-dual management system SM .

Then, we denote the standard management process as a mapping process:}i W
Mi �! m�

i and }�
j W m�

i �! Mj , i.e., the first operation } is the management
with the drive from the managed system M , while the second management action
}� is motivated by the manager systemM �. We define this continuous management
process as the standard period of management based on interaction of inter-duality.

Lemma 2. If a management system is in its optimization state, or in an inter-dual
equilibrium state, there is no need to run a management behaviour.



Conceptual Study of Inter-Duality Optimization 197

According to our hypothesis, there is no change in imaginary-like or real-like.
By contrast, if there is any change in this inter-dual system, there must exist a
management behaviour to adjust and adapt the system to a new equilibrium state
or new optimization. Therefore, we propose the nature of management:

Theorem 7. The nature of management is to achieve the optimization of the
real-like from the operation of the imaginary-like in a management system.

Corollary 5. The management behaviour is to maintain the equilibrium by the
means of the mechanism of interaction of inter-duality in the management system.

Therefore, a management system can be denoted as its objective space or its
imaginary-like, such as management is decision, or management is control, etc. It is
without doubt that a management system is

SM D .M �;M/ D .OIM;F / (10)

Operator } represents the first management action:

}i WMi �! m�
i ; m

�
i 2M � (11)

where } denotes an operation process based onMi . The inverse operator }�, as the
second management operation, satisfies:

}�
j .m

�
i / DMj (12)

Further, we can conclude that

fMij g D }�
j .}i .M// D }�.}.M// (13)

According to the description of a standard management process, denoted as Mij , it
is clearly indicated that a management behaviour is always a series of Mij . Further,
Mij is an inter-dual dynamical system, due to the interaction of inter-duality.

For the dynamical process of an inter-dual management system, as in a manage-
ment mathematical application, it is useful for an inter-dual dynamical system of
management to be established at this proper position:

The current management system can be presented as:

Oi D Fi.Mi ; "i / (14)

where "i is the change of imaginary-like with respect to the operation of }i , i.e.,
the manager system makes a valuation and decision based on the first process of
management, which is driven by the inner difference of managed system relative
to its objective space or the optimization state. When it comes to the action from a
manager system to a managed system, there should be an inter-dual intrinsic change
"�
j of real-like result from the change of imaginary-like "i and the operation }�.
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Fig. 5 The brief illustration of interaction of inter-duality (for the same strategic structure)

Essentially, "i and "�
j are merely the fine adjustments underlying the same strategic

structure, i.e., the macro-structure is not changed in this management dynamical
process. Therefore, we get:

Oi D Fi.Mi ; "
�
j / (15)

According to the description, we can naturally reveal the interaction of the inter-
dual fluctuation, i.e., an inherent impetus determined by an inter-dual management
system drives any perturbation into an equilibrium state. We can illustrate this in
Fig. 5.

This dynamic behaviour of an inter-dual system is also defined as self-
organization. Therefore, we reveal another definition of the nature of management.

Definition 6. Management is a specific self-organization process.

As we can see, there are many essential and powerful laws and conclusions which
are aided by the inter-duality theory. Furthermore, there are many mathematical
analysis methods which reflect these management natural processes, such as the
Fibre Bundles [13], the Functional Theories [14], Dynamical System Theories [15],
Inter-dual analysis methods [4, 10, 16], etc.

Due to the aims and limitations of this paper, other essential problems and
fundamental principles, such as the paradox of management, the relationship
between the manager system and the managed system, etc., cannot be completely
studied. We will reveal them and analyse them in another convenient place.

6 Conclusion

This paper concentrates closely on the conceptual study of revealing the nature and
intrinsic structure of optimization from the viewpoint of an inter-duality theory.
Therefore, there is limited introduction to the corresponding laws, principles and
methods of systems, for instance, the rigorous proof of each theorem, corollary,
lemma and propositions. Also, there is less research regarding the relationship
between two systems, compound inter-dual systems, or multi-layered systems, etc.
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Fig. 6 Brief illustration of inter-duality theory

Moreover, we do not study the laws of evolution and development or destruction
in an inter-dual system which involves profound optimization behaviour, such as
social systems, political systems, ecological systems, physical systems and living
systems, etc. and the environment or neighbourhood investigations, etc. Ultimately,
in this paper we study the inter-dual system as a bold attempt in a manner that leads
us to additional structures and further methodology on system theories. Essentially,
we initiated and proposed the underlying road that we should take to further study
an ultimately objective world in a Being way and using inter-duality thought, not
merely the Modelling methods. Although the Inter-duality Theory was proposed
originally at the end of the twentieth century by Professor Longchang Gao, it has not
been popularized and has not been widely received. Therefore, we want to present
a brief illustration of the development of this theory, as shown in Fig. 6.
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The Interval Uncertain Optimization Strategy
Based on Chebyshev Meta-model

Jinglai Wu, Zhen Luo, Nong Zhang, and Yunqing Zhang

Abstract This paper proposes a new design optimization method for structures
subject to uncertainty. Interval model is used to account for uncertainties of
uncertain-but-bounded parameters. It only requires the determination of lower and
upper bounds of an uncertain parameter, without necessarily knowing its precise
probability distribution. The interval uncertain optimization problem containing
interval design variables and/or interval parameters will be formulated as a nested
double-loop procedure, in which the outer loop optimization updates the midpoint
of interval variables while the inner loop optimization calculates the bounds of
objective and constraints. However, the nested double-loop optimization strategy
will be computationally prohibitive, and it may be trapped into some local optimal
solutions. To reduce the computational cost, the interval arithmetic is applied
to the inner loop to directly evaluate the bounds of interval functions, so as to
eliminate the optimization of the inner loop. The Taylor interval inclusion function
is introduced to control the overestimation induced by the intrinsic wrapping effect
of interval arithmetic. Since it is hard to evaluate the high-order coefficients in
the Taylor inclusion function, a Chebyshev meta-model is proposed to approximate
the Taylor inclusion function. Two numerical examples are used to demonstrate the
effectiveness of the proposed method in the uncertain design optimization.

1 Introduction

In engineering, there are many uncertain factors inevitably related to material
properties, geometry dimensions, loads and tolerance in the whole life cycle of
design, manufacturing, service, and aging of the structure [1], due to the inherent
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uncertain nature of the real-world systems. The design under the deterministic
assumption may not satisfy the expected design goal or even lies in the unfeasible
region. Hence, there is an increasing demand to consider the impact of uncertainties
quantitatively in the optimization of structures in spite of unavoidable variability
and uncertainty, to enhance system safety and avoid failure in extreme working
conditions. To incorporate uncertainties in the design optimization, the deterministic
design problem should be suitably modified and enhanced.

There have been many different methods that can be applied to model uncertain-
ties, among which the reliable-based optimization (RBO) [2] and the robust design
optimization (RDO) [3] represent two major paradigms. RDO aims at determining
a robust design to optimize the deterministic performance about a mean value,
while making it insensitivity with respect to uncertain variations by minimizing the
performance variance. RBO focuses on a risk-based solution taking into account
the feasibility of design target at expected probabilistic levels, in which the failure
probabilities and expected values are used to quantitatively express the effects of
uncertainties.

In fact, RDO and RBO can be represented in the uniform theory framework. For
instance, Du et al. [4] proposed an integrated framework for the design optimization
under uncertainty, which took both the robust of the design objective and the
probability of the constraints into account. In RDO and RBO methods, uncer-
tain parameters are mostly treated as random variables, with precise probability
distributions to be predefined based on the availability of complete information.
However, it is generally a time-consuming and even an impossible process to
achieve sufficient uncertain information to determine probability distributions, due
to the complexity of practical problems [5]. Hence, probabilistic methods may
experience difficulty for engineering problems. To this end, some non-probabilistic
methods have emerged as beneficial supplements to the conventional probabilistic
methods. In engineering, there are a large number of design problems involved
uncertain-but-bounded parameters.

The uncertainties induced by the bounded parameters can be treated with interval
parameters [6]. In particular, the interval model has attracted much attention recently
in the uncertain optimization [7]. In interval models, the interval number is used
to measure the uncertainty, because the representation of intervals only requires
bounds of uncertain variables. The determination of lower and upper bounds of
an interval is relatively easier, compared to a precise probability distribution. The
interval model has been successfully applied to the optimization problems involving
uncertain-but-bounded parameters [8]. For instance, Luo et al. [9] studied a new
mathematical definition of non-probabilistic reliability index using the ellipsoid
convex model. It can be found that most convex models involve a nested double-
loop procedure. A nested double-loop optimization method using ellipsoid models
was proposed to structural optimization [10], which included the method of moving
asymptotes in the outer loop and a sequential quadratic programming (SQP) in
the inner loop. Although the nested double-loop optimization is applicable, the
computational cost is still prohibitive, as each individual outer loop consists of an
inner loop minimization.
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To reduce the computation cost and avoid trapping into local solution, the interval
arithmetic [11], which defines the fundamental arithmetic operators, is introduced
to replace the inner optimization to evaluate the maximum and minimum values
of an interval function, as the interval arithmetic can easily obtain the bounds of a
design function with interval parameters. However, the range of an interval function
will be enlarged in the numerical implementation, due to the inherent wrapping
effect of the interval arithmetic [11]. To control the overestimation, the Taylor
inclusion function [11] with the high-order Taylor series is utilized to approximate
the original function as a polynomial function, and then the interval arithmetic is
used to calculate the range of the polynomial function. However, the coefficients,
a set of high-order derivatives, in the polynomial function are hard to be obtained
even for functions with explicit expressions. To this end, the Chebyshev series [6]
are used to approximate coefficients of the Taylor inclusion (polynomial) function,
so as to develop a Chebyshev meta-model. This meta-model can be constructed
by evaluating function values at some specified interpolation points rather than
the high-order derivatives, to improve computational efficiency [6]. After obtaining
the Chebyshev approximation, the interval arithmetic can be used to calculate the
bounds of the Taylor inclusion function in the inner loop.

2 Interval Uncertainty Optimization Model

This section proposes a new uncertain optimization model, in which both the design
variables and parameters are considered as interval numbers. The uncertainty of
both the objective and constraints induced by interval numbers is calculated, which
may be similar to the concept of traditional RDO and RBO, respectively.

A general deterministic optimization model for the design of structures is
given by

8
<̂

:̂

min
x

f .x; y/

s:t: gi .x; y/ � 0; i D 1; 2; : : : ; n
xl � x � xu

(1)

The above mathematical model is used to minimize the objective f subject
to constraints gi. x2Rk is the vector including deterministic design variables,
and y2Rq is the vector of consisting of deterministic parameters. To describe
uncertainties in the design, interval numbers [11] are introduced to express the
variations induced by the uncertainty. Any interval [x] can be expressed as

Œx� D

xN ; x

�
D xc C Œ
x� (2)
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where xN and x denotes the lower and upper bounds of [x], respectively, xc D
�
x C xN

�
=2 denotes the midpoint of [x], and [�x] denotes the symmetric interval

of [x], which is defined by

Œ�x� D Œ-rad .Œx�/ ; rad .Œx�/� ; where rad .Œx�/ D
�
x-xN

�
=2 (3)

where the radius rad([x]) reflects the uncertain degree of [x].
Consider the uncertainties, the deterministic optimization model (1) can be re-

defined as follows:

8
<̂

:̂

min
Œx�

f .Œx� ; Œy�/

s:t: gi .Œx� ; Œy�/ � 0; i D 1; 2; : : : ; n
xl � Œx� � xu

(4)

Here, the ranges for the interval parameters [y] will in general be pre-determined.
Since the radius of an interval design variable [x] is also pre-given as Ÿ, any interval
design variable can be expressed as

Œx� D xc C Œ�Ÿ; Ÿ� (5)

The responses of the objective and constraints would also be interval numbers,
denoted by [f ] and [g], respectively, because the design variables and parameters are
interval vectors. This minimization problem is to minimize both the average value
and the radius of the uncertain objective function, to ensure the “robustness” of the
design. The minimization of the radius will lead to the decrease of the variance of
the objective function, to make the uncertain objective function insensitive to the
variation due to the uncertainty. It is noted that the midpoint value and radius are
functionally similar to the probabilistic counterparts in the conventional RDO [3],
which is a standard technique to minimize both the mean value and the standard
deviation of the objective function.

To optimize the objective, both the midpoint and radius of the objective should
be minimized, which can actually be regarded as a type of robust designs [12]. Thus,
the new objective fobj can be specified as

fobj D f̨c C ˇrad .Œf �/ (6)

where ˛ and ˇ denotes the weighting coefficients, and we set both ˛ and ˇ as 1 in
this study. Then the objective can be re-defined as follows:

fobj D fc C rad .Œf �/ D f (7)



The Interval Uncertain Optimization Strategy Based on Chebyshev Meta-model 207

Then the objective would be the upper bound of interval [f ], which is
the maximum value of f under the uncertainty. For the interval constraints, there
are three cases in the design space: 0 � g, g � 0 � g, and g � 0. The first case
violates the constraint, and the second case contains the possibility of violating the
constraint. Only the last case can guarantee the design points in the feasible region,
which denotes a 100 % reliability index. So the upper bounds should be used to
meet the constraints

gi .Œx� ; Œy�/ � 0; i D 1; 2; : : : ; n (8)

The upper bounds of the objective and constraints can be calculated through
maximizing the value in the range of uncertainty. Consider Eqs. (5), (7), and (8),
the optimization model can be finally expressed as

8
ˆ̂̂
ˆ̂̂
<

ˆ̂
ˆ̂̂
:̂

min
xc

max
x2Œx�;y2Œy�

f .x; y/

s:t: max
x2Œx�;y2Œy�

gi .x; y/ � 0; i D 1; 2; : : : ; n

Œx� D xc C Œ-Ÿ; Ÿ� ; Œy� D


y
N
; y
�

xl C Ÿ � xc � xu-Ÿ

(9)

3 Nested Double-Loop Optimization

The optimization model in Eq. (9) involves a nested double-loop optimization
process. The outer loop searches the optimal midpoint of interval design variables to
minimize the objective, while the inner loop finds the maximum values (or minimum
values) of the objective and constraints within the ranges of interval variables
and parameters. The two optimization loops should use different optimization
algorithms to balance numerical accuracy and computational efficiency, as the
different characteristics are possessed by the optimization models at two different
layers.

The design space of outer loop optimization is relatively large, so it may contain
multiple local optimal points. To seek the global optimal solution and avoid multiple
local minima, the heuristic techniques with strong global searching ability may be
used. This study employs the Multi-Island Genetic Algorithm (MIGA) [13] to solve
the outer loop optimization problem. MIGA divides each population of individuals
into several sub-populations called “islands.” In the evolution, some individuals are
selected from each island and migrated to different islands periodically, which may
make the solution converge to the global optimal solution faster than conventional
genetic algorithms. To improve the efficiency, the SQP is included to search the
optimal point after MIGA, which means the optimal point of MIGA is used as
the initial point of SQP. In this case, the number of generations in MIGA can be
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reduced, because only a limited number of points near the global optimal solution
are required, which will greatly decrease the calculation time of MIGA.

The design space of the inner loop optimization is relatively narrow, and the
inner loop optimization can be searched by using many conventional optimization
algorithms. This paper employs the Active Set Optimization (ASO) method in
MATLAB. The idea of ASO is to define a working set as the active set in terms
of a set of constraints at each step. The working set is chosen to be a subset of the
constraints that are actually active at the current point, and hence the current point
is feasible for the working set. The algorithm then proceeds to move on the surface
defined by the working set of constraints to an improved point. At this new point
the working set may be changed. An ASO consists of the following components:
(1) determination of a current working set that is a subset of the current active
constraints, and (2) movement on the surface defined by the working set to an
improved point.

The flowchart for the nested double-loop optimization is shown in Fig. 1,
where the outer loop is implemented by a combination of MIGA and SQP, in which
the initial point of SQP is the optimal point obtained by MIGA. The midpoints of the
interval variables are updated in each step of the outer loop, and the bounds of the
interval design functions are calculated in the inner loop using the ASO algorithm.

Fig. 1 Flowchart of double-loop process
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4 Interval Optimization Strategy Based
on Chebyshev Meta-models

In the nested double-loop optimization, the computational efficiency of the design
problem is a key issue to be considered. The computational cost for the double-loop
optimization will be computationally prohibitive. To improve the computational
efficiency, the interval arithmetic is used to replace the inner loop optimization
process. In this section, the interval arithmetic is introduced to calculate the bounds
of interval functions, to eliminate the inner optimization, and the Taylor inclusion
function is used to reduce the overestimation triggered by the interval arithmetic.
However, higher-order derivatives are involved as coefficients in the calculation of
the Taylor inclusion function, which again weights the computational cost, so a
Chebyshev meta-model is proposed to approximate the Taylor inclusion function,
to improve the efficiency and accuracy.

4.1 Taylor Inclusion Function in the Interval Arithmetic

The notation of interval numbers has been introduced in Sect. 2. The interval
arithmetic defines some basic arithmetic operations between two different interval
numbers. Consider two interval variables [x] and [y], and the basic arithmetic
operations [11] between them can be defined as follows:

8
ˆ̂̂
ˆ̂
ˆ̂
ˆ̂̂
<

ˆ̂̂
ˆ̂
ˆ̂
ˆ̂
:̂

Œx�C Œy� D

xN C yN

; x C y
�
;

Œx� � Œy� D

xN � y; x � yN

�
;

Œx� � Œy� D


min

�
xNyN
; xNy; xyN

; xy

�
;max

�
xNyN
; xNy; xyN

; xy

��
;

Œx�� Œy� D


min

�
xN =yN

; xN =y; x=yN
; x=y

�
;max

�
xN =yN

; xN =y; x=yN
; x=y

��
; if 0 … Œy�

(10)

From Eq. (10), it can be found that the interval arithmetic only depends on
the bound of interval variables, which can obviously improve the computational
efficiency of the optimization problem. However, interval arithmetic will lead to
a large overestimation in the optimization, because of the dependence between
interval variables.

Although the interval arithmetic can be used to eliminate the inner loop in interval
uncertain optimizations, the wrapping effect of the interval arithmetic is required
to be well monitored. Here, the Taylor inclusion function with high-order series
is introduced to control the overestimation for general interval functions. For a
function, which is (nC 1) times partially differentiable with respect to the vector
xD [x1, : : : , xk]T can be expanded with the nth order Taylor series at the midpoint
xc as follows:
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f .x/ D f .xc/C
X

Pk
iD1 p1;i

D 1
 

@f

@x
p1;1
1 : : : @x

p1;k
k

!ˇ̌
ˇ̌
ˇ
xc

.x1-x1c/
p1;1 : : : .xk-xkc/

p1;k

C � � � C 1

pn;1Š : : : pn;kŠ

X

Pk
iD1 pn;iDn

 
@nfc

@x
pn;1
1 : : : @x

pn;k
k

!ˇ̌
ˇ̌
ˇ
xc

�.x1-x1c/pn;1 : : : .xk-xkc/
pn;k CRnC1 (11)

where pi,j are the non-negative integers (pn,iD 0, 1, 2 : : : , n) and Rn C 1 is the series
remainder.

Changing the real variable x to an interval variable [x] can lead to the Taylor
inclusion function as:

Œf � .Œx�/ D
X

0�i1C���Cik�n
ˇi1:::ik Œ
x1�

i1 : : : Œ
xk�
ik C ŒRnC1� (12)

[Rn C 1] in Eq. (13) denotes the high-order remainder. In engineering, this term is
usually neglected to achieve the truncated Taylor series. From Eq. (13), the Taylor
inclusion function transforms the original interval function f [(x)] to a nth order
polynomial with respect to the symmetric interval [�x] as

Œf � .Œx�/ �
X

0�i1C���Cik�n
ˇi1:::ik Œ
x1�

i1 : : : Œ
xk�
ik (13)

where ˇi1:::ik denote the coefficients which are related with the partial derivatives of
f with respect to x, and the total number of coefficients is NT D (nC k) !/n ! k !.

In most cases, the Taylor inclusion function will produce a narrower interval than
the interval calculated directly by interval arithmetic. However, a major problem
of the higher-order Taylor inclusion function is that a set of high-order partial
derivatives, acting as the coefficients of the evaluation function, are required to be
calculated. Since the high-order derivatives are hard to calculate, another numerical
method will be applied to evaluate these coefficients, which will lead to a meta-
model for the approximation of the high-order Taylor inclusion function.

4.2 Chebyshev Meta-model

Similar to the Taylor series, the Chebyshev series can also be used to expand the
continuous function, with the Chebyshev polynomials to replace the power function
in the Taylor expansion. Wu et al. [6] has shown that the Chebyshev polynomials
have higher approximation accuracy than the Taylor polynomials under the same
orders.
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To simplify the problem but without losing any generality, we consider a variable
x2 [- 1, 1]k. The continuous function f (x) can be approximated by

f .x/ �
nX

i1D0
: : :

nX

ikD0

�
1

2

�p
fi1:::ikCi1:::ik .x/ (14)

where p denotes the total number of zero(s) to be occurred in the subscripts
i1, : : : , ik.Ci1:::ik .x/ is the k-dimensional Chebyshev polynomials [6], fi1���ik is a kth-
order tensor with (nC 1)k elements. Each coefficient of the Chebyshev polynomials
can be calculated using the following integral formula [6]:

fi1:::ik D
�
2

�

�kZ 1

�1
: : :

Z 1

�1
f .x/ Ci1:::ik .x/q
1 � x21 : : :

q
1 � x2k

dx1 : : : dxk

�
�
2

m

�k mX

j1D1
: : :

mX

jkD1
f
�
xj1 ; : : : ; xjk

�
Ci1:::ik

�
xj1 ; : : : ; xjk

�
(15)

where m denotes the order of numerical integral formula (mD nC 1 in this study), xj

are the interpolation points of numerical integral formula. The interpolation points
in each dimension are the zeros of (nC 1)th order Chebyshev polynomial, to be
determined by

xj D cos �j ; where �j D 2j � 1
nC 1

�

2
; j D 1; 2; : : : ; nC 1 (16)

Thus, the number of interpolation points for a k-dimensional problem would be
NsD (nC 1)k.

From Eqs. (14) to (16), it can be found that the process of constructing the
Chebyshev approximant is similar to the response surface methodology (RSM),
which obtains the data at sampling points (or interpolation points in this study) and
then produces the coefficients based on these data. Equation (14) can be transformed
to a polynomial based on the power function

f .x/ �
nX

i1D0
: : :

nX

ikD0

�
1

2

�p
fi1:::ikCi1:::ik .x/ D

nX

i1D0
: : :

nX

ikD0
Fi1:::ik x

i1
1 : : : x

ik
k (17)

where Fi1:::ik denotes the coefficients after the transformation. In Eq. (17), replacing
the variable x with the interval variable [x], we can obtain the Taylor inclusion
function. However, Eq. (17) contains (nC 1)k terms, while the number of items
in the Taylor inclusion function [Eq. (13)] is NT D (nC k) !/n ! k ! which is usually
smaller than (nC 1)k.

Thus, if the Chebyshev polynomials are used to approximate the Taylor inclusion
function, some higher-order items will not be necessary. At the same time, the
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number of interpolation points for constructing Chebyshev polynomial equals to
the number of items in Eq. (14), which is still computationally expensive, especially
for the high dimensional problems. To further save the computational cost, only a
part of the interpolation points will be used to build the Chebyshev polynomials,
which is termed Chebyshev meta-model. Removing the items with orders higher
than n in Eq. (17), the meta-model can be expressed by

f .x/ �
X

0�i1C���Cik�n

�
1

2

�p
fi1:::ikCi1:::ik .x/ D

X

0�i1C���Cik�n
Fi1:::ik x

i1
1 : : : x

ik
k (18)

Since only a part of interpolation points are used to construct the Chebyshev
meta-model, the Eq. (15) cannot be used to calculate the coefficients. To reduce
the error between the meta-model and evaluation function, the least squares method
(LSM) can be employed to produce the coefficients. The number of coefficients in
Eq. (18) is NT , so the number of sampling points from the interpolation should not be
less than NT . At the same time, the number of interpolation points is NsD (nC 1)k,
which is larger than NT when k> 1. Therefore, the number of sampling points can be
chosen as any number in the interval [NT , Ns]. The larger number of sampling points,
the smaller error of the approximation, but lower efficiency. Some studies [14]
show there will be a good balance between the accuracy and efficiency, when the
number of the sampling points is twice of the number of the coefficients. Thus, when
Ns> 2NT , the 2NT interpolation points are chosen as the sampling points randomly.
Otherwise, all the interpolation points are chosen as the sampling points. After the
set of sampling data is obtained, the LSM is used to calculate the coefficients and
establish the meta-model.

It should be noted that the coefficients Fi1;:::;ik in Eq. (1) may be different from
the coefficients ˇi1;:::;ik in Eq. (14), because Fi1;:::;ik can be calculated via LSM while
ˇi1;:::;ik are calculated via derivatives. In most cases, the Chebyshev meta-model in
Eq. (19) can provide higher approximation accuracy than the truncated Taylor series
given in Eq. (13). The Chebyshev meta-model can then be combined with the outer
loop optimization (MIGACSQP) to implement the uncertain optimization. The
major advantage of the interval arithmetic is that the maximum and minimum values
of a function are contained in the interval results, which provide rigorous constraints
for the outer loop to guarantee the outer loop optimal solution is in the feasible
region. The optimal design of the interval arithmetic may be more conservative than
that of the double-loop optimization, but it is more reliable than the double-loop
optimization.

The flowchart in Fig. 2 illustrates the numerical process of the proposed interval
optimization strategy. The first step is to define some initialization parameters,
where xc denotes the nominal value of design variables, and n denotes the order of
the Chebyshev meta-model. The second step is to calculate the objective fmax(xc,y),
and constraints gmax(xc,y) in the outer loop using the interval arithmetic. The second
step contains several sub-steps to build the Chebyshev meta-model. In this stage,
we produce several interpolation points through Eq. (16), and then choose some
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Input:  xl , xu, xc , [y], x, n

Updating design vaiables: xc (MIGA+SQP)

Converge ?

End

Yes

No

Produce The sampling points

Calculate the coefficients using the Least Squares
method and Construct the Chebyshev meta-model

shown  in Eq. (18)

Calculate fmax(xc,y), gmax(xc,y) using interval arithmetic

1

2

3

4

Fig. 2 The flowchart of interval optimization

interpolation points as the sampling points to calculate the values of the evaluation
function at these sampling points. Then, the Least Square method is used to
calculate the coefficients of the Chebyshev meta-model and construct the Chebyshev
approximation model. Based on the Chebyshev meta-model, the interval arithmetic
is used to evaluate the objective fmax(xc,y) and constraints gmax(xc,y). Hence, the
third step is to update the nominal values of design variables based on the outer
loop optimization algorithm (MIGACSQP). If the result satisfies the convergence
condition, the algorithm will be ended; otherwise the algorithm will go to the step 2.

5 Numerical Examples

In this section, the optimization of the 18-bar cantilever planar truss with interval
uncertainty is provided to validate the accuracy and efficiency of the proposed
interval uncertain optimization strategy. Figure 3 shows the 18-bar cantilever planar
truss. The objective is to minimize the total weight of the truss subject to the stress
limitations of˙20,000 lb/in.2 and Euler buckling compressive stress limitation [15]

b�i D �KEAi
L2i

(19)
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Fig. 3 18-Bar planar truss structure

where KD 4 denotes a constant determined by the cross-sectional geometry,
ED 107 lb/in.2 is the modulus of elasticity, Li is the ith member length, and Ai

denotes the cross-sectional area of the ith member. The minimum cross-sectional
area of members is 0.1 in.2, and the maximum value is 50 in.2

The members can be categorized into different groups, according to
the cross-sectional areas (design variables): x1DA1DA4DA8DA12DA16,
x2DA2DA6DA10DA14DA18, x3DA3DA7DA11DA15, and x4DA5DA9DA13

DA17. Here the design variables are considered as interval variables that has the
interval width of 0.2 in.2 The material density is �D 0.1 lb/in.3 The vertical loads
PD 20,000 lb are applied at the upper side of the truss.

The uncertain optimization model can be defined as follows:

min
xc

max
x2Œx�

w D
18X

iD1
AiLi�

s:t: g1 D max
iD1;:::;18

�
max
x2Œx�

.j�i j/
�
� 20; 000

g2 D max
iD1;:::;18

�
max
x2Œx�

.�i=b
�i /

�
� 1

Œx� D xc C Œ�Ÿ; Ÿ� Ÿ D � 0:2 : : : 0:2 �T

1�4
�
0:1 : : : 0:1

�T

1�4 C Ÿ � xc �
�
50 : : : 50

�T

1�4 � Ÿ

(20)

where � i denotes the stress of ith member, c1 and c2 denotes the stress constraints
and Euler buckling compressive stress limitation, respectively.

The results, obtained with the three different methods: the nested optimization,
linear model, and the proposed interval strategy, are shown in Table 1.

The objective and constraint shown in the bracket denotes the validated value,
which is obtained through the scanning method in the uncertain range around
the design point. The results show that the double-loop optimization method is
6,623.95 lb and the interval solution is 6,650.27 lb. However, the second constraint
is violated for the double-loop optimization solution shown in italics. The interval
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Table 1 The optimization results

x1 (in.2) x2 (in.2) x3 (in.2) x4 (in.2) g1 (lb/in.2) g2 w (lb) Time (s)
Nested
optimization 10.2024 21.8514 12.6160 7.2761

19,995
(19,995)

1.000
(1.014) 6,623.95 288

Interval
optimization 10.2000 21.8517 12.8889 7.2711

20,000
(20,000)

1.000
(1.000) 6,650.27 139

method can ensure the satisfaction of both constraints, and so we can say that
the interval method is able to provide more reliable optimization results. For the
calculation time, the interval method takes 139 s, which is much less than the
double-loop optimization method.

6 Conclusions

This research has proposed a new uncertain optimization method for the problem
involving uncertain-but-bounded parameters. The interval model is used to describe
uncertainties of the bounded parameters, which only requires the lower and upper
bounds of an interval number. The identification of bounds for an interval parameter
is easier than the determination of a precise probability distribution in the probability
theory. The proposed interval uncertain optimization model has the characteristics of
both the robust design and reliability based optimization. The interval optimization
commonly leads to the nested double-loop process, but it is computationally
prohibitive. Besides, the inner loop optimization may be trapped into local optimal
solution, because only local optimization algorithm is used in common.

To save the expensive computational cost of the double-loop optimization, the
interval arithmetic has been introduced into the inner loop to directly evaluate
the bounds of interval design functions, so as to eliminate the inner optimization.
Furthermore, to reduce the overestimation in the interval arithmetic, the high-
order Taylor inclusion function is utilized to calculate the bounds of the interval
design functions. However, the calculation of the high-order derivatives in the
inclusion function is not easy. Hence, the Chebyshev meta-model is incorporated
in the inclusion function to approximate the high-order derivatives, so that a
Chebyshev model is developed, which can provide higher approximation accuracy
than the truncated Taylor series. Typical structure optimization example is used to
demonstrate the effectiveness of the proposed interval optimization methodology.
In contrast to the nested double-loop process, this method can effectively improve
computational efficiency and accuracy.
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An Element-Free Galerkin Method for Topology
Optimization of Micro Compliant Mechanisms

Yu Wang, Zhen Luo, and Nong Zhang

Abstract This paper proposes an alternative topology optimization approach for
the design of the large displacement compliant mechanisms with geometrical non-
linearity by using the Element-free Galerkin (EFG) Method. In this study, because
of its non-negative and range-bounded properties, Shepard function method, as a
density filter, is used to generate a non-local nodal density field with enriched
smoothness over the design domain. Besides, the Shepard function method is
employed to build a point-wise density interpolation, the numerical implementation
to calculate the artificial densities at all Gauss points. The moving least squares
(MLS) method is then used to construct shape functions with compactly supported
weight functions, to assemble the meshless approximations of system state equa-
tions. A typical large deformation compliant mechanism is presented to demonstrate
the effectiveness of the proposed method.

Keywords Topology optimization • Shepard function • EFG method • Geomet-
rical non-linearity • Micro compliant mechanisms

1 Introduction

Topology optimization is a mathematical approach to determine the best distribution
of material within a design space, under a given set of loads and boundary
conditions, so that the resulting layout meets a prescribed set of performance targets.
In the past two decades, structural topology optimization as a new approach in
structural optimization has experienced considerable development with many new
contributions to theory, computational methods and applications in a wide range of
engineering disciplines [1]. By now, various schemes have been developed, such
as the homogenization method [2, 3], the SIMP method [4–6], the ESO method
[7] and the level set-based method [8–11]. In recent years, topology optimization
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methods had been employed by a variety of applications successfully. In particular,
the design of multi-physics compliant mechanism has received much concern from
researchers.

In regards to the topology optimization design of compliant mechanism, it is
extremely crucial to include geometrically non-linear problems in the numerical
analysis. By far, most of the research works numerically processed the topology
optimization of compliant mechanisms with geometrically non-linearity based on
the standard finite element method (FEM) [12, 13]. Most recently, there have
emerged several alternative methods to perform numerical analysis for topology
optimization of structures based on nodal design variables of finite elements
[14–19]. However, there are only a few research works can be found in topology
optimization of compliant mechanism via the meshless method [20, 21]. Liew
et al. [20] developed a thermo-mechanical constitutive model for analysing the
behaviours of shape memory alloy and demonstrate the viability and advantages
of meshless methods for modelling large deformation problems with geometrically
non-linearity. Du et al. [21] applied the element-free Galerkin (EFG) method to
implement the geometrical non-linear thermo-mechanical compliant mechanisms
and showed that the meshless method can overcome the convergence difficulty in
standard FEM.

Since the meshless method is in some cases more capable of modelling the large
displacement mechanisms with the geometrical non-linearity, this paper attempts to
propose a meshless topology optimization method based on EFG method for the
topology optimization of micro complaint mechanism. In this method, the nodal
densities are considered as the design variables are uniformly described based on
a set of scattered field nodes inside the design domain. Firstly, in terms of the
original set of density field, the Shepard function method worked as a density filter
is applied to generate a non-local nodal density field with enriched smoothness
over the design domain. Secondly, instead of using the Moving Least Square
(MLS) approximants to formulate both the shape function and approximate the
densities on computational points, the Shepard function method is employed to
approximate the densities on computational points while MLS approximants is
used to formulate the trial function. Because Shepard function method possesses
non-negative and range-bounded properties, it can ensure a physically meaningful
approximation of topology optimization design. Final, the MLS-shape function
together with the Galerkin global weak-form is applied to develop the meshless
approximation. Considering that the shape function founded by MLS approximants
does not satisfy the KroneckerDelta criterion [22], a penalty method is then used
to enforce essential boundary conditions. As to the simulation of the deformation
of compliant mechanisms undergoing large-displacements, it is not always feasible
to apply the linear elastic assumption, thus, the output displacement maximization
has been used as an objective function to appropriately capture the behaviour of
compliant mechanisms in this study.
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2 Non-local Nodal Density Approximation
Using Shepard function

It is known that the Shepard function has a mechanism similar to the smoothing
effect of the density filtering schemes [23–25]. Meanwhile, the approximated values
via the Shepard function are bounded between lower and upper values of the
sampling points. This is the essential property for a physically meaningful density
field approximant in topology optimization. The Shepard function is originally
defined as a global interpolation. To improve the computational efficiency while
keeping reasonable approximation accuracy, this study approximates the density
at any node in terms of the nodal density variables within a compactly supported
influence domain. With the Shepard function method, any nodal density variable
relative can be given as

�.x/ D
nHX

iD1
‚i .x/�i (1)

where any nodal density variable �.x/ can be obtained by searching the total number
of surrounding nodal variables �i within the influence domain of the node x, and
�.x/ is density at the concerned node to be approximated by the Shepard function.
nH is the number of nodes within the influence domain. In this study, when the
Shepard function used as the nodal density approximant, the weight function is
chosen as

¨i .x � xi / D 3

 r2
max

�
0; 1 � Di.x/

r

�
(2)

where Di.x/ D x � xi D
q
.X �Xi/2 C .Y � Yi /2.

This weight function is a radially linear “hat” function defined by [23]. It means
that only nearby points are considered in computing any approximated value. In this
way, the cost of computation is greatly saved by eliminating calculations with distant
data points. It is straightforward that the Shepard function can meet the following
necessary conditions for a physically meaningful density approximant in topology
optimization:

(1) 0 � �.x/ � 1
(2) @�.x/=@�i � 0

With the density field approximant, the Young’s modulus at the node x can be
defined by

E.x/ D �p.x/E0 D
 

nHX

iD1
‚i .x/�i

!p
E0 (3)
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where E0 represents the full-solid state material property over all nodes. The design
variable �i acts as the intrinsic nodal density allowing intermediate values between
0 and 1.

3 Point-Wise Density Interpolation Using Shepard Function

In this study, the Shepard function is utilized to construct an interpolation scheme for
evaluating point-wise densities over computational points inside the design domain,
according to the previously obtained nodal densities. For implementing Gauss
quadrature of the system stiffness matrix, the background virtual cells are required,
which are independent of the set of field nodes. Here, 4� 4 Gauss quadrature is used
to numerically calculate the uniform integration cells according to the location of the
computational points. The densities on the computational points (Gauss points) are
interpolated via the Shepard function method, which can be given as

�gp D
nsX

iD1
�i
�
xgp

�
�.x/ D

nsX

iD1

¨i .x/
Xns

jD1¨j .x/
�.x/ (4)

To make the Shepard function � i(x) satisfy the interpolation condition � i(xj)D ıij,
where i, jD 1, 2, : : : , ns, a point-wise density field over the computational points
can be constructed via the interpolation of the Shepard function with the following
weight functions, which expressed as

¨i.x/ D ¨.D/ D

8
<̂

:̂

2
3
� 4D2 C 4D3 D � 1=2

4
3
� 4D C 4D2 � 4D3

3
1=2 < D � 1

0 D > 1

(5)

where D D xgp � x D
q
.Xgp�X/2C.Ygp�Y /2

r
.

4 Meshless Approximations Using Moving Least
Squares-Shape Function

The moving least squares (MLS) technique is used to construct the meshless
approximations of the system state equation, and the MLS approximation for a
general function u(x) at x can be described as below[22]:

uh.x/ D
mX

jD1
pj .x/aj .x/ DpT .x/ a .x/ (6)
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where p(x) is a complete polynomial of order, m acting as the basis at x, and
a(x) is the vector consisting of unknown coefficients. aj(x) (jD 1, : : : , m) are
the unknown parameters related to given points, which can be determined by
minimizing a weighted discrete L2 norm over all nodes in terms of the pre-known
parameters uI .

J D
nX

ID1
Qw .x � xI /

0

@
mX

jD1
pj .xI / aj .x/ � uI

1

A

2

(7)

where n is the number of nodes within the local support of x where the weight
function Qw .x � xI / ¤ 0. uI is the nodal parameter of u at xD xI . The minimization
of J with respect to the coefficients a(x) results in a set of linear equations as

@J

@aj .x/
D 2

nX

ID1
Qw .x � xI /

0

@
mX

jD1
pj .xI / aj .x/ � uI

1

Apj .xI / D 0 (8)

The compact form for the above equation is given by

A.x/a.x/ D B.x/u (9)

Here u is the vector consisting of the nodal parameters for all nodes inside the
support domain, and uTD [u1, u2, : : : , un]. Solving Eq. (16) for a(x) leads to

a .x/ D A�1 .x/B .x/ u (10)

Substituting the above equation into Eq. (13), we have the following MLS
approximant

uh.x/ D
nX

ID1
�I .x/uI Dˆ .x/ u (11)

where N(x) is the vector of MLS-shape functions related to the n nodes in the local
support domain of x. The shape function NI(x) associated with node I at point x can
be written as

ˆ .x/ D pT .x/ .A .x//�1B .x/ (12)
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5 Formulation of Topology Optimization

There are many different objective functions that can be founded for the design
of compliant mechanisms. It is noted that many objective functions are originally
designed for compliant mechanisms under the assumption of linear elasticity, which
may not be suitable for the problem with geometrically non-linearity. It has shown
that the displacement output can be used as the objective function to model the large
displacement compliant mechanisms [11, 13]. Thus, the optimization problem based
on mesh-free method can be established as

8
ˆ̂
ˆ̂<

ˆ̂̂
:̂

Maximize
�

W uout

Subject to W
Xn

jD1�j Vj � V D 0;
�minj � �j � 1; .j D 1; 2; : : : ; n/
a .u; ıu/ D l .ıu/ ; uj�D D u;8ıu 2 H1

(13)

where

f .u; ıu/ D 1

2
"ij .u/Dijkl .�.x// "kl .ıu/ (14)

As aforementioned, u is the displacement field, and ıu is the virtual displacement
field belonging to H1. u is the prescribed displacement on the admissible Dirichlet
boundary � D. � is the design variable, which is the nodal density in this study. Vj is
the discrete material volume and V is the total material constrain. n is the number
of the discrete design variables in the design space, and �min

j is the lower bound of
the design variables that is determined as 0.0001 to avoid the numerical singularity
when computing the global stiffness matrix.

6 Numerical Example

As a numerical example of the micro compliant mechanism design problem, the
displacement inverter is chosen as shown in Fig. 1. The example is solved via using
the proposed non-linear modelling of EFG method modelling, and to demonstrate
the effectiveness of the proposed approach; the results were compared with the
results obtained by using non-linear modelling of FEM and linear modelling of
EFG method, respectively. As seen in the Fig. 1, the design domain of displacement
inverter is 400� 400 #m2. On the input port, the input actuator is modelled by
a linear spring with stiffness Kin and a force Fin. The goal of the optimization
problem is to maximize the displacement Uout performed on the workpiece, which
is modelled by a spring with stiffness Kout. For simplifying the computing progress,
the design domain is discretized uniformly by 41� 41 nodes as the design variables



An Element-Free Galerkin Method for Topology Optimization of Micro. . . 223

Fig. 1 The displacement inverter design problem

Fig. 2 Design variables in design domain

Fig. 3 Computational points in design domain

as shown in Fig. 2, and 40� 40 integration cells are used based on the location of
the nodes, inside with the 4� 4 Guass points are used as the computational points,
which has been shown in Fig. 3.

The topologies under different iteration are shown in Fig. 6. In this case, Young’s
modulus is 3 GPa, Poisson’s Ratio is 0.3. An input force FinD 1 N, and an
artificial spring with stiffness KinD 5� 104 N/m is attached to the input port to
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Fig. 4 Topology plots of point-wise nodal material densities: (a–e) intermediate results and (f)
optimal design

simulate the input work. On the output point, an artificial spring with stiffness
KoutD 0.1� 104 N/m is used to simulate the resistance from a workpiece. The
material usage is limited to 30 %.

As shown in Fig. 4, the set of nodal densities serve as the design variables
of the topology optimization to map the material distribution, and the design
gradually moves towards the lower limit 0.0001 (weak material phase) and upper
limit 1 (solid material phase) during the optimization. So we can deduce that the
topology optimization is actually an iterative process to re-distribute a number of
density points in the design space until the design approaches towards a so-called
“0–1” distribution. It can be seen that the optimal topology does not have the
discontinuously scattered nodes. In addition, the boundary of the optimal topology
is acceptable smooth for providing curves and distinct material interface, which is
beneficial to manufacturing procedure.

The output displacement of the optimal design is 37.06 #m. Figure 5 shows
curves of the objective function and the volume constraint over the iterations. The
convergence history of the optimization process using the proposed EFG method is
convergent after 103 iterations. According to the curve of constraint, the proposed
method is well mass conservative. The optimal design obtained by the proposed
non-linear modelling of EFG method is similar to those reported in [1]. Therefore,
we can deduce that the proposed method can be applied to design the micro
compliant mechanisms successfully.

7 Conclusions

This paper proposes an alternative EFG method for topology design of large
displacement compliant mechanism with geometrical non-linearity. The Shepard
function method is applied to generate a non-local nodal density field with enriched
smoothness over the design domain, so that there is no other filter scheme required
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Fig. 5 Iteration histories of objective function and volume constraint

during the numerical analysis. Furthermore, the Shepard function method is used
again to interpolate the densities at all computational points. In this way, a physically
meaningful material density representation is obtained based on a set of design
variables located on the field nodes. To implement the meshless approximations of
system state equations, the MLS method is used to construct shape functions with
compactly supported weight functions. The numerical example has demonstrated
that the proposed method is more capable to handle the large deformation compliant
mechanism and can avoid the undesirable mesh distortion caused by large deforma-
tion and convergence problem. With the development of the non-linear analysis of
EFG method, it is straightforward to extend the proposed topology optimization
method to more advanced mechanics problems.
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A Level Set Based Method for the Optimization
of 3D Structures with the Extrusion Constraint

Hao Li, Liang Gao, Peigen Li, and Tao Wu

Abstract An extrudable structure is formed via the extrusion process in which
materials are squeezed through a die with pre-specified shape. Then, we obtain the
long and straight metal parts with the fixed cross sections. The key of implementing
the extrusion process is that the cross sections are perpendicular to the specified
direction should be kept constant. To this end, this paper proposes a level set
based optimization method for 3D structures with the extrusion constraint. The
compactly supported radial basis functions (CS-RBFs) are introduced to convert
the conventional level set method to a parametric one. The cross section projection
strategy is applied to reduce the design variables and satisfy the extrusion constraint.
Several 3D numerical examples are also provided.

Keywords Structure optimization • Level set • Manufacturability • Extrusion
constraint

1 Introduction

Optimization plays an important role for improving the performance of structures.
Many methods have been established for solving the structure optimal design
problem, such as the homogenization method [1], SIMP (solid isotropic material
with penalization) scheme [2], level-set based method [3–5], ESO (evolutionary
structural optimization) approach [6], and the genetic algorithm [7]. While when
traditional structural optimization methods are applied to these design problems,
another critical factor of a structure—manufacturability—also needs to be inten-
tionally considered.

The extrusion constraint discussed in this paper ensures a structure to be
fabricated by the extrusion process. Generally, in the extrusion manufacturing
process, materials are squeezed through an orifice of the required shape in a die
by using the pressure from a ram, which is illustrated in Fig. 1. This technique
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Fig. 1 Illustration of the extrusion process

is capable of generating compressive and shear force in the product with a lower
manufacturing cost. It is important to maintain the same shape of cross section along
an extruding path to guarantee the parts can be fabricated properly. Therefore, the
design of an extrudable product should not only optimize the structural performance
but also should satisfy the extrusion constraint.

Due to the asymmetric or inconsonant boundary conditions, the three-
dimensional structure optimal design problem cannot be always simplified to two
dimensions. Thus, some alternatives have been made for incorporating the extrusion
constraint into the structure optimization issues. Kim and Kim [8] are among the
earliest researchers who studied the topology optimization of beam cross section.
Zhou et al. proposed the mathematical formulation for the topology optimization
with extrusion constraint, which is embedded in the software Optistruct [9]. Ishii
and Aomura [10] utilized the homogenization method to solve the extrusion-
based structural optimization problem. Liu et al. solved the optimization problems
for the beam cross section considering warping of sections and coupling among
deformations by using the SIMP-based approach [11]. Zuberi et al. investigated the
influence of different configuration and location of the load and boundary conditions
on the optimal results for the extrudable designs [12].

In this paper, we propose a level set-based method for the extrusion-based
optimization problem of 3D structures via the cross section projection strategy, by
which the aim of obtaining the constant cross section along the extrusion axis is
achieved.

2 Parameterization for Structural Optimization

2.1 The Level Set Based Method in Structural Optimization

In the level set-based structural optimization framework, the free boundary of a
design is defined as the zero level set, which is embedded implicitly in a one-higher
dimensional scalar function, i.e., the level set functionˆ(x, t). Then, the propagation
of structural interface can be driven by the iteratively expanding of a specified speed
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Fig. 2 The level set function and its zero isosurface

field. This process is achieved by solving a hyperbolic PDE called Hamilton–Jacobi
equation on the fixed Eulerian grids.

Supposed that all the admissible shapes  are varying within a given design
domain D(D�Rd, dD 2or3), the Lipschitz-continuous level set function, as well as
its zero isosurface, which can be shown in Fig. 2, is defined as:

8
<

:

ˆ.x; t / > 0; 8x 2 n@ .solid/

ˆ .x; t / D 0; 8x 2 @ \D .boundary/
ˆ .x; t / < 0; 8x 2 Dn .hole/

(1)

Then, by introducing the pseudo-time t, the Hamilton–Jacobi equation can be
specified as:

@ˆ .x; t /
@t

C vn jrˆj D 0; ˆ .x; 0/ D ˆ0 .x/ (2)

where vnD v � (rˆ/jrˆj) is the normal velocity. ˆ0(x) represents the initial level
set function.

Though the implicit boundary expression contains several favorable features [3],
moving the structural surface towards optimum is not an easy task when associated
with the conventional level set based method.

2.2 RBF-Based Parametric Model

To address the numeric drawbacks that hamper the implement of classical level
set method, several RBF-based parameterization approaches have been derived
[13–15]. In this paper, a CS-RBF-based parametric model is employed to solve the
optimization problem.
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RBFs are radially symmetric functions centered at a particular point, which are
widely utilized to interpolate or approximate a function from a given set of scattered
samples. Unlike the globally supported RBFs, which require fully dense matrix
and an elaborate shape function to guarantee a desired accuracy, the CS-RBF can
be employed as an alternative kernel to circumvent these disadvantages. Due to
the strictly positive definiteness and sparseness, CS-RBFs achieve a competitive
advantage when incorporated into the level set based structural optimization
method. As it is examined in [13], the CS-RBF with C2 smoothness can produce
favorable approximation for the level set function, which is expressed as:

'.r/ D max
n
0; .1 � r/4

o
.4r C 1/ .Wendland-C2/ (3)

With regard to the 3D structural optimization, the radius of support is defined in
a three-dimensional Euclidean space:

r D dI

R
D
q
.x � xi /2 C .y � yi /2 C .z � zi /

2

R
(4)

where the parameter R indicates the radius of influences from the other adjacent
knots. The radius of support r should be chosen properly, since it strongly affects
the non-singularity of interpolation and the efficiency of approximation.

By introducing the CS-RBF, the originally coupled time and space variables have
been separated naturally:

ˆ.x; t / D �.x/T � ’.t/ D
NX

iD1
'i .x/ � ˛i .t/ (5)

where �(x)D [®1(x),®2(x), : : : ,®N(x)]T 2RN is the univariate, radially symmetric
kernel, and ’D [˛1,˛2, : : : ,˛N]T 2RN is the expansion coefficient vector, which is
only time dependent.

Substituting Eq. (5) into the Hamilton–Jacobi equation (2), it yields:

�T .x/
d’.t/

dt
C vn

ˇ̌
ˇ.r� .x//T’.t/

ˇ̌
ˇ D 0 (6)

Then, the normal velocity vn can be rewritten as:

vn D � �.x/T
ˇ̌
ˇ.r�/T’.t/

ˇ̌
ˇ
� d’.t/

dt
(7)

Hereto, the classical level set method has been transformed into a parametric
form for solving the structural optimization problems. Thus, the time-consuming
process of handling Hamilton–Jacobi PDE is replaced by solving the rather
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convenient ODEs [13]. It should be noted that all the fixed nodes in the Eulerian
type approach are now regarding as the CS-RBF interpolation knots, which means
the level set propagation is now extending to the entire design domain rather than
merely the front, making it possible to nucleate new holes during iteration.

3 A Cross Section Projection Strategy

An extrudable design means to create a constant cross-sectional product, which is
seldom discussed in the conventional structural optimization techniques. Regarding
the proposed cross section projection method, the surfaces of the 3D structure that
are perpendicular to the specified axis, namely extrusion direction, are projected
onto a uniformly meshed plane in 2D. In this circumstance, the original three-
dimensional design problem is converted to an issue of identifying the optimal
material distribution within a 2D space with much less number of design variables.

For the sake of simplicity but without losing generality, in this paper, we consider
the widely used compliance design problem to illustrate the developed approach.
In general, the structural compliance optimization with extrusion constraint can be
formulated as:

Minimize
.u;ˆ/

W J .u; ˆ/ D
Z

D

f .u/H .ˆ/ d

Subject to W a .u; v; ˆ/ D l .v; ˆ/ ; 8v 2 U; u j@ D u0

G .u; ˆ/ D
Z

D

H .ˆ/ d � Vmax � 0
�
ˆi D ˆj D � � � D ˆne

�
k
; k D 1; 2; : : : ; K

(8)

where J is the objective function and G is the global volume constraint with a upper
bound of Vmax, respectively. H is the Heaviside function associated with the implicit
level set ˆ. K denotes the number of elements in a single cross section, and ne
represents the number of elements along the path of the extrusion. We see that
numerous extra constraints are considered for an extrudable design in Eq. (8).

To implement the cross section projection method, the fundamental is to
appropriately handle individual elements within the discrete 3D finite element
(FE) model. Suppose that Ei is an arbitrary element in the discrete design space,
of which the corresponding domain is denoted by Ei. Generally, there are two
types of elements in the FE model that influence Ei, i.e. adjacent elements and
parallel elements, which are shown in Fig. 3a, b. The adjacent elements indicate
the elements in the fixed range of neighborhood of Ei, and the parallel elements
refer to the elements on the same extrusion axis of Ei. The data of every finite
element is aggregated onto a uniform-meshed 2D projection plane, which can be
seen in Fig. 3c. It should be noticed that the structural design that demands fixed
cross section is still in need of performing a 3D finite element analysis. After that,
the data in the original FE model are mapped to the relevant finite elements on the
projection plane via two specified operations.
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Fig. 3 Description of the cross section projection strategy. (a) the adjacent elements; (b) the
parallel elements; (c) the projection plane

In the proposed method, the bilinear functional associated with 2D domain is
established as:

aP .u; v; ˆ/ D
KX

kD1

(
neX

iD1
a.u; v; ˆ/i=ne

)

k

(9)

a.u; v; ˆ/i D 1
naeX

jD1
w .i; j /

naeX

jD1


w .i; j /

�Z

DEi

." .vi //
T C .Ei / " .ui /H .ˆi / dEi

��
;

w .i; j / D r � dist .i; j /
(10)

where Eq. (9) is used to average the influences from the elements in the identical axis
with Ei, and Eq. (10) is implemented to aggregate the influences from the neighbor
elements of Ei. The bilinear functional a.u; v; ˆ/i in a sub-domain Ei is given in
the so-called weak form. w(i, j) is the weight coefficient that can be calculated by the
radius of neighborhood and the distance between the relatively adjacent elements,
i.e. r and dist(i, j). nae represents the number of adjacent elements within radius r.

Similarly, the loading functional is derived as:

lP .v; ˆ/ D
KX

kD1

(
neX

iD1
l.v; ˆ/i=ne

)

k

(11)
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��
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Then, after projection, we obtain a new formulation which is described in a two-
dimensional space P:

Minimize
.u;ˆ/

W JP .u; ˆ/ D
Z

DP

f .u/H .ˆ/ dP

Subject to W aP .u; v; ˆ/ D lP .v; ˆ/ ; 8v 2 UP ; u j@P D u0

GP .u; ˆ/ D
Z

DP

H .ˆ/ dP � Vmax � 0
(13)

In the approach specified above, no extra manufacturing constraints are explicitly
existed when Eq. (13) can be applied to ensure an optimum design is able to be
fabricated by extrusion. The reason is that each design variable in the original
extrusion-based structural optimization is mapped to a relevant design variable
associated with the 2D projection plane, which simultaneously produces a reduced
set of design variables and guarantees an extrudable structure along the pre-
specified path. Furthermore, the computational effort for the RBF interpolation is
greatly decreased in that the identical grids in both RBF and FEA with regard to
the parametric level set method reduce the number of interpolation kernels and
corresponding summation operators. It should be pointed out that even a structure is
meshed with irregular grids, it can be projected onto the uniform-meshed 2D domain
by using the shape function.

4 Sensitivity Analysis and Optimization Algorithm

In Sect. 3 we obtained the optimization model for the structural optimization
problem, which offers a tool to ensure a structure have constant cross section
geometry during iterations so that it can be manufactured by the low-cost extrusion
technique. To improve the structure’s performance, a design sensitivity analysis is
needed to conduct. In this section, we introduce the shape sensitivity analysis [8] to
establish the relationship between the objective function and design variables.

For the compliance minimization of an extrusion product, the Lagrangian
function with a positive Lagrange multiplier ƒ can be established as:

LP .u; ˆ/ D JP .u; ˆ/C lP .v; ˆ/ � aP .u; v; ˆ/CƒGP .u; ˆ/ (14)

The shape derivative of the Lagrangian function can be derived as:
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dLP .u; ˆ/

dt
D
Z

DP

Œˇ .u; v; ˆ/Cƒ� jrˆj vnı .ˆ/ dP D
Z

�P

Œˇ .u; v; ˆ/Cƒ� vnd�P

(15)

where the shape gradient density is obtained by the two particular operators
specified in Sect. 3:

ˇ .u; v; ˆ/ D
neX

iD1
ˇ.u; v; ˆ/i=ne (16)
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jD1
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(17)

On the one hand, we substitute Eq. (7) into Eq. (15) to rewrite the shape derivative
in term of expansion coefficients ˛i; and on the other hand, we calculate the
corresponding derivative by utilizing the chain rule. Then, the design sensitivities
of the objective function and the volume constraint can be derived by comparing the
results from the two different ways:

dJP

d˛i
D �

Z

�P

JP .u; ˆ/
�iˇ

ˇ̌
.r�/T’.t/

ˇ
ˇ̌d�P (18)

dGP

d˛i
D
Z

�P

�iˇ̌
ˇ.r�/T’.t/

ˇ̌
ˇ
d�P (19)

To solve the structural optimization of 3D structure under extrusion constraint,
some of the well-established techniques can be used, such as the steepest descent
method, the method of moving asymptote (MMA), and the optimality criteria (OC).
Owing to easy implement and high efficiency in dealing with large-scale topology
optimization problems with single global constraint, the OC-based method [2] is
employed to handle the optimization problem in this paper. It should be pointed
out that the expansion coefficients of the CS-RBF interpolation are selected as the
design objectives and are proceed with the OC approach iteratively.

5 Numerical Examples

In this section, the benchmark of the 3D cantilever beam is used as the numerical
example to illustrate the characteristics of the proposed method. The elastic material
is assumed with a Young’s modulus of ED 180 GPa and the Poisson ratio of 0.3.
The weak material has a Young’s modulus of 0.001 and the same Poisson ratio.
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Fig. 4 The design domain

The initial design, which can be shown in Fig. 4, is a beam-like structure of size
1� 1� 4 m with one end being fixed as the Dirichlet boundary. While the other end
with a concentrated force of FD 50 kN is vertically loaded at the center point of the
surface is treated as a non-homogeneous Neumann boundary. The design domain is
discretized by 10-by-10-by-40 tri-linear 8-node cube elements for FEA. The level
set surface is evolved on a 10-by-10-by-40 fixed Eulerian grid, accordingly. The
objective functional is to minimize the structural strain energy with a material usage
of 30 % in volume fraction.

To illustrate the method, solutions from the following two scenarios are com-
pared: the design problem without and with considering the extrusion constraint. In
the first example, we do not impose the manufacturing constraint on the optimization
model. Although the parametric level set method can nucleate new holes within the
design domain, we still observe that several regular voids are added factitiously into
the rectangular solid in order to speed up the optimization process. The evolution
process can be seen as in Fig. 5a–d. It is obviously that the structure changed
dramatically during the initial 20 iterations, and the optimal topology has been
almost formed. The subsequent iterations are carried out to perform the shape
optimization to get a uniform distribution of strain energy densities at the boundary.
From the observation of the final result that is shown in Fig. 5d, the cross sections
along each direction are absolutely different and the optimal structure is unable to
be fabricated with the low-cost extrusion process.

In the second example, we consider the extrusion constraint. We assume that the
extrusion path is along the Z axis, and it means, in other word, the cross sections
that are perpendicular to the pre-defined path should be kept constant to ensure the
application of extrusion technique. It should be pointed out that the initial design is
different from the first example which contains several holes penetrating the entire
structure along the extrusion direction to maintain the uniform cross section from
the very beginning. From Fig. 5e–h, we see clearly that the motion of structural
boundary is restricted to be the same within every section along the Z axis during
the optimization process. Such restriction is done by unifying the value of level
set function for the corresponding nodes on each cross section via the proposed
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Fig. 6 The convergence history. (a) without the extrusion constraint, the structural strain energy
is 8.8005; (b) with the extrusion constraint, the structural strain energy is 9.0104

Fig. 7 Optimal results with Hyperworks

projection method. It is straightforward to observe that the optimal result, which is
plotted in Fig. 5h, can be manufactured with the extrusion process.

The convergent histories of the structural strain energy and the volume constraint
over iterations are in Fig. 6.

In addition, we further compare the result in the second example with the
topologies obtained from the software Hyperworks, which contains the optimization
module—Optistruct—that can solve the topology optimization problem considering
several manufacturing constraints via the well-established SIMP interpolation
model. The extrudable result from Optistruct is shown in Fig. 7a. The zigzag
structural boundary can be observed, owing to the element-wise approach. Through
the surface fitting we can get the smooth boundary, as shown in Fig. 7b, c. By
comparing the result with that in the second example, we see that the final topologies
in both cases are approximately the same. Nevertheless, the result from the SIMP-
based method cannot be directly used without the fitting process. In our proposed
method, the structural boundary is always kept smooth, and the final result can be
imported straightforwardly into the CAD software for further detailed design.
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6 Conclusions

A new level set-based method has been proposed in this study for 3D structures
with extrusion constraint. The CS-RBFs are introduced to interpolate the level
set function on the fixed Eulerian grids, which transform the original PDE-based
approach into the easily solved parameterization one. The cross section projection
strategy is applied to convert the extrusion-based 3D structure optimization to
the 2D issue with much less number of design variables. The extrudable design
is achieved with the constant cross sections along the pre-defined path. Several
numerical examples are provided.

The presented method only deals with the extrusion-based design with simple
loading case. The future work would extend the method to solve different opti-
mization problems, such as dynamics issues or considering warping deformation
conditions. Also, the future work should address the issue of a structure that is
meshed with irregular grids.
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Topology Optimization of Structures Using
an Adaptive Element-Free Galerkin Method

Yixian Du, Shuangqiao Yan, De Chen, Qingping Long, and Xiang Li

Abstract This paper proposes a topology optimization method based on an
adaptive element-free Galerkin (EFG) method. Since there are a large number of
discrete design variables in the meshless based topology optimization, the adaptive
EFG method is included to improve the computational efficiency. The topology
optimization problem is formulated as a mean compliance design of structures, in
which the nodal densities are regarded as design variable. In the proposed method,
the criteria of adding node, the scheme of adaptively inserting nodes, and the method
of updating the variable for any new node are discussed. A typical example is used to
demonstrate the effectiveness of the proposed topology optimization method using
the adaptive EFG method.

Keywords Topology optimization • Adaptive EFG method • Nodal encryption
criteria

1 Introduction

Topology optimization of structures has experienced considerable development
over the past two decades [1]. The typical methods for topology optimization of
structures include the homogenization and SIMP method [1], the nodal density
description method (Kang and Wang 2012) [2], and the level set method (Wang
et al. 2003) [3, 4]. However, most current topology optimization methods are based
on finite element methods, and will be easily subjected to numerical instabilities [5].
With the development of the meshless method in the numerical simulation, alterna-
tive topology optimization methods based on element-free methods have gradually
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become a research focus, such as the EFG method and RKPM (reproducing kernel
particle method) have been applied to topology optimization of structures [6] (Luo
et al. 2012) has become a research focus in the field. These methods have shown
their advantages in overcoming the typical numerical instabilities. However, the
major shortcoming of the meshless topology optimization methods is the expensive
computational cost. Hence, how to improve the numerical efficiency is an interesting
topic in meshless topology optimization.

In finite element based topology optimization, Xu and Cheng [7] studied the
topology optimization of structures based on an adaptive mesh refinement scheme
in the process of optimization. According to the information of the node density
field, the adaptive encryption for the elemental mesh was completed and the shape
function interpolation method was used to get the new design space and the
next-stage topology optimization is performed, to reduce the dimension of design
variable space and amount of iterations. Lin and Chou [8] used a smaller number of
finite elements to increase the chance of obtaining a good topology under a limited
computational cost. In term of meshless method, the gauss point density values
were used as design variables. However, this method cannot construct a continuous
density field, and will easily lead to numerical instability due to separate point-
clouds. Many researchers began using the nodal relatively density as the design
variable to avoid this phenomenon. Wu and Gong [9] treated the nodal densities as
the design variables, which initially used sparse nodes in the process of topology
optimization and then added nodes gradually via an adaptive node refinement
scheme until the distance between the adjacent nodes is less than the fixed value
to improve the efficiency.

Therefore, the paper will study an adaptive topology optimization using EFG
method, which takes the nodal relative densities as the design variables, combining
the adaptive numerical technology with EFG method to reduce the number of design
variables and to improve the efficiency.

2 Topology Optimization Based on Adaptive Element-Free
Galerkin Method

2.1 Element-Free Galerkin Method

The element-free Galerkin (EFG) method is one of the most promising meshless
methods in the area of computational solid mechanics [10, 11]. The key concept in
the EFG method is to employ the moving least-square (MLS) technique to enable
the numerical approximation of the discrete govern equation.

uh .x; x/ D ˚ .x; x/ u (1)
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where ˚ .x; x/ is the shape function, uh .x; x/ is local approximation, and u are
nodal parameters. The EFG shape function consists of polynomial p(x) and a
cubic spline weight function [12]. The governing equation for two-dimensional
elastostatics problems on the domain  bounded by � can be given as follows:

8
<

:

r � ¢ C b D 0 in 
u D u on �u

¢ � n D t on �t

(2)

where b is a body force vector, t the prescribed traction on the natural boundary, and
n the unit normal outward to the domain boundary.

It is noted that the MLS shape function ˚ .x; x/ does not possess the Kronecker
delta ı function properties. As a result, the essential boundary cannot be directly
applied. In the paper the Lagrange multiplier method is applied to enforce the
essential boundary. The final discrete equations can be obtained by


K G
GT 0

� �
u
�

�
D
�
F

q

�
or Kd D F (3)

where the details of the above equation can be referred to [12]. In this paper the
Gauss integration method is used to solve the Eq. (3) to obtain nodal displacements.

2.2 Topology Optimization Based on the Adaptive EFG Method

In the paper, the nodal relative densities �i are used as the design variables. So every
nodal density in the domain can be obtained through the following shape function
interpolation:

�� D
NX

iD1
 i�i (4)

where N is the number of nodes inside the support domain, and  is the shape
function.

The topology optimization formulation of the mean compliance design of
structures is developed using the SIMP method [13]. SIMP is currently experiencing
popularity because of its conceptual simplicity and numerical easiness. The key
concept of the SIMP method is to relax the original discrete topology optimization
problem to allow the intermediate densities of the design variables, so as to enable
the gradient-based optimization methods (e.g., SLP, SQP, and SCP optimization
algorithms) and avoid the “N–P” hard phenomena [14, 15]. This work employs the
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nodal relative densities as the design variables and the mathematical model of the
optimization can be written as

8
ˆ̂̂
<̂

ˆ̂̂
:̂

min W C .�/ D F T
u

s:t: W V .�/ � f V0 � 0
Kd D F
0 < �min � � � 1

(5)

where C(�) is the objective, � is design variable, V(�) and V0 is the material volume
and design domain volume, respectively, and f is the prescribed volume fraction, F
is the force vector, and �min is a vector of minimum relatives densities to avoid
numerical singularity in numerical analysis. For the simplicity the standard OC
method is used as the optimizer [16].

2.3 Local-Encryption of the Adaptive EFG Method

(1) The criterion of nodes adaptive encryption
In processing the topology optimization, the nodal relative densities are used

as the design variables taking the values 0 or 1. A critical density value will be
selected as the criteria of adding node in the region.

(2) The method of nodal encryption
According to the adaptive EFGM, the new nodes can be inserted in its local

domains (Fig. 1).
For the special node I, we need to insert new nodes surrounding its domain

influence by following the method: (xI , yI C dIm/2), (xI , yI � dIm/2), (xI C dIm/2,
yI), (xI � dIm/2, yI), (xI C dIm/2, yI C dIm/2), (xI � dIm/2, yI C dIm/2), (xI C dIm/2,
yI � dIm/2), (xI � dIm/2, yI � dIm/2), where the dIm is the distance of the recent
point to I.

(3) The criteria of new additional nodes update design variables

Fig. 1 Local nodal adding method
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Fig. 2 The radius of adaptive search

After nodes local refinement, the new additional nodes need to be added
into the original design variable to prepare for the next topology optimization.
As nodal relative density values closed to other nodes in its local domain, the
new additional nodal density value may be produced by the interpolation on the
nodal relative densities in the latest topology optimization loop

�00 D
NX

iD1
�.xi /�

0
i (6)

where �(xi) is the interpolation shape function, �0 is the relative density value
of the last topology optimization, N is the number of nodes in the local domain,
�00 is the relative density value of the new additional node.

(4) Determination of the radius on the adaptive method (Fig. 2)
Following the adaptive analysis, the nodes could be very arbitrary. So it is

necessary to determine the size of the influence locally. The scaling factor cI

need to be assigned to each node to reflect local nodal densities. It is evaluated
from the influence area by using the following form:

c0
I D

r
2

N
Ak (7)

where N is the number of nodes in domain, and the Ak the area of the kth domain.

d 0
mI D d 0

maxc
0
I (8)

where d
0

mI � 2 is often used for the static analysis.
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Structure mechanics analysis
based on the EFG method

Update variables in the density field
(standard OC-method)

N

Adaptive node
encryption

endowed the initial design
variables for the new nodes

Y

Initialize the design variables
(design domain, constraints, boundary conditions)  

output the optimization
results

Whether need the 
adaptive analysis or not

Fig. 3 Flowchart of topology optimization based on the adaptive EFG method

2.4 Flow Diagram of Adaptive EFGM Topology Optimization

The flowchart of topology optimization based on the adaptive EFG method shown
in Fig. 3.

Step 1. Initialize the design variables: the design domain, constraints, and boundary
conditions.

Step 2. Calculate the displacement at each node using the EFG method in those
nodes distribution.

Step 3. Solve the optimization problem (5) using the OC method to update the design
variables.

Step 4. Following the distribution of nodal relative density to judge whether the next
adaptive analysis is to be performed or not.

Step 5. According to the criterion of the refinement �i>�o, select those nodes to be
refined and insert nodes surrounding them.

Step 6. According to the new node distribution to update the design variables and
return to Step 2.

3 Numerical Example for Adaptive Topology Optimization

The first example is a cantilever beam using the proposed adaptive topology opti-
mization. The parameters for the design domain are LD 20, DD 10, and PD 1,000,
prescribed in Fig. 4. The material properties: Young’s Modulus ED 3.0� 107



Topology Optimization of Structures Using an Adaptive Element-Free Galerkin Method 247

Fig. 4 Geometric model of the first numerical example

and Poisson’s Ratio �D 0.3, the adaptive parameters dmaxD 2.0, CD 2.5, and the
volume constraint is limited to 30 %. The nodal distribution, the number of the
design variables, and the results of the adaptive topology optimization are shown in
Table 1.

The objective is to determine the optimal layout of the problem illustrated in
Fig. 4. Every adaptive results of the topology optimization are illustrated in Table 1.
Notice that the original domain is distributed with relatively sparse nodes (231
design variables), the optimal topology is clear but it not inadequate continuous and
integrity. With the proposed adaptive topology optimization method, a better topol-
ogy of the structure can be obtained after the first and second adaptive encryption.
After the first encryption, the number of the design variables was increased to 554,
compared to a number of 861, which has the same node distribution but the node
number is reduced by 35.66 %. In the second nodal encryption, the number of the
design variables was 1,090, compared to the same node distribution numbers of
3,321, which denotes a reduction of 42.52 %. From the analysis, it can be found
that the adaptive meshless topology optimization method can get a better optimal
topology and reduce the total number of the design variables, so as to improve the
computational efficiency of the optimization.

4 Conclusions

This paper has proposed an adaptive meshless topology optimization method for the
design of continuum structures. The numerical example shows that the proposed
method can improve the computational efficiency of the optimization. A better
topology description of the structure can be obtained with relatively a small number
of field nodes. The proposed topology optimization can be further extended to more
advanced mechanics problems.

Acknowledgements This research was partially funded by National Natural Science Foundation
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Table 1 The results of topology optimization for the cantilever beam
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Modeling and Multi-Objective Optimization
of Double Suction Centrifugal Pump Based
on Kriging Meta-models

Yu Zhang, Sanbao Hu, Jinglai Wu, Yunqing Zhang, and Liping Chen

Abstract This paper presents the multi-objective optimization problem of double
suction centrifugal pump using Kriging meta-model. A set of double suction
centrifugal pumps with various blade shapes were numerically simulated in the
CFD software. Efficiency � and required net positive suction head (NPSHr) were
investigated through these numerical simulations. Kriging meta-models were built
to approximate the pump characteristic performance functions � and NPSHr using
the design variables related to the blade geometrical shape. The objectives are to
maximize �, as well as to minimize the NPSHr, which are two important indicates
of centrifugal pump. Non-dominated Sorting Genetic Algorithm II (NSGA II)
is used as the optimization algorithm. A tradeoff optimal point was selected in
the Pareto-optimal solution set by means of robust design based on Monte Carlo
simulations, and then the simulation result of the optimal solution was compared
with experiment result, which shows that the proposed optimal solution coincides
with the experiment well.

Keywords Centrifugal pump • Multi-objective optimization • Kriging
meta-model • Computational fluid dynamics

1 Introduction

Centrifugal pumps are the group of turbomachines used for transporting liquids by
raising a specified volume flow to a specified pressure level [1]. Anagnostopoulos
[2] investigated the characteristic curves centrifugal pump by using CFD software,
and the objective was to find the impeller geometry that maximizes the best
efficiency value of the pump among a set of blade angle. Derakhshan et al. [3]
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used incomplete sensitivities and genetic algorithms to obtain a higher efficiency
by re-designing the shape of impeller blades. These researches only deal with the
design of centrifugal pumps as a single objective optimization problem. Actually,
optimization of double suction centrifugal pumps is indeed a multi-objective
optimization problem rather than a single objective optimization problem that has
been considered so far in the literature [4]. Safikhani et al. [5] presented a multi-
objective optimization progress on centrifugal pumps and proposed the Pareto-
optimal solutions using genetic algorithm based on neural network meta-model.
Nourbakhsh et al. [4] used particle swarm optimization (PSO) and Non-dominated
Sorting Genetic Algorithm II (NSGA II) algorithm with neural network meta-model
to find the Pareto front of two conflict objectives: efficiency and required net positive
suction head (NPSHr). In contrast with these applications mentioned above, Kriging
meta-models scarcely appear in the literatures relating to centrifugal pump, not to
mention double suction type.

Multi-objective optimization is a process of optimizing a collection of objective
functions systematically and simultaneously [6]. Modem design and real-world
engineering problems often relate to multiple objectives, and they are thus treated
as multi-objective optimization problems. Liu et al. [7] proposed a multi-objective
optimization method based on an approximation model, and used the trust region
move limits updating strategy to guarantee the accuracy of the approximation. Lin
et al. [8] combined solid isotropic material with penalization (SIMP) with physical
programming (PP) to achieve multi-objective topology optimization.

Kriging meta-model was originally proposed by Kleijnen [9] the South African
mining engineer Daniel Gerhard Krige. It may give an optimal unbiased prediction
for the unknown response points [10], which is a remarkable trait different from
other meta-models. Compared to traditionally RSM, Kriging meta-models have
the advantage in high dimensional nonlinear problems and prediction accuracy.
Zakerifar et al. [11] constructed meta-models respectively by RSM and Kriging
method. The comparison of the two methods showed that the Kriging meta-models
are superior to the RSM, especially in the case of a multiple-objective optimization
problem.
� and NPSHr are both important characteristic parameters for a double suction

centrifugal pump. They are obtained either by experiments or by CFD simulations.
The objective � needs to be maximized while the second objective NPSHr is
required to be minimized. Actually, there is a conflict between the two objectives.

This paper studies multi-objective optimization for the design of double suction
centrifugal pumps. � and NPSHr have been considered as two conflicting objectives.
The well-established NSGA II is employed to perform the multi-objective opti-
mization. The present work has been successful in applying Kriging Meta-models
for multi-objective optimization of double suction centrifugal pump, and a robust
design method based on Monte Carlo simulation is used to determine a tradeoff
point from the Pareto frontier.
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2 Modeling and CFD Simulation of Centrifugal Pumps

2.1 Illustration of Objective Functions

Centrifugal pump’s efficiency is the ratio of useful power to input power, defined as
follows.

� D Pu=Pin D �gHQ=Pin (1)

Where Pu is the useful power, Pin is the input power, � denotes the fluid density,
and g denotes the standard acceleration of gravity, H is the pump Head, Q is the
volume flow rate.

NPSHr, which is a significant cavitation parameter for pumps, relates to the
minimum pressure required at the suction port of the pump to keep the pump from
cavitation. It can be depicted with the following equation

NPSHr D P1 � Pmin=�g C u21=2g (2)

Where Pmin is the minimum pressure of the impeller blade.

2.2 Definition of Design Variable

Impeller’s meridional section is shown in Fig. 1. The shape of double suction
centrifugal pump impeller is determined by the solid line as shown in Fig. 1, and it
is parameterized by using quartic Bezier curve with five control points. There are
four design variables: ˛1, r1, ˛2, and r2. r is the relative position in the line segment.
Take line segment AC for example, r1 is the ratio of the line length AB to AC.

2.3 Numerical Simulation of Centrifugal Pumps

The fluid flowing through the centrifugal pump is assumed as incompressibility, and
the governing equations for conservation of mass and momentum are given as

@Ui

@xi
D 0 (3)
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�
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Fig. 1 Meridional section of the impeller

Where Ui denotes the velocity in tensor notation, xi is the position vector in tensor
notation, t denotes the time, � is the fluid density, P is the pressure, � is molecular
viscosity, Sji is the strain-rate tensor, and $ ji is Reynolds-stress tensor.

The standard k� " turbulence models are adopted and their equations mainly
consist of turbulence kinetic energy and dissipation rate equations, expressed as
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Where k is the kinetic energy of turbulent fluctuations per unit mass, �t is the
eddy viscosity and �tD �C�k2/", and " is the dissipation per unit mass. C"1, C"2,
C�, � k, and �" are empirical constants.

The boundary conditions are mass flow inlet and pressure outlet, the flow rate
is 2,000 m3/h, and pressure is 1 atm respectively. The rotational speed is 1,400 rpm,
flowing medium is water, and the residual error is set as 1e�5 to judge whether the
calculation has converged.

The space-filling design method named Latin Hypercube Designs (LHD), which
homogeneously covers the entire design domains, was employed to obtain 50
sample points. Table 1 shows the simulation results of the sample points, which
are used to built the Kriging meta-models.
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Table 1 The results of CFD simulations

Design variable Objective parameter

Serial number ˛1 (deg) r1 ˛2 (deg) r2 � (%) NPSHr (m)

1 0.00 0.921 76.94 0.921 86.45 4.25

2 0.61 0.647 89.59 0.745 90.69 4.67

3 1.22 0.667 74.90 0.608 83.21 4.19

4 1.84 0.843 77.35 0.510 84.32 4.35

5 2.45 0.392 79.80 0.862 84.77 4.27

6 3.06 0.098 84.29 0.020 86.92 4.53

: : : : : : : : : : : : : : : : : : : : :

49 29.39 0.020 85.51 0.255 81.42 4.09

50 30.00 0.490 70.00 0.843 71.77 3.37

3 Modeling the Kriging Meta-models of Centrifugal Pumps

3.1 Kriging Model for Approximations

Kriging meta-models have global performance rather than local characteristics, used
to predict the unknown values based on the given values. A Kriging model is
described by the combination of a known polynomial and departures of the form

y.x/ D f.x/T“C z.x/ (7)

Where y(x) denotes the response function, f(x)T“ is the regression model, f(x) is
the regression basis function, “ is the regression coefficient, and z(x) is assumed as
an independent Gaussian random process which is characterized by zero mean and
covariance

Cov Œz .!/; z.x/� D �2R .�; !; x/ (8)

Where �2 is the process variance, � is the unknown correlation parameter,
R(� ,!, x) is the correlation function between the points ! and x.

The estimate value at point x and the prediction error are respectively given as

by.x/ D CT .x/Y (9)

by.x/ � y.x/ D CTY � y.x/ D CTZ � zC �FTC � f.x/
�T

“ (10)

Where C is the unknown weight vector which is selected to minimize the mean
square error (MSE), Y is the response of the sample points, ZD [z1, : : : , zm]T , m is
the number of the sample points, and F is a vector which consists of the value of
f(x) at each sample points.
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According to the unbiased condition, (FTC� f(x))T D 0 or FTC(x)D f(x) is
demanded. Without loss of generality, the MSE of the predictor’s values under this
condition is given by

s.x/ D E Œ.by.x/ � y.x/2
i
D �2 �1C CTRC � 2CT r

�
(11)

where rT (x)D [R(� , x, x1) � � � R(� , x, xm)], which is a vector of an unknown point and
all known sample points, R is an m�m symmetric correlation matrix.

Under the unbiased condition, the Lagrangian function is introduced to minimize
the value of MSE with respect to C. The unknown parameters “ and �2 can be
estimated by

b“ D �FTR�1F
��1

FTR�1Y (12)

b�2 D
	

Y � Fb“

T

R�1 	Y � Fb“


=m (13)

The Kriging model and Eq. (13) can be given further as

by.x/ D fT .x/b“C rT .x/R�1 	Y � F b̌



(14)

s.x/ D �2
	
1C uT

�
FTR�1F

��1
u � r.x/TR�1r.x/



(15)

Where uDFTR� 1r(x)� f(x).

3.2 Kriging Models Verification

In order to validate the predictor’s ability of the Kriging meta-models, an additional
set of 30 points obtained by LHD are used as test points. The root mean square error
(RMSE) between the estimated values (Kriging meta-models) and the actual values
obtained by CFD simulation is defined as following equation, and we use the RSME
as it indicates to validate that if the meta-models satisfy the requirement or not.

RMSE D
vu
ut

NX

i

di
2=N (16)

Where N is the total number of the test points, and diDYi (Kriging) �Yi (CFD).
RMSE is used to measure the average error between values predicted by a model
and the actual values. The predictive value and CFD value of RMSE are calculated
according to Eqs. (15) and (16), respectively. Table 2 shows that the prediction
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Table 2 The values of RMSE

Meta-models for input data-� Meta-models for input data-NPSHr

Prediction CFD Prediction CFD

0.9361 0.9202 0.0473 0.0435

Fig. 2 Kriging predictor vs. CFD simulation

RMSE of the Kriging meta-models is coincided with the CFD results well. The
values of the RMSE indicate that the prediction accuracy of the Kriging meta-
models is pretty reliable.

Figure 2 shows the comparison of calculation results between the Kriging
predication values and CFD simulation values. From the figures, we find that the
estimated values of Kriging meta-models are coincided with the CFD simulation
values well.

4 Multi-Objective Optimization of Centrifugal
Pumps Using NSGA II

4.1 Problem Definition and Optimization Results

The problem in this paper can be described as follows

8
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂:

F ind X D Œ˛1 ; r1 ; ˛2 ; r2�T
Maximize � D f1 .˛1 ; r1 ; ˛2 ; r2/
Minimize NPSHr D f2 .˛1 ; r1 ; ˛2 ; r2/
Subject to 0ı � ˛1 � 30ı I 0:02 � r1 � 0:98 I

70ı � ˛2 � 90ıI 0:02 � r2 � 0:98

(17)
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Fig. 3 Pareto-optimal front of efficiency and 1/NPSHr using NSGA II

Where f1 and f2 is the optimization objectives. NSGA II is one of the most popular
multi-objective optimization algorithms. It is characterized by fast non-dominated
sorting approach and simple crowded comparison operator [12]. NSGA II is usually
a good choice to deal with multi-objective problem involving multiple conflicting
objectives for its good performance of global searching. SBX and polynomial
mutation have been used as operators for crossover and mutation, respectively.
The distribution indexes for both operators are �cD 20 and �mD 20, respectively.
The crossover probability is set to 0.9 and the mutation probability of 1/n, where n
is the number of decision variables. The NSGA II was running using the population
size of 100 and the maximum generation’s number of 200.

Figure 3 shows the Pareto-optimal front of the two conflict objectives � and
1/NPSHr. As shown in Fig. 3, when a beneficial choice leans to one objective, the
other will go worse, and vice versa. These non-dominated optimal points obviously
present tradeoffs between objective functions � and NPSHr.

Figure 4 show the objectives efficiency � and 1/NPSHr with respect to design
variables in the Pareto front, respectively. Both figures are divided into four regions
by five dashed lines. The four regions are respectively AB, BC, CD, and DE as
shown in Fig. 4a. On the contrary, the order of these regions in Fig. 4b reverses
to the Fig. 4a, which are due to the conflict between efficiency and 1/NPSHr as is
shown in Fig. 3. There are some particular phenomena in Fig. 4. For example, in
Fig. 4a, each region from AB to DE, the design variables r2, ˛2, r1, and ˛1 change
in turn while the other three design variables are approximated to keep constant in
the corresponding region. Additionally, there are two design variables which change
in region CD, and it is different from other regions with only one design variable
variation.
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Fig. 4 Design variables vs. objective functions. (a) Design variables vs. �. (b) Design variables
vs. 1/NPSHr

4.2 Optimal Point Decision and Physical Prototype Verification

For a centrifugal pump designer, a tradeoff point should be chosen among the
Pareto-optimal solutions as the final pump design point. In order to guide the
tradeoff selection, the robust design based on Monte Carlo simulation is proposed
to determine the best point.

Monte Carlo simulation can obtain the stochastic characteristics containing mean
value and variance of an objective variable by evaluating a set of random design
alternative. Robust design is the method that improves quality and reliability by
reducing the functional variation of a system without removing the causes of
variation [13]. Given the objective functions efficiency and 1/NPSHr in Fig. 4 are f1
and f2 for convenience, respectively. The index function is defined as

F D w1
h
w2.�1 � f1/2 C w3�

2
1

i
C w4

h
w5.�2 � f2/2 C w6�

2
2

i
(18)

Where w1, w2, w3, w4, w5, and w6 are the weight coefficients, �1 and �2 are the
mean values of f1 and f2 in each point of the Pareto-optimal solutions, respectively,
�2

1 and �2
2 are the variance of f1 and f2 in each point of the Pareto-optimal solutions,

respectively. The design variables ˛1, r1, ˛2, and r2 are assumed to obey normal
distribution. In order to obtain the stochastic characteristics �1, �2, �2

1, and �2
2 of

each points in the Pareto-optimal front, Monte Carlo method is carried out by 1,000
simulations with five samples per design variable.

The tradeoff optimal point is the one that makes the value of index function
F minimum, which indicates the lowest functional variation. The values of design
variables in the optimal point are shown in Table 3. The physical prototype with
respect to the tradeoff point is shown in Fig. 5. Figure 5a shows the impeller
with corresponding design parameters of the selected point. Figure 5b shows the
experiment of the double suction centrifugal pump. The pump is fitted on the test
bench, and the electric machinery drives the impeller. The water is transmitted
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Table 3 Values of design variables in
the optimal point

Design variable

˛1 (deg) r1 ˛2 (deg) r2

9.231 0.2169 76.41 0.07

Fig. 5 The physical prototype with respect to the tradeoff point. (a) Impeller, (b) Pump

Table 4 Comparison among CFD
simulation, predicted, and test values

CFD Predictor Test

� (%) 88.12 87.65 86.53

NPSHr (m) 3.81 3.88 4.01

circularly in the test pool. Table 4 shows the CFD simulation, predicted, and
test values of the tradeoff optimal point. The result indicates that the values of
the tradeoff point predicted by the CFD simulation, Kriging meta-models, and
experimental results agree with each other well.

5 Conclusion

In this paper, the multi-objective optimization is used to double suction centrifugal
pumps. The Kriging meta-models of pump performance parameters � and NPSHr
have been built and agree with CFD numerical simulation well in the unknown
points. The Pareto-optimal solutions have been obtained using NSGA II, which
reveals the relationship between the design variables and objective functions. The
CFD simulation results indicate that the design variables have significant influence
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on the centrifugal pump performance such as efficiency and NPSHr. A tradeoff point
has been selected using the robust design based on Monte Carlo simulations, and the
objectives of the optimal point have been compared with corresponding physical
prototype, and the results present that the optimization result is believable.
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Topology Optimization for Human Proximal
Femur Considering Bi-modulus Behavior
of Cortical Bones

Kun Cai, Zhen Luo, and Yu Wang

Abstract The material in the human proximal femur is considered as bi-modulus
material and the density distribution is predicted by topology optimization method.
To reduce the computational cost, the bi-modulus material is replaced with two
isotropic materials in simulation. The selection of local material modulus is
determined by the previous local stress state. Compared with density prediction
results by traditional isotropic material in proximal femur, the bi-modulus material
layouts are different obviously. The results also demonstrate that the bi-modulus
material model is better than the isotropic material model in simulation of density
prediction in femur bone.

Keywords Topology optimization • Proximal femur • Bone remodeling • Multi-
ple load cases • Bi-modulus material

1 Introduction

Osteoporosis, a kind of bone illness, happens widely in aged people. Serious
osteoporosis leads to fracture of bone happening easily. To give an efficient therapy
of osteoporosis (e.g., improving the speed of bone apposition), the mechanical
properties of (both of cortical and cancellous) bone should be investigated and
some results may act an important role in therapy of osteoporosis. In research
of bone mechanics, the Wolff’s law [1], which states that bone micro-structure
(Fig. 1) and local stiffness tend to align with the principal stress directions according
to its mechanical environments, is actually a core concept. In the viewpoints of
some researchers, the bone is an optimal structure with “maximum” mechanical
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Fig. 1 Photograph and radiograph of human proximal femur [2]

efficiency but “minimum” mass according to the Wolff’s law. During the last 40
years experimental equipments and computational techniques have been developed
rapidly. Nowadays, the quantitative study of the Wolff’s law can be carried out both
of experimentally and numerically.

During the last four decades, the Wolff’s law has been validated by many
investigations. Much attention has been paid on the relations between the loading
environments and the micro-structure of bone [3–8].

It is interesting that bone modeling process is often considered as an optimization
process. Hollister et al. [9] tried to answer the question: whether bone remodeling
can approach a globally optimized structure. Confined by computational condi-
tions, the conclusion was not positive. Later, Jang and Kim [10] quantitatively
investigated the validity of Wolff’s law by topology optimization method. They
claimed that topology optimization (with minimal structural compliance) and the
bone remodeling (SED distributing uniformly) are equivalent. Fernandes et al.[11]
an analytical parametric micro-structural model for trabecular bone in proximal
femur was proposed according to the homogenization theory, and optimal densities
and orientations were obtained by topology optimization. Similar work was given
by Kowalczyk [12]. Design space optimization (DSO) method by Kim and Kwak
[13] was adopted for micro-structure prediction of proximal femur by their group
[10, 14].

Zhu et al. [6] tested the tensile and compressive modulus of Takin femoral
cortical bone. They found that the compressive modulus of bone is 5–6 times of
the tensile modulus. The difference also exists in other bones [7, 8]. However,
till now, no work gives the prediction of cancellous bone in proximal femur
with consideration of the bi-modulus behavior of bone. In this study, a material
replacement method [15] is used to investigate the optimal material layout in
proximal femur.
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2 Material Properties

2.1 Bi-modulus Behavior of Elastic Material

Experiments [6] show a cortical bone has different elastic behaviors under tension
and compression load. Therefore, bone is a typical bi-modulus material. Figure 2
gives the stress–strain curve of a bi-modulus material. Tangent ˛ gives the tension
modulus of material, i.e., ET D tan˛; and the tangent ˇ is the compression modulus,
i.e., ECD tanˇ. The ratio between them is marked with R, e.g., RDET /EC. The
material becomes an isotropic material when ˛Dˇ. Clearly, bi-modulus material
properties are stress-dependent. Usually, in structural analysis, the piecewise linear
material has to be treated as nonlinear and approximated with differentiable curve
in structural reanalysis [16]. But in the present work, the character of the curve,
i.e., piecewise linear, is adopted by material replacement operation [15], i.e., the bi-
modulus material is replaced with two isotropic material and one of them will be
used for an element in finite element analysis according to the previous stress state
of the element.

2.2 Stiffness of Porous Material

For porous material (e.g., the mth material sample or finite element), the relationship
between the stiffness tensor and the volume fraction (relative density) is expressed as

Dm;ijkl D �pmD0;ijkl (1)

where Dm, ijkl is the elastic tensor of porous material, and the relative density
�m 2

�
0 1:0

�
. According to experiments data of bone [17], the power coefficient p

is set to be 2 in the present study. D0, ijkl is the elastic tensor of fully solid material.

Fig. 2 The stress–strain curve of a bi-modulus material, ˛¤ˇ
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3 Optimization Model

3.1 Formulations of Topology Optimization Problem

Continuum topology optimization method became a hot point in structural optimiza-
tion since the homogenization design method (HDM) was presented by Bendsøe
and Kikuchi [18]. A large number of efforts have been paid on the development of
continuum topology optimization theories during last 25 years. Besides the HDM,
the most popular methods are the solid isotropic micro-structures with penalization
(SIMP) method by Rozvany et al. [19]; the evolutionary structural optimization
(ESO) method by Xie and Steven [20]; and the level set method by Wang et al.
[21].

In the present work, the final density distribution of bone in proximal femur
is obtained by modified SIMP method, rather than bone remodeling model. The
volume constrained optimization of a structure with minimum of the structural mean
compliance under multiple load cases is expressed as

min
f�mg

c D
NX

i

wiUT
i KiUi D

NX

i

wi

MX

mD1

	
uTmkmum




i

s:t:
NX

i

MX

mD1
.�mvm/i D fv � V0

KiUi D Pi ; i D 1; 2; : : : ; N
0 < � min � �m � 1:0 ; m 2 

(2)

where the objective function c is the sum of the structural mean compliance. N is the
number of load cases the structure subjected to. wi is the weighted coefficient for the
ith load case. M is the total number of elements. f�mg is the set of relative densities
of elements. Ui and Pi are the global nodal displacement and force vectors in the
ith load case, respectively. km is the modified matrix of km (the stiffness matrix of
the mth element with isotropic material). The global stiffness matrix of structure Ki

is assembled with fkmgi. Ki is assembled with
n
km
o

i
. um is the nodal displacement

vector of the mth element. vm is the volume of the mth element. fv is the critical
volume ratio of the final structure. V0 is the total volume of solid design domain.

3.2 Selection Criterion of Elastic Modulus of Material

After being replaced with two isotropic materials, the original bi-modulus material
in an element will be considered as one of the two isotropic materials for structural
analysis. The elastic modulus of an element in structure under MLC is determined
by the following equation:
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Em D
8
<

:

ET ; if .TSED > CSED/m
EC ; if .TSED < CSED/m
max .ET ;EC / ; others

(3)

where the TSED (tension strain energy density) and CSED (compression strain
energy density) can be calculated by the following formulations:

TSEDm D 1
4

NX

iD1

3X

jD1

�
�j;i C

ˇ̌
�j;i

ˇ̌� � "j;i

CSEDm D 1
4

NX

iD1

3X

jD1

�
�j;i �

ˇ
ˇ�j;i

ˇ
ˇ� � "j;i

(4)

where � j,i and "j,i are the mean principal stress and strain of element, respectively.

4 Results and Discussions

The deformation analysis in topology optimization of proximal femur is accom-
plished with the commercial software ANSYS [22] and 4-node plane stress element
is used.

4.1 Finite Element Model for Proximal Femur

The upper part of proximal femur of human (see Fig. 3a) is discretized into
9,240 elements. The bottom is simply supported. In this study, the cortical bone
with tensile elastic modulus of 17.0 GPa (the mean value) and Poisson’s ratio of
0.3 [23]. The relative density of bone varies within the interval [0.05 1.0]. The
modulus of bone under tension is not greater than that under compression. And
the ratios between tension and compression moduli are as follows: RD 1.0 and 0.5,
respectively. As R equals 1.0, the material shows isotropic. At the same time, two
cases on considering the volume ratio of proximal femur are discussed, e.g., 35 and
46 %. From the data in Table 1, the three weighted coefficients are 0.6, 0.2, and 0.2
for three cases, respectively.

4.2 Optimal Material Distributions in Proximal Femur

Figure 3b, c give the final isotropic material distributions in proximal femur with
different volume ratios. The amount of material supporting the first load case
(one-legged stance) increases obviously. It reflects the real loading activity of one
proximal femur.
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Fig. 3 Finite element of proximal femur (a) and density distributions of isotropic material (R D 1).
(a) Three load cases. (b) Density plot as fvD35 %. (c) Density plot as fvD46 %

Table 1 Forces in three load cases on the proximal femur model

Abductor reaction Joint reaction

Load case Cycles/day Magnitude (N) Orientation (ı) Magnitude (N) Orientation (ı)

1 (one-legged stance) 6,000 703 28 �2,317 24

2 (abduction) 2,000 351 �8 �1,158 �15

3 (adduction) 2,000 468 35 �1,548 56

Orientations are given according to vertical (negative for left and positive for right). Negative force
means compression and positive means tension [10]

Figure 4 gives the final bi-modulus material (RD 0.5) distributions in proximal
femur with different amount of residual material. The amounts of material with mid-
density are greater than those in Fig. 3b, c, respectively. Comparing with Fig. 3b, c,
the result in Figure 4b gives a better prediction of cancellous distribution in femur
bone (Fig. 1).

5 Conclusions

In simulation of density distribution of the human proximal femur, the material
constitutive model is essential to the results. From the results given above, the
bi-modulus material model matches the real architecture better than the isotropic
material model. As the finer finite element mesh is adopted, a perfect detailed
architecture of trabecular in femur bone can be found.
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Fig. 4 Density distributions of isotropic material (R D 0.5) in proximal femur. (a) Density plot as
fvD35 %. (b) Density plot as fvD46 %
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Topology Optimization of Microstructures
for Multi-Functional Graded Composites

A. Radman, X. Huang, and Y.M. Xie

Abstract Functionally graded materials (FGMs) are inhomogeneous composites
which are characterized by gradual variation in their physical properties. This
study proposes a computational approach based on the bi-directional evolutionary
structural optimization (BESO) for topologically designing microstructures of
such materials with multi-functional properties, e.g. bulk modulus and thermal
conductivity. It is assumed that the base cells are composed of two constituents. The
smooth transition between adjacent base cells is realized by considering three base
cells at each stage of the optimization. Effectiveness and efficiency of the proposed
approach has been demonstrated by several numerical examples.

Keywords Topology optimization • Bi-directional evolutionary structural
optimization (BESO) • Functionally graded materials (FGMs) • Base cell

1 Introduction

Functionally graded materials (FGMs) are inhomogeneous composites which are
characterized by gradual changes in physical properties. According to this definition
many biological materials can be categorized as FGMs. The idea for application of
FGMs for industrial purposes has been first discussed in the 1970s [1, 2]. However,
its primary application dates back to the mid-1980s when the concept was used
for controlling the thermal response of materials in aerospace industry [3, 4]. In
recent years, FGMs have been extensively studied in terms of developing new
manufacturing methodologies and modelling techniques.

Figure 1 schematically illustrates the idea behind the development of primary
FGM as a heat-shielding structural material, made up of ceramic and metallic
phases [3, 5]. In Fig. 1, the ceramic phase acts as a thermal barrier protecting
metallic phase from corrosion and oxidation. The metallic phase with high thermal
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Fig. 1 Example of FGM composition and functional properties

conductivity, and high strength in low temperatures, but low corrosion resistance in
high temperatures, strengthens the composite. Spherical or near spherical particles
of one material are randomly dispersed within the matrix of the other material with
varying proportion. As a result, inhomogeneous thermo-physical characteristics are
developed into the material solely by varying the volume fractions of constituent
phases [6, 7].

The inverse homogenization proposed by Sigmund [8] provided a systematic
approach for topology optimization of the microstructures of composites with
the goal of materials properties at macro-scale to be improved or tailored for
desired functional properties. Since its primary introduction, some studies have been
conducted to extend the methodology for topology optimization of microstructures
with multi-functional characteristics such as materials with prescribed combinations
of stiffness and thermal conductivity [9], heat and electricity transport [10], stiffness
and permeability [11], and so forth [12].

The common approach for the design of multi-functional materials in these
studies is to extremize a linear combination of materials functional properties [12].
The optimization problem is formulated with a single objective function formed by
the weighted sum of functional properties. Different properties of FGMs could be
attained by varying the weighted factors in the optimization [10–13]. However as
indicated in [13] by applying different weighting factors, a proportional variation in
the objective functions could not be anticipated. One reason for such a phenomenon
is the possible non-linear cross-properties of the objective functions especially when
these functional properties are selected from different physical natures. Most impor-
tantly the existence of the local optima may cause the topology optimization algo-
rithms to get stuck in a nearby solution when the fixed weighting factors are used.
Therefore, the optimization objective defined by the given weighting factors is inap-
propriate where the accurate control over the performance of the material is needed.
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In this paper, a computational algorithm for the topological design of microstruc-
tures for FGMs with gradation in two functional properties is proposed. It is
assumed that an FGM consists of two constituents and the design objective is
to attain the FGM with variations in bulk modulus and the thermal conductivity.
The microstructure of FGMs is modelled as a series of the connected base cells
in which the optimal distribution of constituent phases is achieved by utilizing
the BESO technique [14, 15]. Instead of using a weighting factor to individual
objective function, an optimization problem statement is defined by maximizing the
bulk modulus while satisfying the given variation of the thermal conductivity. To
improve the connectivity of adjacent base cells, FGMs are optimized progressively
by considering three base cells at each stage. Numerical examples indicate that the
approach provides with an accurate control over the thermal conductivity with the
smooth connectivity of neighbouring cells and low computational cost.

2 Problem Statement and Sensitivity Analysis

By assuming that the FGM totally consists of N base cells (as shown in Fig. 2) along
the gradation direction, the mathematical statement of topology optimization of the
jth base cell for maximum bulk modulus and prescribed thermal conductivity and
volume fraction can be expressed as:

Maximize Kj

Subject to W kc
j D kcj�

V j D
MX

iD1
xj
i
V j
i

xj
i
D xmin or 1

.i D 1; 2; � � � ;M/ and .j D 1; 2; � � � ; N /

(1)

where M is the total number of elements within each base cell; Vj denotes the volume
(or weight) of material 1 in the jth base cell; Kj is the bulk modulus of the jth base
cell; kj

c and kj *
c are the effective thermal conductivity and its prescribed value of the

jth base cell, respectively. The effective bulk modulus and thermal conductivity of
material can be correlated with the elements of stiffness and conductivity matrix as:

Fig. 2 FGM base cells numbering and design stages
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K D 1

�2
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m;nD1
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mn (2)

kc D 1

�

&X

m

kHmm (3)

where � is the material model dimension which is either 2 or 3 for 2D and 3D
problems, respectively.

The design variable xj
i of the ith element within the jth base cell can take a

binary values of either 1 or a small value (i.e. xiD 0.001) for the elements with
constituent phases 1 or 2, respectively. In the following section, all parameters are
operated within the jth unit cell by omitting the superscript j. The local material of
an element within the PBC is assumed to be isotropic, with the physical property
that varies between the properties of the two constituent phases. For the challenging
cases where the two constituent phases have ill-ordered properties (i.e. E1>E2 and
k1< k2), the following [16–18] interpolation scheme is applied:

D D xpi D1 C �1 � xpi
�

D2 (4)

1

k
D xi

k1
C .1 � xi /

k2
(5)

in which D and k are the stiffness and thermal conductivity matrices, respectively,
and the superscripts indicate the material numbers; p is the penalty exponent (pD 3
is used in this paper).

For a material with periodic microstructures, the effective properties such as bulk
modulus and thermal conductivity could be calculated by using the homogenization
theory [19–22]. With the help of the abovementioned interpolation schemes, the
sensitivity of the effective elasticity matrix property DH which estimates its variation
due to the change of the design variable xi can be found by

@DH

@xi
D 1

jY j
Z

Y

.I � Bu/T
@D
@xi

.I � Bu/ dY (6)

in which u denotes the resulted displacement field when the PBC analysed under
periodic boundary conditions and unit strains fields (e.g. f1, 0, 0gT , f0, 1, 0gT and
f0, 0, 1gT in 2D cases); jYj is the total area or volume of the base cell; I is the unit
matrix and B is the strain–displacement matrix. Similarly, the sensitivity of elements
with respect to the thermal conductivity can be expressed as [19, 20, 23]:

@kH

@xi
D 1

jY j
Z

Y

.I � �/T
@k
@xi

.I � �/ dY (7)
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in which � is the induced temperature field resulting from thermal analysis of
the base cell under the periodical boundary conditions and unit heat fluxes (e.g.
f1, 0, 0gT , f0, 1, 0gT and f0, 0, 1gT in 3D problems).

3 Numerical Implementation

For solving the optimization problem (1) the original objective function is modified
by adding the constraint function through introducing a Lagrangian multiplier. The
modified objective function is expressed as [14, 24]:

f .x/ D .1 � �/Kj C � �kjc � kj�
c

�
(8)

where the Lagrangian multiplier � (0��� 1) can take 0, when the prescribed
thermal conductivity is attained. Otherwise, it is determined in such a way that
the thermal conductivity (kj

c) tends to its prescribed value kj *
c in the subsequent

iterations. To determine the Lagrangian multiplier �, the variation of the thermal
conductivity due to the changes of the design variables is estimated by the following
equation:

�
kc
j
�
�C1 D

�
kc
j
�
�
C
X

i

@kc

@xi
�xi (9)

where the subscript � denotes the current iteration number. Thus, the Lagrangian
multiplier can be determined by using a bi-section method, as exemplified in [14,
24–26].

The elemental sensitivity numbers of the modified objective function [Eq. (8)] is
expressed by

˛i D @f .x/
@xi

D .1 � �/ ˛1i C �˛2i (10)

where ˛1i and ˛2i are

˛1i D 1

�2

�X

i;jD1

@DH
ij

@xi
(11)

˛2i D 1

�

�X

i

@kHii
@xi

(12)

Another important issue that should be accounted for is taking measures for
smooth transition between topologies of adjacent cells. Based on simultaneous



276 A. Radman et al.

design of cells, Zhou and Li proposed different approaches for preserving the
connectivity of PBCs [23, 27]. In this study, the procedure proposed in [26]
is utilized where PBCs are progressively optimized by filtering the elemental
sensitivities of three adjacent base cells at each stage of design [14, 28]. While
designing the jth base cell, the connection between cells j and j� 1 and between
j� 1 and j� 2 is maintained by filtering their sensitivities together (see Fig. 1).
The cells j, j� 1 and j� 2 are treated differently at each stage of design; while
the cells j and j� 1 are optimized based on the optimization statement (1), the
topology of the cell j� 2 is kept unchanged. As the result of filtering, the topology of
the middle cell (j� 1) gradually evolves and provides a smooth transition between
the other two adjacent cells. It has been shown that this method is capable of
providing a computationally more efficient and low cost solution in comparison
with simultaneous design of base cells, particularly in 3D cases [25].

The filtering scheme is used to circumvent the numerical instabilities such as
checkerboard pattern and mesh-dependency and is formulated as [28]:

˛i D

NX

jD1
wij ˛i

NX

jD1
wij

(13)

in which ˛i is the filtered sensitivity number of the ith element and N represents the
total number of elements within the cells j, j� 1 and j� 2. The weight factor wij is
defined by

wij D
�
rmin � rij if rij < rmin

0 otherwise
(14)

where rij is the distance between the centres of elements i and j; the filter radius rmin

identifies the neighbouring elements that affect the sensitivity of element i.

4 Results and Discussion

Effectiveness of the approach is demonstrated by two examples. In both examples
the FGM is divided into ten base cells which are composed of two ill-ordered
constituent phases. Non-dimensional Young’s modulus and thermal conductivity
of constituents are defined with E1D 3 and k1

c D 1 for material 1, and E2D 1 and
k2

c D 3 for materials 2.
The objective of the first example is to obtain a 2D FGM with maximum

stiffness (bulk modulus) while the materials thermal conductivity linearly varies
from Hashin–Shtrikman (HS) lower bound corresponding to 60 % volume fraction
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Fig. 3 Three rows of 2D base cells, designed for the FGM with maximum bulk modulus and
variation in thermal conductivity and volume fraction (material 1 is shown in dark blue)

Fig. 4 Variation of thermal conductivity and bulk modulus along the gradation direction (kc

thermal conductivity, K bulk modulus)

of material 1, to the upper bound corresponding to 40 % of material 1 [29]. Each
base cell is discretized into 80� 80, 4-node quadrilateral elements. To initialize the
optimization procedure, four elements at the centre of first base cell are assigned as
material 2 while other elements are material 1.

The resulting topology is given in Fig. 3, which shows the gradual transition of
cells topologies from the left to the right. Figure 4 shows the variations of the bulk
modulus and thermal conductivity. It can be seen that the bulk modulus gradually
decreases from the left to the right while the thermal conductivity gradually
increases. These property variations are partly because the volume fraction of stiffer
phase becomes less and less (from 60 to 40 %). Another important reason comes
from the changes of topological patterns. It is noted that the resulting thermal con-
ductivity agrees well with the prescribed values, with a deviation of less than 0.9 %.

To exemplify the algorithm for 3D cases an FGM is modelled with the gradation
in thermal conductivity from HS lower bound to the upper bound while the
corresponding prescribed volume fraction of material 1 varies from 80 to 50 %.
Each base cell is discretized into 29� 29� 29, 8-node cubic elements.

The final topology is shown in Fig. 5, which demonstrates a smooth transition
between cells. Figure 6 shows the variations of the bulk modulus and thermal
conductivity. The FGM thermal conductivity agrees to the prescribed values with
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Fig. 5 (a) 3D cells for the FGM with variation in thermal conductivity and volume fraction of
materials; (b) longitudinal sections of (a) (material 1 is shown in dark blue)

Fig. 6 Variation of thermal conductivity and bulk modulus along the gradation direction of 3D
FGM (kc thermal conductivity, K bulk modulus)

less than 0.5 % deviation. It should be mentioned that simultaneous design of such
3D base cells is almost impossible with ordinary computers.

5 Conclusions

Based on the BESO, this paper proposed an optimization technique for the
topological design of a series of base cells for functionally graded composites
with multi-functional properties. The variations of functional properties of the
composite along a certain direction are realized by gradual changes of the volume
fraction and spatial distribution of constituent phases within the base cells. To save
the computational cost and obtain the smooth transition between adjacent base
cells, a progressive design approach is used by considering topology optimization
of three adjacent base cells at each stage. The numerical examples demonstrate
the effectiveness of the approach which yields precise control over the variations
of multi-functional properties. The proposed procedure can also be extended for
topology optimization of other multi-functional properties of FGMs.
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Evolution Inclusions in Nonsmooth Systems
with Applications for Earth Data Processing

Uniform Trajectory Attractors for Nonautonomous
Evolution Inclusions Solutions with Pointwise
Pseudomonotone Mappings

Michael Z. Zgurovsky and Pavlo O. Kasyanov

Abstract For the class of nonautonomous evolution inclusions with pointwise
pseudomonotone multi-valued mappings the dynamics as t ! C1 of all global
weak solutions defined on Œ0;C1/ is studied. The existence of a compact uniform
trajectory attractor is proved. The results obtained allow one to study the dynamics
of solutions for new classes of evolution inclusions related to nonlinear mathe-
matical models of controlled geophysical and socioeconomic processes and for
fields with interaction functions of pseudomonotone type satisfying the condition
of polynomial growth and the standard sign condition.

Keywords Evolution inclusion • Pseudomonotone map • Uniform trajectory
attractor • Feedback control

1 Introduction and Setting of the Problem

For evolution triple (V IH IV �)1 and multi-valued map A W RC � V � V � we
consider a problem of long-time behavior of all globally defined weak solutions for
nonautonomous evolution inclusion

y0.t/C A.t; y.t// 3 N0; (1)

1That is V is a real reflexive separable Banach space continuously and densely embedded into a
real Hilbert space H , H is identified with its topologically conjugated space H�, V � is a dual
space to V . So, there is a chain of continuous and dense embeddings: V 	 H 
 H� 	 V � (see,
for example, Gajewski et al. [1, Chap. I]).
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as t ! C1. Let h�; �iV W V � � V ! R be the pairing in V � � V that coincides on
H � V with the inner product .�; �/ in the Hilbert space H .

Note that Problem (1) arises in many important models for distributed parameter
control problems and that large class of identification problems enter this formu-
lation. Let us indicate a problem which is one of motivations for the study of the
nonautonomous evolution inclusion (1) (see, for example, MigKorski and Ochal [2];
Zgurovsky et al. [3] and references therein). In a subset ˝ of R3; we consider the
nonstationary heat conduction equation

@y

@t
�4y D f in ˝ � .0;C1/

with initial conditions and suitable boundary ones. Here y D y.x; t/ represents the
temperature at the point x 2 ˝ and time t > 0: It is supposed that f D f1 C f2;
where f2 is given and f1 is a known function of the temperature of the form

�f1.x; t/ 2 @j.x; t; y.x; t// a:e: .x; t/ 2 ˝ � .0;C1/:

Here @j.x; t; �/ denotes generalized gradient of Clarke (see Clarke [4]) with respect
to the last variable of a function j W ˝ � R ! R which is assumed to be locally
Lipschitz in � (cf. MigKorski and Ochal [2] and references therein). The multi-
valued function @j.x; t; �/ W R ! 2R is generally nonmonotone and it includes the
vertical jumps. In a physicist’s language it means that the law is characterized by the
generalized gradient of a nonsmooth potential j (cf. Panagiotopoulos [5]). Models
of physical interest include also the next (see, for example, Balibrea et al. [6] and
references therein): a model of combustion in porous media; a model of conduction
of electrical impulses in nerve axons; a climate energy balance model; etc.

To introduce the assumptions on parameters of Problem (1) we need to present
some additional constructions. A function ' 2 Lloc

1 .RC/ is called translation-
compact (tr.-c.) in Lloc

1 .RC/, if the set f'. � C h/ W h � 0g is precompact
in Lloc

1 .RC/; cf. Chepyzhov and Vishik [7, p. 917]. Here Lloc
1 .RC/ is the space

of locally integrable on RC functions; see, for example, Chepyzhov and Vishik
[7, p. 919] and references therein. Note that a function ' 2 Lloc

1 .RC/ is tr.-c. in

Lloc
1 .RC/ iff two conditions hold: (a) sup

t�0
R tCh
t
j'.s/jds < C1 for any h > 0;

(b) there exists a function  .s/,  .s/! 0C as s ! 0C such that

Z tC1

t

j'.s/ � '.s C h/jds �  .jhj/ for any t; h � 0I

Chepyzhov and Vishik [7, Proposition 6.5].
Throughout this paper we suppose that the listed below assumptions hold.

Assumption I. Let p � 2, q > 1 are such that 1
p
C 1

q
D 1, and the embedding

V � H is compact one.
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Assumption II (Grows Condition). There exist a tr.-comp. inLloc
1 .RC/ function

c1 W RC ! RC and a constant c2 > 0 such that kdkq
V � � c1.t/C c2kukpV for any

u 2 V , d 2 A.t; u/, and a.e. t > 0.

Assumption III (Signed Assumption). There exist a constant ˛ > 0 and a
tr.-comp. in Lloc

1 .RC/ function ˇ W RC ! RC such that hd; uiV � ˛kukpV � ˇ.t/
for any u 2 V , d 2 A.t; u/, and a.e. t > 0.

Assumption IV (Strong Measurability). If C � V � is a closed set, then the set
f.t; u/ 2 .0;C1/ � V W A.t; u/ \ C ¤ ;g is a Borel subset in .0;C1/ � V .

Assumption V (Pointwise Pseudomonotonicity). Let for a.e. t > 0 two
assumptions hold:

(a) for every u 2 V the set A.t; u/ is nonempty, convex, and weakly compact one
in V �;

(b) if a sequence fungn�1 converges weakly in V towards u 2 V as n ! C1,
dn 2 A.t; un/ for any n � 1, and lim sup

n!C1
hdn; un � uiV � 0, then for any ! 2 V

there exists d.!/ 2 A.t; u/ such that

lim inf
n!C1hdn; un � !iV � hd.!/; u � !iV :

Let 0 � $ < T < C1. As a weak solution of evolution inclusion (1) on the
interval Œ$; T � we consider an element u.�/ of the space Lp.$; T IV / such that for
some d.�/ 2 Lq.$; T IV �/ it is fulfilled:

�
TZ

$

.� 0.t/; y.t//dt C
TZ

$

hd.t/; �.t/iV dt D 0 8� 2 C1
0 .Œ$; T �IV /; (2)

and d.t/ 2 A.t; y.t// for a.e. t 2 .$; T /.

2 Preliminary Properties of Weak Solutions

For fixed nonnegative $ and T , $ < T , let us consider

X$;TDLp.$; T IV /; X�
$;T D Lq.$; T IV �/; W$;T D fy 2 X$;T j y0 2 X�

$;T g;
A$;T W X$;T � X�

$;T ; A$;T .y/Dfd 2 X�
$;T j d.t/ 2 A.t; y.t// for a:e: t 2 .$; T /g;

where y0 is a derivative of an element u 2 X$;T in the sense of D.Œ$; T �IV �/ (see,
for example, Gajewski et al. [1, Definition IV.1.10]). Note that the space W$;T is a
reflexive Banach space with the graph norm of a derivative kukW$;T D kukX$;T C
ku0kX�

$;T
, u 2 W$;T . Let h�; �iX$;T W X�

$;T � X$;T ! R be the pairing in X�
$;T � X$;T
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that coincides on L2.$; T IH/ � X$;T with the inner product in L2.$; T IH/, i.e.

hu; viX$;T D
TR

$

.u.t/; v.t//dt for any u 2 L2.$; T IH/ and v 2 X$;T . Gajewski

et al. [1, Theorem IV.1.17] provide that the embedding W$;T � C.Œ$; T �IH/ is
continuous and dense one. Moreover,

.u.T /; v.T // � .u.$/; v.$// D
TZ

$

h
hu0.t/; v.t/iV C hv0.t/; u.t/iV

i
dt; (3)

for any u; v 2 W$;T .
MigKorski [8, Lemma 7, p. 516] (see paper and references therein) and Assump-

tions I–V provide that multi-valued mapping A$;T W X$;T � X�
$;T satisfies the listed

below properties:

Property I. There exists a positive constant C1 D C1.$; T / such that kdkX�

$;T
�

C1.1C kykp�1
X$;T

/ for any y 2 X$;T and d 2 A$;T .y/.

Property II. There exist positive constants C2 D C2.$; T / and C3 D C3.$; T /

such that hd; yiX$;T � C2kykpX$;T � C3 for any y 2 X$;T and d 2 A$;T .y/.

Property III. The multi-valued mapping A$;T W X$;T � X�
$;T is (generalized)

pseudomonotone onW$;T , i.e. (a) for every y 2 X$;T the set A$;T .y/ is a nonempty,
convex, and weakly compact one in X�

$;T ; (b) A$;T is upper semi-continuous from
every finite dimensional subspace X$;T into X�

$;T endowed with the weak topology;
(c) if a sequence fyn; dngn�1 � W$;T�X�

$;T converges weakly inW$;T�X�
$;T towards

.y; d/ 2 W$;T �X�
$;T , dn 2 A$;T .yn/ for any n � 1, and lim sup

n!C1
hdn; yn�yiX$;T � 0,

then d 2 A$;T .y/ and lim
n!C1hdn; yniX$;T D hd; yiX$;T .

Formula (2) and definition of the derivative for an element from D.Œ$; T �IV �/
yield that each weak solution y 2 X$;T of Problem (1) on Œ$; T � belongs to the space
W$;T and y0CA$;T .y/ 3 N0. Vice versa, if y 2 W$;T satisfies the last inclusion, then
y is a weak solution of Problem (1) on Œ$; T �.

Assumption I, Properties I–III, and Denkowski et al. [9, Theorem 1.3.73] (see
also Zgurovsky et al. [10, Chap. 2] and references therein) provide the existence of
a weak solution of Cauchy problem (1) with initial data y.$/ D y.$/ on the interval
Œ$; T �, for any y.$/ 2 H .

For fixed $ and T , such that 0 � $ < T < C1, we denote

D$;T .y
.$//Dfy.�/ j y is a weak solution of .1/ on Œ$; T �; y.$/Dy.$/g; y.$/ 2H:

We remark that D$;T .y
.$// ¤ ; and D$;T .y

.$// � W$;T , if 0 � $ < T < C1
and y.$/ 2 H . Moreover, the concatenation of Problem (1) weak solutions is a
weak solutions too, i.e. if 0 � $ < t < T , y.$/ 2 H , y.�/ 2 D$;t .y

.$//, and
v.�/ 2 Dt;T .y.t//, then
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z.s/ D
�
y.s/; s 2 Œ$; t �;
v.s/; s 2 Œt; T �;

belongs to D$;T .y
.$//; cf. Zgurovsky et al. [3, pp. 55–56].

Gronwall lemma provides that for any finite time interval Œ$; T � � RC each weak
solution y of Problem (1) on Œ$; T � satisfies estimates

ky.t/k2H � 2
Z t

0

ˇ.�/d� C 2˛
Z t

s

ky.�/kpV d� � ky.s/k2H � 2
Z s

0

ˇ.�/d�; (4)

ky.t/k2H � ky.s/k2H e�2˛�.t�s/ C 2
Z t

s

.ˇ.�/C ˛�/e�2˛�.t��/d�; (5)

where t; s 2 Œ$; T �, t � s; � > 0 is a constant such that �kukpH � kukpV for any
u 2 V ; cf. Zgurovsky et al. [3, p. 56]. In the proof of (5) we used the inequality
kuk2H � 1 � kukpH for any u 2 H .

Therefore, any weak solution y of Problem (1) on a finite time interval Œ$; T � �
RC can be extended to a global one, defined on Œ$;C1/. For arbitrary $ � 0

and y.$/ 2 H let D$ .y
.$// be the set of all weak solutions (defined on Œ$;C1/)

of Problem (1) with initial data y.$/ D y.$/. Let us consider the family KC
$ D

[y.$/2HD$ .y
.$// of all weak solutions of Problem (1) defined on the semi-infinite

time interval Œ$;C1/.

3 Uniform Trajectory Attractor and Main Result

Consider the FrKechet space C loc.RCIH/. We remark that the sequence ffngn�1
converges in C loc.RCIH/ towards f 2 C loc.RCIH/ as n!C1 iff the sequence
f…t1;t2fngn�1 converges in C.Œt1; t2�IH/ towards…t1;t2f as n!C1 for any finite
interval Œt1; t2� � RC, where …t1;t2 is the restriction operator to the interval Œt1; t2�;
Chepyzhov and Vishik [7, p. 918]. We denote T .h/y.�/ D yh.�/, where yh.t/ D
y.t C h/ for any y 2 C loc.RCIH/ and t; h � 0.

In the autonomous case, when A.t; y/ does not depend on t , the long-time
behavior of all globally defined weak solutions for Problem (1) is described by
using trajectory and global attractors theory; Kasyanov [11, 12], Zgurovsky et al.
[3, Chap. 2] and references therein; see also Balibrea [6]. In this situation the
set KC WD KC

0 is translation invariant, i.e. T .h/KC � KC for any h � 0.
As trajectory attractor it is considered a classical global attractor for translation
semigroup fT .h/gh�0 that acts on KC.

In the nonautonomous case we notice that T .h/KC
0 6� KC

0 . Therefore, we
need to consider united trajectory space that includes all globally defined on any
Œ$;C1/ � RC weak solutions of Problem (1) shifted to $ D 0:

KC D clC loc.RCIH/

2

4
[

$�0

˚
y. � C $/ W y 2 KC

$

�
3

5 ;
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where clC loc.RCIH/Œ � � is the closure in C loc.RCIH/. Note that T .h/fy. �C$/ W y 2
KC
$ g � fy. � C $ C h/ W y 2 KC

$Chg for any $; h � 0. Moreover,

T .h/KC � KC for any h � 0;

because

�C loc.RCIH/.T .h/u; T .h/v/ � �C loc.RCIH/.u; v/ for any u; v 2 C loc.RCIH/;

where �C loc.RCIH/ is a standard metric on FrKechet space C loc.RCIH/; Chepyzhov
and Vishik [7].

A set P � C loc.RCIH/\L1.RCIH/ is said to be a uniformly attracting set (cf.
Chepyzhov and Vishik [7, p. 921]) for the united trajectory space KC of Problem (1)
in the topology of C loc.RCIH/, if for any bounded in L1.RCIH/ set B � KC
and any segment Œt1; t2� � RC the following relation holds:

distC.Œt1;t2�IH/.…t1;t2T .t/B;…t1;t2P/! 0; t !C1; (6)

where distC.Œt1;t2�IH/ is the Hausdorff semi-metric.
A set U � KC is said to be a uniform trajectory attractor (cf. Chepyzhov and

Vishik [7, p. 921]) of the translation semigroup fT .t/gt�0 on KC in the induced
topology from C loc.RCIH/, if

(1) U is a compact set in C loc.RCIH/ and bounded in L1.RCIH/;
(2) U is strictly invariant with respect to fT .h/gh�0, i.e. T .h/U D U 8h � 0;
(3) U is a minimal uniformly attracting set for KC in the topology of C loc.RCIH/,

i.e. U belongs to any compact uniformly attracting set P of KC: U � P .

Note that uniform trajectory attractor of the translation semigroup fT .t/gt�0
on KC in the induced topology from C loc.RCIH/ coincides with the classical
trajectory attractor for the continuous semi-group fT .t/gt�0 defined on KC (see,
for example, Chepyzhov and Vishik [13, Definition 1.1]).

Presented construction is coordinated with the theory of uniform trajectory
attractors for nonautonomous problems of the form

@tu.t/ D A�.t/.u.t//; (7)

where �.s/; s � 0, is a functional parameter called the time symbol of Eq. (7)
(t is replaced by s). In applications to mathematical physics equations, a function
�.s/ consists of all time-dependent terms of the equation under consideration:
external forces, parameters of mediums, interaction functions, control functions,
etc.; Chepyzhov and Vishik [7, 14, 15]; Sell [16]; Zgurovsky et al. [3] and
references therein; see also Hale [17]; Ladyzhenskaya [18]; Mel’nik and Valero
[19]; Kapustyan et al. [20]. In mentioned above papers and books it is assumed that
the symbol � of Eq. (7) belongs to a Hausdorff topological space „C of functions
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defined on RC with values in some complete metric space. Usually, in applications,
the topology in the space „C is a local convergence topology on any segment
Œt1; t2� � RC. Further, they consider the family of Eq. (7) with various symbols
�.s/ belonging to a set† � „C. The set† is called the symbol space of the family
of Eq. (7). It is assumed that the set†, together with any symbol �.s/ 2 †, contains
all positive translations of �.s/: �.t C s/ D T .t/�.s/ 2 † for any t; s � 0. The
symbol space † is invariant with respect to the translation semigroup fT .t/gt�0:
T .t/† � † for any t � 0. To prove the existence of uniform trajectory attractor
they suppose that the symbol space † with the topology induced from „C is a
compact metric space. Mostly in applications, as a symbol space † it is naturally to
consider the hull of translation-compact function �0.s/ in an appropriate Hausdorff
topological space „C. The direct realization of this approach for Problem (1) is
problematic without any additional assumptions for parameters of Problem (1) and
requires the translation-compactness of the symbol �.s/ D A.s; �/ in some compact
Hausdorff topological space of measurable multi-valued mappings acts from RC
to some metric space of pseudomonotone operators from .V ! 2V

�

/ satisfying
grows and signed assumptions. To avoid this technical difficulties we present the
alternative approach for the existence and construction of the uniform trajectory
attractor for all weak solutions for Problem (1). Note that Assumptions (I)–(V) are
natural and guaranty, in the general case, only existence of weak solution for Cauchy
problem on any finite time interval Œ$; T � � RC and for any initial data form H ;
see, for example, Denkowski et al. [9]; Gasinski and Papageorgiou [21] etc.

The main result of this paper has the following form.

Theorem 3.1. Let Assumptions (I)–(V) hold. Then there exists a uniform trajectory
attractor U � KC of the translation semigroup fT .t/gt�0 on KC in the induced
topology from C loc.RCIH/. Moreover, there exists a compact in C loc.RCIH/
uniformly attracting set P � C loc.RCIH/ \ L1.RCIH/ for the united trajectory
space KC of Problem (1) in the topology of C loc.RCIH/ such that U coincides with
!-limit set of P:

U D
\

t�0
clC loc.RCIH/

2

4
[

h�t
T .h/P

3

5 : (8)

4 Proof of Theorem 3.1

Before the proof of Theorem 3.1 we provide some auxiliary constructions.
Assumptions (II) and (III) yield that there exist a positive constant ˛0 > 0 and a

tr.-c. function c0 in Lloc
1 .RC/ such that

A.t; u/ � Ac0.t/.u.t// WD
˚
p 2 V � W hp; uiV � ˛0 max

˚kukpV I kpkqV �

� � c0.t/
�
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for any u 2 V and a.e. t > 0. Let H.c0/ be the hull of tr.-c. function c0 in Lloc
1 .RC/,

i.e. H.c0/ D clLloc
1 .RC/

fc0. � C h/ W h � 0g. This is a compact set in Lloc
1 .RC/;

Chepyzhov and Vishik [7].
Let us consider the family of problems

y0 D A� .y/; � 2 † WD H.c0/: (9)

To each � 2 † there corresponds a space of all globally defined on Œ0;C1/ weak
solutions KC

� � C loc.RCIH/ of Problem (9). We set KC
† D [�2†KC

� .
We remark that any element from KC

† satisfies prior estimates.

Lemma 1. There exist positive constants c3 and c4 such that for any � 2 ˙ and
y 2 KC

� the inequalities hold:

ky.t/k2H � 2
tZ

0

�.�/d� C 2˛0
tZ

s

ky.�/kpV d� � ky.s/k2H � 2
sZ

0

�.�/d�; (10)

ky.t/k2H � ky.s/k2H e�c3.t�s/ C c4
tZ

s

�.�/e�c3.t��/d�; (11)

for any t � s � 0.

Proof. The proof naturally follows from conditions for the parameters of
Problem (9) and Gronwall lemma.

Let us provide the result characterizing the compactness properties of solutions
for the family of Problems (9).

Theorem 4.2. Let fyngn�1 � KC
˙ be an arbitrary sequence, that is bounded in

L1.RCIH/. Then there exist a subsequence fynk gk�1 � fyngn�1 and an element
y 2 KC

˙ such that

max
t2Œ$;T � kynk .t/ � y.t/kH ! 0; k !C1; (12)

for any finite time interval Œ$; T � � .0;C1/.
Proof. For any n � 1 there exists �n 2 † such that yn 2 KC

� . Furthermore, the
definition of weak solution of evolution inclusion yields that for any n � 1 there
exists dn 2 Lloc

q .RCIV �/ such that y0
n.t/C dn.t/ D N0 for a.e. t > 0. The definition

of A� and estimates (10) and (11) provide that the sequence fyn; y0
n; dngn�1 is

bounded inLloc
p .RCIV /�Lloc

q .RCIV �/�Lloc
q .RCIV �/. Since† is a compact set in

Lloc
1 .RC/, Banach–Alaoglu theorem (cf. Zgurovsky et al. [10, Chap. 1]; Kasyanov

[11]) yields that there exist a subsequence fynk ; dnk gk�1 � fyn; dngn�1 and elements
d 2 Lloc

q .RCIV �/, y 2 Lloc
p .RCIV /, such that y0 2 Lloc

q .RCIV �/ and
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ynk ! y weakly in Lloc
p .RCIV /;

y0
nk
! y0 weakly in Lloc

q .RCIV �/;
dnk ! d weakly in Lloc

q .RCIV �/;
ynk ! y weakly in C loc.RCIH/;
ynk ! y in Lloc

2 .RCIH/;
ynk .t/! y.t/ in H for a:e: t > 0;
�nk ! � in Lloc

1 .RC/; k !C1:

(13)

Formula (12) follows from Zgurovsky et al. [3, Steps 1 and 5, p. 58]. We remark
that in the proof we need to consider continuous and nonincreasing (by Lemma 1)
functions on RC:

Jk.t/ D kynk .t/k2H �2
tZ

0

�nk .�/d�; J.t/ D ky.t/k2H �2
tZ

0

�.�/d�; k � 1: (14)

The two last statements in (13) imply Jk.t/! J.t/, as k !C1, for a.e. t > 0.
The definition of a weak solution of evolution inclusion (cf. Zgurovsky et al.

[3, p. 58]) and (13) yield y0.t/ D �d.t/ for a.e. t > 0. To finish the proof it is
necessary to provide that

d.t/ 2 A�.t/.y.t// for a:e: t > 0: (15)

Let ' 2 C1
0 ..0;C1//, ' � 0. Then

Z

RC

'.t/
�
˛0 max

˚ky.t/kpV I kd.t/kqV �

� � �.t/�dt �

lim inf
k!C1

Z

RC

'.t/
�
˛0 max

˚kynk .t/kpV I kdnk .t/kqV �

� � �nk .t/
�
dt �

lim
k!C1

Z

RC

'.t/hdnk .t/; ynk .t/iV dt D lim
k!C1

1

2

Z

RC

kynk .t/k2H
d

dt
'.t/dt D

1

2

Z

RC

ky.t/k2H
d

dt
'.t/dt D

Z

RC

'.t/hd.t/; y.t/iV dt;

where the first inequality holds, because the convex functional

.y; d/!
Z

RC

'.t/
�
˛0 max

˚ky.t/kpV I kd.t/kqV �

� �
dt

is weakly lower semi-continuous on Lloc
p .RCIV / � Lloc

q .RCIV �/; the second one
follows from the definition of A� ; the first and the third equalities follow from
formula (3), because y0

nk
.t/ C dnk .t/ D y0.t/ C d.t/ D N0 for any k � 1 and a.e.
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t > 0; the second equality holds, because ynk ! y in Lloc
2 .RCIH/, as k ! C1.

As a nonnegative function ' 2 C1
0 ..0;C1// is an arbitrary, then, by definition

of A� , formula (15) holds.
The theorem is proved.

Proof of Theorem 3.1. First, let us show that there exists a uniform trajectory
attractor U � KC of the translation semigroup fT .t/gt�0 on KC in the induced
topology from C loc.RCIH/. Lemma 1 and Theorem 4.2 yield that the translation
semigroup fT .t/gt�0 has a compact absorbing (and, therefore, an uniformly attract-
ing) set in the space of trajectories KC

† ; Kasyanov [11, p. 215]. This set can be
constructed as follows: (1) consider P , the intersection of KC

† with a ball in the
space of bounded continuous functions on RC with values in H , Cb.RCIH/, of
sufficiently large radius; (2) shift the resulting set by any fixed distance h > 0.
Thus, we obtain T .h/P , a set with the required properties. Recall that the semigroup
fT .t/gt�0 is continuous. Therefore, the set P1 WD P \ KC is a compact absorbing
(and, therefore, an uniformly attracting) in the space KC with the induced topology
of C loc.RCIH/. Then we can apply, for example, Theorem 3.1 from Melnik and
Valero [22, p. 197]. In this case, the spaces E and E0 coincide with H . In fact, here
one can apply the classical theorem on the global attractor of a (unique) continuous
semigroup in a complete metric space, the semigroup in question having a compact
attracting (and, in particular, absorbing) set (see, for example, Babin and Vishik
[23]; Temam [24]). In particular, formula (8) holds; cf. Babin and Vishik [23];
Melnik and Valero [22], Temam [24] etc.

5 Conclusions

For the class of nonautonomous differential-operator inclusions with pointwise
pseudomonotone dependence between the defining parameters of the problem, the
dynamics as t ! C1 of all global weak solutions defined on Œ0;C1/ is studied.
The existence of a compact uniform trajectory attractor is proved. The results
obtained allow one to study the dynamics of solutions for new classes of evolution
inclusions related to nonlinear mathematical models of geophysical and socioeco-
nomic processes and for fields with interaction functions of pseudomonotone type
satisfying the power growth and sign conditions. For applications, one can consider
new classes of problems with degeneracy, feedback control problems, problems
on manifolds, problems with delay, stochastic partial differential equations, etc.
(see Balibrea et al. [6]; Hu and Papageorgiou [25]; Gasinski and Papageorgiou
[21]; Kasyanov [11]; Kasyanov et al. [26]; Mel’nik and Valero [19]; Denkowski
et al. [9]; Gasinski and Papageorgiou [21]; Zgurovsky et al. [3]; etc.) involving
differential operators of pseudomonotone type and the corresponding choice of the
phase spaces.
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A Contact Problem with Normal Compliance,
Finite Penetration and Nonmonotone Slip
Dependent Friction

Ahmad Ramadan, Mikäel Barboteu, Krzysztof Bartosz, and Piotr Kalita

Abstract In this work, we consider a static frictional contact problem between
a linearly elastic body and an obstacle, the so-called foundation. This contact is
described by a normal compliance condition of such a type that the penetration is
restricted with unilateral constraint. The friction is modeled with a nonmonotone
law. In order to approximate the contact conditions, we consider a regularized
problem wherein the contact is modeled by a standard normal compliance condition
without finite penetration. Next, we present a convergence result between the
solution of the regularized problem and the original problem. Finally, we provide a
numerical validation of this convergence result. To this end we introduce a discrete
scheme for the numerical approximation of the frictional contact problems.

1 Introduction

The aim of this paper is to study frictional contact problems in which the contact is
modeled with normal compliance of such a type that the penetration is restricted
with unilateral constraint. In a physical point of view, this penetration can be
assimilated to the flattening of the asperities on the contact interface. Furthermore,
the friction is modeled with a nonmonotone law in which the friction bound depends
on the tangential displacement, the penetration, and the size of the asperities.
The behavior of the material is modeled with a linear elastic constitutive law. In
the present paper we consider two frictional contact problems. The first problem
is characterized by normal compliance in which the penetration is restricted by
unilateral constraint and the second problem represents a regularization of the first
problem by considering penetrations without restriction.
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Our interest in this paper is to present the convergence of the solution of the
regularized problem with nonmonotone friction to the solution of the original
problem with normal compliance, finite penetration, and nonmonotone friction.
After, we provide numerical simulations which illustrate the mechanical behavior
of the contact model and the numerical validation of the convergence result.

The rest of the paper is structured as follows. In Sect. 2 we present the classical
formulation of the contact problems, the variational formulation of the problems,
the existence of the weak solution of the regularized problems, and the convergence
result. Finally, in Sect. 3 we present the numerical solution of the problems and
we provide some numerical simulations on an academic two-dimensional example
including a numerical validation of the convergence result.

2 Mechanical Problems and Variational Formulations

In this section we describe the model for the nonmonotone frictional contact with
normal compliance and finite penetration as well as a family of auxiliary models
used for its approximation. The physical setting is as follows. A linearly elastic body
occupies an open bounded connected set ˝ � R

d (d � 3 in applications) with a
Lipschitz boundary � that is partitioned into three disjoint parts � 1, � 2, and � 3

with �1, �2, and �3 being relatively open, and meas .�1/ > 0. The body is clamped
on �1 and thus the displacement field vanishes there. A volume force of density f0
acts in ˝ and a surface traction of density f2 acts on �2. The body is in frictional
contact with an obstacle on �3. We consider H D L2.˝/d D f u D .ui / j ui 2
L2.˝/ g, Q D f � D .�ij / j �ij D �ji 2 L2.˝/ g;H1 D f u D .ui / j ".u/ 2 Q g
et Q1 D f � 2 Q j Div � 2 H g.

The classical formulation of the frictional contact problem considered is the
following.

Problem. PM . Find a displacement field u W ˝ ! R
d and a stress field � W ˝ !

S
d such that

� D E ".u/ in ˝; (1)

Div � C f0 D 0 in ˝; (2)

u D 0 on �1; (3)

�� D f2 on �2; (4)

�� C p.u�/ � 0; u� � g � 0; .�� C p.u�//.u� � g/ D 0 on �3; (5)

j�$ j � N.u�/�.ju$ j/ if u$ D 0;
��$ D N.u�/�.ju$ j/ u$ju$ j if u$ ¤ 0; on �3: (6)
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Condition (5) was first introduced in [1] and it was used in various papers, see [2]
and the references therein where p is the compliance function. Condition (6) was
introduced in [3] andN.u�/�.ju$ j/ represents the magnitude of the limiting friction
traction at which slip begins. In this case, the friction coefficient � depends on the
tangential displacement ju$ j and the magnitude of the friction bound depends also
on the penetrations and the size of the asperities via the function N defined by

N.x; �/ D

8
ˆ̂<

ˆ̂:

0 for � � 0;
S

�

g.x/
for � 2 .0; g.x//;

S for � � g.x/:
(7)

In the above formula the value S � 0 is a given value. Next we define the
approximate problems corresponding to Problem PM . Let n 2 N.

Problem. Pn
M . Find a displacement field un W ˝ ! R

d and a stress field �n W ˝ !
S
d such that (1)–(4) and (6) hold for u D un and � D �n, and

��n� 2

8
ˆ̂<

ˆ̂:

fp.un�/g if un� < g;

Œp.g/; p.g/C nc2� if un� D g;
fp.g/C nc2 C nc3.un� � g/g if un� > g;

on �3: (8)

In (8) c2 and c3 are arbitrary nonnegative constants such that c2 C c3 > 0.
Proceeding in a standard way, we obtain the following variational formulations

of Problems PM and Pn
M . We consider V D fv 2 H1 j v D 0 on �1g, K D fv 2

V; v� � g.x/ on �3g, B W V ! V � tel que hBu; vi D .E ".u/; ".v//Q and f the
element of V 0 such that hf; vi D R

˝
f0 � v dx C

R
�2
f2 � v d � .

Problem. PV . Find the displacement field u 2 K and the friction density �$ 2
L2.�3/

d such that for all v 2 K we have

hBu � f; v � ui C
Z

�3

p.u�/.v� � u�/ d � �
Z

�3

�$ � .v$ � u$ / d �; (9)

with � �$ 2 N.u�/@j$ .u$ / a:e: on �3 (10)

where function j$ W Rd ! R is defined by

j$ .�/ D
Z j�j

0

�.t/ dt; (11)

then under some assumptions, see [3] we can prove that the conditions (6) are
equivalent to the subdifferential inclusion (10).

Problem. Pn
V . Find the displacement field un 2 V , friction density �n$ 2 L2.�3/d

and normal stress �n� 2 L2.�3/ such that for all v 2 V we have
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hBun � f; vi D
Z

�3

�n$ � v$ C �n� v� d �; (12)

with � �n$ 2 N.un�/@j$ .un$ / a:e: on �3;

and � �n� 2 Np.un�/C @j n� .un�/ a:e: on �3:

Where j n� .x; �/ D
(
0 if � � g.x/;
nc2�C nc3

2
.� � g.x//2 if � > g.x/;

and Np W �3 � R! R such that Np.x; s/ D
(
p.s/ for s � g.x/
p.g.x// for s > g.x/:

Theorem 2.1. Under some assumptions, see [3], Problem Pn
V has a solution for

every n 2 N.

Theorem 2.2. Let .un; �n$ ; �
n
� / be a solution of Problem Pn

V , then under some
assumptions, see [3], for a subsequence, we have un ! u weakly in V , �n$ ! �$
weakly in L2.�3IRd /, where .u; �$ / is a solution of Problem PV .

3 Numerical Solution

The numerical strategy presented in this section is based on a sequence of convex
programming problems; more details can be found in [4]. We consider some
materials for the discretization step. Let ˝ a polyhedral domain, fT hg a regular
family of triangular finite element partitions of ˝. The space V is approximated by
the finite dimensional space V h � V of continuous and piecewise affine functions,
that is,

V h D f vh 2 ŒC.˝/�d W vhjT 2 ŒP1.T /�d 8T 2 T h;

vh D 0 at the nodes on �1 g;

where P1.T / represents the space of polynomials of degree less or equal to one
in T . For the discretization of the normal contact terms, we consider the spaces
Xh
� D f vh�j�3 W vh 2 V h g; Xh

$ D f vh$ j�3 W vh 2 V h g equipped with their usual

norm. Let us consider the discrete spaces of piecewise constants Y h� � L2.�3/ and
Y h$ � L2.�3/ related, respectively, to the discretization of the normal stress ��
and the friction density �$ . We also introduce the function ' W Xh

� ! .�1;C1�
and the operator L W Xh

� ! Y h� defined by

'.uh�/ D
Z

�3

IR�
.uh� � g/ d�; 8 uh� 2 Xh

� ;
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L W Xh
� ! Y h� hLuh�; v

h
�iY h� ;Xh� D

Z

�3

p.uh�/v
h
� d� 8 uh�; vh� 2 Xh

�

where IR�
represents the indicator function of the set R� D .�1; 0�.

The normal compliance condition with finite penetration (5) leads to the
following discrete subdifferential inclusion

��h� 2 @'.˘h
� uh�/C L˘h

� uh� in Y h� :

The friction condition (6) leads to the following discrete subdifferential inclusion

��h$ 2 N.j˘h
� uh� j/�.j˘h

$ uh$ j/@j˘h
$ uh$ j in Y h$ ;

where ˘h
� W Xh

$ ! Y h� and ˘h
$ W Xh

$ ! Y h$ represent, respectively, the boundary
interpolation operators from Xh

� to Y h� and from Xh
$ to Y h$ (see [5]).

The numerical solution of the nonsmooth nonconvex variational problem PV is
based on the following iterative algorithm.

Let � > 0 and u.0/ be given:

Then; for k D 0; 1 : : : ;
Problem PVh

C
: Find a displacement field uh;.kC1/ 2 Vh;

a contact stress �h;.kC1/
� 2 Y h� and a friction stress field �h;.kC1/

$ 2 Y h$
such that; for 8 vh 2 V h

hBuh;.kC1/ � f; vhi D
Z

�3

�h;.kC1/
� vh� d � C

Z

�3

�h;.kC1/
$ � vh$ d �

with � �h;.kC1/
� 2 @'.˘h

� uh;.kC1/
� /C L˘h

� uh;.kC1/ on �3

and � �h;.kC1/
$ 2 N.j˘h

� uh;.k/� j/�.j˘huh;.k/$ j/@j˘h
$ uh;.kC1/

$ j on �3

until kuh;.kC1/ � uh;.k/k � �kuh;.k/k
and k�h;.kC1/ � �h;.k/kL2.�3/d � �k�h;.k/kL2.�3/d

Here, k represents the index of the iterative procedure. In Problem PV hC
the discrete

stress �h on the contact boundary �3 can be viewed as a Lagrange stress multiplier.
This numerical strategy leads to the solution of a nonsmooth convex problem
PV hC

at each iteration k. For the numerical treatment of the nonsmooth convex
Problem PV hC

we use the penalized method for the normal compliance contact term
combined with the augmented Lagrangean approach for the unilateral condition and
Coulomb friction law. For details concerning this numerical treatment see [3].
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x2

f2

x1

Ω deformable body

Γ1

Γ2

Γ2

Γ3

rigid obstacle

g
contact interface

Fig. 1 Initial configuration of the two-dimensional example

Numerical Example. We consider the physical setting depicted in Fig. 1. There,
˝ D .0; L1/ � .0; L2/ � R

2 with L1; L2 > 0 and

�1 D f0g � Œ0; L2�; �2 D .fL1g � Œ0; L2�/ [ .Œ0; L1� � fL2g/; �3 D Œ0; L1� � f0g:

The domain ˝ represents the cross section of a three-dimensional deformable body
subjected to the action of tractions in such a way that a plane stress hypothesis is
assumed. On the part �1 D f0g � Œ0; L2� the body is clamped and, therefore, the
displacement field vanishes there. Vertical tractions act on the part Œ0; L1� � fL2g
of the boundary and the part fL1g � Œ0; L2� is traction free. No body forces are
assumed to act on the body during the process. The body is in frictional contact
with an obstacle on the part �3 D Œ0; L1� � f0g of the boundary.

We model the material’s behavior with a constitutive law of the form (1) in which
elasticity tensor E satisfies

.E $/˛ˇ D E�

1 � �2 .$11 C $22/ı˛ˇ C
E

1C � $˛ˇ; 1 � ˛; ˇ � 2;

where E is the Young modulus, � the Poisson ratio of the material, and ı˛ˇ denotes
the Kronecker symbol. The friction is modeled by a nonmonotone law (6) in
which the friction bound N.u�/�.ju$ j/ depends on the depth of the penetration
u� and on the tangential displacement ju$ j. For the simulations, the function N W
R! R

C given in (7) is taken. Let us also consider the following friction coefficient
� W Rd ! R:

�.ju$ j/ D .a � b/ � e�˛ju$ j C b; (13)
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g=0.04mg=0m

Fig. 2 Deformed meshes and frictional contact forces for g D 0m and g D 0:04m

with a; b; ˛ > 0, a � b. For the computation below we use the following data:

L1 D 2m; L2 D 1m;
E D 1000N=m2; � D 0:3;
f0 D .0; 0/N=m2; f2 D

�
.0; 0/N=m onf2g � Œ0; 1�;

.0;�300 t/N=m onŒ0; 2� � f1g;
a D 1:5; b D 0:5; ˛ D 100; S D 1N; p.u/ D c1uC; c1 D 100;
stopping criterion W � D 10�6:

Our results are presented in Figs. 2, 3, and 4 and are described in what follows. First,
in Fig. 2, the deformed configuration as well as the frictional contact forces is plotted
both in the case g D 0m and g D 0:04m, which represent, respectively, the case
with a classical signorini unilateral contact and the case with normal compliance,
finite penetration, and unilateral constraint.

In Fig. 3 we present the convergence of solution of problem Pn
V h

to the solution
of problem PV h . More precisely, we plot four deformed meshes and the associated
frictional contact forces at four steps of convergence, for n D 10; 100; 103; 104 .
One can see that for n D 10 all the contact nodes are in strong penetration contact,
whereas at n D 104 the contact nodes are into an admissible finite penetration, since
the complete flattening of the asperities of size g D 0:04m was reached.

For the numerical convergence we denote by .uhn; �
h
n / and .uh; �h/ the discrete

solution of the contact problems Pn
V h

and PV h , respectively. The numerical
estimations of the difference

kuhn � uhkV C k�hn � �hkQ;

for various values of the parameter n, are presented in Fig. 4. It results from here that
this difference converges to zero when n tends toward infinity, which represents a
numerical validation of the theoretical convergence result obtained in Theorem 2.2.
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n=100n=10

n=103 n=104

Fig. 3 Deformed meshes and frictional contact forces for n D 10, n D 100, n D 103, and
n D 104

1 10 100 1000 10000 1e+05 1e+06 1e+07 1e+08
n

1e-06

1e-05

0,0001

0,001
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0,1

1

10

100

||u
nh  
- 

uh ||
V

Fig. 4 Numerical validation of the convergence result in Theorem 2.2
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A Class of Mixed Variational Problems
with Applications in Contact Mechanics

Mircea Sofonea

Abstract We provide an existence result in the study of a new class of mixed
variational problems. The problems are formulated on unbounded interval of time
and involve history-dependent operators. The proof is based on generalized saddle
point theory and various estimates, combined with fixed point arguments. Then,
we consider a new mathematical model which describes the frictionless contact
between a viscoelastic body and an obstacle. The process is quasistatic and the
contact is modelled with a version of the normal compliance condition with
unilateral constraint, which describes both the hardness and the softness of the
foundation. We list the assumption on the data, derive a variational formulation of
the problem, then we use our abstract result to prove its weak solvability.

1 Introduction

Mixed variational problems provide an useful framework in which a large number
of problems involving unilateral constraints can be casted, analyzed, and solved
numerically. For this reason, they are used both in Numerical Analysis, Optimiza-
tion, Solid Mechanics and Fluid Mechanics, as well. The literature in the field
was growing rapidly in the last decades. Existence and uniqueness results in the
study of stationary mixed variational problems with Lagrange multipliers, together
with various applications in Solid Mechanics, can be found in [3–5, 8, 10] and the
references therein. Reference concerning the analysis of mixed variational problems
associated with contact problems include [6, 7, 9], for instance.

The aim of this paper is twofold. The first one is to study the solvability of a
new mixed variational problem involving Lagrange multipliers. The second one is
to show how our abstract result can be used in the analysis of a mathematical model
arising in Contact Mechanics. The paper is structured as follows. In Sect. 2 we
introduce the mixed variational problem then we state and prove our main existence
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result, Theorem 2.1. In Sect. 3, we describe our mathematical model of contact,
list the assumption on the data and derive its variational formulation. Then we use
Theorem 2.1 to prove the weak solvability of the model.

We end this short introductory section with some notation. Everywhere in this
paper we use rC for the positive part of r , N� for the set of positive integers and
RC will represent the set of non negative real numbers, i.e. RC D Œ0;1/. Notation
.x; y/ will represent an element of the product of the sets X and Y , denoted X �Y .
Given a normed space .X; k � kX/ we use the notation C.RCIX/ for the space of
continuous functions defined on RC with values onX . Also, for a subsetK � X we
use the symbol C.RCIK/ for the set of continuous functions defined on RC with
values in K. Finally, if Y is a normed space and R W C.RCIX/! C.RCIY /, then
R�.t/ represents the value of the function R� at the point t , i.e. R�.t/ D .R�/.t/.

2 An Abstract Existence Result

Let .X; .�; �/X ; k�kX/, .Y; .�; �/Y ; k�kY / be two real Hilbert spaces and let .Z; k�kZ/
be a real normed space. We consider two operators A W X ! X; R W C.RCIX/!
C.RCIZ/, a functional ' W Z�X ! R, a bilinear form b W X �Y ! R; a function
f W RC ! X; an element h of X and a set	 � Y:We are interested in the problem
of finding two functions u W RC ! X and � W RC ! 	 such that, for each t 2 RC,
the following inequalities hold:

.Au.t/; v � u.t//X C '.Ru.t/; v/X � '.Ru.t/; u.t// (1)

Cb.v � u.t/; �.t// � .f .t/; v � u.t//X 8 v 2 X;
b.u.t/; � � �.t// � b.h; � � �.t// 8� 2 	: (2)

In the study of this problem we consider the following assumptions.

8
ˆ̂<

ˆ̂:

.a/ There exists mA > 0 such that
.Au � Av; u � v/X � mAku � vk2X 8 u; v 2 X:

.b/ There exists LA > 0 such that
kAu � AvkX � LA ku � vkX 8 u; v 2 X:

(3)

8
ˆ̂<

ˆ̂:

For each n 2 N
� there exists rn � 0 such that

kRu1.t/ �Ru2.t/kZ � rn
Z t

0

ku1.s/ � u2.s/kX ds
8 u1; u2 2 C.RCIX/; 8 t 2 Œ0; n�:

(4)
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8
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂:

(a) The function '.�; �/ W X ! R is convex
and Lipschitz continuous; for any � 2 Z:

(b) There exists ˛ � 0 such that
'.�1; v2/ � '.�1; v1/C '.�2; v1/ � '.�2; v2/
� ˛ k�1 � �2kXkv1 � v2kX 8 �1; �2 2 Z; v1; v2 2 X:

(5)

8
ˆ̂<

ˆ̂:

.a/ There exists Mb > 0 such that
jb.v; �/j �MbkvkXk�kY 8 v 2 X; � 2 Y:

.b/ There exists mb > 0 such that inf
�2Y;�¤0Y

sup
v2X;v¤0X

b.v; �/

kvkXk�kY � mb:

(6)

f 2 C.RCIX/; h 2 X: (7)

	 is a closed convex subset of Y that contains 0Y : (8)

On these assumptions we have the following comments. First, (3) shows thatA is
a strongly monotone Lipschitz continuous operator. Next, following the terminology
introduced in [12], (4) shows that R is a history-dependent operator. Finally,
condition (6)(b) is the so-called inf-sup condition, used in the saddle point theory,
see, for instance, [3–5, 8] and the references therein.

The solvability of problem (1)–(2) is given by the following result.

Theorem 2.1. Assume (3)–(8). Then, there exists a couple of functions .u; �/ W
RC ! X � Y , unique in u, such that (1)–(2) hold for all t 2 RC. Moreover,
u 2 C.RCIX/.
Proof. The proof of Theorem 2.1 is carried out in several steps, that we shortly
describe in what follows.

(i) In the first step we consider g 2 X , z 2 Z and, using arguments similar to
those used in [2], we prove that there exist a couple .u; �/ 2 X �	, unique in
u, such that

.Au; v � u/X C '.z; v/ � '.z; u/C b.v � u; �/ � .g; v � u/X 8 v 2 X; (9)

b.u; � � �/ � b.k; � � �/ 8� 2 	: (10)

In addition, if .u1; �1/ and .u2; �2/ are two solutions of the problem (9)–(10)
corresponding to the data .g1; z1/ 2 X �Z and .g2; z2/ 2 X �Z, respectively,
then there exists c > 0 which depends only on A and ' such that

ku1 � u2kX � c .kg1 � g2kX C kz1 � z2kZ/:
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(ii) In the second step we consider an element � 2 C.RCIX/ and introduce the
notation y� D R� 2 C.RCIZ/. Then we use the results in step i) to prove
that there exists a couple of functions .u�; ��/ W RC ! X � 	, unique in the
first component, such that, for each t 2 RC, the following inequalities hold:

.Au�.t/; v � u�.t//X C '.y�.t/; v/ � '.y�.t/; u�.t// (11)

Cb.v � u�.t/; ��.t// � .f .t/; v � u�.t//X 8 v 2 X;
b.u.t/; � � ��.t// � b.h; � � ��.t// 8� 2 	: (12)

Moreover, u� 2 C.RCIX/. In addition, if .u1; �1/ and .u2; �2/ are two
solutions of problem (11)–(12) corresponding to the data �1; �2 2 C.RCIX/
then, for each positive integer n, we have

ku1.t/ � u2.t/kX � ˛rn

mA

Z t

0

k�1.s/ � �2.s/kX ds 8 t 2 Œ0; n�: (13)

(iii) In the next step we define the operator � W C.RCIX/ ! C.RCIX/ by
equality �� D u� for all � 2 C.RCIX/. We use estimate (13) and a fixed
point result obtained in [14] to prove that the operator � has a unique fixed
point �� 2 C.RCIX/.

(iv) Let �� be the unique fixed point of the operator �: Then, writing (11)–(12)
for � D �� and using the equalities u�� D ��; y�� D R��; it follows
that the couple .u�� ; ���/ is a solution of problem (1)–(2). Moreover, u�� 2
C.RCIX/. The uniqueness of the solution in the first component follows from
the uniqueness of the fixed point of the operator�, guaranteed by the step (iii).

ut

3 A Viscoelastic Contact Model

In this section we introduce a model of frictionless contact which can be studied
by using the abstract result presented in Sect. 2. The physical setting is as follows.
A viscoelastic body occupies a bounded domain ˝ � R

d (d D 2; 3), with the
boundary � partitioned into three disjoint measurable parts �1, �2, �3, such that
meas �1 > 0. We assume that � is Lipschitz continuous and we denote by 	 its
unit outward normal, defined almost everywhere. The body is clamped on �1 and,
therefore, the displacement field vanishes there. A volume force of density f 0 acts
in˝, surface tractions of density f 2 act on �2 and, finally, we assume that the body
is in contact with a deformable foundation on �3. The contact is frictionless and
we model it with a version of the multivalued normal compliance condition with
unilateral constraint. The process is quasistatic and we study it in the time interval
RC D Œ0;1/. The classical formulation of the problem is the following.
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Problem 1. Find a displacement field u W ˝ � RC ! R
d and a stress field � W

˝ � RC ! S
d such that

� .t/ D A ".u.t//C
Z t

0

B.t � s/".u.s// ds in ˝; (14)

Div � .t/C f 0.t/ D 0 in ˝; (15)

u.t/ D 0 on �1; (16)

� .t/	 D f 2.t/ on �2; (17)

� $ .t/ D 0 on �3; (18)

for all t 2 RC, and there exists � W �3 � RC ! R which satisfies

u�.t/ � g; ��.t/C p.u�.t//C �.t/ � 0;
.u�.t/ � g/

	
��.t/C p.u�.t//C �.t/



D 0;

0 � �.t/ � F
	 Z t

0

uC
� .s/ ds



;

�.t/ D 0 if u�.t/ < 0; �.t/ D F
	 Z t

0

uC
� .s/ ds



if u�.t/ > 0

9
>>>>>>>=

>>>>>>>;

on �3; (19)

for all t 2 RC.

Here and below S
d represents the space of second order symmetric tensors on R

d

and, in order to simplify the notation, we do not indicate explicitly the dependence of
various functions on the spatial variable x D .xi /; the indices i , j , k, l run between
1 and d and the summation convention over repeated indices is used; an index that
follows a comma represents the partial derivative with respect to the corresponding
component of the spatial variable, e.g. ui;j D @ui =@xj ; " represents the deformation
operator given by ".v/ D ."ij .v//; "ij .v/ D 1

2
.vi;j C vj;i / and Div is the divergence

operator, i.e. Div � D .�ij;j /.
Equation (14) represents the viscoelastic constitutive law of the material, already

used in a large number of works, see, for instance, the books [11, 13] and the
references therein. Equation (15) is the equilibrium equation and we use it here
since the process is assumed to be quasistatic. Conditions (16) and (17) are the
displacement and traction boundary conditions, respectively, and condition (18)
represents the frictionless condition.

We now provide some comments on condition (19) in which g � 0 is a given
bound for the penetration, p represents a positive function which vanishes for a
negative argument and u� , �� represent the normal displacement and the normal
stress, respectively. This condition was used in [1] in the case when F vanishes and
in [15] in the case whenF is given. There, various mechanical interpretations related
to this condition were provided. Here we restrict ourselves to recall that condition
(19) describes the following features of the contact: when there is separation
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between the body’s surface and the foundation then the normal stress vanishes; the
penetration arises only if the absolute value of the normal stress reaches the critical
value F ; when there is penetration the contact follows a normal compliance-type
condition but only up to the bound g and then, when this limit is reached, the contact
follows a Signorini-type unilateral condition with the gap g. Note that, in contrast
with [15], in this paper we assume that the yield value F depends on the history of
the penetration, represented by the integral term in (19); this dependence describes
the hardening and the softening properties of the foundation, makes the contact
problem more general, and leads to a new and interesting mathematical model.

We turn now to the variational formulation of Problem 1. To this end we use the
notation “�” and k � k for the inner product and the Euclidean norm on R

d and S
d ,

respectively, as well as the standard notation for the Lebesgue and Sobolev spaces
associated with ˝ and � . Moreover, we consider the spaces

V D f v D .vi / 2 H1.˝/d W v D 0 on �1 g;
Q D f� D .$ij / 2 L2.˝/d�d W $ij D $j i g

which are real Hilbert spaces endowed with their canonical inner products and the
associated norms k � kV and k � kQ, respectively.

For an element v 2 V we still write v for the trace of v on the boundary and
we denote by v� and v$ the normal and tangential components of v on � , given by
v� D v � 	, v$ D v � v�	. We also consider the space S D fw D vj�3 W v 2 V g;
where vj�3 denotes the restriction of the trace of the element v 2 V to �3. Thus,
S � H1=2.�3IRd / where H1=2.�3IRd / is the space of the restrictions on �3 of
traces on � of functions of H1.˝/d . It is known that S can be organized as a
Hilbert space, in a canonical way. The dual of the space S will be denoted byD and
the duality paring between D and S will be denoted by h�; �i�3 . For simplicity, we
shall write h�; vi�3 instead of h�; vj�3i�3 when � 2 D and v 2 V:

For a regular function � 2 Q we use the notation �� and � $ for the normal and
the tangential traces, i.e. �� D .�	/ � 	 and � $ D �	 � ��	. Finally, we denote by
Q1 the space of fourth order tensor fields given by

Q1 D f E D .Eijkl / W Eijkl D Ej ikl D Eklij 2 L1.˝/; 1 � i; j; k; l � d g;

and we recall that Q1 is a real Banach space with its usual norm.
In the study of the mechanical problem (14)–(19) we assume that the viscosity

operator A and the relaxation tensor B satisfy the following conditions.
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8
ˆ̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
<

ˆ̂̂
ˆ̂̂
ˆ̂
ˆ̂̂
:

.a/ A W ˝ � S
d ! S

d :

.b/ There exists LA > 0 such that
kA .x; "1/ �A .x; "2/k � LA k"1 � "2k 8 "1; "2 2 S

d ; a:e: x 2 ˝:
.c/ There exists mA > 0 such that

.A .x; "1/ �A .x; "2// � ."1 � "2/ � mA k"1 � "2k2
8 "1; "2 2 S

d ; a:e: x 2 ˝:
.d/ The mapping x 7! A .x; "/ is measurable on ˝; for any " 2 S

d :

.e/ The mapping x 7! A .x; 0/ belongs to Q:

(20)

B 2 C.RCIQ1/: (21)

The densities of body forces and surface tractions are such that

f 0 2 C.RCIL2.˝/d /; f 2 2 C.RCIL2.�2/d /: (22)

The normal compliance function p and the surface yield function F satisfy

8
ˆ̂̂
ˆ̂
<

ˆ̂̂
ˆ̂
:

.a/ p W �3 � R! RC:

.b/ There exists Lp > 0 such that
jp.x; r1/ � p.x; r2/j � Lp jr1 � r2j 8 r1; r2 2 R; a:e: x 2 �3:

.c/ The mapping x 7! p.x; r/ is measurable on �3; for any r 2 R:

.d/ p.x; r/ D 0 for all r � 0; a:e: x 2 �3:

(23)

8
<

:

.a/ F W RC ! RC:

.b/ There exists LF > 0 such that
jF.r1/ � F.r2/j � LF jr1 � r2j for all r1; r2 2 RC:

(24)

Finally, we assume that

there exists 
 2 V such that �� D 1 a:e: on �3: (25)

Next, we define the sets K � V and 	 � D, the bilinear form b W V �D ! R,
the function f W RC ! V and the Lagrange multiplier � W RC ! 	 by equalities

K D f v 2 V W v� � 0 a.e. on �3 g;
	 D f� 2 D W h�; vi�3 � 0 8 v 2 K g;
b.v;�/ D h�; vi�3 8 v 2 V; � 2 D;

.f .t/; v/V D
Z

˝

f 0.t/ � v dx C
Z

�2

f 2.t/ � v da 8 v 2 V; t 2 RC;
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h�.t/;wi�3 D �
Z

�3

.��.t/C p.u�.t//C �.t//w� da 8w 2 S; t 2 RC:

Then, using standard arguments based on integration by part combined with
assumption (25), we obtain the following variational formulation of Problem 1.

Problem 2. Find a displacement field u W RC ! V and a Lagrange multiplier
� W RC ! 	 such that

.A ".u.t//; ".v/ � ".u.t///Q C .
Z t

0

B.t � s/".u.s// ds; ".v/ � ".u.t///Q (26)

C.p.u�.t/; v� � u�.t///L2.�3/C .F
	 Z t

0

uC
� .s/ ds



; vC
� � uC

� .t//L2.�3/

Cb.v � u.t/;�.t// � .f .t/; v � u.t//V 8 v 2 V;

b.u.t/;� � �.t// � b.g
;� � �.t// 8� 2 	; (27)

for all t 2 RC.

In the study of Problem 2 we have the following existence result.

Theorem 3.2. Assume (20)–(25). Then, there exists a couple of functions .u;�/ W
RC ! V � 	, unique in u, such that (26)–(27) hold for all t 2 RC. Moreover,
u 2 C.RCIV /.
Proof. We define the operators A W V ! V , R W C.RCIV /! C.RCIQ�L2.�3//
and the functional ' W .Q � L2.�3// � V ! R by equalities

.Au; v/V D .A ".u/; ".v//Q C .p.u�/; v�/L2.�3/ 8u; v 2 V;

Ru.t/D.
Z t

0

B.t � s/".u.s// ds; F
	 Z t

0

uC
� .s/ ds



/ 8u 2 C.RCIV /; t 2 RC;

'..� ; �/; v/ D .� ; ".v//Q C .�C; vC
� /L2.�3/ 8 .� ; �/ 2 Q � L2.�3/; v 2 V:

Then it is easy to see that the couple .u;�/ is a solution of Problem 2 if and only if

.Au.t/; v � u.t//V C '.Ru.t/; v/ � '.Ru.t/;u.t// (28)

Cb.v � u.t/;�.t// � .f .t/; v � u.t//V 8 v 2 V;

b.u.t/;� � �.t// � b.g
;� � �.t// 8� 2 	; (29)

for all t 2 RC.
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We now apply Theorem 2.1 to the system (28)–(29) with X D V , Y D D,
Z D Q � L2.�3/ and h D g
 . To this end, we use assumptions (20) and (23)
and the Sobolev trace theorem to see that the operator A verifies condition (3).
Moreover, assumptions (21) and (24) show that the operator R satisfies condition
(4) and, obviously, the functional ' verifies (5). Next, as showed, e.g., in [9], the
bilinear form b.�; �/ is continuous and satisfies the “inf-sup” condition. We conclude
from here that condition (6) holds. Also, taking into account assumption (22) it
follows that f 2 C.RC; V /. Finally, (25) implies (7) and, obviously, condition (8)
holds, too. Theorem 3.2 is now a direct consequence of Theorem 2.1. ut

Let .u;�/ be a solution to Problem 2 and let � W RC ! Q be defined by (14).
Then, the couple .u; � / is called a weak solution to Problem 1. We conclude from
Theorem 3.2 that, under assumptions (20)–(25), Problem 1 has a least unique weak
solution .u; � /. Moreover the solution satisfies u 2 C.RCIV /, � 2 C.RCIQ/.
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A Canonical Duality Approach for the Solution
of Affine Quasi-Variational Inequalities

Vittorio Latorre and Simone Sagratella

Abstract We apply a sequential dual canonical transformation on the global
optimization problem resulting from the reformulation of the Karush–Kuhn–
Tucker conditions of affine quasi-variational inequalities (QVIs) using the Fischer-
Burmeister complementarity function. Canonical duality is generally able to provide
conditions for a critical point of the dual formulation to be the corresponding point
of a global optimum of the original problem. By studying the new dual formulation
it is possible to obtain properties that are not evident from the original one and that
can be useful to develop new methods for the solution of (not necessarily affine)
QVIs. The resulting formulation is canonically dual to the original in the sense that
there is no duality gap between critical points of the original problem and those of
the dual one.

Keywords Canonical duality • Quasi-variational inequalities • Complementarity

1 Introduction

Quasi-variational inequalities (QVIs) are a powerful modeling tool capable of
describing complex equilibrium situations that can appear in different fields as
generalized Nash games, mechanics, economics, statistics, and so on (see, e.g.,
[1–5]). In spite of their modeling power, relatively few studies have been devoted to
the numerical solution of finite-dimensional QVIs (see, e.g., [5–11]), in particular
in the recent paper [12] a solution method for QVIs based on solving their
Karush–Kuhn–Tucker (KKT) conditions is proposed.

In this first stage paper we consider only affine QVIs, however theory presented
here can be generalized to broader classes of QVIs. We define a point-to-set
mapping K as a parametric set of linear inequality constraints: K.x/ WD fy 2
R
n j Ay C Bx � c � 0mg, where A;B 2 R

m�n and c 2 R
m. Let D 2 R

n�n
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and e 2 R
n, the Affine Quasi-Variational Inequality (AQVI) .A;B; c;D; e/ is the

problem of finding a point x� 2 K.x�/ such that

.Dx� C e/T .y � x�/ � 0; 8y 2 K.x�/; (1)

holds. A particularly well-known and studied case occurs when K.x/ is actually
independent of x, in this case, the AQVI becomes an Affine Variational Inequality.
For this latter problem, which is more specific than that considered in this paper, an
extensive theory exists, see, for example, [13, 14].

We say that a point x 2 R
n satisfies the KKT conditions if multipliers � 2 R

m

exist such that

Dx C e C AT� D 0n; 0m � � ? Ax C Bx � c � 0m: (2)

These KKT conditions for AQVIs parallel the classical KKT conditions for AVIs,
see [14], and it is quite easy to show the following result, whose proof we omit.

Theorem 1. If a point x, together with a suitable vector � 2 R
m of multipliers,

satisfies KKT system (2), then x is a solution of AQVI .A;B; c;D; e/. Vice versa, if
x is a solution of AQVI .A;B; c;D; e/, then multipliers � 2 R

m exist such that the
pair .x; �/ satisfies KKT conditions (2).

A complementarity function is a function � W R2 ! R such that �.a; b/ D 0 if
and only if a � 0, b � 0, and ab D 0. There exist many types of complementarity
functions, but the two most prominent ones are the minimum-function �min.a; b/ WD
minfa; bg and the Fischer–Burmeister function �FB.a; b/ WD

p
a2 C b2 � .a C b/.

It is well known that �FB has many useful properties, in particular it is semismooth,
see [14].

In this paper we use function �FB to reformulate KKT conditions (2). Therefore
it is not difficult to see that we can find a solution of system (2) by computing a
global solution, with value equal to � 1

2
eT e, of the following optimization problem

.P/ W min
x;�

�
P.x; �/ WD W.x; �/C 1

2
.x; �/TM.x; �/ � f T .x; �/

�
; (3)

where for all i D 1; : : : ; m: W.x; �/ WD 1
2

Pn
iD1 �FB.�i ;�gi .x//2, gi .x/ WD

Ai�x C Bi�x � ci , M WD
�
DT

A

� �
D AT

�
and f WD �

�
DT

A

�
e.

It is easy to see that function W is nonconvex, furthermore, since we are
interested only in global minima, problem (3) is very hard to solve. In fact it is
well known that not all critical points of P are solutions of the AQVI, see, e.g.,
[14, 15].

Canonical duality theory, developed from nonconvex analysis and global
optimization [16, 17], is a potentially powerful methodology, which has been
used successfully for solving a large class of challenging problems in biology,
engineering, sciences [18–20], and recently in network communications [21, 22]
and radial basis neural networks [23].
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In this paper we use canonical duality theory in order to define new equivalent
formulations for problem .P/. In particular we define first and second level total
complementarity functions that in a suitable subset have the properties that any of
their stationary points is a solution of the AQVI.

We use the following notation: .a; b/ 2 R
naCnb indicates the column vector

comprised by vectors a 2 R
na and b 2 R

nb ; R
nC � R

n denotes the set of
nonnegative numbers; RnCC � R

n is the set of positive numbers; staff .x/ W x 2X g
denotes the set of stationary points of function f in X ; given a matrix Q 2 R

a�b
we indicate with Qi� its i -th row and with Q�i its i -th column; diag.a/ denotes the
(square) diagonal matrix whose diagonal entries are the elements of the vector a; ı
denotes the Hadamard (componentwise) product operator.

2 Dual Canonical Transformation

In this section we use a sequential dual canonical transformation in order to define
total complementarity and dual functions.

First of all, we introduce a semismooth operator � WD 	.x; �/ W RnCm ! E0 	
R
m, which is defined as

�i D 	i.x; �i / WD
q
�2i C gi .x/2 � �i C gi .x/; i D 1; : : : ; m; (4)

Furthermore we introduce a convex function V0 W E0 ! R (associated with �), that
is defined as

V0.�/ WD 1

2

nX

iD1
�2i : (5)

It is easy to see that

W.x; �/ D V0.	.x; �// D V0.�/: (6)

Furthermore, we introduce a dual variable

� WD rV0.�/ D �; (7)

which is defined on the range S0 	 R
m of rV0.�/. Since the (duality) mapping (7)

is invertible, i.e. � can be expressed as a function of � , then the function V0.�/ is
said to be a canonical function on E0, see [16].

In order to define the total complementarity function in both primal and dual
variables .x; �; �/we use a Legendre transformation [16]. Specifically the Legendre
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conjugate V �
0 .�/ W S0 ! R is defined as V �

0 .�/ WD sta
˚
�T � � V0.�/ W � 2 E0

�
,

which is equal to the function �T � � V0.�/ in which � is fixed to a stationary point.
Since �T � �V0.�/ is a quadratic strictly concave function in � , then it is easy to see
that its (unique) stationary point is N� D � , and then

V �
0 .�/ D N�T � � V0. N�/ D �T � � V0.�/ .5/D

1

2

nX

iD1
�2i ; (8)

moreover we obtain that

V0.�/ D �T � � V �
0 .�/: (9)

SinceW.x; �/
.6/D V0.�/ .9/D �T ��V �

0 .�/
.4/; .8/D

mX

iD1
�i

q
�2i C gi .x/2 � �i C gi .x/

�

� 1
2

Pm
iD1 �2i , we obtain the first level total complementarity function:

�0.x; �; �/ WD
mX

iD1


�i

�q
�2i C gi .x/2 � ci

�
� 1
2
�2i

�

C1
2
.x; �/TM.x; �/ � Nf .�/T .x; �/; (10)

where Nf .�/ WD f C .�.AT C BT /�; �/. It is easy to see that the total complemen-
tarity function �0 is strictly concave in � for all .x; �/. Moreover �0 is convex in
.x; �/ (although nonsmooth but only semi-smooth) for all � 2 R

mC, since M � 0
and each function

q
�2i C gi .x/2 is convex in .x; �/.

According to canonical duality theory, in order to define a dual formulation it is
convenient to operate another dual transformation to obtain a total complementarity
function which is quadratic in the primal variables .x; �/. Then we have to get rid of
the square root terms in the first level complementarity function (10), for this reason
we define m second level nonlinear convex operators �i WD � .x; �i / W RnC1 !
RC, which are defined as �i WD �2i C gi .x/2, for all i D 1; : : : ; m, and m concave
second level dual functions V1;i W RC ! RC (associated with �i ), that are defined
as V1;i .�i / WD p�i , for all i D 1; : : : ; m. Now we introduce m second level dual
variables $i WD @V1;i .�i /

@�i
D 1

2
p
�i

, for all i D 1; : : : ; m; that are defined on RC.

We denote by E1 	 R
mC and S1 	 R

mC the space of definition of � WD .�i /
m
iD1

and $ WD .$i /
m
iD1, respectively. The Legendre conjugate of each second level dual

function is V �
1;i .$i / WD sta f�i $i � V1;i .�i / W �i 2 RCg D � 1

4$i
, for all i D 1; : : : ; m,

and finally by using the same procedure used in the first level, we obtain the second
level total complementarity function:
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�1.x; �; �; $/ WD 1

2
.x; �/T G.�; $/.x; �/ � Qf .�; $/T .x; �/

C
mX

iD1

�
�1
2
�2i � ci�i C

�i

4$i
C c2i �i $i

�
;

where G.�; $/ WD M C 2

�
.AT C BT / diag.� ı $/.AC B/ 0n;m

0m;n diag.� ı $/
�

and

Qf .�; $/ WD f C .2.AT C BT /.c ı � ı $/ � .AT C BT /�; �/. Note that we have
obtained a (second level) total complementarity function �1 which is quadratic in
the primal variables .x; �/. Furthermore �1 is strictly concave in � for all .x; �; $/,
it is convex in $ for all .x; �/ 2 R

nCm, � 2 R
mC and, assuming G.�; $/ � 0, it is

convex in .x; �/.
The dual function can be formulated in the following way, see [16]: P d.�; $/ WD

sta
˚
�1.x; �; �; $/ W .x; �/ 2 R

nCm�. Supposing that G is nonsingular and impos-
ing to satisfy the first order conditions of �1 with respect to .x; �/, we can express
the primal variables in function of the dual ones: .x; �/ D G.�; $/�1 Qf .�; $/. And
then finally, we can define the dual function

P d.�; $/ D �1
2
Qf .�; $/T G.�; $/�1 Qf .�; $/C

mX

iD1

�
�1
2
�2i � ci�i C

�i

4$i
C c2i �i $i

�
:

3 Canonical Complementarity, Existence and Uniqueness

In this section we present some properties of the dual and the total complementarity
functions defined in the previous section, along with their relations with the primal
function.

The following theorem describes relations between critical points of the primal
and the dual functions, the proof is omitted.

Theorem 2 (Primal Analytic Solution). Let . N�; N$/ be a critical point for P d and
suppose that G. N�; N$/ is nonsingular and that N�i ¤ 0 for all i D 1; : : : ; m, then

. Nx; N�/ D G. N�; N$/�1 Qf . N�; N$/ (11)

is a critical point for P.x; �/.
Conversely, let . Nx; N�/ be a critical point for P and suppose that N�2i Cgi . Nx/2 ¤ 0

for all i D 1; : : : ; m, then the point . N�; N$/ 2 R
2m, where for all i D 1; : : : ; m

N�i D
q
N�2i C gi . Nx/2 � N�i C gi . Nx/; N$i D 1

2

q
N�2i C gi . Nx/2

; (12)

is a critical point for P d.�; $/ if G. N�; N$/ is nonsingular.
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In Theorem 2 the total complementarity functions �0 and �1 are not considered.
However in the proof of Theorem 2 the first order optimality conditions of the first
and the second level total complementarity functions are implicitly used in order to
link primal and dual ones. The following theorem links first order conditions of �0
and �1 with those of P and P d , the proof is omitted.

Theorem 3. The following statements hold:

1. let . Nx; N�; N�; N$/ be a critical point for �1 then:

a. if N�i ¤ 0 for all i D 1; : : : ; m then . Nx; N�; N�/ is a critical point for �0 and (12)
holds;

b. ifG. N�; N$/ is nonsingular, then . N�; N$/ is a critical point for P d and (11) holds;

2. let . Nx; N�; N�/ be a critical point for �0 then . Nx; N�/ is a critical point for P .

The following theorem defines the values of the functions in their critical points,
proof omitted.

Theorem 4 (Complementarity Dual Principle). Let . Nx; N�; N�; N$/ be a critical
point for �1 such that N�i ¤ 0 for all i D 1; : : : ; m and G. N�; N$/ is nonsingular
then

P. Nx; N�/ D �0. Nx; N�; N�/ D �1. Nx; N�; N�; N$/ D P d. N�; N$/:

Theorem 4 shows that function P d is canonically dual to P in the sense that the
duality gap between their critical points is zero. It also shows that there is no gap
between the critical points of �0 and �1 and those of the primal and the dual
functions.

The following theorems are useful for realizing a solution method for QVIs. In
fact in Theorem 5 a variable subset is defined in which any stationary point of�0 is a
solution of the QVI. While Theorem 6 is a (weaker) extension for�1. For simplicity
in Theorem 5 we suppose the strict complementarity of the primal solution, however
it is not difficult to prove the theorem also without this assumption. Proofs of both
theorems are omitted.

Theorem 5. Suppose that .x�; ��/ exists such that P.x�; ��/ D � 1
2
eT e and

.��
i /
2 C gi .x�/2 ¤ 0 for all i D 1; : : : ; m then

1. .x�; ��; 0m/ is a critical point for �0 and �0.x�; ��; 0m/ D � 12eT e;
2. all points .x; �; �/ 2 R

n � R
m � ˚RmC n f0mg

�
are not critical for �0.

Theorem 6. Suppose that .x�; ��/ exists such that P.x�; ��/ D � 1
2
eT e and

.��
i /
2 C gi .x�/2 ¤ 0 for all i D 1; : : : ; m then
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1. .x�; ��; 0m; $�/ is a critical point for �1 and �1.x�; ��; 0m; $�/ D � 1
2
eT e,

where $�
i D 1

2
p
.��

i /
2Cgi .x�/2

for all i D 1; : : : ; m;

2. all points .x; �; �; $/ 2 R
n � R

m � R
mCC � R

mCC are not critical for �1.

Theorems 5 and 6 suggest that an interior point method convergent to a stationary
point of total complementarity functions �0 and �1 which moves only in the
positive space of � and $ can be an effective strategy for solving QVIs. This will be
a subject of future research.

We want to remark also that Theorem 5 implies that all stationary points of P in
the subset .x; �/ 2 R

n � R
m where �FB.�i ;�gi .x// � 0, for all i D 1; : : : ; m, are

solutions of the AQVI. To the best of our knowledge this is a new result that can be
useful for developing new solution methods for QVIs.

4 Example

Let us consider the AQVI .A;B; c;D; e/ where A D �1, B D �1, c D �2, d D 1
and e D 1. It is easy to see that it has a unique solution x� D 1. Let us write its
KKT conditions:

x C 1 � � D 0
0 � � ? �2x C 2 � 0;

whose unique solution is .x�; ��/ D .1; 2/. Then we can formulate the primal
function and the first level total complementarity function:

P.x; �/ D 1

2

	p
�2 C .�2x C 2/2 � � � 2x C 2


2

C1
2
.x2 � 2x�C �2/C x � �;

�0.x; �; �/ D �
	p

�2 C .�2x C 2/2 � � � 2x C 2


� 1
2
�2

C1
2
.x2 � 2x�C �2/C x � �:

Figure 1 shows that .1; 2/ is a stationary point for P and it also gives a picture
of how point .1; 2; 0/ is a saddle point for �0. Moreover it holds that P.1; 2/ D
�0.1; 2; 0/ D � 12 .
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Fig. 1 Primal function plot (left side figure) and first level total complementarity function plot
with � fixed to 2 (right side figure)
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Numerical Analysis for a Class of Non Clamped
Contact Problems

Oanh Chau

Abstract We study a class of dynamic thermal sub-differential contact problems
with friction, for long memory viscoelastic materials, without the clamped condi-
tion, which can be put into a general model of system defined by a second order
evolution inequality, coupled with a first order evolution equation. After statement of
an existence and uniqueness result, we present a fully discrete scheme for numerical
approximations and analysis of error order estimate.

Keywords Long memory thermo-visco-elasticity • Sub-differential contact
condition • Non clamped condition • Dynamic process • Evolution inequality
• Numerical analysis

1 Introduction

In the years 1970 until 1988, Duvaut and Lions, followed by Nečas and Hlaváček,
Martins, Oden and Kikuchi, Panagiotopoulos, Ciarlet were the first to study contact
problems for elastic or viscoelastic materials within the variational formulation
framework, see [1–5]. Since multiple problems are still open in contact mechanics,
which remains today a challenge and presents an active domain of research: for
example the uniqueness of static Signorini Coulomb frictional problems and the
solvability of dynamic problems for purely elastic bodies.

By taking into account the parameter of the temperature field, Figueiredo
and Trabucho investigated thermoelastic and thermo-viscoelastic models, using
Galerkin approximation method combined with a regularization and compactness
technique, see [6]. Later quasi-static thermal contact problems were analyzed
in [7], where the friction is described by a general normal damped response
condition, there the existence and uniqueness of weak solution has been established.
Further extensions to non convex contact conditions with non-monotone and
possible multi-valued constitutive laws led to the domain of non-smooth thermo-
viscoelastic frictional contact, within the framework of the so-called hemivariational
inequalities, see, e.g., [8].
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Here we are dealing with infinitesimal models with thermal effects in the
framework of thermo-viscoelasticity. Infinitesimal frictional models are widely used
in contact literature, see, e.g., the recent book [9]. These models are good approxi-
mations in the framework of linearized deformations, with some limitations on the
impenetrability of mass condition, and on the appropriated conservation laws of
thermodynamics, by neglecting some quadratic deformation term generated by heat.

This work is a companion paper of the results obtained in [10]. In [10] we studied
a class of dynamic long memory viscoelastic thermal problems, without the usual
clamped condition, where the contact is governed by a general sub-differential
condition, putting then the problem into a coupled system, defined by a second
order evolution inequality and a differential equation. The main difficulty is that
Korn’s inequality cannot be applied any more, which a-priori is leading to non
coercive difficulties. For this proposal, following the technic already developed
by [2] for Coulomb’s friction models, we use the inertial term of the dynamic
process to compensate the loss of coerciveness in the a priori estimates. Then
using monotonicity, convexity, and fixed point methods, we prove an existence and
uniqueness result, followed by some numerical simulations. However no numerical
analysis in [10] was considered. Here, in order to complete the studies in the later
reference, following the approximation methods developed in [11], we present a
fully discrete scheme for the approximation of the solution fields, and we elaborate
a general analysis of error estimates. In particular we prove the convergence of the
numerical scheme with estimation of the speed of convergence, under additional
regularity assumptions on the solution fields. The paper is organized as follows. In
Sect. 2 we describe the mechanical problem and derive the variational formulation,
then we state our main existence and uniqueness result. In Sect. 3, we introduce a
fully discrete approximation scheme, and show an optimal order error estimate.

2 Main Existence and Uniqueness Result

The physical setting is as follows. A viscoelastic body occupies the domain ˝ with
surface � that is partitioned into two disjoint measurable parts, �F and �c . Let
Œ0; T � be the time interval of interest, where T > 0. We assume that a volume
force of density f0 acts in ˝ � .0; T / and that surface tractions of density fF act on
�F � .0; T /. The body may come in contact with an obstacle, the foundation, over
the potential contact surface �c .

We use here the usual Lebesgue spaces Lp.˝/, 1 � p � C1 and the Sobolev
space H1.˝/ D W 1;2.˝/.

Let us introduce now some specific functional spaces, see details in [9, 11]:

H D
	
L2.˝/


d
; H D f � D .�ij / j �ij D �ji 2 L2.˝/; 1 � i; j � dg;

H1 D fu 2 H j ".u/ 2H g; H1 D f � 2H j Div � 2 H g:
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Here " W H1 �! H and Div W H1 �! H are the deformation and the divergence
operators, respectively, defined by:

".u/ D ."ij .u//; "ij .u/ D 1

2
.ui;j C uj;i /; Div � D .�ij;j /:

The spaces H , H , H1 and H1 are real Hilbert spaces endowed with the canonical
inner products.

Then the long memory thermo-viscoelastic problem with sub-differential contact
condition can be formulated as follows.

Problem Q: Find a displacement field u W ˝ � Œ0; T � �! R
d and a stress field

� W ˝ � Œ0; T � �! Sd and a temperature field � W ˝ � Œ0; T � �! RC such that
for a.e. t 2 .0; T /:

� .t/ D A ". Pu.t//C G ".u.t//C
Z t

0

B.t � s/ ".u.s// ds � �.t/ Ce in ˝:

(1)

Ru.t/ D Div � .t/C f0.t/ in ˝: (2)

� .t/� D fF .t/ on �F : (3)

u.t/ 2 U; '.w/ � '. Pu.t// � �� .t/	 � .w � Pu.t// 8w 2 U on �c: (4)

P�.t/ � div.Kc r�.t// D �cij @ Pui
@ xj

.t/C q.t/ on ˝: (5)

�kij @ �
@ xj

.t/ ni D ke .�.t/ � �R/ on �c: (6)

�.t/ D 0 on �F : (7)

�.0/ D �0 in ˝: (8)

u.0/ D u0; Pu.0/ D v0 in ˝: (9)

Here the general relation (4) is a sub-differential boundary condition, where
D.˝/d � U represents the set of contact admissible test functions, see examples
in [10]. To derive the variational formulation of the mechanical problems (1)–(9) we
need additional notations. Thus, let V denote the closed subspace of H1 defined by

D.˝/d � V D H1 \ U:
E D f� 2 H1.˝/; � D 0 on �F g; F D L2.˝/:

On V we consider the inner product given by

.u; v/V D .".u/; ".v//H C .u; v/H 8u; v 2 V;
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and let k � kV be the associated norm, i.e.

kvk2V D k".v/k2H C kvk2H 8 v 2 V:

The space E is endowed with the canonical inner product of H1.˝/. We denote by
E 0 the dual space of E.

In the study of the mechanical problem (1)–(9), we assume that the viscosity
operator A W ˝ � Sd �! Sd , .x;�/ 7�! .aijkh.x/ $kh/ is linear on the second
variable and satisfies the usual properties of ellipticity and symmetry, i.e.

8
ˆ̂<

ˆ̂:

.i/ aijkh 2 W 1;1.˝/I

.ii/ A � � � D � �A � 8� ;� 2 Sd ; a:e: in ˝I

.iii/ there exists mA > 0 such that
A � � � � mA j�j2 8� 2 Sd ; a:e: in ˝:

(10)

The elasticity operator G W ˝ � Sd �! Sd satisfies:

8
ˆ̂
ˆ̂̂
<

ˆ̂
ˆ̂̂
:

.i/ there exists LG > 0 such that
jG .x; "1/ � G .x; "2/j � LG j"1 � "2j
8"1; "2 2 Sd ; a:e: x 2 ˝ I

.ii/ x 7�! G .x; "/ is Lebesgue measurable on ˝;8" 2 Sd I

.iii/ the mapping x 7�! G .x; 0/ 2H :

(11)

The relaxation tensor B W Œ0; T ��˝�Sd �! Sd , .t; x;�/ 7�! .Bijkh.t; x/ $kh/
satisfies

8
<̂

:̂

.i/ Bijkh 2 W 1;1.0; T IL1.˝//I

.ii/B.t/� � � D � �B.t/�
8� ;� 2 Sd ; a:e: t 2 .0; T /; a:e: in ˝:

(12)

We suppose the body forces and surface tractions satisfy

f0 2 W 1;2.0; T IH/; fF 2 W 1;2.0; T IL2.�F /d /: (13)

For the thermal tensors and the heat sources density, we suppose that

Ce D .cij /; cij D cj i 2 L1.˝/; q 2 W 1;2.0; T IL2.˝//: (14)

The boundary thermal data satisfy

ke 2 L1.˝I RC/; �R 2 W 1;2.0; T IL2.�c//: (15)
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The thermal conductivity tensor verifies the usual symmetry and ellipticity: for some
ck > 0 and for all .�i / 2 R

d ,

Kc D .kij /; kij D kji 2 L1.˝/; kij �i �j � ck �i �i : (16)

We assume that the initial data satisfy the conditions

u0 2 V; v0 2 V \H2
0 .˝/

d ; �0 2 E \H2
0 .˝/: (17)

On the contact surface, the following frictional contact function

 .w/ WD
Z

�c

'.w/ da

verifies

8
ˆ̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
<

ˆ̂̂
ˆ̂̂
ˆ̂
ˆ̂̂
:

.i/  W V �! R is well defined; continuous; and convexI

.ii/ there exists a sequence of differentiable convex functions
. n/ W V �! R such that 8w 2 L2.0; T IV /;R T
0
 n.w.t// dt �!

R T
0
 .w.t// dt; n �! C1I

.iii/ for all sequence .wn/ and w in W 1;2.0; T IV / such that
wn * w; w0

n * w0 weakly in L2.0; T IV /I
then lim infn�!C1

R T
0
 n.wn.t// dt �

R T
0
 .w.t// dt I

.iv/ 8w 2 V; .w D 0 on �c H) 8n 2 N;  0
n.w/ D 0V 0/:

(18)

Here  0
n.v/ denotes the Fréchet derivative of  n at v.

To continue, using Green’s formula and under some set of assumptions (see [10]),
we obtain the variational formulation of the mechanical problemQ in abstract form
as follows.

Problem QV : Find u W Œ0; T �! V , � W Œ0; T �! E satisfying a.e. t 2 .0; T /:
8
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂:

h Ru.t/C A Pu.t/C B u.t/C C �.t/; w � Pu.t/iV 0�V
C.R t

0
B.t � s/ ".u.s// ds; ".w/ � ". Pu.t///H C  .w/ �  . Pu.t//
� hf.t/; w � Pu.t/iV 0�V 8w 2 V I

P�.t/CK �.t/ D R Pu.t/CQ.t/ in E 0I
u.0/ D u0; Pu.0/ D v0; �.0/ D �0:

Here, the operators and functions A; B W V �! V 0, C W E �! V 0,  W
V �! R, K W E �! E 0, R W V �! E 0, f W Œ0; T � �! V 0, and Q W Œ0; T � �!
E 0 are defined by 8v 2 V , 8w 2 V , 8$ 2 E, 8� 2 E:
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8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
<

ˆ̂̂
ˆ̂
ˆ̂̂
ˆ̂̂
:̂

hA v;wiV 0�V D .A ."v/; "w/H I
hB v;wiV 0�V D .G ."v/; "w/H I
hC$;wiV 0�V D �.$ Ce; "w/H I
 .w/ WD R

�c
'.w/ daI

hf.t/;wiV 0�V D .f0.t/;w/H C .fF .t/;w/.L2.�F //d I
hQ.t/; �iE0�E D

R
�c
ke �R.t/ � dx C

R
˝
q.t/ � dxI

hK $; �iE0�E DPd
i;jD1

R
˝
kij

@$
@xj

@�

@xi
dx C R

�c
ke $ � � daI

hR v; �iE0�E D �
R
˝
cij

@vi
@xj

� dx:

Then we obtain the main existence and uniqueness result stated as follows.

Theorem 2.1. Assume that (10)–(18) hold, then there exists a unique solution
fu; �g to problem QV with the regularity:

�
u 2 W 2;2.0; T IV / \W 2;1.0; T IH/I
� 2 W 1;2.0; T IE/ \W 1;1.0; T IF /: (19)

Proof. See details in [10]. �

3 Analysis of a Numerical Scheme

In this section, we study a fully discrete numerical approximation scheme of the
variational problem QV . For this purpose, we suppose in the following that the
conditions on the Result 1 are satisfied. In particular, we have

f 2 C.Œ0; T �IV 0/; Q 2 C.Œ0; T �IE 0/:

Let fu; �g be the unique solution of the problem QV , and introduce the velocity
variable

v.t/ D Pu.t/; 8t 2 Œ0; T �:

Then

u.t/ D u0 C
Z t

0

v.s/ ds; 8t 2 Œ0; T �:

From Theorem 2.1 we see that fv; �g verify for all t 2 Œ0; T �:

hPv.t/C A v.t/C B u.t/C C �.t/;w � v.t/iV 0�V
C.R t

0
B.t � s/ ".u.s// ds; ".w/ � ". Pu.t///H C  .w/ �  .v.t//
� hf.t/; w � v.t/iV 0�V ; 8w 2 V:

(20)
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h P�.t/; �iFChK �.t/; �iE0�E D hRv.t/; �iE0�EChQ.t/; �iE0�E; 8 � 2 E: (21)

u.0/ D u0; v.0/ D v0; �.0/ D �0; (22)

with the regularity:

�
v 2 W 1;2.0; T IV / \W 1;1.0; T IH/I
� 2 W 1;2.0; T IE/ \W 1;1.0; T IF /: (23)

To continue, we make the following additional assumptions on the solution and
contact function:

8
<

:

v 2 W 2;2.0; T IH/I
� 2 W 2;2.0; T IF /I
 is Lipschitz continuous on V:

(24)

Now let V h � V and Eh � E be a family of finite dimensional subspaces, with
h > 0 a discretization parameter. We divide the time interval Œ0; T � into N equal
parts: tn D n k, n D 0; 1; : : : ; N , with the time step k D T=N . For a continuous
function w 2 C.Œ0; T �IX/ with values in a space X , we use the notation wn D
w.tn/ 2 X .

Then from (20) to (22) we introduce the following fully discrete scheme.
Problem P hk . Find vhk D fvhkn gNnD0 � V h, �hk D f�hkn gNnD0 � Eh such that

vhk0 D vh0; �hk0 D �h0 (25)

and for n D 1; � � � ; N ,

	
vhkn �vhkn�1

k
; wh � vhkn




H
C hA vhkn ; wh � vhkn iV 0�V C hB uhkn�1; wh � vhkn iV 0�V

ChC �hkn�1; wh � vhkn iV 0�V C  .wh/ �  .vhkn /
C.k Pn�1

mD0B.tn � tm/ ".uhkm /; ".wh/ � ".vhkn //H

� hfn; wh � vhkn iV 0�V ; 8wh 2 V h:

(26)
	
�hkn ��hkn�1

k
; �h




F
C hK �hkn ; �hiE0�E

D hR vhkn ; �
hiE0�E C hQn; �

hiE0�E; 8 �h 2 Eh:
(27)

where

uhkn D uhkn�1 C k vhkn ; uhk0 D uh0: (28)

Here uh0 2 V h, vh0 2 V h, �h0 2 Eh are suitable approximations of the initial values
u0, v0, �0.
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For n D 1; : : : ; N , suppose that uhkn�1, vhkn�1, �hkn�1 are known, then we calculate
vhkn by (26), �hkn by (27) and uhkn by (28). Hence the discrete solution vhk � V h,
�hk � Eh exists and is unique.

As a typical example, let us consider ˝ � R
d , d 2 N

�, a polygonal domain.
Let T h be a regular finite element partition of ˝. Let V h � V and Eh � E be
the finite element space consisting of piecewise polynomials of degree � ˛, with
˛ � 1, according to the partition T h.

Finally we assume now the following additional data and solution regularities:

8
<

:

u0 2 H˛C1.˝/d I
v 2 C.Œ0; T �IH2˛C1.˝/d /; Pv 2 L1.0; T IH˛.˝/d /I
� 2 C.Œ0; T �IH˛C1.˝//; P� 2 L1.0; T IH˛.˝//:

(29)

We now turn to an error analysis of the numerical solution. The main result of
this section is the following.

Theorem 3.2. We keep the assumptions of Theorem 2.1. Under the additional
assumptions (24) and (29), we obtain the error estimate for the corresponding
discrete solution:

max0�n�N kvn � vhkn kH C
	
k
PN

nD0 kvn � vhkn k2V

1=2

Cmax0�n�N k�n � �hkn kF C
	
k
PN

nD0 k�n � �hkn k2E

1=2 � c .h˛ C k/:

In particular, for ˛ D 1, we have

max0�n�N kvn � vhkn kH C
	
k
PN

nD0 kvn � vhkn k2V

1=2

Cmax0�n�N k�n � �hkn kF C
	
k
PN

nD0 k�n � �hkn k2E

1=2 � c .hC k/:

Proof. Here we use methods based on technics and results developed in [11, 12],
where we refer for details. �

These last results guaranty then the convergence of the numerical scheme under
regularity assumptions.
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A Newton-CG Augmented Lagrangian Method
for Convex Quadratically Constrained
Quadratic Semidefinite Programs

Xin-Yuan Zhao, Tao Cai, and Dachuan Xu

Abstract This paper presents a Newton-CG augmented Lagrangian method for
solving convex quadratically constrained quadratic semidefinite programming
(QCQSDP) problems. Based on the Robinson’s CQ, the strong second order
sufficient condition, and the constraint nondegeneracy conditions, we analyze
the global convergence of the proposed method. For the inner problems, we prove
the equivalence between the positive definiteness of the generalized Hessian of the
objective functions in those inner problems and the constraint nondegeneracy of
the corresponding dual problems, which guarantees the superlinear convergence of
the inexact semismooth Newton-CG method to solve the inner problem. Numerical
experiments show that the proposed method is very efficient to solve the large-scale
convex QCQSDP problems.

Keywords Quadratically constrained quadratic semidefinite programs
• Augmented Lagrangian • Semismoothness • Newton-CG method • Iterative
solver

1 Introduction

Let Sn be the space of all n � n real symmetric matrices equipped with a scalar
product h�; �i which is the usual Frobenius inner product in Sn and its induced norm
k � k and SnC be the cone of all n � n symmetric positive semidefinite matrices.
The notation X � 0 means that X is a symmetric positive semidefinite matrix. The
convex quadratically constrained quadratic semidefinite programming (QCQSDP)
problem takes the form

.P /

min q0.X/ WD 1
2
hX;A0.X/i C hB0;Xi

s:t: qi .X/ WD 1
2
hX;Ai .X/i C hBi ;Xi C ci � 0; i D 1; � � � ; m

X � 0;
(1)
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where A0 W Sn �! Sn is a self-adjoint positive semidefinite linear operator in
Sn, Ai W Sn ! Sn; i D 1; � � � ; m; is a self-adjoint negative semidefinite linear
operator in SnIX;Bi 2 Sn; ci 2 R is a scalar, let q.X/ WD .q1.X/; � � � ; qm.X//,
let the matrix representation of operator Ai under this transform be Ai , for any X,
we have Ai .X/ D AiXAi or Ai .X/ D X . Ai is self-adjoint positive (negative)
semidefinite means that Ai is symmetric positive (negative) semidefinite matrix.

The Lagrangian dual form of the (P) problem is

.D/
max g0.y;Z/ WD inf

X2Sn
L0.X; y;Z/

s:t: y � 0;Z � 0; (2)

where the Lagrangian function L0 W Sn � Rm � Sn ! R of (P) is defined as

L0.X; y;Z/ D q0.X/ � hy; q.X/i � hZ;Xi:

Given a penalty parameter � > 0, the augmented Lagrangian function for the
convex QCQSDP problem (P) is defined as

Ł� .X; y;Z/ D 1
2
hX;A0.X/i C hB0;Xi
C 1
2�
Œk˘Rm

C
�Sn

C

Œ.y;Z/ � �.q.X/;X/�k2 � k.y;Z/k2�: (3)

where .X; y;Z/ 2 Sn � Rm � Sn and for any .y;Z/ 2 Sn � Rm;˘Rm
C

�Sn
C

is the
metric projection onto RmC � SnC at .y;Z/. For any � � 0;L�.X; y;Z/ is convex in
X and concave in .y;Z/ 2 Rm � Sn.

For a given nondecreasing sequence of numbers f�kg,
0 < �1 � �2 � � � � � �k � � � � � �1 � C1

and an initial multiplier .y0; Z0/ 2 Rm �Sn, the augmented Lagrangian method for
solving problem (P) and its dual (D) generates sequences fXkg � Sn; fykg � Rn,
and fZkg � Sn as follows:

8
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂:

XkC1 � arg min
X2Sn

L�k .X; y
k;Zk/;

ykC1 D ˘Rm
C

Œyk � �kq.Xk/�;

ZkC1 D ˘Sn
C

ŒZk � �kXk�;

�kC1 D ��k or �kC1 D �k:

(4)

For solving the problem (1), Sun and Zhang [1] proposed the modified alternate
direction method with less computational effort. The numerical experiments in
Zhao [2] showed that the semismooth Newton-CG augmented Lagrangian method
was very efficient for large-scale linear and convex quadratic SDPs with the linear
constraints, the numerical experiments showed that the proposed method is very
efficient. It inspires us to extend the proposed method to solve the convex QCQSDP.
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In order to achieve higher accuracy, we extend the Newton-CG augmented
Lagrangian method to solve the convex QCQSDP problem (1) with superlinear
convergence.

The organization of this paper is as follows. In Sect. 2.1, we show the strong
second order sufficient condition and constraint nondegeneracy for the convex
QCQSDP problems. In Sects. 2.2–2.3, a semismooth Newton-CG augmented
lagrangian method was designed to solve the convex QCQSDP problems. Finally,
we report numerical results of some QCQSDP problems solved by the proposed
algorithm in Sect. 3.

2 A Newton-CG Augmented Lagrangian Method

2.1 Preliminaries

From [3, 4], the augmented Lagrangian method can be expressed in terms of
the method of multipliers for (D), for the sake of subsequent developments, we
introduce related conditions.

Assumption 3. For the problem (P), there exists an a 2 R such that the level set
fX 2 Sn j q0.X/ � a;X 2 F.P /g is nonempty and bounded.

The first order optimality condition, namely the Karush–Kuhn–Tucker (KKT)
condition of the problem (P) is

8
ˆ̂̂
<

ˆ̂̂
:

A.X/C B0 �
mP

iD1
yi .Ai .X/C Bi/ �Z D 0;

y � 0; q.X/ � 0; hy; q.X/i D 0;
X � 0;Z � 0; hX;Zi D 0:

(5)

For any KKT triple .X; y;Z/ 2 Sn � Rm � Sn satisfying (5), we call X 2 Sn a
stationary point and .y;Z/ a Lagrangian multiplier with respect to X . Let M.X/

be the set of all Lagrangian multipliers at X . Assume that X is an optimal solution
to (P), M.X/ is nonempty and bounded since the following Robinson’s constraint
qualification holds at X .

Assumption 4. Let X be a feasible solution to the convex QCQSDP problem (P).
Robinson’s constraint qualification (CQ) [5] is said to hold at X if

�
J q.X/

I

�
Sn C

 
TRm

C

.q.X//

TSn
C

.X/

!

D
�

Rm

Sn

�
; (6)

or, equivalent to slater condition,

9X � 0 s:t q.X/ � 0 (7)

where TK.s/ is the tangent cone of K at s.
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By the introduction of the constrain nondegeneracy for sensitivity and stability in
optimization and variational inequalities in [5], we have the following formula for
the problem (P).

Assumption 5. Let X be a feasible solution to the convex CQCQSDP problem (P)
and .y;Z/ 2M.X/. We say that the primal constrain nondegeneracy holds at X
to the problem (P) if

�
J q.X/

I

�
Sn C

 
linŒTRm

C

.q.X//�

linŒTSn
C

.X/�

!

D
�

Rm

Sn

�
; (8)

or, equivalently,

J q.X/ŒlinŒTSn
C

.X/��C linŒTRm
C

.q.X//� D Rm (9)

To discuss the rate of convergence, we introduce a strong form of the strong
second order sufficient condition for nonlinear programming, which is an extension
from nonlinear semidefinite programming introduced by Sun [6].

Assumption 6. Let X be a feasible solution to the convex CQCQSDP problem (P)
and .y;Z/ 2M.X/, if the primal constrain nondegeneracy (9) holds at X , we say
that the strong second order sufficient condition holds at X if

hB; .A0 �
nP

iD1
yiAi /.B/i � )X.Z;B/ > 0;8B 2 aff.C.X//nf0g; (10)

where aff.C.X// denotes the affine hull of C.X/, the critical cone C.X/ of the
problem (P) at X given by

C.X/ D fB 2 SnjB 2 TSn
C

.X/;J q.X/.B/ 2 TRm
C

.q.X//; hJ q0.X/; Bi D 0g;
(11)

and the linear-quadratic function )X WD X �X ! R is defined by

)X.Z;B/ WD 2hZ;BX+Bi; (12)

where X+is the Moore–Penrose pseudo-inverse of X .

2.2 A Semismooth Newton-CG Method for Inner Problem

To apply the augmented Lagrangian method (4) to solve the problem (P) and
problem (D), for some .y;Z/ 2 Rm � Sn and � > 0, we need to consider the
following form of the convex inner problem

minf'.X/ WD L�.X; y;Z/ jX 2 Sng: (13)
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For the existence of the optimal solution to inner problem (13), we need the
following condition:

Assumption 7. For the inner problem (13), there exists an ˛0 2 R such that the
level sets fX 2 Snj'.X/ � ˛0g is nonempty and bounded.

Under Assumption 7, from the introduction, we know that '.�/ is a continuously
differentiable convex function, and for any .X; y;Z/ 2 Sn �Rm � Sn,

r'.X/ D A0.X/C B0 � J q.X/�Œ˘Rm
C

.y � �q.X//� �˘Sn
C

.Z � �X/: (14)

But r'.X/ is not continuously differentiable because the ˘K.�/ is strongly
semismooth [7], we can use the semismooth Newton-CG method [2] to solve the
following nonlinear equation

r'.X/ D 0; for any .y;Z/ 2M.X/: (15)

Choose X0 2 Sn. Then the algorithm can be stated as follows.

Algorithm 6. [ SNCG.X0; y;Z; �/]

Step 0. Given � 2 .1; 1=2/, N� 2 .0; 1/, $ 2 .0; 1�, $1; $2 2 .0; 1/ and ı 2 .0; 1/
Step 1. For j D 0; 1; 2; � � �

Step 1.1. Given a maximum number of CG iterations nj > 0, compute

�j WD min. N�; kr'.Xj /k1C$ /:
Apply the practical CG Algorithm to find an approximation solution dj to

OV .Xj C "jI/d D �r'.Xj /; (16)

where OV .Xj / 2 O@2'.Xj / defined as the generalized Hessian of ' at X , and
"j WD $1minf$2; kr'.Xj /kg

Step 1.2. Set ˛j D ımj , where mj is the first nonnegative integer m for which

. O'.Xj C ˛j dj / � '.Xj /C �˛j hr'.Xj /; d j i: (17)

Step 1.3. Set XjC1 D Xj C ˛j dj .

Its convergence analysis can be conducted in a similar way to that in Qi and Sun [8].
We state these results in the next theorem, whose proof is omitted and deferred to
the journal version.

Theorem 7. Suppose that Assumption (7) holds for problem (13), then the SNCG
algorithm is well defined and the generated iteration fXj g convergence to the
unique optimal solution X� of the problem (13), the rate of convergence for the
SNCG algorithm is of order .1C $/.
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2.3 A NAL Method for the Convex QCQSDPs

In this section, for any k � 0, let '�k .�/ 	 L�.�; yk; Zk/. Since the inner problems
can be solved inexactly, we use the stopping criteria considered by Rockafellar [3,4]
for terminating the SNCG algorithm. Consequently, the semismooth Newton-CG
augmented Lagrangian algorithm will be introduced to solve the convex CQCQSDP
problem (P) and (D).

Algorithm 8. [NAL Algorithm]

Step 0. Given .X0; y0; Z0/ 2 Sn �Rm � Sn; �0 > 0, a threshold O� � �0 > 0 and
� > 1.

Step 1. For k D 0; 1; 2 � � �
Step 1.1. Starting with Xk as the initial point, apply the SNCG algorithm to
'�k .�/ to find XkC1 D SNCG.Xk; yk;Zk; �k/:

Step 1.2. Updating ykC1 D ˘Rm
C

.yk��kq.XkC1/; ZkC1 D ˘Sn
C

ŒZk��kXk�,
Step 1.3. If �k � O� , �kC1 D ��k or �kC1 D �k .

Similarly to Rockafellar [3, 4], we can get the global convergence of the NAL
algorithm.

3 Numerical Experiment

Applying the Newton-CG augmented Lagrangian method for solving the convex
QCQSDP problems, we consider the following feasibility conditions of the primal
and the dual problems:

RP D kq.X/ � Sk
maxf1; kckg ; RD D

kA0.X/C B0 �
mP

iD1
�i .Ai .X/C Bi/ � �k

maxf1; kB0kg ;

where S D .˘Rm
C

.W /�W /=� ,W D � � �q.X/. The NAL algorithm termination
criterion is

maxfRP ;RDg � tol D 10�6:

For the inner problem, the iterative steps up to 50; the practical CG algorithm for
solving the Newton equation has the maximum number of iterations up to 500.
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3.1 The Random Convex QCQSDPs

Consider the following random convex quadratically constraint quadratic program-
ming problem

min q0.X/ WD 1

2
hX;A0.X/i C hB0;Xi

s:t: qi .X/ WD 1

2
hX;Ai .X/i C hBi ;Xi C ci � 0; i D 1; � � � ; m; (18)

X � 0:

Applying the NAL algorithm for the problem (18), we obtain the numerical result
in Table 1.

3.2 Robust Estimation of Covariance Matrix Problem

The robust estimation of covariance matrix problem:

min q0.X/ WD 1

2
kX � Ck2

s:t:
1

2
kX � Ck2 � ";
hAi ;Xi D bi ; i D 1; � � � ; p; (19)

hAi ;Xi � bi ; i D p C 1; � � � ; q;
X � 0:

We apply the NAL algorithm to solve the above robust estimation of covariance
matrix problem and show the numerical result in Table 2.
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Table 2 Numerical results for robust estimation of covariance matrix

n q Iter Itersub Pcg Pobj Dobj Rp Rd Gap Time (s)

10 500 16 10.4 12.8 1.06e�4 1.06e�4 3.78e�8 3.78e�8 1.51e�4 89.71

100 100 18 17.5 14.6 9.19e�5 9.19e�5 3.01e�8 4.09e�8 9.19e�5 534.05

500 10 17 9.5 16.2 1.35e�4 1.35e�4 5.36e�8 3.39e�8 1.35e�4 89.82

500 100 16 8.5 16.8 1.51e�4 1.51e�4 6.36e�8 4.61e�8 1.51e�4 734.64
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A Novel Hybrid SP-QPSO Algorithm Using
CVT for High Dimensional Problems

Ghazaleh Taherzadeh, Chu Kiong Loo, and Ling Teck Chaw

Abstract In this work, a novel hybrid population-based algorithm, named
SP-QPSO has been introduced by combining Shuffled Complex Evolution with
PCS (SP-UCI) and Quantum Particle Swarm Optimization (QPSO). The main
purpose of this algorithm is to improve the efficiency of optimization task in both
low and high dimensional problems. SP-QPSO is using the main strategy of SP-UCI
by constructing complexes and monitoring their dimensionality, then evolving each
complex based on QPSO. In this algorithm the initialization of point is done using
Centroidal Voronoi Tessellations (CVT) to ensure that points visit the entire search
space. Twelve popular benchmark functions are employed to evaluate the SP-QPSO
performance in 2, 10, 50, 100, and 200 Dimensions. The results show that the
proposed algorithm performed better in most functions.

Keywords Shuffled complex evolution with PCA (SP-UCI) • Quantum particle
swarm optimization (QPSO) • Centroidal voronoi tessellations (CVT)

1 Introduction

Many population-based algorithms have been introduced and proposed during last
few years. Shuffled Complex Evolution with PCA (SP-UCI) [1] known as the
version of Shuffled Complex algorithm is applicable for high dimensional which
is one of the population-based algorithms. In this algorithm populations are divided
into several complexes. Modified competitive complex evolution (MCCE) search
strategy is applied in each complex to find the optimum solution and the sort the
complex based on the produced results. In each iteration, problem’s dimensionality
is checked and the lost dimensions are restored. Although MCCE method can handle
the large number of simplex, but incrementing the number of simplex leads to
having the high probability of convergence in local minima.
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On the other hand, one of the famous population-based algorithms named PSO
is used. PSO is inspired from the birds or fish social life. PSO was introduced
by Eberhrt and Kennedy in 1995 [2]. However it also has premature convergence
especially in complex search spaces. Throughout the years, some modifications have
been done on standard PSO to avoid this problem and increase its proficiency such
as [3–5]. QPSO is one of the variations of standard PSO which achieved better
performance than the other versions [6]. QPSO is working with a set of random
particles or agents as well as PSO. However QPSO is using a wave function instead
of position and velocity in the search space.

Hybrid algorithms are offered to improve the efficiency of existing optimization
algorithms. Large numbers of hybrid optimization algorithms are presented by
researchers [7–9]. In this work, a new hybrid optimization algorithm named SP-
QPSO for high dimensional problem has been introduced. Twelve benchmark
functions in 2, 10, 50, 100, and 200 dimensions are used and the results are analyzed
and compared with the results of SP-UCI and QPSO.

2 Hybrid SP-QPSO Algorithm

In this section, overview of QPSO and SP-UCI is discussed briefly and the proposed
algorithm is explained in detail.

2.1 QPSO Overview

QPSO is introduced by Yang, Wang, and Jiao in 2004 to enhance the main
disadvantage of standard PSO. In QPSO, selecting value of constriction factor
and acceleration confidents leads the particles to have cyclic trajectory or global
convergence. As QPSO follows standard PSO strategy, the agents are investigating
around the feasible search space to find the optimum solution in each iteration. In
each stage, particles keep following the best solution it has found so far. The best
value of each particle is called pbest (Personal Best) and the best value among all
the particles is known as global best or gbest. However in QPSO, the location of
particle is changed using wave function W(x,t) in place of position and velocity. In
QPSO, particles are initialized first and move toward the global best using below
equations. The potential wells are constructed between two points by Eqs. (1), (2),
and (3).

Pd D ': pid C .1 � '/ : pgd ; 0 < ' < 1 (1)

Q .jjp � xjj/ D 1

L
e�2jjp�xjj=L (2)
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D .jjp � xjj/ D e�2jjp�xjj=L (3)

The evolution equation is based on Mont Carlo method using Eq. (4) and the
mean of pbest position using Eq. (5).

x D P ˙ L

2
ln

�
1

u

�
u D r and .0; 1/ (4)

mbest D 1

M

MX

iD1
p
j
i;n .1 � j � N/ (5)

Using Quantum manner helps PSO to fly away from the local optimum/
minimum.

2.2 SP-UCI Overview

In 2011, Chu [1] introduced a new optimization algorithm for high dimen-
sional problems. The algorithm implemented based on shuffled complex evolution-
University of Arizona (SCE-UA). According to the results, SCE-UA [10] performs
well in state the fitness landscape with countless regional minimum, unidenti-
fied roughness, and discontinuities. Thus, SP-UCI has been proposed to check
the dimension of variables in each iteration and the “population degeneration.”
SP-UCI guarantees that the population is able to explore the whole feasible space
in each loop and entire evolution progress. SP-UCI method implies four concepts:
(1) The complex shuffling scheme, (2) Population dimensionality monitoring and
restoration, (3) MCCE strategy, (4) Multinomial resampling.

SP-UCI begins the optimization task with a population of points spread randomly
in the search space and stored in an array DDfxi, fi, iD 1, : : : , sg, which iD 1
signifies the point with the smallest function value. After initialization of the points,
population (array D) split into p complexes A1, : : : , Ap, each containing m points
and are called simplex Eq. (6). Each simplex is required to undertake the process
independently.

Ak D
n
xkj ; f

k
j

ˇ̌
ˇxkj D xkCp.j�1/; f k

j D fkCp.j�1/; j D 1; : : : ; m
o

(6)

In each iteration, complexes are shuffled together and new complexes construct in
a way that the information achieved by every individual complex is shared. In every
stage, the results stored in D are sorted and replaced. The shuffling and constructing
new complexes are replicated until meeting the end criteria.
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2.3 Hybrid SP-QPSO Structure

According to [11], a number of hybridization techniques are offered to build
a new hybrid algorithm. In this work, high-level hybridization is used as there
is no similarity in both algorithm’s functionality and their internal work. This
hybrid algorithm of SP-UCI and QPSO proposed to improve the performance of
optimization task in high dimensional problems and named SP-QPSO. In addition,
the initialization of agents in the search space is accomplished by Centroidal
Voronoi Tessellations (CVT) to ensure that agents are distributed over the feasible
space. Refer to Qiang Du [12], this method is recognized as a way to partition the
search space into sections. A generator is employed to produce a number of points in
the space and after that, partitioning the space is taking place based on the individual
point’s adjacency to the generator [13]. In this work, CVT is used to generate the
initial point for the first time which is exploited in SP-UCI part.

2.3.1 Hybrid SP-QPSO Description

Finding best fitness value is an essential task in each optimization algorithm.
In this paper the strategy of dividing population into complexes and monitoring
dimensionality of each agent is obtained from SP-UCI algorithm. In this hybrid
algorithm each complex is consider as a population separately. In each complex,
according to QPSO strategy, particles are looking for the best solution found so far
and the global best for the whole population. Proposed algorithm is presented below
in detail.

(1) Initializing p as number of complex, m as number of points in each complex
and sample size of sD pm and considered as X1, : : : , Xs in the search space.

(2) Partitioning and initializing sample points over the feasible space using Halton
step method of CVT and calculating the function value for each point.

(3) Sorting the points based on function value and store them in an array DD fXi, fi,
iD 1, : : : , sg.

(4) Dividing D into p complexes A1, : : : ,Ap, consisting m points. Ak D fXk
j , f k

j jXk
j

D Xk C p(j � 1), f k
j D fk C p(j � 1), jD 1, : : : , mg.

(5) Evolve each complex Ak separately using QPSO.

(a) Initializing x as population size and itr maximum number of iteration.
(b) Build a sub-swarm containing x points from the Y1

k, : : : , Yq
k in Ak based

on their function value and store in EkDfYi
k, vi

k, iD 1, : : : , qg where Yi
k

is the particle and vi
k is representing function value. Like the strategy of

QPSO, each particle has its own best visited position so far.
(c) Finding the best value by comparing all the personal bests and assigning it

to the global best.
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(d) Calculating mbest and the movements of particle toward the global best for
the next itr.

(e) Repeating mentioned process until meeting the stopping criteria.

(6) Applying Multinormal resampling to help search over the rough fitness
landscapes.

(7) Shuffling the complex and replace the A1, : : : , Ap into D and sort it.
(8) Reaping the process until stopping criteria satisfied.

This algorithm improved the results of high dimensional problems and also helps
the particles to converge and search the whole feasible space. On the other hand, the
CVT initialization assists to partition the search and distributes the points to make
sure that search space is visited by the points.

3 Experimental Results and Analysis

In this section, to evaluate the performance of proposed hybrid algorithm, 12
benchmark functions are employed. The algorithm is tested in 2, 10, 50, 100,
and 200 dimensions. Comparison is taking place with the results of QPSO and
SP-UCI. Bench mark functions are named Ackley, Griewank, Quarticnoise, Ras-
trigin, Rosenbrock, Sphere, Step, Schwefel1_2, Schwefel2_21, Schwefel2_22,
Penalized1, and Penalized2 [14, 15].

This evaluation is done based on minimization and is compared according to the
function’s mean and minimum value. Parameters such as QPSO population size,
Number of Iteration in QPSO, Number of complex in SP-QPSO are initialized
as: 20, 300, and 2 respectively. The other parameters are initialized as it was by
default. The achieved results from SP-QPSO, SP-UCI, and QPSO are presented and
compared in Table 1.

The results are averaged over 20 runs and the minimum results in each function
are specified in bold type.

From the statistical point of view, SP-QPSO achieved minimum results as
the number of dimensions increased. According to the result table, SP-QPSO
obtained minimum result in Ackley, Griewank, Quarticnoise, Rastrigin, Sphere,
and Penalized1 in both low and high dimensions. Whereas, in some functions, like
Rosen brock, Schwefel1_2, Schwefel2_21, and Schwefel2_22, SP-QPSO reached
to the minimum results as the number of dimensions increased. Among these 12
functions SP-QPSO could not perform well on the remaining functions.

To show the performance of SP-QPSO, for an instance, Quarticnoise function
Comparison graph is illustrated. However, to have a clear view of graph, amount of
data deduced from the achieved values by QPSO (Fig. 1).

The graph shows the performance comparison between three algorithms and
demonstrates that the SP-QPSO performs better than the other two algorithms.
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Fig. 1 Comparison of QPSO, SP-UCI, SP-QPSO on the Quarticnoise function in 2, 10, 50, 100,
and 200 dimension

4 Conclusion

In this paper, a new hybrid optimization algorithm named SP-QPSO proposed and
evaluated in both low dimension and high dimension problems. The main purpose
of this algorithm is to apply the strategy of QPSO for each complex in SP-UCI
algorithm. Evaluation is done using twelve benchmark functions in 2, 10, 50,
100, and 200. Results illustrate that the hybrid algorithm performed better in most
functions specially for solving high dimensional problems.
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A Filter-Genetic Algorithm for Constrained
Optimization Problems

Junjie Tang and Wei Wang

Abstract A filter-genetic method for constrained optimization problems is
presented. It uses the filter technique instead of a fitness function to determine
the merits of individuals. The method not only ensures the optimization of the
offspring, but also avoids selecting the penalty parameter of a penalty function,
which often leads to computational instability. And the numerical results are listed
in the end.

Keywords Global optimization • Constrained problems • Genetic algorithms
• Filter technique

1 Introduction

Genetic algorithm was first proposed by Professor Holland of University of
Michigan in 1975. The main idea of the method is that it searches randomly and
globally and makes an assessment of the fitness function for each individual. By
using selection, crossover, and mutation, it evolves the solution of the problem until
an optimal solution is found or the generation size is reached [1].

In genetic method, the fitness function is used to distinguish the pros and
cons of individuals in the groups which directly affect the effectiveness of the
algorithm. The traditional genetic algorithm is suitable for solving the constraint
programming problem whose variable belongs to a box. It is difficult for it to deal
with constrained optimization problems. Now the genetic algorithm for constrained
nonlinear programming commonly uses the penalty function method as the fitness
function. The main point of the penalty function method is merging the constraint
function to the objective function in some form so that the original problem becomes
an unconstrained problem. But due to the issue of penalty factor selection, it is often
easy to cause premature convergence or random walk. The algorithms often need
a lot of calculation but still may not get the correct results. So nowadays, a lot of
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researchers mainly consider combining the genetic algorithms with other algorithms
like particle swarm optimization, tabu search algorithms, and so on [2–4].

Next let’s make an overview of the filter method which is another practical
technology for constrained programmings.

The filter method was first proposed by Fletcher in a plenary talk at the
SIAM Optimization Conference in Victoria in May 1996 [5]. Fletcher and Leyffer
introduced the concept and algorithms of filter in the literature [6]. This method
considers two functions f (x) and g(x) as two competing objectives and denotes the
filter sub-elements in a number of pairs (f, g).

Definition 1.1 we say the pair (f (xk), g(xk)) dominates the pair (f (xj), g(xj)) if and
only if f (xk)� f (xj) and g(xk)� g(xj).

Definition 1.2 Filter is a set of pairs (f, g) such that no pair dominates another pair.

Sometimes we say that the point xk is in the Filter, which means the pair (f (xk),
g(xk)) is in the Filter.

To prevent a point accepted by the filter being too close to each other and thus
reducing the search speed, Fletcher added an envelope line around the current filter.
Our algorithm also sets a “fully down” conditions. A new iteration is acceptable if
and only if it satisfies:

f .xk/ � f
�
xj
� � �g �xj

�
or g .xk/ � ˇg

�
xj
�

for all 8 (fj, gj)2F , where 0<� <ˇ< 1 are constants.
Assuming that the current filter is Fk and the newly generated point is xk, if

the pair (f (xk), g(xk)) cannot be dominated by any point in the filter, it is said that
xk can be accepted by the filter. Add the pair into the filter and remove the pairs
dominated by xk. The process of Filter update can be expressed as [7]: The set of
pairs dominated by (f (xk), g(xk)) can be denoted as

Dk D
n
.fd ; gd /

ˇ̌
ˇfd � fk; gd � gk; .fd ; gd / 2 Fk

o

Then the updated Filter is

FkC1 D Fk [ f.fk; gk/g nDk

2 Filter-Genetic Algorithm

Many optimization problems in engineering, management and some other fields of
science can be classified as problems of extreme value with constraints.

Consider nonlinear constrained programming
�

min f .x/
s:t: cj .x/ � 0; j 2 E (1)
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Where x2Rn is the independent variable, f : Rn!R is the objective function,
cj(x) : Rn!R is the constraint function. EDf1, 2, : : : , pg is the constraint
indicators set. For problem (1), if there is a x*2X, where X is the feasible domain
of problem (1) such that f (x*)� f (x) for any x2X, then x* is the global optimal
solution of f(x) in the feasible domain of Rn, and f(x*) is the global optimum.

Many genetic algorithms for solving problem (1) are based on the penalty
function used as a fitness function. We all know that it is easy to have computational
instability because of the penalty function parameters.

In this paper, we combine the genetic algorithms and filter methods, i.e. using
Filter methods’ filterability to determine the merits of individuals. We consider
the value of the objective function and the violation constrained function in the
constrained optimization problems as two competing objectives. The Filter element
(f, g) is defined as

f D f .x/; g D
X

i2I
max

	
0; cj .x/




When g(xk)D 0, xk is in the feasible domain.
Before each generation, evaluate each individual in the parent population with

filters. And add some individuals into filter which cannot be dominated by any others
and remove the individuals dominated by the others. In order to avoid premature
convergence and improve search efficiency, make all the individuals in the filter and
some in the parent population form the new population (to ensure the population
size is always the same). Use crossover and mutation on the new population to get
the offspring. Considering that as long as f (xk) or g(xk) has a decline, xk may be
distinguished as a better point and be added into the filter. But only when g(xk)D 0,
xk is in the feasible domain. So when the size of the filter set reaches a certain value,
we need to perform feasibility restoration. It removes the individuals far away from
the feasible domain boundaries to ensure the filter’s determining reliability.

Based on the ideas above, we propose the following algorithm:

Step0 Generate the initial population P(0)Dfx0
1, x0

2, : : : , x0
Ng randomly, population

size N, Genetic algebra record variables tD 0, the largest genetic algebra G, the
crossover operator pc, the mutation operator pm. Initialize the filter set as F .

Step1 Extend the filter set. Check all the points in P(t). If the pair (f, g) to which the
current point xt

j (the jth individual of the tth generation) correspond is accepted
by the filter, add xt

j to filter set F and remove any individuals dominated by xt
j;

Step2 Let m be the number of individuals in filter F . If m�N, select randomly
(N �m) of individuals from P(t) to form P0(t), set P(t)DF CP0(t) and update
P(t), go to Step3; If m>N, go to Step2.1 for the feasibility restoration;

Step2.1 Set a small enough "> 0. Remove the individuals in the filter which g>"
and update the filter set. Let n be the number of the rest of the individuals.
If n�N, elect randomly (N � n) of individuals from P(t) to form P0(t), set
P(t)DF CP0(t) and update P(t), go to Step3; If n>N, make an ascending sort of
F by f which corresponds to the residual individual. Take the first N individuals
and update the filer, set P(t)DF , go to Step3;
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Step3 Set all the individuals xt
j in the P(t) as the parents. Use the crossover

operator pc acting on each xt
j to generate a new offspring. Then use the mutation

operator pm acting on the offspring to generate a new set of individuals Ot, set
P(tC 1)DOt, go to Step4;

Step4 tD tC 1, if t<G, go to Step1; otherwise, go to Step5;
Step5 Check all the points in F to find point x* which makes gD 0 and f minimum.

Output x* as the global optimal solution and f (x*) as the global optimum.

Because of the filterability and good stability of the filter, in actual process, the
crossover probability should be larger; the mutation probability should be smaller.

3 Properties of the Algorithm

Assumption 3.1 The probability individual xt in each generation population P(t)
mutates into any other individual y is not less than "(t), where "(t) is a constant
greater than 0 and possibly related to t.

Definition 3.1 For any individual x, we say individual y is accessed from x by
crossover and mutation [8], if the probability of x evolving to y by crossover and
mutation operator is greater than 0.

Definition 3.2 For any individual x, we say individual y is " accuracy accessed from
x by crossover and mutation [8, 9], if the probability of x evolving to x0 by crossover
and mutation operator satisfying ky� x0k1� " is greater than 0, where " is any
small positive number.

Definition 3.3 Filter set Fn is called a constraint violations orderly filter set, if Fn is
sorted ascending by constraint violations g, where the filter set Fn denotes the filter
of nth generation population P(n).

Definition 3.4 For two constraint violations orderly filter sets Fn, Fm, we say Fn is
better than Fm, if the first individual Fn(1) in Fn can dominate the first individual
Fm(1) in Fm.

Theorem 3.1 For two constraint violations orderly filter sets Fn, Fm, if Fn is better
than Fm, then n�m.

Proof. Because Fn is better than Fm, then Fn(1) can dominate Fm(1). Suppose
Fn(1) is the pair (fn1, gn1), Fm(1) is the pair (fm1, gm1). According to the definition
of the filter, the following formulas can be established:

�
fn1 � fm1
gn1 � gm1 :

�
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Proof by Contradiction. If n�m is not established, that is n<m. Consider the
(nC 1)th generation. If some new filter pairs can dominate (fn1, gn1) when the
filter set is updated, then there must be one pair that can dominate (fn1, gn1) and
cannot be dominated by the others. Remove (fn1, gn1) and make the new pair located
in the first place of Fn C 1, denoted as (f(n C 1)1, g(n C 1)1); If there are no pairs to
dominate (fn1, gn1), then keep (fn1, gn1) and it will continue to be located in the
first place of Fn C 1, denoted as (f(n C 1)1, g(n C 1)1)D (fn1, gn1); And so on, when
generating to the (m� 1)th generation, suppose (f(m � 1)1, g(m � 1)1) is the retained
filter pair after multiple updates. Because of the transitivity of filter domination,
(f(m � 1)1, g(m � 1)1) can dominate (fn1, gn1) and also (fm1, gm1). Therefore for the
mth generation, (fm1, gm1) cannot be accepted by the filter. This contradicts our
assumption. Theorem is proved. �

Using the Theorem 3.1 above, we can easily get the following theorem:

Theorem 3.2 Constraint violations orderly filter sets sequence F1,F2, : : : ,Fn, : : :
is monotonous, that is 8 n, Fn C 1 is not inferior to Fn.

Theorem 3.3 For a constraint violations orderly filter sets sequence fFng and
constants 0<� <ˇ< 1, we have lim

n!1gn1 D 0.

Proof. Because the sequence fFng is monotonous, for 8 n, m, if n<m, then
(fm1, gm1) can dominate or equal to (fn1, gn1). Because of the dominating condition
of filter, if gm1¤ gn1, then gm1�ˇgn1.

Taking a sub-sequence fFnkg from fFng where the first individual is different,
and then we get lim

k!1gnk1 � lim
k!1ˇ

kgn11. So we get lim
n!1gn1 D 0 because of ˇ < 1.

Theorem is proved.
Theorem 3.3 shows our algorithm can always find a feasible solution. Let’s prove

that our algorithm can always find the optimal feasible solution.

Definition 3.5 We call a population sequence P(1), P(2), : : : , P(n) is monotonous
for 8 n, if the current optimal solution of P(n) is non-inferior to the current optimal
solution of P(n� 1), or not worse than the current optimal solution of P(n� 1)
at least. The so-called current optimal solution is the individuals in the current
population which constraint violations closest to the boundary and has a smaller
function value.

We now introduce the following lemma which has been proved by a lot of people
[8, 10, 11].

Lemma 3.1 The evolutionary algorithm is said to converge with probability 1 to the
optimal solution set with " accuracy, if the following conditions are satisfied:

(1) For any two points x and x0 in the feasible domain, x0 is " accuracy up from x
by crossover and mutation;

(2) Population sequence P(1), P(2), : : : , P(n) : : : is monotonous.



360 J. Tang and W. Wang

Theorem 3.4 For a given "> 0, our algorithm converges with probability 1 to the
optimal solution set with " accuracy.

Proof. According to Assumption 3.1, we know our algorithm satisfies the condition
(1) of Lemma 3.1. In fact, our algorithm takes the non-uniform mutation operator,
and condition (1) is clearly satisfied. Besides, according to Theorem 3.2, the
constraint violations orderly filter sets sequence fFng is monotonous. It always
guarantees lim

k!1gn1 D 0 due to Theorem 3.3. Then 9N, we have gk1D 0 for any

8 k>N. Moreover, the first individual of the constraint violations orderly filter
sets sequence from the k-th generation must be the feasible solution. Due to the
Monotonous of fk1, (fk1, gk1) in each generation is the current optimal solution of
the corresponding P(k). At this time the corresponding fP(k)g of the constraint
violations orderly filter sets sequence fF kg satisfies condition (2) of Lemma 3.1.
So our algorithm converges with probability 1 to the optimal solution set with "
accuracy. �

4 Numerical Calculations

In this paper we selected several test functions, using the linear crossover operator
and non-uniform mutation operator. The following results are obtained by MATLAB
programming:

Example 4.1 [9, 12]

min f .x/ D �x21 C x2 � 11
�2 C �x1 C x22 � 7

�2

s:t:

8
<

:

4:84 � x21 � .x2 � 2:5/2 � 0
.x1 � 0:05/2 C .x2 � 2:5/2 � 4:84 � 0;

0 � x1; x2 � 6

Take the population size of 20 and the generation size of 300, mutation operator
pmD 0.05 and boundary parameters ˇD 0.7, � D 0.2, the global minimum is at
x*D (2.24683, 2.38191) where f (x*)D 13.59084.

Example 4.2 [9, 13]

min f .x/ D .x1 � 10/3 C .x2 � 20/3

s:t:

8
<

:

100 � .x1 � 5/2 � .x2 � 5/2 � 0
.x1 � 6/2 C .x2 � 5/2 � 82:81 � 0;
13 � x1 � 100; 0 � x2 � 100
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Take the population size of 20 and the generation size of 300, mutation operator
pmD 0.01 and boundary parameters ˇD 0.7, � D 0.2, the global minimum is at
x*D (14.09500, 0. 84296) where f (x*)D� 6961.81397.

Example 4.3 [12, 13]

min f .x/ D .x1 � 10/2 C 5.x2 � 12/2 C x43 C 3.x4 � 11/2
C10x65 C 7x26 C x47 � 4x6x7 � 10x6 � 8x7

s:t:

8
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂
:

�127C 2x21 C 3x42 C x3 C 4x24 C 5x5 � 0
�282C 7x1 C 3x2 C 10x23 C x4 � x5 � 0
�196C 23x1 C x22 C 6x26 � 8x7 � 0

4x21 C x22 � 3x1x2 C 2x23 C 5x6 � 11x7 � 0
�10 � xi � 10; i D 1; � � � ; 7

Take the population size of 70 and the generation size of 3,000, mutation operator
pmD 0.01 and boundary parameters ˇD 0.7, � D 0.2, the global minimum is at
x*D (2.32445, 1.95024, �0.46924, 4.36911, �0.61834, 1.05586, 1.594152) where
f (x*)D 680.63361ı
Example 4.4 [12, 13]

min f .x/ D 5
4X

iD1
xi � 5

4X

iD1
x2i �

13X

iD5
xi

s:t:

8
ˆ̂̂
ˆ̂̂
ˆ̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂
<̂

ˆ̂̂
ˆ̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂
ˆ̂̂
:̂

2x1 C 2x2 C x10 C x11 � 10
2x1 C 2x3 C x10 C x12 � 10
2x2 C 2x3 C x11 C x12 � 10

�8x1 C x10 � 0
�8x2 C x11 � 0
�8x3 C x12 � 0

�2x4 � x5 C x10 � 0
�2x6 � x7 C x11 � 0
�2x8 � x9 C x12 � 0
0 � xi � 1; i D 1; � � � ; 9

0 � xj � 100; j D 10; 11; 12
10 � x13 � 1

Take the population size of 130 and the generation size of 5,000, mutation oper-
ator pmD 0.01 and boundary parameters ˇD 0.7, � D 0.2, the global minimum is
at x*D (1.00000, 1.00000, 1.00000, 1.00000, 1.00000, 1.00000, 1.00000, 1.00000,
1.00000, 3.00000, 3.00000, 3.00000, 1.00000) where f (x*)D� 15.00000
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A Modified Neural Network for Solving
General Singular Convex Optimization
with Bounded Variables

Rendong Ge, Lijun Liu, and Jinzhi Wang

Abstract Singular nonlinear optimization problem has been the difficulty for
optimization, which is frequently encountered in practical applications. People have
been using numerical iteration methods to deal with the singular problem previously,
but the numerical instability and large calculation amount have not been able to be
resolved. Based on neural network, this paper puts forward a continuity solution
with any rank defect, by using the Augmented Lagrangian method and Projection
to form a stable model. By using LaSalle’s invariance principle, it is shown that the
solution of the proposed network model is convergent. The numerical simulation
also further confirmed the effectiveness of the method.

1 Introduction

The nonlinear optimization model with any rank defects is a class of important
singular problem, many numerical methods studying singular problems involve the
special case. Schnabel and Dan Feng [1–3] get some numerical accomplishments
in applying Tensor methods to solve unconstrained optimization under rank one
defect. The author and Pro. Xia have done some work on numerical solution [4, 5].
For large-scale computational problems, the computation of the classical numerical
method is still far from satisfactory.

In recent years, neural network approaches were proposed to deal with classical
nonlinear optimization problems. Xia and Wang [6] presented neural networks
for solving nonlinear convex optimization with bounded constraints and box con-
straints. Recently, projection neural networks for solving constrained Optimization
Problems are developed [7] and recurrent neural networks for solving nonconvex
optimization problem have been also studied [8]. It is regrettable that the study of
singular nonlinear optimization problems in the neural network method has not been
involved.
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This paper is organized as follows. In Sect. 2, the singular nonlinear convex
optimization problem and its equivalent formulations are described. In Sect. 3,
a recurrent neural network model is proposed to solve such singular nonlinear
optimization problems. Global convergence of the proposed neural network is
analyzed. Finally, in Sect. 4, several illustrative examples are presented to evaluate
the effectiveness of the proposed neural network method.

2 Problem Formulation and Neural Design

Let ˝ D fx 2 Rnjl � x � hg. Assume f .x/ W ˝ ! R is a continuous differen-
tiable convex function. Consider the following unconstrained convex programming
problem

min f .x/
s:t: l � x � h (1)

which can be easily transformed to equivalent non-negative bounded convex
programming problem by using the such transformation as u D x � l ,

min f .x/
s:t: 0 � x � c: (2)

Let x� be the unique optimal solution to (2). We will discuss the solution of (2)
under the following assumptions.

Assumption A1. f .x/ is both strictly convex and four times continuous
differentiable. For optimum point x�, rank.r2f .x�// D n � s; .0 < s << n/ and

N ul l.r2f .x�// D f�1; �2; � � � ; �sg; U D .�1; �2; � � � ; �s/:

Assumption A2. For x ¤ x�, there exists uTr2f .x/u > 0 for any nonzero
u 2 Rn. Moreover, k r2f .x/ k and k r3f .x/ k are all uniformly bounded.

Lemma 1. For any matrix P with full column rank such that PTU is nonsingular,
r2f .x�/C PPT is nonsingular.

Proof. It is easy to verify this result, thus its proof is omitted here for the sake of
saving space.

Assumption A3. There exists a q ¤ 0, as setting � D U.P T U /�1q, such that for
any v 2 N ul l.r2f .x�//; f .4/.x�/ � �2v2 > 0. (The reason for this assumption can
be found, for example, in [4].)



A Modified Neural Network for Solving General Singular Convex Optimization. . . 365

Define function F.x/ as follows:

F.x/ D f .x/C �h.x/;

where h.x/ D �.x/r2f .x/�.x/ and �.x/ D .r2f .x/ C PPT /�1P q, for any
q ¤ 0 and PTU is nonsingular. It can be proved that � D U.P TU /�1q 2
N ul l.r2f .x�// is a solution for the following equation

.r2f .x/C PPT /�.x/ D Pq:

According to the definition of F.x/, we have the following important result.

Lemma 2. For any � > 0, the Hessian matrix r2F.x�/ is positive definite.
Moreover, if � is small enough, then r2F.x/ is positive definite for any x 2 Rn.

Proof. This conclusion can be easily proved according to the results in [4] under
Assumptions A2 and A3 Thus the proof is omitted here.

Because the Hessian matrix of f .x/ is singular at x� for (2), it is generally
difficult to obtain ideal convergence results by conventional optimization algorithm
(see [2, 4, 5]). In order to overcome this difficulty, we first establish equivalent
unconstrained convex optimization problem as follows:

min F.x/
s:t: 0 � x � c; (3)

for which we can establish the equivalent lemma as follows:

Lemma 3. x� is a solution of (2) if and only if x� is a solution of (3).

On the difficulty caused by computing the matrix inverse for further consider-
ation, we turn optimization problem (3) into the following equivalent constrained
optimization problem.

(
ming.x; y/ D f .x/C �yTr2f .x/y
s:t:.r2f .x/C PPT /y D Pq: (4)

Define Lagrange function of (4) as follows:

QL.x; y; z/ D f .x/C �yTr2f .x/y C zT Œ.r2f .x/C PPT /y � Pq�

By Assumptions A2 and Lemma 2, it is easy to know that the function g.x; y/ is
strictly convex. Based on the Karush–Kuhn–Tucker sufficient conditions, the KKT
point . Ox; Oy/ of the formula (4) is a unique optimal solution of the optimization
problem (4) and there exits Oz 2 Rn satisfies the following condition:

A2
A3
A2
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8
ˆ̂̂
ˆ̂
ˆ̂̂
<

ˆ̂
ˆ̂̂
ˆ̂̂
:

.rx QL.x; y; z//i

8
<̂

:̂

� 0; if xi D 0;
� 0; if xi D ci ;
D 0; if 0 < xi < ci ;

.i D 1; 2; � � � n/

ry QL.x; y; z/ D 0;
rz QL.x; y; z/ D 0;
x 2 ˝ D fx 2 Rnj0 � x � cg:

Equivalently, the point . Ox; Oy; Oz/ satisfies the following condition,

(
.x � Ox/T .rx QL. Ox; Oy; Oz// � 0; x 2 ˝
ry QL. Ox; Oy; Oz/ D 0;rz QL. Ox; Oy; Oz/ D 0

(5)

In order to discuss the constrained programming problem (4), first, we define a
augmented Lagrangian function of (4) as follows:

L.x; y; z; k/ D f .x/C �yTr2f .x/yC
zT Œ.r2f .x/CPPT /y�Pq�C k

2
jj.r2f .x/C PPT /y � Pqjj2; x 2 ˝;

where k > 0 is a penalty parameter and z is an approximation of the Lagrange
multiplier vector. Hence, the problem (4) can be solved by the stationary point of
the following problem,

min
x2˝;y;z2Rn L.x; y; z; k/ (6)

Then, the condition (5) can be written as

8
<̂

:̂

.x � Ox/TrxL. Ox; Oy; Oz; k/ � 0; x 2 ˝;
ryL. Ox; Oy; Oz; k/ D 0;
rzL. Ox; Oy; Oz; k/ D 0:

(7)

Now, we introduce the projection function as follows:

P˝ W Rn ! ˝; P˝.u/ D .P1.u/; P2.u/; � � � ; Pn.u//

where

Pi.u/ D
8
<

:

0; ui < 0;
ui ; ui 2 Œ0; ci �;
ci ; ui > ci :

(8)
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From the projection conclusion as shown in [10], the first inequality of (7) can
be equivalently represented as

P˝. Ox � ˛rxL. Ox; Oy; Oz; k// � Ox D 0;8˛ > 0:

So the optimal solution of (4) and the stationary point of (6) meet with the
conditions

8
<̂

:̂

x D P˝.x � ˛rxL.x; y; z; k//;8˛ > 0;
ryL.x; y; z; k/ D 0;

.r2xf .x/C PPT /y D q:
(9)

3 Stability Analysis of the Neural Network Model

By Theorems 8 and 9 in [9], there exists a constant k > 0, such that if c� D
.x�; y�; z�/ is an optimal solution of the problem (6), then .x�; y�/ is an optimal
solution of the problem (4) and

min
x2˝;y;z2Rn L.x; y; z; k/ D f .x

�/:

Notice that L.x; y; z/ 	 L.x; y; z; k/. By the Lagrange function defined above,
we can describe the neural network model by the following nonlinear dynamic
system for solving (10). The logical graph is shown in Fig. 1.

8
ˆ̂̂
ˆ̂̂
ˆ̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂
ˆ̂̂
ˆ̂̂
<̂

ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂
ˆ̂̂
ˆ̂̂
:

dx

dt
D P˝.x � ˛rxL.x; y; z// � x

D P˝.x � ˛.rf .x/C �r3f .x/yy Cr3f .x/yzC kr3f .x/y..r2f .x/C
PPT /y � Pq/// � x

dv

dt
D �ˇryL.x; y; z/

D�ˇ.2�r2f .x/y C .r2f .x/C PPT /zC k.r2f .x/C PPT /..r2f .x/C
PPT /y � Pq//

dw

dt
D �ˇrzL.x; y; z/ D �ˇ..r2f .x/C PPT /y � Pq/

yj D s.vj /; j D 1; 2; : : : ; n
zk D s.wk/; k D 1; 2; : : : ; n

(10)
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S

Fig. 1 Logical graph of the proposed neural network model

where

rf .x/ D .f1.x/; f2.x/; � � � ; fn.x//T ; ˛ > 0; ˇ > 0
r3f .x/y D .r2f1.x/y;r2f2.x/y; � � � ;r2fn.x/y/T ;

and the activation function s.�/ is continuously differentiable and satisfies that
s0.�/ > 0.

It is easy to see that if c� D .x�; y�; z�/ is an optimal solution of the problem (6),
then it is an equilibrium point of network (10). Conversely, if .x�; y�; z�/ is a
equilibrium point of network (10), it must be KKT point of original problem (4).
To analyze the convergence of the neural network (10), the following lemmas are
first introduced (see [10]).

Lemma 4. Assume that the set ˝ � Rn is a closed convex set, then the following
two inequalities hold,

.P˝.x
0/ � y0/T .x � P˝.x0// � 0; 8x0 2 Rn; y0 2 ˝

kP˝.x0/ � P˝.y0/k � kx0 � y0k ; 8x0; y0 2 Rn

where P˝ W Rn ! ˝ is a projection operator defined as P˝.�/ D
min&2˝ k� � &k.
Lemma 5. For any initial point .x.t0/; v.t0/;w.t0// 2 R3n, there exists a unique
continuous solution .x.t/; v.t/;w.t// 2 R3n for (10). Moreover, x.t/ 2 ˝ provided
that x.t0/ 2 ˝. The equilibrium point of (10) solves (5).
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Proof. By Assumption A1, P˝.x � ˛rxL.x; y; z; k// � x,ryL.x; y; z; k/ and
r2f .x/ C PPT /y � Pq are locally Lipschitz continuous. According to local
existence theorem of ordinary differential equation, there exists a unique continuous
solution .x.t/; v.t/;w.t// of (10) for .t0; T /.

Next, let initial point x.t0/ 2 ˝. Since dx
dt
C x D P˝.x � ˛rxL.x; y; z//, we

have

Z t

t0

.
dx

dt
C x/esds D

Z t

t0

esP˝.x � ˛rxL.x; y; z//ds

Or equivalently, x.t/ D e�.t�t0/x.t0/C e�t R t
t0
esP˝.x � ˛rxL.x; y; z//ds:

So, x.t/ � 0 provided that x.t0/ � 0, P˝.x � ˛rxL.x; y; z; k// � 0, and since

x.t/ D e�.t�t0/x.t0/C e�t R t
t0
esP˝.x � ˛rxL.x; y; z//ds

� e�.t�t0/x.t0/C e�t .et � et0/c D c � .c � x.t0//e�.t�t0/ � c :

Thus, x.t/ 2 ˝ provided that x.t0/ 2 ˝.
Before establishing the convergence theorem, we need the property of the

following augmented Lagrangian function.

Assumption A4. L.x; y; z/ satisfies the local monotone property of the following
definition about x.

.x � x�/T .rLx.x; y; z/ � rxL.x�; y�; z�// � 0:

Now we are ready to establish the stability and the convergence results of net-
work (10).

Theorem 1. Assume that f .x/ W Rn ! R is strictly convex and the fourth
differentiable, and c� D .x�; y�; z�/ is a global optimal solution of the problem (6),
if the initial point .x.t0/; y.t0/; z.t0// with x.t0/ 2 ˝ is chosen in a small
neighborhood of the equilibrium point, then the proposed neural network of (10)
is stable in the sense of Lyapunov and globally convergent to the stationary point
.x�; y�; z�/, where x� is the optimal solution of (2).

Proof. The proof is omitted.

4 Numerical Examples

In order to verify the effectiveness of the presented algorithm in this paper, three
examples were selected from the literature [11].

For the first example, it is easy to verify that the Hessian matrix of the object
function fp.x/ D 1

2
kF.x/k2 is rank two deficiency at the minimizer x�. For the last

A1
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two examples, the corresponding Hessian matrix is nonsingular at the minimizer.
In order to adapt them to the rank two deficiency’s case, we have adopt the same
procedure as proposed in [1] by introducing function transformation as follows:

F.x/ WD F.x/ �OF.x�/A.ATA/�1AT .x � x�/ (11)

where x� is the root of F.x/ D 0 and

F.x/ W Rn ! Rm;A 2 Rn�1; AT D
 
1 1 1 1 � � � 1

1 �1 1 �1 � � � .�1/n
!

:

Now we can construct the relevant objection function fp.x/

fp.x/ D 1

2
kF.x/k2

for which its Hessian matrix being rank two deficiency and it can be checked that
the root of the original F.x/ is the minimizer of the constructed fp.x/.

Ex.1: Powell Singular Function:

a. n D 4;m D 4
b. f1.x/ D x1 C 10x2
f2.x/ D 51=2.x3 � x4/
f3.x/ D .x2 � 2x3/2
f4.x/ D 101=2.x1 � x4/2

c. f D 0 at the minimizer x� D .0; 0; 0; 0/:
Ex.2: Beale Function:

a. n D 2;m D 3
b. f1.x/ D y1 � x1.1 � x2/
f2.x/ D y2 � x1.1 � x22/
f3.x/ DD y3 � x1.1 � x32/
y1 D 1:5Iy2 D 2:25Iy3 D 2:625

c. f D 0 at the minimizer x� D .3; 0:5/:
Ex.3: Modified Broyden Tridiagonal Function:

a. n D 4;m D 4
b. f1.x/ D .3 � 2x1/x1 � 2x2 C 1
f2.x/ D .3 � 2x2/x2 � x1 � 2x3 C 2
f3.x/ DD .3 � 2x3/x3 � x2 � 2x4 C 2
f4.x/ D .3 � 2x4/x4 � x3

c. f D 0 at the minimizer x� D .1; 1; 1; 1/:
Meanwhile, we compare the dynamic behavior of the proposed model with the

classical projection gradient system [7] as follows:
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dx

dt
D P˝.x � ˛rfp.x// � x; ˛ > 0 (12)

for which the Hessian matrix at the minimizer is generally assumed to be
nonsingular.

We use Matlab 7.0 to simulate the dynamics of the corresponding systems.
The integral curves are obtained by using the ODE function ode15s for the numer-
ical integration. For the proposed system (10) (PR) and the classical projection
gradient system (12) (PG), we have chosen the same initial point to numerically
solve the ODEs.

For Ex.1, we choose x0 D .01; 0:9; rand.1; 2/ � 12/; ˛ D 1; ˇ D 10 for both
PR and PG and let y0 and z0 be some random values between 0 and 12. The other
parameters PR are chosen as l D 0; h D 20; � D 0:0000001; k D 3;000. The
results are shown in Figs. 2 and 3. It can be seen in Fig. 2, that the integral curves
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Fig. 2 Trajectory of x.t/ for PR (Ex.1)
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Fig. 3 Trajectory of x.t/ for PG (Ex.1)
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response of PR converge to fp’s minimizer x� D .0; 0; 0; 0/. On the contrary, as
shown in Fig. 3, the curves of PG failed to converge tofp’s minimizer with the same
initial point.

For Ex.2, we choose l D 0; h D 3; � D 0:0000001I x0 D rand.1; 6/I k D
5;000; ˛ D ˇ D 1. Similar results are obtained, i.e., the proposed system PR
successfully found the minimizer x� D .3; 0:5/ while the classical system PG
failed. The results are shown in Figs. 4 and 5, respectively.

Figures 6 and 7 show the corresponding results for Ex.3 with initial conditions
chosen as x0 D .�1;�0:5;�0:5;�1/; l D 0; h D 1; � D 0:0000001; k D
5;000; ˛ D 10; ˇ D 100. The proposed system PR finally got the minimizer
x� D .1; 1; 1; 1/, while the system PR got stuck all the time.

0 50 100 150 200
0

0.5

1

1.5

2

2.5

3
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5 Concluding Remarks

Singular nonlinear convex optimization problems have been traditionally studied
by classical numerical methods. In this paper, a novel neural network model
was established to solve such a difficult problem. Under some mild assumptions,
the unconstrained nonlinear optimization problem is turned into a constrained
optimization problem. By establishing the relationship between KKT points and the
augmented Lagrange function, a neural network model is successfully obtained.
Global analysis with illustrative examples supports the presented results.
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A Teaching–Learning-Based Cuckoo Search
for Constrained Engineering Design Problems

Jida Huang, Liang Gao, and Xinyu Li

Abstract A new hybrid algorithm named teaching–learning-based Cuckoo Search
(TLCS) is proposed for constrained optimization problems. The TLCS modifies the
Cuckoo Search (CS) based on the teaching–learning-based Optimization (TLBO)
and then is applied for constrained engineering design problems. Experimental
results on several well-known constrained engineering design problems demonstrate
the effectiveness, efficiency, and robustness of the proposed TLCS. Moreover, the
TLCS obtains some solutions better than those previously reported in the literature.

Keywords Cuckoo search • TLBO • TLCS • Constrained optimization
• Engineering design

1 Introduction

Many real-world engineering design problems involve a number of constraints, and
these problems can be classified as constrained optimization problems [1, 2]. The
general constrained optimization problem is stated as follows:

min f
	
*
x



s:t:

8
ˆ̂<

ˆ̂:

gp

	
*
x


� 0; p D 1; 2; : : : ; ng

hq

	
*
x


D 0; q D 1; 2; : : : ; nh

Li � xi � Ui ; i D 1; 2; : : : ; n

(1)

where
*
x D Œx1; x2; : : : ; xn�

T denotes the decision solution vector, ng is the number
of inequality constraints and nh is the number of equality constraints, Li and Ui are
the lower bound and the upper bound of the variables.
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It is difficult to solve such constrained optimization problems. In the past two
decades, many methods have been proposed to solve constrained optimization
problems and the constraint-handling techniques is one of the major concerns
when solving such problems. Using the penalty functions [3] is one of the most
common constraints handing techniques. The idea is to transform the constrained
optimization problem into an unconstraint one by adding a certain value to objective
function value based on the constraint violations presenting in a solution [4]. It has
been widely used for its simpleness and effectiveness.

In order to tackle the fine-tuning parameters required by traditional penalty
functions, some works have been dedicated to the self-adaptive mechanism to
improve the performance of the algorithms [5]. Using a co-evolution model to adapt
the penalty factors, Coello [4, 6] proposed a self-adaptive penalty approach based
on a genetic algorithm (GA). Hamida and Schoenauer [7] proposed an adaptive
segregational constraint-handling technique with EA. Mezura et al. [5] proposed an
approach where a self-adaptive parameter controlling for the differential evolution
(DE) parameters and also for the parameters introduced by the constraint-handling
mechanism. Brest et al. [5] proposed a self-adaptive differential evolution algorithm
in constrained real-parameter optimization. However, in these methods, there are
many parameters need to be considered in order to further a better performance of
the algorithms, the process of finding an optimum set of parameters is arduous, thus
the adaption of these methods is limited.

We have proposed an effective hybrid algorithm named teaching–learning-based
Cuckoo Search (TLCS) for continuous optimization problems lately [8]. In order
to extend its applications range, it has been combined with the penalty function to
optimize the engineering design problems in this paper. The rest of this paper is
organized as follows: Sect. 2 provides a basic framework of the proposed TLCS.
Experimental results based on some engineering design problems and comparisons
with previously reported resulted are presented in Sect. 3, and the conclusions and
future work in Sect. 4.

2 The Proposed TLCS

For the proposed TLCS, it has a strong global search ability along with a fast
convergence rate, and the method could be suitable for a broad spectrum of problem
domains. In order to adopt this effective algorithm in the constrained optimization
problems, the penalty function is combined with TLCS for solving the engineering
design problems. The framework of the proposed method is as in Fig. 1.

As in the framework, the penalty function is used to transform the constrained
optimization problem into an unconstraint one firstly; then for solutions to be
abandoned in the CS will perform lévy flight to generate new solutions; for
other better solutions, we use the teaching–learning-based optimization (TLBO) to
enhance the local search ability of CS. Thus, the algorithm becomes more practical
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Fig. 1 Pseudo code of TLCS

for a wider range of applications but without losing attractive features of the original
CS. The lévy flight and the teaching–learning process are presented as follows.

2.1 Lévy Flight

Cuckoo Search (CS) is a new meta-heuristic search algorithm, based on cuckoo
bird’s behavior [9]. The algorithm is inspired by the reproduction strategy of
cuckoos. For a maximization problem, the quality or fitness of a solution can simply
be proportional to the objective function. Other forms of fitness can be defined in
a similar way to the fitness function in genetic algorithms.When generating new
solutions xt C 1 for cuckoo i, a Lévy flight is performed:

xtC1i D xti C ˛ ˚ LKevy .�/ (2)

where ˛ > 0 is the step size which should be related to the scales of the problem.
In most cases, we can use ˛D 1. The product ˚ means entry-wise multiplications.
Lévy flights essentially provide a random walk while their random steps are drawn
from a Lévy distribution for large steps

LKevy .�/ � u D t��; .1 < � � 3/ (3)
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which has an infinite variance with an infinite mean. Here the consecutive
jumps/steps of a cuckoo essentially form a random walk process which obeys a
power-law step-length distribution with a heavy tail.

2.2 Teaching–Learning Process

TLBO is a population based method. The algorithm mimics the teaching-learning
ability of teacher and learners in a class room [10]. The working of TLBO is divided
into two parts, “Teacher phase” and “Learner phase.” Working of this two phases
are explained below.

(1) Teacher phase

It is the first part of the algorithm where learners learn from the teacher. During
this phase a teacher tries to increase the mean result of the class room from any
value Mi to his or her level (i.e., TA). But practically it is not possible and a teacher
can move the mean of the class room M1 to any other value M2 which is better than
M1 depending on his or her capability. Considered Mj be the mean and Ti be the
teacher at any iteration i. Now Ti will try to improve existing mean Mj towards it so
the new mean will be Ti designated as Mnew and the difference between the existing
mean and new mean is given by:

Difference_Meani D ri .Mnew � TFMi/ (4)

where TF is the teaching factor which decides the value of mean to be changed, and
ri is the random number in the range [0, 1]. Value of TF can be either 1 or 2 which
is a heuristic step and it is decided randomly with equal probability as:

TF D round Œ1C rand .0; 1/ f2 � 1g� (5)

Based on this Difference_Mean, the existing solution is updated according to the
following expression:

Xnew;i D Xold;i C Difference_Meani (6)

(2) Learner phase

It is the second part of the algorithm where learners increase their knowledge by
interaction among themselves. A learner interacts randomly with other learners for
enhancing his or her knowledge. A learner learns new things if the other learner has
more knowledge than him or her. Mathematically the learning phenomenon of this
phase is expressed below.
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At any iteration i, considering two different learners Xi and Xj where i¤ j,

Xnew;i D Xold;i C ri
�
Xi �Xj

�
if f .Xi / < f

�
Xj
�

(7)

Xnew;i D Xold;i C ri
�
Xj �Xi

�
if f

�
Xj
�
< f .Xi/ (8)

Accept Xnew if it gives better function value.

3 Experimental Results and Analysis

The performance of the proposed TLCS is investigated on several well-known
constrained engineering design problems. These selected examples have linear
and non-linear constraints, and have been well studied previously by a variety of
techniques. The results are compared with some good reported results which solved
by EA-based methods and other traditional mathematical programming methods.

For each testing problem, the parameters of the TLCS are set as follows: the
population size nD 20, paD 0.25, the Max GenerationD 1,000. As to the penalty
function, we use Eq. (9) to transform the constrained optimization problem into an
unconstraint one.

F.x/ D f .x/C w1 � .sum_viol/2 C w2 � num_viol (9)

where f (x) is the objective function, sum_viol denotes the sum of all the amounts
by which the constraints are violated, num_viol denotes the number of constraints
violation, w1D 1e10, w2D 1e15.

3.1 Welded Beam Design

The welded beam design problem is taken from Rao et al. [11], in which a welded
beam is designed for minimum cost subject to constraints on shear stress ($ ),
bending stress in the beam (� ), buckling load on the bar (Pc), end deflection of the
beam (ı), and side constraints. There are four design variables as shown in Fig. 2,
i.e., h(x1), l(x2), t(x3), and b(x4).

The range of the design variables for this problem is: 0.1� x1� 2, 0.1� x2� 10,
0.1� x3� 10, 0.1� x4� 2. And the TLCS is run 30 times independently. The
approaches applied to this problem include geometric programming [12], genetic
algorithm with binary representation and traditional penalty function [13], a GA-
based co-evolution model [6], a feasibility-based tournament selection scheme
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Fig. 2 Welded beam design problem

Table 1 Comparison of the best solution found by different methods

Design
variables TLCS

Ragsdell and
Phillips [12] Deb [13] Coello [6] Coello [4]

He and
Wang [14]

x1(h) 0.205730 0.245500 0.248900 0.208800 0.205986 0.202369

x2(l) 3.470489 6.196000 6.173000 3.420500 3.471328 3.544214

x3(t) 9.036624 8.273000 8.178900 8.997500 9.020224 9.048210

x4(b) 0.205730 0.245500 0.253300 0.210000 0.206480 0.205723

g1(x) �7.5463e�06 �5743.82652 �5758.60378 �0.337812 �0.074092 �12.83980

g2(x) �0.000120 �4.715097 �255.576901 �353.902604 �0.266227 �1.247467

g3(x) �1.0334e�08 0.000000 �0.004400 �0.001200 �0.000495 �0.001498

g4(x) �3.432984 �3.020289 �2.982866 �3.411865 �3.430043 �3.429347

g5(x) �0.080730 �0.120500 �0.123900 �0.083800 �0.080986 �0.079381

g6(x) �0.235540 �0.234208 �0.234160 �0.235649 �0.235514 �0.235536

g7(x) �9.4039e�07 �3604.275002 �4465.27093 �363.23238 �58.66644 �11.68136

f (x) 1.724852 2.385937 2.433116 1.748309 1.728226 1.728024

inspired by the multi-objective optimization techniques [4], and a co-evolutionary
particle swarm optimization [14]. The best solutions obtained by these methods and
TLCS are listed in Table 1, and their statistical results are shown in Table 2.

From Table 1, it can be seen that the best feasible solution found by TLCS is
better than the best solutions found by other techniques. From Table 2, it can be
seen that the average searching quality of TLCS is also better than those of other
methods, and even the worst solution found by TLCS is better than the best solution
found by other methods. In addition, the standard deviation of the results by TLCS
in 30 independent runs is very small.
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Table 2 Statistical results of different methods for welded beam design problem

Method Best Mean Worst Std Dev

TLCS 1.724852 1.724884 1.725761 0.000166
Ragsdell and Phillips [12] 2.385937 N/A N/A N/A

Deb [13] 2.433116 N/A N/A N/A

Coello [6] 1.748309 1.771973 1.785835 0.011220

Coello [4] 1.728226 1.792654 1.993408 0.074713

He and Wang [14] 1.728024 1.748831 1.782143 0.012926

Fig. 3 Tension/compression string design problem

3.2 A Tension/Compression String Design

This problem is from Belegundu et al. [2], which needs to minimize the weight (i.e.,
f (x)) of a tension/compression spring (as shown in Fig. 3) subject to constraints on
minimum deflection, shear stress, surge frequency, limits on outside diameter and
on design variables. The design variables are the mean coil diameter D(x2), the wire
diameter d(x1), and the number of active coils P(x3).

The range of the design variables for this problem is: 0.05� x1� 2,
0.25� x2� 1.3, 2� x3� 15. And the TLCS is run 30 times independently. The
approaches applied to this problem include eight different numerical optimization
techniques [2], a numerical optimization technique called constraint correction
at constant cost [1], a GA-based co-evolution model [6], a feasibility-based
tournament selection scheme [4], and a co-evolutionary particle swarm optimization
[14]. The best solutions obtained by these methods and TLCS are listed in Table 3,
and their statistical results are shown in Table 4.

From Table 3, it can be seen that the best feasible solution found by TLCS is
better than the best solutions found by other techniques. From Table 4, it can be seen
that the average searching quality of TLCS is also better than those of other methods.
In addition, the standard deviation of the results by TLCS in 30 independent runs is
also very small.
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Table 3 Comparison of the best solution found by different methods

Design
variables TLCS Belegundu [2] Arora [1] Coello [6] Coello [4]

He and Wang
[14]

x1 (d) 0.05159855 0.050000 0.053396 0.051480 0.051989 0.051728

x2 (D) 0.3545443 0.315900 0.399180 0.351661 0.363965 0.357644

x3 (P) 11.41753 14.250000 9.185400 11.632201 10.890522 11.244543

g1(x) �4.951595e�14 �0.000014 �0.000019 �0.002080 �0.000013 �0.000845

g2(x) �1.952749e�11 �0.003782 �0.000018 �0.000110 �0.000021 �1.2600e�05

g3(x) �4.049472 �3.938302 �4.123832 �4.026318 �4.061338 �4.051300

g4(x) �0.7292381 �0.756067 �0.698283 �4.026318 �0.722698 �0.727090

f (x) 0.0126654 0.0128334 0.0127303 0.0127048 0.0126810 0.0126747

Table 4 Statistical results of different methods for tension/compression string design problem

Method Best Mean Worst Std Dev

TLCS 0.0126654 0.0126822 0.012734 1.749364e-005
Belegundu [2] 0.0128334 N/A N/A N/A

Arora [1] 0.0127303 N/A N/A N/A

Coello [6] 0.0127048 0.0127690 0.012822 3.939000e�005

Coello [4] 0.0126810 0.0127420 0.012973 5.900000e�005

He and Wang [14] 0.0126747 0.012730 0.012924 5.198500e�005

Fig. 4 Center and end section of pressure vessel design problem

3.3 A Pressure Vessel Design

In this problem, the objective is to minimize the total cost f (x), including the cost
of the material, forming, and welding. A cylindrical vessel is capped at both ends
by hemispherical heads as shown in Fig. 4. There are four design variables: Ts(x1,
thickness of the shell), Th (x2, thickness of the head), R(x3, inner radius), and L(x4,
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length of the cylindrical section of the vessel, not including the head). Among the
four variables, Ts and Th are integer multiples of 0.0625 in that are the available
thicknesses of rolled steel plates, and R and L are continuous variables.

The range of the design variables for this problem is: 1� x1� 99, 1� x2� 99,
10� x3� 200, 10� x4� 200. And the TLCS is run 30 times independently. The
approaches applied to this problem include genetic adaptive search [15], an aug-
mented Lagrangian multiplier approach [16], a branch and bound technique [17], a
GA-based co-evolution model [6], a feasibility-based tournament selection scheme
[4], and a co-evolutionary particle swarm optimization [14]. The best solutions
obtained by these methods and TLCS are listed in Table 5, and their statistical results
are shown in Table 6.

From Table 5, it can be seen that the best feasible solution found by TLCS is
better than the best solutions found by other techniques. From Table 6, it can be
seen that the average searching quality of TLCS is also better than those of other
methods and even the worst solution found by CPSO is better than the best solutions
found by Sandgren [17], Kannan and Kramer [16], and Deb [15].

Based on the above simulation results and comparisons, it can be concluded that
TLCS is of superior searching quality and robustness for constrained engineering
design problems. Moreover, our proposed TLCS is more effective than GA-based
co-evolution by Coello [6]. So it can be pointed out that TLCS is a better alternative
for constrained optimization.

4 Conclusions

In this paper, a new hybrid algorithm is applied to solve the constrained engineering
design problems. The results are compared with other previously reported results
and it shows that the proposed method outperforms technics on its effectiveness,
efficiency, and robustness. Future work is adopting this new method on wider
spectrum problems such as manufacturing parameters optimization problems. In
addition, the parallel implementation of TLCS and its application on constrained
combinatorial optimization problems will be studied.

Acknowledgment This research work is supported by the National Basic Research Program of
China (973 Program) under grant no. 2011CB706804.
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Table 6 Statistical results of different methods for pressure vessel design problem

Method Best Mean Worst Std Dev

TLCS 6059.7143 6088.5879 6381.8220 79.1187

Sandgren [17] 8129.1036 N/A N/A N/A

Kannan and Kramer [16] 7198.0428 N/A N/A N/A

Deb [15] 6410.3811 N/A N/A N/A

Coello [6] 6288.7445 6293.8432 6308.1497 7.4133
Coello [4] 6059.9463 6177.2533 6469.3220 130.9297

He and Wang [14] 6061.0777 6147.1332 6363.8041 86.4545
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Leader-Following Consensus of Second-Order
Multi-Agent Systems with Switching Topologies

Li Xiao, Xi Shi, and Huaqing Li

Abstract A leader-following consensus problem of second-order multi-agent sys-
tems with switching topologies is considered in this thesis. The consensus problem
of the multi-agent systems is converted to the stability problem of the error dynam-
ical system here. By studying the stability properties of error switched systems
consisting of both Hurwitz stable and unstable via the average dwell time approach,
the necessary condition for the agents reaching leading-following consensus is
obtained. It is found that if the average dwell time is chosen sufficiently large and the
total activation time of unstable subsystems is relatively small compared with that
of Hurwitz stable subsystems, the multi-agent systems can reach leader-following
consensus. Finally, the effectiveness of the theoretical findings is demonstrated
through some numerical examples.

Keywords Consensus • Multi-agent • Leader-following • Switching topologies

1 Introduction

Recent literatures have witnessed steadily increasing recognition and attention of
coordinated motion of mobile agents across a broad range of disciplines [1, 2].
Research on multi-agent coordinated control problems benefits many practical
applications of networked cyber-physical systems [3–11]. A fundamental approach
to achieve cooperative control is consensus [3]. Olfati-Saber and Murray [4]
presented a systematic framework to analyze the first-order consensus algorithms.
Ren and Beard [5] generalized the results of [4] and presented more relaxed
condition for the topology of directed networks, that is, interaction graph has a
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directed spanning tree. Sun et al. [6] discussed the first-order average consensus
problem of dynamic agents with multiple time-varying communication delays.
Lu et al. [7] studied the first-order consensus problem over directed networks
with arbitrary finite communication delays and nonlinear couplings. Recently, the
second-order consensus problem of multi-agent systems has received increasing
attention [8–13] and the references therein. The extension of consensus algorithms
from first-order to second-order is non-trivial [8], and the second-order consensus
problem is more complicated and challenging than the first-order case.

For most of the existing consensus protocols, the final common value to be
achieved is a function of initial states of all the agents and is inherently a prior
unknown constant [14, 15]. However in real applications, it is often required
that all the agents converge to a desired common value. To solve this problem,
leader-following consensus protocols of multi-agent systems have been proposed,
where the leader is a particular agent, whose motion is independent of the other
agents and followed by the other ones. The leader-following consensus has been
an active area of research [10, 16–20]. Jadbabaie et al. [18] considered such a
leader-following consensus problem and proved that if all the agents were jointly
connected with their leader, their states would converge to that of the leader as time
goes on. Peng and Yang [19] discussed the leader-following consensus problem
with a varying-velocity leader and time-varying delays. Distributed observer design
for leader-following control of multi-agent networks was considered in [10, 20]
provided a rigorous proof for the consensus using an extension of LaSalle’s
invariance principle.

In this paper, we investigate the leader-following consensus problem of second-
order multi-agent systems with switching topologies. The consensus problem of the
multi-agent systems is converted to the stability problem of the error dynamical
system here. By studying the stability properties of error switched systems con-
sisting of both Hurwitz stable and unstable via the average dwell time approach,
the necessary condition for the agents reaching leading-following consensus is
obtained. It is found that if the average dwell time is chosen sufficiently large and the
total activation time of unstable subsystems is relatively small compared with that
of Hurwitz stable subsystems, the multi-agent systems can reach leader-following
consensus.

The rest of this paper is organized as follows. In Sect. 2, some preliminaries
on the graph theory and the model formulation are given. The main results are
established in Sect. 3. In Sect. 4, a numerical example is simulated to verify the
theoretical analysis. Conclusions are finally drawn in Sect. 5.

2 Preliminaries and Model

2.1 Graph Theory

We consider a system consisting of N agents labeled by agents 1 to N and a leader
labeled by 0.
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Let gD (V, ", A) be a weighted digraph of order N with the set of nodes VDf1,
2, : : : , Ng, set of edges "�V �V, and a weighted adjacency matrix AD (aij)N � N

with non-negative elements, where aij is a non-negative element if "ij 2 ", while
aijD 0 if "ij 62 ". (i, j)2 " means that node i can directly receive information
from node j. The set of neighbors is denoted by NiDf j2V : (i, j)2 ", i¤ jg. Let
(generally nonsymmetrical) Laplacian matrix LD (lij)N � N associated with directed
network g be defined by

lij D
( XN

kD1; k¤i aik i D j;
�aij i ¤ j;

which ensure the diffusion property
P N

j D 1lijD 0.

We use g D �V ; "; A� to model the network topology in this case, where V D
f0, 1, 2, : : : , Ng, " � ", A is the adjacency matrix for agents 0, 1, 2, : : : , N. To
depict whether agents are connected to the leader in digraph g, we define the leader
adjacency matrix BD diagfb1, b2, : : : , bNg associated with g, where biD ai0> 0
if the leader is the neighbor of node i and biD 0 otherwise. From the above, we
can see that the relationships between matrices A; A; B1 can be described as

A D

0 0T

N

B1 A

�
, where B1D [b1, b2, : : : , bN]T . Throughout this paper, we always

assume that the weights of all edges are 1.

2.2 Model Description

Consider the following second-order agents networks of N agents:

� Pxi .t/ D vi .t /;
Pvi .t / D ui .t /; i D 1; 2; : : : ; N: (1)

where xi(t)2Rn and ¤i(t)2Rn are the position and velocity states of the ith agent,
respectively.

The dynamics of the leader is expressed as follows:

� Px0.t/ D v0.t/
Pv0.t/ D 0 (2)

where vo(t) is a constant indicating the desired constant velocity.
Our control goal is to let all the agents follow the leader asymptotically with

the velocity of all agents converging to vo(t), namely, xi(t)! x0(t), vi(t)! v0(t) as
t!1. In this paper, the following neighbor-based protocol is used:
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ui D �.
X

j2Ni
aij .xj .t/ � xi .t//C bi .x0.t/ � xi .t///

C �.
X

j2Ni
aij .vj .t/ � vi .t //C bi .x0.t/ � xi .t/// (3)

Let piD xi� x0, qiD vi� v0, iD 1, 2, : : : N. Then (3) can be rewritten as

ui D �
X

j2Ni
aij
�
pj .t/ � pi .t/

�C �
X

j2Ni
aij
�
qj .t/ � qi .t/

� � �bipi .t/ � �biqi .t/

(4)

The system (1), (2) can be expressed as follows:

� Pp.t/ D q.t/
Pq.t/ D ��L�.t/p.t/ � �L�.t/q.t/ � �B�.t/p.t/ � �B�.t/q.t/ (5)

where, p(t)D (p1(t), p2(t), : : : , pN(t))T , q(t)D (q1(t), q2(t), : : : , qN(t))T . Let
"D (p(t)T , q(t)T )T ,then

P".t/ D F�.t/
�

0N�N IN
��L�.t/ � �B�.t/ ��L�.t/ � �B�.t/

�
".t/ (6)

P".t/ D F�.t/".t/ (7)

3 Main Results

To describe the subsystems, a piecewise constant function of time is defined as

�.t/ W Œ0;1/! 	 D f1; 2; : : :M g

where M> 1 denotes the number of topologies. The F�(t), � (t)2 f1, 2, : : : , Mg is the
error subsystems corresponding the M topologies.

For any switching signal � (t) and any t� $ � 0, let N� ($ , t) denote the number
of switchings over the interval ($ , t). Let ‰[$a, N0] denotes the set of all switching
signals satisfying

N� .$; t/ � No C t � $
$a
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where No denotes the chatter bound, and the constant $a is called the average dwell
time. The idea there is that there may exist some consecutive switching separated
by less than $a, but the average interval between consecutive switching is no less
than $a. The method used in [21] is introduced for the stability analysis of system
(7) so that a sufficient condition is given to ensure that the second-order consensus
of system (1) can be reached.

Definition 1 [21]. For certain switching signal � (t), the switched system (7) is
said to be globally exponentially stable, if there exists the constants a and � so
that k".t/k � ea��.t�t0/t k".0/k holds for all t� to. Since both Hurwitz stable
and unstable subsystems F�(t), � (t)2 f1, 2, : : : , Mg exist in (7), without loss of
generality, we assume that F1, F2, : : : Fr are unstable and remaining matrices
Fr C 1, Fr C 2, : : : FM are Hurwitz stable. Then there always exist a set of scalars
ˇi> 0 and ˛i such that

� ��eFi t
�
� � e˛iCˇi t ; 1 � i � r�

�eFi t
�
� � e˛i�ˇi t : r C 1 � i �M (8)

Let ˇCDminr C 1 � q � Mˇ
q, ˇ�Dmax1 � q � rˇ

q.
For the switching signal � (t), we define TC($ , t) and T�($ , t) denote the total

activation time of the stable subsystems and the unstable subsystems during the
interval [$ , t), t>$ � 0.

Assumption 1. Choosing a scalar ˇ*2 (ˇ,ˇC) arbitrarily for any given ˇ 2 (0,ˇC),

determine the switching signal � (t), so that T
C.t0;t/

T�.t0;t/
� ˇ�Cˇ�

ˇC�ˇ�
holds for any t> t0.

Theorem 1. Suppose Assumption 1 holds, then there is a finite positive constant
$*

a such that the switched system (7) is globally exponentially stable with stability
degree ˇ over ‰[$a, N0] for any average dwell time $a� $*

a and the chatter bound
N0> 0.

Proof. Let t1, t2, : : : denote the time points at which switching occurs,
mj 2 f1, 2, : : : , Mg denote the value of � (t) on [tj � 1, tj). Then, for t satisfying
t0< � � � < ti� t�i C 1, we have:

".t/ D eFmiC1
.t�ti /eFmi .ti�ti�1/ � � � eFm1 .t1�t0/"0 (9)

where "0D "(t0).

From the (8), we collect the terms of Hurwitz stable and unstable subsystems
respectively. Thus,

k".t/k � .
YiC1

qD1e
˛mq / eˇ

�T�.t0;t/�ˇCTC.t0;t/ k"0k : (10)
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Let ˛Dmaxq 2	˛q,!D e˛ , one has

k".t/k � e.iC1/˛Cˇ�T�.t0;t/�ˇCTC.t0;t/ k"0k
D !e˛N� .t0;t/Cˇ�T�.t0;t/�ˇCTC.t0;t/ k"0k

(11)

From the Assumption 1, we obtain

ˇ�T � .t0; t/ � ˇCTC .t0; t/ � �ˇ� �T � .t0; t/C TC .t0; t/
� D �ˇ� .t � t0/

(12)

Combining (11) and (12), we have:

k".t/k � !e˛N� .t0;t/�ˇ�.t�t0/ k"0k (13)

When ˛� 0, since !D e˛ > 0, we have

!e˛N� .t0;t/�ˇ�.t�t0/ k"0k � e�ˇ�.t�t0/ k"0k � e�ˇ.t�t0/ k"0k

By (13), we can get

k".t/k � e�ˇ.t�t0/ k"0k (14)

When ˛ > 0, based on N� .$; t/ � No C t�$
$a

, the following inequation holds

N� .t0; t/ � N0 C .t � t0/
$ �̨ (15)

on the interval [t0, t) as $a� $*
a.

Let $ �̨ D ˛
ˇ��ˇ , N0 D �

˛
, it gives N� .t0; t/ � �

˛
C .t�t0/	

˛
ˇ�

�ˇ


 , which is equivalent

to ˛N� (t0, t)�ˇ*(t� t0)� � �ˇ(t� t0). Thus,

e˛N� .t0;t/�ˇ�.t�t0/ � e��ˇ.t�t0/ (16)

Based on the above, from (13), one obtains

k".t/k � e��ˇ.t�t0/ k"0k (17)

Since � is arbitrary, N0 can also be specified arbitrarily; we conclude that the
system (7) is globally exponentially stable with stability degree ˇ over ‰[$a, N0]
for any average dwell time $a� $*

a and chatter bound N0. Proof is completed. �
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Fig. 1 Switching topologies: gi; i D 1; 2; 3; 4

4 Numerical Simulations

Consider a leader-following consensus with four switching topologies; see Fig. 1.
Let � D 2, �D 1. Similar to example 1, F1, F2, F3, F4 can be easily computed,

and it has that F1 and F2 is Hurwitz stable while F3 and F4 is unstable. From (8),
˛1D 1.8,ˇ1D 0.4, ˛2D 1.9,ˇ2D 0.4, ˛3D 1.3,ˇ1D 0.2, and ˛4D 1.0,ˇ4D 0.2.
Since ˇCD 0.4,ˇ�D 0.2, we choose ˇD 0.03,ˇ*D 0.2, then the condition in

Assumption 1 will require TC.t0;t/

T�.t0;t/
� 2, $*

aD 10.5. Then under the switching
sequence showed in Fig. 2, the multi-agent system (1) can reach the consensus,
where the evolutions of positions and velocities of all agents are shown in Figs. 3
and 4.

5 Conclusions

In this paper, we studied some stability properties of the error system of second-
order multi-agent systems with switching topologies where both Hurwitz stable and
unstable subsystems exit. A sufficient condition for the agents reaching leading-
following consensus is obtained. It is found that if the average dwell time is chosen
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Fig. 2 Switching sequence with four topologies
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Fig. 3 Position states of the agents in the multi-agent system (1) with four switching topologies

sufficiently large and the total activation time of unstable subsystems is relatively
small compared with that of Hurwitz stable subsystems, the multi-agent systems
can reach leader-following consensus.
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A Semismooth Newton Multigrid Method
for Constrained Elliptic Optimal
Control Problems

Jun Liu, Tingwen Huang, and Mingqing Xiao

Abstract A multigrid scheme is proposed for solving the Schur complement linear
systems arising in each Newton iteration when the semi-smooth Newton method is
applied to solve control-constrained elliptic optimal control problems. Numerical
experiments are performed to illustrate the high efficiency of our proposed method.
Computation simulation shows that the convergence rate is quite robust as the
regularization parameter approaches to zero.

Keywords Semismooth Newton method • Multigrid method • Elliptic optimal
control • Schur complement

1 Introduction

The optimization and control of the models of complex processes in natural
sciences, engineering, and economics often leads to optimal control problems
governed by partial differential equations with control constraints [1–3]. During
the last decade, increasing varieties of applications necessitate an extensive study
for developing efficient and robust numerical methods to approximate the optimal
solutions [4–6].

As a prototype application, we consider the following linear-quadratic elliptic
optimal control problem with an objective functional of tracking type

infu2Uad
J.u/ D 1

2
kz.u/ � dk2

L2.˝/
;

s:t: �
z D uC g in ˝; z D 0 on @˝;
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where ˝ D .0; 1/2, g; d 2 L2.˝/, and the set of admissible controls

Uad D fu 2 L2.˝/j u � u � Nu; a:e: in ˝g

with u; Nu 2 L1.˝/. It is well known [2] that the minimizer to the above problem
may not be unique. The uniqueness usually requires the objective functional to be
coercive in terms of the control function. A useful strategy of approximating an
optimal control u� is to introduce a Tikhonov regularization term as following:

infu2Uad
J˛.u/ D 1

2
kz � dk2

L2.˝/
C ˛

2
kuk2

L2.˝/
;

s:t: �
z D uC g in ˝; z D 0 on @˝;
(1)

where ˛ > 0 is the regularization parameter. With this setting, J˛.u/ is coercive and
thus its global minimizer u˛ is unique. Furthermore, we have u˛ ! u� as ˛ ! 0.

The optimal solution of (1) is characterized by the optimality system [2]:

�zC
p D �d in ˝; p D 0 on @˝:

zC ˚.p=˛/ D �g in ˝; z D 0 on @˝I (2)

where ˚.�/ is element-wise defined by ˚.f / D minfu;maxfNu; f gg.
In [4, 7], the authors presented a full approximation storage (FAS) multigrid

scheme with a projected Gauss–Seidel smoother. Its convergence rate with a fixed
step size h D 2�7 appeared to be deteriorated when ˛ � 10�6. The authors argued
that sufficiently fine mesh size h should be used to resolve the switching structure
in order to obtain better convergence rate. However, such a remedy would be very
costly. In [8], the authors theoretically proved, for an unconstrained model, their
proposed W-cycle multigrid method has an ˛-independent convergence rate which
is given by ˛ � ch4 for some constant c. A similar condition was given in [9], where
the authors developed a multigrid method with a block preconditioned Richardson
iteration as smoother for solving the KKT system arising in each iteration of a
primal-dual active-set method [10]. It was shown [11] that the primal-dual active-set
method for solving the optimality (2) is theoretically equivalent to the semi-
smooth Newton method. However, the primal-dual active-set approach is required
to introduce an additional parameter that limits the computational efficiency when
˛ is sufficiently small. It is known that the semi-smooth Newton method, under
suitable assumptions, has a solid provable mesh-independent convergence [12].
This motivates us to improve the semi-smooth Newton iteration by using multigrid
method, which differs from [9] by discarding the Lagrange multipliers. This simple
but critical difference allows us to obtain a more robust Gauss–Seidel smoother for
solving the Schur complement part. Our proposed approach appears to be able to
handle those cases when ˛ ! 0 in an efficient way.

Our paper is organized as follows. In Sect. 2 we present a new approach
by combining the semismooth Newton iteration and the multigrid method to
approximate the solution of (2). The discretization is based on finite difference.
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Numerical examples are given in Sect. 3 to demonstrate the effectiveness of the
proposed approach. Concluding remarks are presented in Sect. 4.

2 Semismooth Newton Multigrid Method

In this section, we focus on the numerical scheme for solving the optimality
system (2). This is a typical optimize-then-discretize approach. Let us discretize
˝ uniformly as

˝h D
˚
.xi ; yj / D .ih; jh/j i D 0; 1; 2; � � � ; n; j D 0; 1; 2; � � � ; n:�

with step size h D 1=n. Denote the approximations to f .x; y/ over all grid points
.xi ; yj / by a grid function Qfh defined on ˝h. We define the discrete L2h norm [7] of

a grid function Qfh on ˝h by k Qfhk2 D
	
h2
P

.xi ;yj /2˝h Qfh.xi ; yj /2

1=2

: A standard

second order five-point finite difference approximation to (2) gives

�zh C
hph D �dh;

hzh C ˚. 1˛ph/ D �gh

(3)

where 
h D .I ˝ Ah/ C .Ah ˝ I / with Ah D tridiag.1;�2; 1/=h2 and fh is the
vectorization [13] of the matrix F.fh/ defined by ŒF.fh/�i;j D Qfh.xi ; yj /: Here we
also define kfhk2 WD k Qfhk2 as above. For any vector v 2 R

m, the diagonal matrix
D.v/ 2 R

m�m is defined as ŒD.v/�i i D vi for 1 � i � m.
Let X; Y be Banach spaces and S be an open subset of X . The mapping F W

S 7! Y is called slantly differentiable [11, 14] in the open subset U � S if there
exists a family of mappings G W U 7! L .X; Y / such that

limıx!0
1

kıxkkF.x C ıx/ � F.x/ �G.x C ıx/ıxk D 0:

for every x 2 U . We call such G a slanting function of F .

Theorem 2.1 ([11]). Suppose that x� is a solution of F.x/ D 0 and F is slantly
differentiable in an open neighborhood U containing x� with slanting function
G.x/. If G.x/ is nonsingular and kG.x/�1k is bounded for all x 2 U , then the
Newton iteration

xkC1 D xk �G.xk/�1F.xk/; k D 0; 1; 2; � � � (4)

converges super-linearly to x�, provided that x0 � x� is sufficiently small.

Rewrite (3) as

F.zh; ph/ WD
 �zh C
hph C dh

hzh C ˚. 1˛ph/C gh

�
D 0:
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Then it’s easy to verify that F has a slanting function

G.zh; ph/ D
�I 
h


h
1
˛
D
�
�. 1

˛
ph/

�
�

with the element-wise defined characterization function

�.f .x// D
�
1; if u.x/ < f .x/ < Nu.x/I
0; otherwise:

Then the semi-smooth Newton method [5, 6] to (3) iterates according to

"
zkC1
h

pkC1
h

#

D
"

zkh
pkh

#

�G.zkh; pkh/�1F.zkh; pkh/; k D 0; 1; 2; � � �

where the initials .z0h; p
0
h/ is chosen as the unconstrained solution. For a 2-by-2

partitioned nonsingular matrix with a nonsingular .1; 1/ block we have [13]


A11 A12
A21 A22

��1
D

I �A�1

11 A12
0 I

� 
A�1
11 0

0 .A22 � A21A�1
11 A12/

�1
� 

I 0

�A21A�1
11 I

�
:

Using this formula, it is straightforward to get the uniformly bound

��G.zkh; p
k
h/

�1��
2
� .2C k
�2

h k2/ < 2C 1
162
;

which verifies the non-singularity and boundedness condition in Theorem 2.1.
Denote Dkh WD D

�
�. 1

˛
pkh/

�
. In each iteration, we need to solve the symmetric

system

�I 
h


h
1
˛
Dkh

� 
ızk

ıpk

�
D F.zkh; pkh/: (5)

When (5) is only approximately solved, it gives the inexact Newton method [15].
The review paper [16] summarized modern numerical methods for solving (5).
However, the numerical computation of (5) becomes more challenging as ˛ ! 0

since the system tends to be more ill-conditioned. The fixed-point iterative methods
usually deteriorates or fails to converge when ˛ becomes small (about O.10�3/).

In the following, we illustrate how to solve (5) numerically by making use of
multigrid method. Applying the partitioned inverse formula to (5) gives


ızk

ıpk

�
D

I 
h

0 I

� �I 0

0 . 1
˛
Dkh C
2

h/
�1
� 

I 0


h I

�
F.zkh; p

k
h/:
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Therefore, we only need to solve the following symmetric positive definite linear
system comes from the Schur complement part

. 1
˛
Dkh C
2

h/wh D fh: (6)

The systems (6) also become very ill-conditioned as ˛ ! 0. The multigrid method
has been successfully employed to solve ill-conditioned Toeplitz systems [17].
Unfortunately, here the underlying system (6) is not Toeplitz. Therefore, to develop
some suitable approximation scheme becomes necessary.

For a given linear system discretized with finest mesh-size h

Shwh D fh;

the �-cycle multigrid scheme can be delineated as Algorithm 1 [19]. The case
� D 1 and �D 2 is known as V-cycle and W-cycle, respectively. It is customary
to accelerate above �-cycle multigrid scheme by combining with a nested iteration.
The corresponding full multigrid (FMG) method is described in Algorithm 2
[18, 19].

We choose the red-black Gauss–Seidel iteration as the smoother smooth.
Note that Jacobi and Gauss–Seidel methods for solving biharmonic equations are
discussed in [20]. Moreover, we define the restriction operator IHh from the full-

weighting averaging with stencil 1
16

2

4
1 2 1

2 4 2

1 2 1

3

5 and the prolongation operator I hH

from linear interpolation with stencil 1
4

2

4
1 2 1

2 4 2

1 2 1

3

5. The remaining tricky part is

Algorithm 1 The general �-cycle multigrid

Steps wh WD MG.h; Sh;w0; fh/

– IF (h DD h0)

(1) Solve: Shwh D fh

– ELSE

(2) Pre-smooth �1 times: wh WD smooth�1 .Sh;w0; fh/
(3) Restriction: rH WD IHh .fh � Shwh/

(4) Initialize correction: ıH WD 0

(5) Recursion � times: ıH WD MG�
.H; SH ; ıH ; rH /

(6) Prolongation: ıh WD I hH ıH

(7) Correction: wh WD wh C ıh

(8) Post-smooth �2 times: wh WD smooth�2 .Sh;wh; fh/
– ENDIF

(9) RETURN wh.
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Algorithm 2 The recursive �-cycle full multigrid

Steps wh WD FMG.h; Sh; fh/

– IF (h DD h0)

(1) Solve: Shwh D fh

– ELSE

(2) Restriction: fH WD IHh fh

(3) Recursion: wH WD FMG.H; SH ; fH /
(4) Prolongation: wh WD I hHwH
(5) One �-cycle iteration: wh WD MG.h; Sh;wh; fh/

– ENDIF

(6) RETURN wh.

to construct the coarse grid operator SH . Unlike the algebraic way, we perform
coarsening in a geometric way by performing the finite difference discretization
with a coarse step-size H . There are two possible approaches to coarse the non-
smoothness operator Dkh. We first apply the restriction operator IHh to the adjoint
variable pkh to obtain

DkH WD D
�
�. 1

˛
IHh p

k
h/
�

which fails to achieve a satisfactory convergence rate in our simulations. This is
mainly due to losing too much information during coarsening. We thus place the
restriction operator IHh after the characterization of pkh by �, that is,

DkH WD D
�
IHh �.

1
˛
pkh/

�
; (7)

which gives the corresponding coarse operator as SH WD DkH C 
H . In summary,
we have defined the smoothing operator smooth, the restriction operator IHh , the
prolongation operator I hH , and the coarse grid operator SH .

3 Numerical Results

All numerical experiments are implemented using MATLAB on a laptop with
Intel(R) Pentium(R) CPU P6100@2.00 GHz and 6 GB RAM. We set H D 2h,
h0 D 2�2, w0 D 0 and .�; �1; �2/ D .2; 4; 4/. Numerical experiments show that the
W-cycle performs robuster than the V-cycle. Usually, one FMG iteration suffices to
reduce the error of the approximation to the level of discretization. Thus, we only
perform one FMG iteration plus one additional W-cycle iteration to approximately
solve (6) at each Newton iteration. The stopping criterion for the outer Newton
iteration is
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Table 1 The results of semi-smooth Newton multigrid method with ˛ D 10�8

n kz � zhk2 EOC kp � phk2 EOC ku � uhk2 EOC Iter CPU

2�2 3.60e�03 1.17e�01 5.59e�01 4 0.04

2�3 8.53e�04 2.1 2.65e�02 2.1 2.08e�01 1.4 4 0.05

2�4 1.91e�04 2.2 6.48e�03 2.0 7.40e�02 1.5 4 0.14

2�5 4.54e�05 2.1 1.61e�03 2.0 2.62e�02 1.5 4 0.35

2�6 1.12e�05 2.0 4.02e�04 2.0 9.27e�03 1.5 4 0.96

2�7 2.78e�06 2.0 1.00e�04 2.0 3.28e�03 1.5 3 2.40

2�8 6.95e�07 2.0 2.51e�05 2.0 1.16e�03 1.5 3 9.22

2�9 1.74e�07 2.0 6.27e�06 2.0 4.07e�04 1.5 4 44.00

�����

"
zkC1
h

pkC1
h

#

�
"

zkh
pkh

#�����
2

� 10�8:

Notice that different stopping criterion may result in different iteration numbers. The
experimental order of convergence (EOC) is estimated by EOC D log2.e2h=eh/,
where eh denotes the discrete L2h error norms of zh, ph, and uh, respectively.

Example 1 ([4]). Let u D �1 and Nu D 1. Choose d.x; y/ and g.x; y/ such that
z D sin.�x/ sin.�y/ and p D sin.2�x/ sin.2�y/.

Table 1 shows the error norms, convergence orders, iteration numbers, and the
computation times for our proposed method applied to Example 1 with ˛ D 10�8.
First, one can see that the discretize L2h norm errors for state and adjoint approxima-
tions showing expected second-order convergence and the control exhibits 3

2
-order

convergence. Second, the number of semismooth Newton iterations to fulfill the stop
criterion is mesh-independent. Last, the computational time does present a roughly
fourfold increasing since the number of unknowns quadruples from one level to
the next, which numerically verifies the optimal O.N/ complexity of one FMG
iteration.

Table 2 reports how the required numbers of Newton iterations are influenced by
the regularization parameter ˛ and discretization step-size h. The almost staggering
iteration numbers under all cases illustrate that our proposed method is very
robust with respect to the regularization parameter ˛. Numerically, Table 2 tells
that violating the condition ˛ � ch4 [8, 9] does not necessarily deteriorate the
convergence rate of our proposed method. We believe this advantage comes from
our critical step of applying multigrid to the reduced Schur complement system (6)
instead the full Newton system (5), which permits an effective and robust Gauss–
Seidel smoother.

Example 2 ([7]). Let u D �30, Nu D 30, g D 0, and d.x; y/ D sin.4�x/ sin.2�y/.
Table 3 displays the convergence iteration numbers for solving Example 2. We
do observe slightly increasing of the iteration numbers for fix h as ˛ ! 0. This
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Table 2 The numbers of semi-smooth Newton iterations for
varying h and ˛ appending (Example 1)

hn˛ 10�2 10�4 10�6 10�8 10�10 10�12 10�14

2�2 2 2 4 4 4 4 4

2�3 4 4 4 4 4 4 4

2�4 4 4 4 4 4 4 4

2�5 3 4 4 4 4 4 4

2�6 3 4 4 4 4 4 4

2�7 3 3 3 3 3 3 3

2�8 3 3 3 3 3 3 3

2�9 3 3 3 4 3 3 3

Table 3 The numbers of semi-smooth Newton iterations for
varying h and ˛ appending (Example 2)

hn˛ 10�2 10�4 10�6 10�8 10�10 10�12 10�14

2�2 1 1 1 1 1 1 1

2�3 1 3 3 3 3 3 3

2�4 1 3 4 4 4 4 4

2�5 1 3 4 5 5 5 5

2�6 1 3 4 5 6 6 6

2�7 1 3 4 5 7 8 9

2�8 1 3 4 5 6 10 13

2�9 1 3 4 5 7 9 15

is reasonable since one FMG iteration may only provide solutions with limited
accuracy to (6), especially for those ill-conditioned cases with ˛ � 10�12.

4 Concluding Remarks

We have developed a full multigrid scheme for accelerating the semi-smooth
Newton method which can be applied to the control-constrained elliptic optimal
control problems. Compared to existing methods, numerical results show that our
proposed method has a robust convergence rate with respect to the regularization
parameter.

Acknowledgements This work was supported by National Priority Research Project NPRP
4-451-2-168 funded by Qatar National Research Foundation.
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Modified DIRECT Algorithm for Scaled Global
Optimization Problems

Qunfeng Liu, Jianxiong Zhang, and Fen Chen

Abstract DIRECT is a popular deterministic algorithm for global optimization
problems. It can find the basins of attraction for global or local optima efficiently,
especially when dimension is small. Recently, we have proposed a class of modified
DIRECT algorithms to eliminate the sensitivities of the original DIRECT to linear
scaling of the objective function. In this paper, we devote to find a specific algorithm
with best performance among this class. We compare the performance of the
modified DIRECT algorithms on the GKLS test set. Numerical results show that
DIRECT-median performs outstanding among this class. What is more, numerical
results also show that DIRECT-median can find solutions with high accuracy much
more efficiently than the original DIRECT.

Keywords Global optimization • DIRECT algorithm • Linear scaled objective
function

1 Introduction

Global optimization problems come from a broad arrange of applications, such as
engineering design, financial analysis, chemistry and biology computations, etc.
[1–7]. However, due to the lacking of global optimal condition, it is hard to develop
efficient algorithms for global optimization problems.

In this paper, we focus on the DIRECT algorithm for the following bound
constrained global optimization problems

min
x2˝ f .x/; (1)

where ˝ D fx 2 R
nj � 1 < li � xi � ui < 1; li < ui ; i D 1; : : : ; ng, and the

dimension n is often small [8–10].
DIRECT is the abbreviation of DIviding RECTangle. Through dividing the

feasible region ˝ into more and more small hyperrectangles, DIRECT is able to
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find the attraction basin of the global optimal solution efficiently [11–14]. Due to
its convergence guaranteeing [8, 15], DIRECT is popularly used in applications.
For example, DIRECT and its several variants have been adopted in some popular
packages, e.g., the Tomlab package [16, 17].

In [11,18], it has been pointed out that DIRECT is sensitive to the additive scaling
of the objective function. In [11], a parameter adaptive approach has been proposed
to eliminate the sensitivity. Such approach is substituted with another approach
in [18]. The new approach is easy to implement and adds no additive parameter.

Motivated by Finkel and Kelley [18], we have proved in [19] that the original
DIRECT’s sensitivities to the additive scaling of the objective function stem
from the definition of the potential optimal hyperrectangle (POH). Based on the
theoretical proof, we proposed a class of modified DIRECT algorithms which
eliminate the whole sensitivities to any kind of linear scaling of the objective
function. We denote this class of modified DIRECT algorithms as MDIRECT.

In this paper, we compare the performance of different MDIRECT algorithms
on the popular GKLS test function set [20, 21]. Our main purpose is to select one
MDIRECT algorithm with best performance.

We organize this paper as follows. In Sect. 2, we review the MDIRECT algorithm
briefly. In Sect. 3, we introduce the GKLS test function set. In Sect. 4, we report the
numerical results. In the final section, we give some conclusions.

2 Modified DIRECT Algorithms

MDIRECT adopts the same approach as DIRECT to divide the feasible region. The
only difference between MDIRECT and DIRECT is that they adopt different ways
to identify the POHs, which contains the optimal solution potentially, for further
dividing.

Specifically, the original DIRECT adopts the following definition of POH.

Definition 7. Given � > 0 and the index set of the hyperrectangles S . Let fmin be
the known minimal function value, and ci ; �i be the center and the size of the i th
hyperrectangle. If there is a constant � > 0, such that the following inequalities
hold

f .cj / � ��j � f .ci / � ��i ; 8i 2 S; (2a)

f .cj / � ��j � fmin � �jfminj; (2b)

then the j th hyperrectangle is a POH.

In [19], we have proved that Definition 7 makes the original DIRECT be sensitive
to linear scaling to the objective functions. Therefore, MDIRECT adopts a new
definition of POH, which is modified slightly from the above definition.

Definition 8. Given � > 0 and the index set of the hyperrectangles S . Let fmin be
the known minimal function value, and ci ; �i be the center and the size of the i th
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hyperrectangle. If there is a constant � > 0, such that the following inequalities
hold

f .cj / � ��j � f .ci / � ��i ; 8i 2 S; (3a)

f .cj / � ��j � fmin � �jfmin � fcc j; (3b)

then the j th hyperrectangle is a POH. In (3b), fcc is any convex combination of
gathered function values.

Based on Definition 8, MDIRECT can eliminate the whole sensitivities to any
linear scaling of the objective function. See [19] for more details.

From Definition 8 we obtain a class of MDIRECT algorithms, each with different
fcc . Denote F as the set of the gathered function values, then

• let fcc equals the median of F , we obtain the DIRECT-median algorithm [18];
• let fcc be the average of ff jQ1 � f � Q3g � F , where Q1 and Q3 are two

quartiles of F , then we obtain the DIRECT-a algorithm [19].

Besides DIRECT-median and DIRECT-a, there are still many other MDIRECT
algorithms through defining different fcc . For example, let fcc equal the maximal
value or the minimal value or the average value of F , then we obtain different
MDIRECT algorithms. However, both the maximal value and the average value
are sensitivity, while the minimal value is often too small. Therefore, these choices
are not proper.

In this paper, we mainly compare the performance of DIRECT-a and DIRECT-
median. In [19], preliminary numerical results on a small test function set show that
DIRECT-a performs slightly better than DIRECT-median. In this paper, we will
compare their performance on a much larger test function set, the GKLS test set.

3 The GKLS Test Set

The GKLS test set proposed in [20, 21] is designed specially for comparing of
optimization algorithms for bound constrained global optimization problems.

GKLS contains three classes of test functions: non-differentiable (ND-type)
functions, continuously differentiable (D-type) functions, and twice continuously
differentiable (D2-type) functions. Each test class consists of 100 functions. All
test functions in GKLS are generated by defining a convex quadratic function
(paraboloid) and then systematically distorts randomly selected parts of this function
by polynomials in order to introduce local minima.

In order to determine a class, the user defines the following parameters:

• problem dimension,
• number of local minima including the paraboloid min and the global min,
• global minimum value,
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• distance from the paraboloid vertex to the global minimizer,
• radius of the attraction region of the global minimizer.

All other necessary parameters are generated randomly for all 100 functions of the
class. The C code of GKLS can be downloaded from the following website: http://
si.deis.unical.it/~yaro/GKLS.html.

4 Numerical Experiments

In this section, we compare the performance of the following algorithms on the
GKLS test set.

• DIRECT: The original DIRECT algorithm proposed in [8].
• DIRECT-median: The first modified DIRECT algorithm for scaled global opti-

mization problems, which was proposed in [18] firstly and then proved theoreti-
cally to be insensitive to linear scaling in [19].

• DIRECT-a: A modified DIRECT algorithm proposed in [19] for scaled global
optimization problems.

The last two algorithms have different fcc , see Sect. 2 or [18, 19] for more details.

4.1 Experiments Setup

In our experiments, we adopt default parameters of GKLS except the dimension of
function. Because DIRECT is only suitable for small scale problems, we test 300
2D functions and 300 5D functions generated from GKLS. Specifically, for each
type (ND, D and D2) and each dimension, we test 100 functions. Totally, we test
600 functions.

We use the codes of DIRECT written by D.E. Finkel in Matlab. The codes
can be downloaded from the following website: http://www4.ncsu.edu/~ctk/Finkel_
Direct/. See [22] for its user-guide. Because GKLS is written in C, we have written
an interface program for DIRECT and GKLS.

We compare the number of function evaluations needed for each algorithm to
achieve convergence. The convergence is defined in the following way

fmin � fglobal

jfglobalj < perror; (4)

where fglobal is the known global optima, fmin is the best function value obtained by
each algorithm. The accuracy parameter perror is a given small positive constant. In
our experiments, for each function, we test six different perror .1e�k; k D 2; : : : 7/.

The budget of function evaluations is 15,000 in our experiments. If the con-
vergence is not achieved within 15,000 function evaluations, then the algorithm

http://si.deis.unical.it/~yaro/GKLS.html
http://si.deis.unical.it/~yaro/GKLS.html
http://www4.ncsu.edu/~ctk/Finkel_Direct/
http://www4.ncsu.edu/~ctk/Finkel_Direct/
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stops and the actual number of function evaluations (slightly larger than 15,000) is
accepted as the computational cost. This will bias to the original DIRECT algorithm.

For each type of functions, we select two functions randomly and illustrate
these three algorithms’ performance on them with a budget of 100,000 function
evaluations.

4.2 Numerical Results

First, for each type of functions, we list how many functions can be solved by these
three algorithms. Second, we report how the accuracy constant perror affects the
performance. Third, we report how the modified DIRECT improves (or degenerates)
the original DIRECT’s performance. These numerical results are summarized in
Table 1 (where DIRECT-median is denoted as DIRECT-m).

In Table 1, for each type of functions, the first three rows show how many
functions have been solved by each algorithm; the second three rows show how
the accuracy constant perror affects the performance of these three algorithms; and
the last three rows show how the robustness affects the performance.

Specifically, the ratios

200X

iD1

N i .perror/

N i .1e � 2/ ; perror D 1e � 2; : : : ; 1e � 7

are summarized in the second three rows for each type of functions, where
N i.perror/ denotes the number of function evaluations needed for the i -th function
to achieve convergence defined by (4).

The following ratios

200X

iD1

ni .perror/

niD.perror/
; perror D 1e � 2; : : : ; 1e � 7

are summarized in the last three rows for each type of functions, where ni .perror/
denotes the number of function evaluations needed for the i -th function to achieve
convergence for three algorithms, while niD.perror/ denotes the number of function
evaluations needed for the i -th function to achieve convergence for DIRECT.

From Table 1 we can see that, for each type of functions, all algorithms can
solve more than 95% of the functions when perror � 1e � 4. However, when
perror decreases, more and more functions cannot be solved. For example, when
perror D 1e � 7, both DIRECT-a and DIRECT-median can only solve about 50%
of the functions, while DIRECT-median can solve more than 70%.

What is more, when peero � 1e�5, the smoothness of functions seems to bring
no benefit for both DIRECT and MDIRECTs. However, when perror < 1e� 5,
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Table 1 Numerical results for three algorithms on three different types of functions

perror D 1e�2 1e�3 1e�4 1e�5 1e�6 1e�7

ND-type DIRECT 200 200 200 200 120 100

DIRECT-a 200 200 200 191 133 102

DIRECT-m 200 200 200 190 179 143

DIRECT 1 1.3562 1.8753 3.4694 13.1155 40.8566

DIRECT-a 1 1.3549 1.9007 3.6477 9.4539 15.2362

DIRECT-m 1 1.3564 1.9054 2.9708 4.6672 9.2237

DIRECT 1 1 1 1 1 1

DIRECT-a 1.0092 1.0105 1.0265 1.1825 0.9284 0.6581

DIRECT-m 1.0157 1.0171 1.0344 1.0250 0.6544 0.5270

D-type DIRECT 195 193 192 189 101 100

DIRECT-a 195 193 191 187 121 102

DIRECT-m 194 193 191 186 173 151

DIRECT 1 1.3418 1.6994 2.3825 12.5539 32.5093

DIRECT-a 1 1.3415 1.7180 2.8970 9.9906 13.5826

DIRECT-m 1 1.3421 1.7184 2.6873 3.9212 7.0313

DIRECT 1 1 1 1 1 1

DIRECT-a 1.0039 1.0042 1.0160 1.3038 0.8804 0.6694

DIRECT-m 1.0079 1.0085 1.0202 1.2812 0.6064 0.4858

D2-type DIRECT 193 192 190 190 146 101

DIRECT-a 192 191 189 189 153 108

DIRECT-m 192 191 189 189 180 160

DIRECT 1 1.3047 1.5940 2.0881 7.6973 17.8755

DIRECT-a 1 1.3024 1.6081 2.3846 6.4490 12.3556

DIRECT-m 1 1.3020 1.6095 2.2823 3.6164 5.7218

DIRECT 1 1 1 1 1 1

DIRECT-a 1.0105 1.0105 1.0210 1.1831 1.1077 0.8143

DIRECT-m 1.0165 1.0164 1.0275 1.1622 0.9120 0.5666

smoothness brings clear benefits for these algorithms, especially for DIRECT-
median.

From the second three rows for each type of functions we can see that more and
more computational costs are needed to achieve convergence as perror decreases.
For example, for DIRECT, the computational cost when perror D 1e � 7 is dozens
of times larger than that when perror D 1e � 2. For DIRECT-median, it is no more
than ten times larger. It is clear that the computational costs increase more rapidly
for the original DIRECT than modified DIRECTs.

It needs to note that if the convergence cannot be achieved within 15,000 function
evaluations, then the algorithm stops and the number of function evaluations at that
time is simply taken as the computational cost. Because DIRECT-median solved
much more problems than DIRECT when perror � 1e � 6, thus the numerical
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results are biased to DIRECT. In other words, we can say that the modified DIRECT
especially DIRECT-median performs much better than DIRECT.

From the last three rows for each type of functions we can see that the modified
DIRECT algorithms sometimes degenerate the performance of DIRECT when the
required accuracy is low (perror � 1e�5). However, when the required accuracy is
high (perror < 1e � 5), DIRECT-a and DIRECT-median perform much better than
DIRECT. For example, when perror D 1e � 7, the needed computational cost for
DIRECT-median is almost half of that for DIRECT.

In order to compare the performance of these three algorithms deeply, we
illustrate the residual histories of some selected functions. First, we generate two
integer numbers no more than 100 randomly. As a result, 56 and 97 are generated.
Then the No.56 2D function and the No.97 5D function are selected for ND-type
functions, D-type functions, and D2-type functions, respectively. Because these
algorithms have similar performance on ND-type functions, D-type functions, and
D2-type functions, here we only provide the illustration for ND-type.

Figure 1 shows the residual histories of the No.56 2D ND-type function and
the No.97 5D ND-type function, respectively. The budget of function evaluations is
100,000. In Fig. 1, vertical coordinate shows the logarithm of the residual, which is
defined by the difference between the minimal value found by the algorithm and the
global optimal value.

From the left subfigure in Fig. 1 we can see that all these three algorithms achieve
convergence for the No.56 2D ND-type function. DIRECT-median and DIRECT-a
perform very well, their computational costs are no more than 4,000, while DIRECT
needs more than 75,000. From the right subfigure we can see that both DIRECT and
DIRECT-a do not achieve convergence within 100,000 function evaluations, while
DIRECT-median solves it within 30,000 function evaluations.

Fig. 1 Residual history of No.56 2D ND-type function and No.97 5D ND-type function



414 Q. Liu et al.

Both subfigures show that when the required accuracy is low, there is no clear
advantage for modified DIRECT algorithms. However, as the required accuracy
increases, their advantages are more and more clear.

5 Conclusions

In this paper, we compared the performance of a class of modified DIRECT
algorithms on the GKLS test function set. Our main purpose was to find the best
one among this class of modified DIRECT algorithms.

GKLS was designed specially for comparison of algorithms for bound con-
strained global optimization problems. It was very suitable for our comparison.

Totally 600 small-scale test functions were tested in our experiments. The
numerical results showed that, although modified DIRECT may degenerate the
performance of the original DIRECT when the required accuracy is low, they
performed very well when the required accuracy is high. Moreover, our numerical
results show that DIRECT-median seemed to the best modified DIRECT algorithm.
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(Ministry of Education in China) Project of Humanities and Social Sciences (Project
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A Fast Tabu Search Algorithm for the Reliable
P-Median Problem

Qingwei Li and Alex Savachkin

Abstract Lean distribution networks have been facing an increased exposure to
risk of unpredicted disruptions causing significant economic forfeitures. At the same
time, the existing literature features very few studies which examine the impact
of facility fortification for improving network reliability. In this paper, we present
a reliable P -median problem (RPMP) for planning distribution networks against
disruptions. We consider heterogeneous facility failure probabilities, one layer of
supplier backup, and facility fortification within a finite budget. The RPMP is
formulated as nonlinear integer programming model and we develop a Tabu search
heuristic that is capable of solving large size problems efficiently.

1 Motivation

In the last few decades, lean manufacturing and just-in-time inventory philosophy
have been widely implemented by global enterprises. According to [1], 36 % of
U.S. companies and 70 % of UK companies are using lean as their principle to
become more efficient. Inasmuch as such reductionism has boosted the operational
efficiency of the companies, it has also elevated their risk exposure to unpredicted
disruptions. Such disruptions, as triggered by forces of nature, process hazards, and
human intervention can have a potential to entail staggering economic ramifications.
This is evidenced by the following sample of recent multi-billion enterprise
forfeitures lost to disrupted distribution networks.

The foot-and-mouth disease scare in the U.K. in 2001 caused the USA to ban
meat imports from European Union [2]. The ban costed European exporters as much
as $458 million a year in sales. In 2003, the outbreak of the deadly lung disease
SARS disrupted the manufacturing and importing of furniture made in China, which
accounted for about 15 % of all furniture sold in the USA [3]. After the terrorist
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attacks on September 11, 2001, all U.S. borders were closed and all flights were
canceled. This lockdown forced Ford Motors to idle several assemble lines, as
components supplied from outside the USA were delayed [4]. In that quarter, Ford
Motor’s output was down by 13 % compared to its production plan.

As seen from examples above, it is clear that disruptions can halt production,
paralyze distribution of products/service, and cause multi-million dollar losses.
There is an utmost need for an enterprise distribution network planning that can
offer more robustness than what are available today.

2 Status of Current Literature

In literature, only a small fraction of the proliferate supply chain literature studies
the impact of disruptions, most of which focuses on localized issues such as
inventory management with supply/demand disruptions. Traditional research efforts
on distribution network design are narrowed down at minimizing total operational
costs and constructing cost by leveraging economics of scale. These works often
yield results that overconcentrate resources and the resulting optimal solutions can
be very unstable when disruptions occur.

Only a few works in the literature have been dedicated to the design of reliable
distribution networks to hedge the impact of random disruptions. The work is
pioneered by Eiselt et al. [5]. The main application area of the model discussed
is computer networks. The authors present an algorithm to solve the problem and
optimally locate nodes for an undirected simple network. The limitation of the work
is the assumption that only one node fails at a time.

Snyder and Daskin [6] presented two reliability models for facility location: a
reliable P -median and a reliable uncapacitated fixed-charge location model. Cui
et al. [7] and Li et al. [8] relaxed the assumption of equal failure probabilities to
location specific probabilities. Li and Ouyang [9] further expanded this direction
by considering correlated and site specific probabilities. Li et al. [10] looked at a
more integrated supply chain design problem and considered the case in which both
the supplier and retailers are disrupted randomly. Peng et al. [11] introduced the
P-robustness criterion so that the designed supply network performs well in both
disrupted and normal conditions. A hybrid metaheuristic algorithm was proposed.

A few recent articles have taken the analysis one step further and examined the
impact of facility fortification on the reliability of existing networks. Church et al.
[12] examined two related network interdiction problems: the r-interdiction median
and the r-interdiction covering model. Both models are based on the P -median
problem. The only study of P -median problem design with fortification is by Li
et al. [8]. This paper aims at developing an efficient solution algorithm that runs
faster comparing to [8]. This could allow problems with much larger sizes being
solved in reasonable amount of time.
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3 Model Formulation

Define I to be the set of customers, J the set of potential facility locations, and P
the number of facilities to open. Each customer i 2 I has a demand hi . Let dij � 0
be the cost of transporting one unit of demand from facility location j 2 J to
customer i (with the convention that dii D 0 8i ). Associated with each facility j is
the failure probability 0 � qj � 1. The events of facility failures are assumed to be
independent [6, 7, 13]. Once a facility fails, it becomes unavailable. Each customer
is assigned a primary supplier and a different backup supplier (as in [13]). While
[13] required each backup facility to be “totally reliable” (i.e., always available),
we consider that for any customer, the probability of a simultaneous failure of its
primary and backup supplier is negligible.

Our model incorporates facility fortification whereby reliability of facilities can
be improved at some cost. We assume that if a facility is fortified, it becomes non-
failable. The total cost of fortifying facility j includes the setup cost and the variable
cost components. The setup cost Sj is a fixed cost required to implement facility
fortification (examples include the costs of R&D, contract negotiation, overhead,
personnel training, etc.). The variable fortification cost varies with the amount of
reliability improvement of the facility. Examples include the cost of acquiring and
installing the units of protective measures, the cost of procurement and storage
of backup inventory, and the cost of hiring extra workforce. We define rj as the
cost associated with the unit reduction in the failure probability of facility j . Our
model incorporates a total available fortification budget B . Finally, the facilities are
assumed to have unlimited capacity (as in [6, 7, 13]).

Xj D
�
1; if a facility is opened at location j I
0; otherwise:

Yij 0 D
�
1; if customer i has facility j as the primary supplierI
0; otherwise:

Yij1 D
�
1; if customer i has facility j as the backup supplierI
0; otherwise:

Zj D
�
1; if facility j is fortifiedI
0; otherwise:

We formulate the problem as follows:

.RPMP/ minimize
X

i2I

X

j2J

�
hidij Yij 0.1 � qj .1 �Zj //

Chidij Yij1
X

r2J; r¤j
qrYir0.1 �Zr/

�
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subject to

X

j2J
Yij 0 D 1; 8i 2 I (1a)

X

j2J
Yij1 D 1; 8i 2 I (1b)

Yij0 C Yij1 � Xj ; 8i 2 I; j 2 J (1c)
X

j2J
Xj D P (1d)

X

j2J
.Sj C rj qj /Zj � B (1e)

Xj ;Zj 2 f0; 1g; 8j 2 J (1f)

Yij0; Yij1 2 f0; 1g; 8i 2 I; j 2 J: (1g)

The objective function of the reliable P -median problem (RPMP) is the expected
total transportation cost associated with satisfying the demands of all customers.
Constraint (1a) and (1b), respectively, assures that each customer is assigned only
one primary and one backup supplier. Constraint (1c) serves two purposes. First, it
guarantees that only open facility can serve as a supplier. It also assures that for each
customer, the primary and backup suppliers are different facilities. Constraint (1d)
demands P facilities to be opened. Constraint (1e) is the total fortification budget
constraint. Finally, (1f) and (1g) are the integrality constraints.

4 A Tabu Search Heuristic

The RPMP is N P-hard [8] and has a nonlinear objective function. The Lagrangian
relaxation based algorithm developed in [8] runs relatively slow. This motivated us
to develop a Tabu search solution heuristic that is capable of solving large problem
fast. First, we have the following properties of this problem.

For simplicity, let Qu D qu.1 � Zu/ and S be a location solution if S � J; k
S kD P . We further assume that qj � 0:5. Otherwise the facilities would be highly
unreliable and out of the research scope of this paper.

Theorem 1. If customer i 2 I is assigned to supplier p 2 S as its primary
supplier and to supplier b 2 S as its backup supplier in an optimal solution S , then
dip < dib .

Proof. For customer i 2 I , suppose dip < dib .
If assign p as primary supplier, b as backup supplier, the transportation cost is:
dip.1 � Qp/ C dibQp . If assign b as primary supplier, p as backup supplier, the
transportation cost is: dib.1 �Qb/C dipQb .
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The difference between the two is:
Œdip.1�Qp/CdibQp��Œdib.1�Qb/CdipQb� D dip.1�Qp�Qb/Cdib.Qp�1C
Qb/ D dip.1�Qp�Qb/�dib.1�Qp�Qb/ D .dip�dib/.1�Qp�Qb/ < 0 ut
Theorem 2. Given a solution S , customer i 2 I is assigned to supplier p 2 S
as its primary supplier if dip is the minimum of dir ;8r 2 S ; customer i 2 I is
assigned to supplier b 2 S as its backup supplier if dib is the second minimum of
dir ;8r 2 S .

Proof. Assume customer i select u; v 2 S as its primary and backup supplier. Let
p; b 2 S be i ’s two closest suppliers such that dip < dib . From Theorem 1, we
know that diu < div. The distance mapping from node u; v; p; b to customer i can
only fall into three cases below:

1. d�p � d�b � d�u � d�v. Due to the objective function is a convex combination of
diu and div, it’s clear that any point between p and b is smaller than any point
between u and v. Therefore .u; v/ is not optimal in this case.

2. d�p � d�b D d�u � d�v. Similar to the proof for case 1.
3. d�p D d�u � d�b � d�v. Œdiu.1 �Qu/C divQu� � Œdip.1 �Qp/C dibQp�

= Œdip.1 � Qp/ C divQp� � Œdip.1 � Qp/ C dibQp� = divQp � dibQp > 0.
Therefore .u; v/ is not optimal in this case.
So we conclude that if p; b are the two closest locations, then .p; b/ results in
the optimal solution.

ut
Theorem 3. If S is optimal solution without fortification, S is also optimal with
fortification.

Proof. From the proofs of Theorems 1 and 2, we conclude that customers are
assigned according to their distance to opened suppliers. In particular, those
assignments are independent of their radiabilities. Therefore, an optimal solution
before fortification is also optimal after fortification. ut

4.1 Heuristic Algorithm

Based on the above properties, once we know the supplier locations, we can have
all customers assigned. Fortification then is made by solving the RPMP with X and
Y fixed, which is a simple knapsack problem and can be handled by any of the
off-the-shelf solvers. A heuristic algorithm has been developed to solve the model.

Initial solution. The initial solution was found using greedy dropping, i.e.,
starting with a solution containing all locations, and iteratively removing the
locations yielding the least increase in the objective function value. The search
stopped when P locations were remaining. This initial solution is passed to the
Tabu search process.
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Tabu list and dynamic time. A tabu list TL is maintained so that if a location is
in the list, it cannot be added to the current solution. The initial length of the Tabu
list is LT . The number of iterations that a location staying in the Tabu list is defined
as Ti . Ti is initialized to be LT and each time a location i is added to the Tabu list,
we let Ti D Tin, where n is a constant multiplier and n > 1. Therefore i is forced
to stay in the Tabu list for bTic iterations. This forces a location to stay in the Tabu
list longer if it appears in solutions frequently. Thus the length of the Tabu list is
dynamic. To allow a location to be able to re-enter solutions, we let Ti D LT if
Ti � 20.

Aspiration criteria. The aspiration criteria specifies whether a location can be
added to the current solution even if it is tabued [14]. If adding a tabued location
resulted in a solution better than the best known so far, the location is removed from
the list.

Escape mechanism. A large number of the previous solutions are stored in a
vector V . We let the length of this vector to be LV . For each elements S in V , we
record the number of occurrences OS . If a solution has been repeated for a certain
number of times Omax , a escape mechanism is activated to avoid cycling in the
search [15]. In our case, the algorithm randomly replaces locations in the current
solution with outside locations.

Terminating criteria. We terminate the algorithm if number of iterations or the
number of iterations without improving the best solution exceeds its respective
predetermined threshold.

Let S be the set of locations in a solution to the RPMP. Note that when fixing S in
the RPMP, Y and Z can be determined by Theorem 2 and then solving a knapsack
problem. Let F.S/ be the objective function value of RPMP associated with S . The
best feasible solution found is denoted as S�.

5 Computational Performance

We tested the performance of the RPMP heuristic on six datasets containing 30, 49,
100, and 150 nodes, respectively. Transportation cost dij was taken as the Euclidean
distance between nodes i and j . For the purpose of this testbed, we let sets I and J
be equal. The failure probabilities qj were randomly generated from U � Œ0; 0:05�.
The facility failure probabilities qj were randomly generated from Uni.0; 0:05/. The
variable fortification costs rj were generated from Uni.0; 3000/. The upper bounds
for reliability improvement uj were generated from Uni.0; qj /. The algorithm was
tested for the values of fortification budget B ranging between 0 and 210. The
algorithm was coded in C++ and run on a 64-bit Linux machine with a 2.8 GHz Duo
core CPU and 4.0 GB of physical RAM. CPLEX10 was used to solve the knapsack
problem. The parameters of the Tabu search heuristic are shown in Table 1.

Results for the developed heuristic using four datasets are listed in Table 2.
The feasible solutions found by using the heuristics is benchmarked with the
lower bound obtained by the Lagrangian relaxation based algorithm (LR) in [8].
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Table 1 Tabu search heuristic parameters

Parameter Value

Initial length of the Tabu list (LT ) 10

Multiplier n 1.06

Maximum number of iterations 1,000

Maximum number of iterations without improvement 200

Length of vector V (LV ) 40

Maximum number of repeated solutions (Omax) 15

Table 2 Testbed performance results for the RPMP algorithm

P D 5 P D 8

Time (s) Time (s)
Nodes B LB Obj. Gap LR Tabu LB Obj. Gap LR Tabu

30 0 3,694.3 3,694 0.00 0.7 3.4 2,192.5 2,241 0.02 0.5 6.21

30 20 3,573.9 3,652 0.02 0.8 4.2 2,144.1 2,246 0.05 0.9 8.68

30 60 3,366.2 3,564 0.06 0.7 6.1 2,044.4 2,213 0.08 0.6 6.96

30 120 3,283.5 3,541 0.08 0.5 4.0 1,981.5 2,088 0.05 0.5 7.31

49 0 8,826.4 8,870 0.00 3.5 3.6 5,874.6 5,878 0.00 2.1 6.34

49 20 8,704.7 8,725 0.00 8.9 3.6 5,772.2 5,788 0.00 3.1 5.66

49 60 8,538.4 8,888 0.04 29.3 4.6 5,678.3 5,703 0.00 3.5 6.92

49 120 8,325.5 8,443 0.01 10.3 4.9 5,580.9 5,689 0.02 27.0 6.01

100 0 17,594.4 18,012 0.02 56.3 15.5 12,711.3 12,780 0.01 27.3 39.50

100 20 17,328.8 17,512 0.01 27.1 23.4 12,571.7 12,657 0.01 32.3 43.94

100 60 16,977.0 17,352 0.02 64.1 30.6 12,311.3 12,481 0.01 27.6 52.52

100 120 16,810.0 17,352 0.03 31.1 33.5 12,198.9 12,413 0.02 46.8 56.21

150 0 20,136.7 20,237 0.00 98.3 42.9 14,682.7 14,756 0.00 143.2 86.39

150 20 19,881.7 20,084 0.01 120.8 45.6 14,659.3 14,949 0.02 190.4 89.86

150 60 19,653.5 19,816 0.01 221.3 45.1 14,436.3 14,896 0.03 406.9 92.98

150 120 19,512.0 19,816 0.02 171.8 37.4 14,389.7 14,826 0.03 872.2 90.80

The abbreviation LB stands for the lower bound and Obj stands for the objective
function value of the best feasible solution found by the heuristic. The gap is the
difference (in %) between Obj and LB.

From the table above, we can see that our heuristic algorithm performs well
compared to the lower bound available. The developed heuristic algorithm overall is
faster than the LR algorithm in obtaining feasible solutions and the gap is reasonably
small. We see the gap between LB and Obj becomes smaller as the size of the
problem increases.

Comparing with the LR algorithm in [8], the computational time of our heuristics
increases with the problem size but in a significantly slower trend. This enables us
to solve large size problems in a reasonable amount of time. When applied to a
randomly generated 500 node problem, the developed heuristic obtained a feasible
solution within 600 s, while the LR algorithm failed in 1 h.
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6 Conclusion

In this paper, we developed a nonlinear integer programming model for a RPMP.
We assume heterogenous facility failure probabilities and one layer of supplier
backing up. To achieve reliability of the network, a one level backing up mechanism
and facility fortification with respect to a budget are incorporated in the model.
We developed a Tabu search heuristic to overcome the computational difficulties
for larger size problems. Our computational experiments show that the developed
heuristic is efficient to solve large size problems and the gap between the feasible
solution and the known lower bound is reasonably small.
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On the Implementation of a Class of Stochastic
Search Algorithms

Jiaqiao Hu and Enlu Zhou

Abstract We propose a stochastic approximation approach for implementing a
class of random search-based optimization algorithms called the model-based
methods. The approach makes efficient use of the past sampling information as the
search progresses and can significantly reduce the number of function evaluations
needed to obtain high quality solutions. We illustrate our approach through a
specific algorithm called Model-based Annealing Random Search with Stochastic
Averaging (MARS-SA), which maintains the per-iteration sample size at a small
constant value. We present the global convergence property of MARS-SA and report
on numerical results.

Keywords Global optimization • Stochastic approximation • Model-based
annealing random search

1 Introduction

We consider global optimization problems of the following general form:

x� 2 arg max
x2X

H.x/; (1)

where X is a nonempty compact solution space in <n and H W X ! < is a
deterministic objective function. Central to the context of our discussion is that
the objection function H need not be available in any explicit form and there is
little structural information that can be exploited in optimizing H . This setting has
necessitated the development of various stochastic search techniques that rely only
on the system performance measures in searching for improved solutions.
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The model-based methods [1, 2] are a class of stochastic search algorithms that
have recently found many successful applications to hard optimization problems
[3–6]. These algorithms, including ant colony optimization [3], estimation of
distribution algorithms [4], the cross-entropy method [5], and model reference
adaptive search (MRAS) [7], are based on repeatedly sampling from and updating
an underlying probability distribution function over the feasible region. The funda-
mental idea is to construct a sequence of (idealized) distribution functions fgkg over
X with the hope that the sequence will converge to a limiting distribution assigning
most of its probability mass to the set of optimal solutions. In actual implementation,
the distribution gk is often approximated by a surrogate (theoretical) distribution
based on sampled objective function values, because the construction of fgkg
requires the explicit form of H , which may not be available a priori. The practical
performance of model-based algorithms relies heavily on whether the fgkg sequence
can be closely approximated by the surrogate distributions. Therefore, effective
implementations of these algorithms typically require hundreds or even thousands
of candidate solutions to be generated and evaluated at each iteration.

In this paper, we aim to improve the computational efficiency of model-based
algorithms by reducing the number of candidate solutions generated per iteration. In
particular, we propose a general stochastic approximation implementation of model-
based algorithms, which allows the underlying algorithm to construct surrogate
distributions by using the past sampling information in a recursive manner. We
illustrate the approach through a specific model-based algorithm called Model-
based Annealing Random Search with Stochastic Averaging (MARS-SA), which
improves the MARS algorithm proposed in [8] by including an additional stochastic
approximation component. We show that the MARS-SA algorithm converges
globally even when the per iteration sample size is fixed at a small constant value.
Our numerical results indicate that the new algorithm can be more efficient (in terms
of the number of performance evaluations) than the original MARS algorithm.

2 A Stochastic Averaging Approach

In an attempt at solving (1), a model-based algorithm proceeds at each iteration
k by constructing a probability distribution function gk over X and then randomly
sampling candidate solutions from gk . There are several commonly used approaches
to construct the fgkg sequence (cf. e.g., [9]), all of which can be expressed abstractly
in terms of the following recursion:

gk.x/ D `.H.x//gk�1.x/
Egk�1

Œ`.H.X//�
8 x 2 X; k D 1; 2; : : : ; (2)

where `.�/ is a positive, increasing performance function that depends on the specific
algorithm, X � gk�1 is a random variable taking values from X, and EgŒ�� denotes
the expectation with respect to g. Intuitively, by assigning more probability mass to
solutions with better performance, this way of constructing fgkg ensures that high
quality solutions will be sampled with large probabilities as k increases.
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However, since gk depends on H , directly constructing the sequence is
intractable unless the entire solution space can be enumerated. This implementation
difficulty has been addressed in a number of papers [5,7,10], and a common solution
is to use a surrogate distribution to approximate gk by projecting gk onto a family
of parameterized distributions ff� W � 2 ‚ � <d g. This is carried out at each
iteration by finding an optimal parameter �k that minimizes the Kullback-Leibler
(KL) divergence between gk and f� , i.e.,

�k D arg min
�2‚

�
D.gkjf�/ WD Egk

h
ln
gk.X/

f� .X/

i�
: (3)

In practice, the parameterized distribution f� is often taken from the natural
exponential family (NEF) of the form f�.x/ D exp

�
�T �.x/ �K.�/� ; 8 � 2 ‚;

where ‚ is the natural parameter space, �.�/ W <n ! <d is a continuous
mapping, and K.�/ D ln

R
X

exp
�
�T �.x/

�
�.dx/ is a normalization constant with

� being the Lebesgue/discrete measure on X. This allows an analytical closed-form
solution to (3) for an arbitrary gk , making the implementation of the underlying
algorithms tractable. Note that K.�/ is convex and analytic on ‚ with gradient
r�K.�/ D Ef� Œ�.X/�. In addition, the mean parameter function defined by
m.�/ WD r�K.�/ D Ef� Œ�.X/� is a one-to-one invertible mapping of � .

By expanding (2), we can write gk in the following equivalent form

gk.x/ D `k.H.x//g0.x/

Eg0 Œ`k.H.X//�
; (4)

where `k is an appropriate iteration-varying function that depends on `. Substitut-
ing (4) into (3), it is easy to see that �k in (3) can be obtained by solving the following
problem

�k D arg max
�2‚

	
Qk.�/ WD

Z

x2X
`k.H.x// lnf�.x/�.dx/



: (5)

In model-based algorithms, the integral involved in the Q-function Qk.�/ is
estimated by generating N i.i.d. candidate solutions X1

k�1; : : : ; XN
k�1 from f�k�1

(i.e., the approximation of gk�1 at iteration k � 1), and then replacing Qk.�/

by its sample average approximation NQk.�/ WD 1
N

PN
iD1

`k.H.X
i
k�1//

f�k�1
.Xik�1/

lnf�.Xi
k�1/.

Although NQk.�/ is an unbiased estimator ofQk.�/, the corresponding optimization
step will lead to an estimator of �k that is biased for any finite sample sizeN; because
the optimal solution to (5) involves a ratio of integrals/expectations. Consequently,
common implementations of these algorithms either require hundreds or even
thousands of candidate solutions to be generated per iteration [5], or require the
use of a sample sizeN that increases at least polynomially with k in order to reduce
the ratio bias effect [7–9].
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In this paper, we propose an approach to address this bias issue. The basic idea
is to replace the sample average NQk.�/ with the stochastic averaging procedure

OQk.�/ D .1 � ˇk�1/ OQk�1.�/C ˇk�1
1

N

NX

iD1

`k.H.X
i
k�1//

f�k�1
.Xi

k�1/
lnf�.X

i
k�1/ (6)

with OQ1.�/ WD 1
N

PN
iD1

�
`1.H.X

i
0//=f�0.X

i
0/
�

lnf�.Xi
0/, where ˇk is a step size

constant satisfying ˇk 2 .0; 1� 8 k. Note that this procedure incrementally updates
the current estimate of the Q-function as new sampling information becomes
available at each iteration. In addition, due to the recursive nature of (6), all
candidate solutions generated in the previous iterations contribute to the estimation
of the Q-function Qk.�/. Consequently, it is reasonable to expect that the number
of samples per iteration N can be significantly reduced or even be held at a small
constant value.

It is interesting to note that when f� belongs to NEFs, OQk.�/ can be expressed
as a linear function in terms of the parameter vector � and the function K.�/:

OQk.�/ D �T Sk �K.�/Rk;

where Sk and Rk can be computed via the following recursions: Sk D Sk�1 C
ˇk�1

�
1
N

PN
iD1

`k.H.X
i
k�1//

f�k�1
.Xik�1/

�.Xi
k�1/�Sk�1

�
; Rk D Rk�1Cˇk�1

�
1
N

PN
iD1

`k.H.X
i
k�1//

f�k�1
.Xik�1/

�Rk�1
�
; and we define S1 WD 1

N

PN
iD1

`1.H.X
i
0//

f�0 .X
i
0/
�.Xi

0/ andR1 WD 1
N

PN
iD1

`1.H.X
i
0//

f�0 .X
i
0/

.

Thus, by substituting OQk.�/ for Qk.�/ in (5), we have the following optimization
problem:

�k D arg max
�2‚

�
�T Sk �K.�/Rk

�
;

whose unique closed-form solution (assuming that �k is an interior point of ‚) is
given by m.�k/ D Sk

Rk
orequivalently �k D m�1� Sk

Rk

�
.

3 MARS with Stochastic Averaging

In this section, we incorporate the stochastic averaging idea introduced in Sect. 2
into the recent MARS algorithm [8] and propose a new algorithm we call MARS
with stochastic averaging (MARS-SA). The MARS algorithm can be viewed as
an implementable version of the Annealing Adaptive Search (AAS) algorithm
proposed in [11]. The idea of AAS is to iteratively approximate the global optimal
solution x� of (1) by sampling candidate solutions at each iteration k from the
Boltzmann distribution
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gk.x/ D eH.x/=Tk
R
X
eH.x/=Tk �.dx/

; (7)

where Tk is an iteration-dependent temperature parameter that approaches zero as
k ! 1. As Tk becomes smaller, the distribution gk will be more concentrated
on the set of optimal solutions, so that better solutions will be sampled with larger
probabilities as the search proceeds. Note that the Boltzmann distribution (7) can be
written in the form of (4) by letting `k.H.x// WD eH.x/=Tk .

The MARS algorithm avoids the explicit sampling from the Boltzmann distri-
bution by using an NEF distribution family ff�.�/; � 2 �g to approximate the
fgkg sequence. At each iteration k, new candidate solutions are generated from
the sampling distribution that minimizes the KL-divergence D. QgkC1jf�/, where
QgkC1 is the mixture of the Boltzmann distribution gkC1 [cf. (7)] with the sampling
distribution f�k obtained in the previous iteration, i.e., QgkC1.x/ D ˛kgkC1.x/ C
.1 � ˛k/f�k .x/; ˛k 2 .0; 1� 8 k. Intuitively, this smoothing scheme ensures that
the new sampling distribution f�kC1

obtained via minimizing D. QgkC1jf�/ will
not significantly deviate from the current sampling distribution f�k ; making the
performance of the algorithm less sensitive to the choices of the annealing schedule
fTkg. The optimization problem D. QgkC1jf�/ can be solved analytically and it can be
shown (cf. [8,9]) that the mean parameter functions obtained at successive iterations
satisfy the following recursion:

m.�kC1/ D ˛k
R
X
eH.x/=TkC1�.x/�.dx/
R
X
eH.x/=TkC1�.dx/

C .1 � ˛k/m.�k/: (8)

In the original implementation of MARS, the integrals in (8) are approximated by
their corresponding sample averages based on sampled solutions. This results in a
ratio bias that accumulates as the search proceeds. Therefore, existing theoretical
analysis of MARS requires the use of a sample size N that increases polynomially
with k for convergence.

In the MARS-SA algorithm, we eliminate the polynomially increasing compu-
tational requirement by embedding the stochastic averaging approach discussed in
Sect. 2 into MARS. So a primary difference between MARS-SA and the original
MARS algorithm lies in how the integrals in (8) are approximated.

Step 0: Select an annealing schedule fTkg, gain sequences f˛kg and fˇkg, and a
constant sample size N � 1. Set S0 D R0 D 0 and ˛0 D ˇ0 D 1. Set k D 0.

Step 1: Generate N i.i.d. solutions ƒk D fX1; : : : ; XN g from f�k .x/.
Step 2: Update SkC1 and RkC1 according to the recursions:

SkC1 D Sk C ˇk
�
1

N

X

x2ƒk

eH.x/=TkC1

f�k .x/
�.x/ � Sk

�
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RkC1 D Rk C ˇk
�
1

N

X

x2ƒk

eH.x/=TkC1

f�k .x/
�Rk

�
:

Step 3: Compute a new parameter �kC1 as m.�kC1/ D ˛k
SkC1

RkC1
C .1 � ˛k/m.�k/.

Set k D k C 1 and reiterate from Step 1 until a stopping rule is satisfied.

3.1 Global Convergence of MARS-SA

We make the following assumptions, where A1 and A2 are regularity conditions
on H , whereas A3–A5 are conditions on the algorithm input parameters.
Assumptions:

A1. For a given constant " < H.x�/, �
� fx 2 X W H.x/ � "g � > 0.

A2. For any ı > 0, supx2Aı H.x/<H.x
�/, where Aı WD fx 2 X W kx � x�k� ıg.

A3. ˇk 2 .0; 1�, 1
ˇkC1
� 1

ˇk
� 1 8 k,

P1
kD0 ˇk D 1, and

P1
kD0 ˇ2k < 1; ˛k 2

.0; 1� 8 k, ˛k ! 0 as k !1, and
P1

kD0 ˛k D 1I ˛kˇk D O.k�.1Cı//; where
ı 2 . 1

2
; 1�.

A4. Tk � TkC1 > 0 8 k, Tk ! T � � 0, and 1
ˇk

�
1

TkC1
� 1

Tk

�! 0 as k !1.

A5. supk EgkC1

� gkC1.X/

f�k .X/

�
is bounded w.p.1.

We have the following main convergence result for MARS-SA. Its proof can be
found in [12].

Theorem 1. If all Assumptions A1–A5 are satisfied, then

m.�k/! Eg� Œ�.X/� w:p:1;

where the limit is taken component-wise and g� is the limiting Boltzmann distribu-
tion parameterized by T �.

The interpretation of this result depends on the specific form of the parameterized
distribution family used in the algorithm. In many cases, the result implies that the
sequence of parameterized sampling distribution ff�k g generated by the algorithm
will converge to a limiting distribution with all probability mass concentrated on the
global optimizer x� of (1); see, e.g., the discussion in [8] and the examples therein.

4 Numerical Experiments

We consider some computational experiments on a set of four benchmark test
functions frequently used in the global optimization literature.
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(1) Weighted Sphere function (n D 40, �10 � xi � 10; i D 1; : : : ; n): H1.x/ D
�1 �Pn

iD1 ix2i ; where x� D .0; : : : ; 0/T and H1.x
�/ D �1.

(2) Powell function (n D 40; � 10 � xi � 10; i D 1 : : : ; n): H2.x/ D
�P.n�2/=2

iD1
�
.x2i�1

C 10x2i /2 C 5.x2iC1 � x2iC2/2 C .x2i � 2x2iC1/4 C 10.x2i�1 � x2iC2/4
� � 1;

where x� D .0; : : : ; 0/T and H2.x
�/ D �1.

(3) Levy function (n D 40; � 10 � xi � 10; i D 1 : : : ; n): H3.x/ D
�10 sin2.�x1/�Pn�1

iD1 100x2i .1C 10 sin2.�xiC1//� 100.xn � 1/2 � 1; where
x� D .0; : : : ; 0; 1/T , H3.x

�/ D �1.
(4) Pinter’s function (n D 20, �10 � xi � 10; i D 1; : : : ; n): H4.x/ D
�Pn

iD1 ix2i �
Pn

iD1 20i sin2
�
xi�1 sin xi � xi C sin xiC1

��Pn
iD1 i log10

�
1C

i.x2i�1 � 2xi C 3xiC1 � cos xi C 1/2
� � 1;where x0 D xn, xnC1 D x1,

x� D .0; : : : ; 0/T , H4.x
�/ D �1.

Since all feasible regions are characterized by box constraints of the form ai � xi �
bi for all i D 1; : : : ; n, the MARS-SA algorithm is implemented using truncated
multivariate normal distributions with independent components. The following
parameter setting is used in the experiment: a constant sample sizeN D 4, step-size
sequences ˛k D 1=.k C 100/0:601, ˇk D 1347=.k C 3000/0:9, and a logarithmic
cooling schedule Tk D jH.x�

k /j= ln.1 C k/, where x�
k denotes the current best

solution found at the kth iteration of the algorithm. The performance of MARS-
SA is compared with that of MARS. The same set of parameter values is used in
implementing MARS, except that we have considered two different sample sizes: a
constant sample size N D 4 and a polynomially increasing sample size used in [8]
Nk D maxf4; bk0:502cg.

For each test problem, we performed 50 independent replication runs of both
algorithms. Figure 1 plots the averaged current best objective function values as
a function of the number of function evaluations consumed thus far. Test results
indicate the convergence of the proposed MARS-SA algorithm even when the
per-iteration sample size is set to N D 4. Moreover, the performance of MARS-
SA consistently dominates those of MARS with both constant and polynomially
increasing sample sizes. In our experiments, we found that MARS with polynomial
sample sizes converges to the global optimal solutions in all runs when the number
of algorithm iterations is sufficiently large; however, it may fail to locate a near
optimal solution within the prescribed number of function evaluations. On the other
hand, MARS with N D 4 shows adequate average performance within the allowed
number of function evaluations, but the algorithm may occasionally stagnate at non-
optimal solutions.

5 Conclusions

We have proposed an approach for improving the efficiency of model-based
optimization algorithms. The idea is to replace the sample average approximation
used in implementing model-based algorithms with a recursive stochastic averaging
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Fig. 1 Averaged performance of MARS-SA and MARS on test functions H1 to H4

procedure. To illustrate the idea, we have introduced a specific algorithm called
MARS-SA and presented the global convergence property of the algorithm when
the per iteration sample size is fixed at a constant value. Our preliminary numerical
results also indicate that the algorithm may lead to improved performance over the
original MARS algorithm.
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Uncertainty Relationship Analysis
for Multi-Parametric Programming
in Optimization

Tianxing Cai and Qiang Xu

Abstract Uncertainties exist at all levels of the industrial design and manufactur-
ing. Hitherto, all the studies that handle multi-parametric programming (mp-LP,
mp-QP, mp-NLP, mp-MILP, and mp-MINLP) treat uncertainties to be independent
of each other; while under some circumstances, there might exist some kinds of
quantitative relationship among them. There is still a lack of research studies on
the relationship between these uncertainties, which can help simply the complexity
of multi-parametric optimization problems in terms of reducing the dimension of
uncertainty space or the region of uncertainty space.

This paper presents multiple types of relationships among uncertainty parame-
ters, which can be generalized into two categories: strong relationship and weak
relationship. The strong relationship can be used to reduce the dimension of
uncertainty space while the weak relationship can be used to reduce the region
of uncertainty space. With the combination of the above relationships, different
kinds of multi-parametric programming problems can be solved more efficiently
and effectively toward global optimality.

Keywords Multi-parametric programming • Optimization • Uncertainty
relationship analysis

1 Introduction

Multi-parametric programming is a technique for solving one type of optimization
problems, where some of the parameters may vary between specified lower and
upper bounds. These parameters can be regarded as uncertainties. The main
characteristic of multi-parametric programming is its ability to obtain [1–7].
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1. The objective and optimization variable as functions of the varying parameters,
and

2. The regions in the space of the parameters where these functions are valid.

Actually uncertainty and variability are inherent characteristics at all levels
of industrial design and manufacturing. Many problems in the natural sciences
and engineering are also rife with sources of uncertainties. Computer simulation
modeling is the most commonly used approach to study problems in uncertainty
quantification [8–10]. It tries to determine how likely certain outcomes will be if
some aspects of the system are not exactly known. Small differences of what ??
in the manufacturing will lead to different results that can only be predicted in a
statistical sense.

Uncertainty can appear in mathematical models and experimental measurements
in various contexts. One way to categorize the sources of uncertainty is to
consider [11]:

1. Parameter uncertainty, which comes from the model parameters that are inputs to
the computer model (mathematical model) but whose exact values are unknown
to experimentalists and cannot be controlled in physical experiments.

2. Structural uncertainty, also known as model inadequacy, model bias, or model
discrepancy, which comes from the lack of knowledge of the underlying true
physics. It depends on how accurately a mathematical model describes the true
system for a real-life situation, considering the fact that models are almost always
only approximations to reality.

3. Algorithmic uncertainty, also known as numerical uncertainty, which comes
from numerical errors and numerical approximations per implementation of the
computer model. Most models are too complicated to solve exactly.

4. Parametric variability, which comes from the variability of input variables of the
model. For example, the dimensions of a work piece in a process of manufacture
may not be exactly as designed and instructed, which would cause variability in
its performance.

5. Experimental uncertainty, also known as observation error, which comes from
the variability of experimental measurements. The experimental uncertainty is
inevitable and can be noticed by repeating a measurement for many times using
exactly the same settings for all inputs/variables.

6. Interpolation uncertainty, which comes as a lack of available data collected from
computer model simulations and/or experimental measurements. For other input
settings that don’t have simulation data or experimental measurements, one must
interpolate or extrapolate in order to predict the corresponding responses.

Another way of categorization is to classify uncertainty into two categories
[12, 13]:

1. Aleatoric uncertainty, also known as statistical uncertainty, which is unknowns
that differ each time we run the same experiment. Aleatoric uncertainties are
therefore something an experimenter cannot do anything about: they exist, and
they cannot be suppressed by more accurate measurements.
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2. Epistemic uncertainty, also known as systematic uncertainty, which is due to
things we could in principle know but don’t in practice. This may be because
we have not measured a quantity sufficiently accurately, or because our model
neglects certain effects, or because particular data are deliberately hidden.

During traditional multi-parametric programming, such as mp-LP, mp-QP, mp-
NLP, mp-MILP, and mp-MINLP, uncertainties are all considered as fully inde-
pendent, which means that there is no any quantitative relationships. Thus, the
programming will explore a super-rectangular uncertainty domain for an opti-
mization problem. This paper presents possible multiple types of relationships
among uncertainty parameters, which can be generalized into two categories: strong
relationship and weak relationship. The strong relationship can be used to reduce the
dimension of uncertainty space while the weak relationship can be used to reduce
the region of uncertainty space. With the combination of the above relationships,
different kinds of multi-parametric programming problems can be solved more
efficiently and effectively toward global optimality. This can help simply the
complexity of multi-parametric optimization problem in terms of reducing the
dimension of uncertainty space or the region of uncertainty space.

2 Uncertainty Relationship

In this paper, four types of uncertainty relationship are defined: Cascade Uncer-
tainties, Reducible Uncertainties, Internal Controlled Uncertainties, and Coefficient
with Uncertainties.

2.1 Cascade Uncertainties

The mathematical model with cascade uncertainties can be described as below. In
this category, the uncertainty parameter vector ' is the transformation of another
uncertainty parameter vector � , which can be expressed as 'DF(� ).

min
x
J D f .x; '/

s:t: gi .x; '/ � 0; 8i D 1; : : : ; p
hj .x; '/ D 0; 8j D 1; : : : ; q
' D F .�/
x 2 X � Rn
� 2 ‚ � Rm
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2.2 Reducible Uncertainties

The mathematical model with reducible uncertainties can be described as below. In
this category, the uncertainty parameter vector ' can satisfy a series of equations,
which can be expressed as F(� )D 0.

min
x
J D f .x; �/

s:t: gi .x; �/ � 0; 8i D 1; : : : ; p
hj .x; �/ D 0; 8j D 1; : : : ; q
F .�/ D 0
x 2 X � Rn
� 2 � � Rm

2.3 Internal Controlled Uncertainties

The mathematical model with internal controlled uncertainties can be described as
below. In this category, the uncertainty parameter vector ' can be participated into
two parts, � I and �D. Here the domain of subset �D is controlled by the subset � I ,
which is identified by the transformation T(‚I).

min
x
J D f .x; �/

s:t: gi .x; �/ � 0; 8i D 1; : : : ; p
hj .x; �/ D 0; 8j D 1; : : : ; q
x 2 X � Rn
�I 2 �I � RmI
�D 2 �D D T .�I /

2.4 Coefficient with Uncertainties

The mathematical model with coefficients with uncertainties can be described as
below. In this category, the uncertainty parameter will also play a role in the
coefficients of decision variables.
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min
x
J D f .�x; �/

s:t: gi .�x; �/ � 0; 8i D 1; : : : ; p
hj .�x; �/ D 0; 8j D 1; : : : ; q
x 2 X � Rn
� 2 � � Rm

3 Methodology

Once the programming model has been set up, the model parameters can be verified
whether parameters are deterministic parameters/variables. If it is a deterministic
parameter/variable, there is no need to conduct further uncertainty relationship
analysis on this parameter; if this parameter is a aleatory or epistemic parameter, the
uncertainty relationship need to be analyzed through correlation analysis by neural
network or regression. The above step will try to give the quantitative expression
to link the uncertainty parameters. Next, the classification of possible uncertainty
relationship can be determined. Then we can use the uncertainty relationship
analysis for each type of programming problem with uncertainties (Fig. 1).

4 Case Studies

The first studied case is aiming to solve a control problem.

4.1 Mathematical Model for Control Algorithm

x .k C 1/ D Ax.k/C Bu.k/C f
y.k/ D Cx.k/CDu.k/C g

Here, the coefficient matrix for the uncertain parameters is listed:

A D
0

@
�1:7 1:1 0

0:2 0:5 2:1

0 �0:1 �1:1

1

A ; B D
0

@
0:1 0

0:1 1

0:1 0

1

A ; C D
0

@
1 0 0

0 2 0

0 0 3

1

A ; D D
0

@
0 0

0 1

0 0

1

A
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the output constraints are:

0

@
�5
�5
�5

1

A � y.k/ �
0

@
5

5

5

1

A ;

0

@
�4
�4
�4

1

A � y .k C 1/ � y.k/ �
0

@
4

4

4

1

A ;

the input constraints are:
��5
�5
�
� u.k/ �

�
5

5

�
;

��3
�3
�
� u .k C 1/ � u.k/ �

�
3

3

�
;

The original multi-parametric programming will provide the controller partition
with 198 regions, which has been plotted in Fig. 2. The simulation result has been
provided in Fig. 3.

Since the uncertain parameters x(k) are subjective to the functions of step input
u(k), the uncertainty relationship analysis has been proceeded with 1,000 available

Fig. 1 Methodology framework
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Fig. 2 Controller partition with 198 regions
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Fig. 3 Simulation results

data sets, whose distribution has been represented by below data distribution and
data series of Fig. 4.

By uncertainty relationship analysis, the third uncertainty parameter can be
approximated to x3D 0.8x1C 0.4x2. This helps to reduce the uncertainty domain
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space from 3 dimension to 2 dimension. The model has been refined to get the
programming result as below. The controller partition, value of control action U1,
and U2value function have been plotted through Figs. 5, 6, and 7 over 65 regions.
Thus, the number of total partition regions has been reduced from 198 to 65 by
almost two thirds. The computation time has been reduced accordingly.

For simplification, the solving result for second studied case has been provided
in Fig. 8 while the programming procedure has been omitted. The application of
uncertainty relationship analysis has helped to reduce the number of controller
partition regions from 25 to 11.
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5 Conclusion

Through uncertainty relationship analysis, the dimension of uncertainty space or
the region of uncertainty space might be reduced. This might help to reduce the
solving effort in the parametric programming for large scale optimization and
control system.
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DCBA-MPI: A Simulation Based Technique
in Optimizing an Accurate Malmquist
Productivity Index

Qiang Deng, Wai Peng Wong, and Chee Wooi Hooy

Abstract This paper describes a simulation based methodology utilizing simula-
tion optimization technique in measuring an accurate Malmqusit productivity index
(MPI) score. Given the high level of stochastic data in real environment, a novel
methodology known as DCBA-MPI has been developed. An example of the mode
application is shown in banking institutions. In addition to the novel approach
presented, this article provides a new insight into the application domain of MPI
measurement as well as the way one conducts productivity study in stochastic
environment.

Keywords Malmquist productivity index • Stochastic simulation optimization •
OCBA

1 Introduction

The measurement of productivity has widespread applications since [1] introduced
the empirical notion of the frontier production function, which reveals the best-
performance technology available among a sample of observed decision making
units (DMUs). This frontier acts as a measure of the performance with the DMU
converse inputs into outputs. In this conversion, growth accounting measures of
total factor productivity (TFP) have been shifting to an index, i.e., the Malmquist
productivity index (MPI) [2]. MPI is a popular tool for performance measuring in
numerous areas (e.g., airports, banks, factories, universities, and hotels).

MPI is based on the observed data over two time periods and it implicitly requires
the data should be known exactly. However, in real world, there are various sources
that led to the uncertainness (e.g., human error, technical malfunction, behavioral
bias); this may lead to the stochastic nature of data [3]. Moreover, if the collected
data are not representative or missing, the results will be erroneous and misleading.
Hence, the effects and characteristics of the data is vital source of impact that
engenders confidence in the results of the MPI analysis. The issue is not new but
has consistently banned the development of the TFP measuring and evaluating.
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In order to face the issue of stochastic data, some approaches have been launched.
Lotf et al. [4] proposed a method for obtaining MPI on interval data. Due to the
interval data are not exact and definite, but they lie in an interval, then MPI is
changed as an interval, but this method is unable to give a credible conclusion based
on the statistical precision. Deng and Wong [5] developed a method which named
Stochastic-MPI based on the concept of general distributions and the Monte-Carlo
simulation. The Stochastic-MPI can generate the interval MPI by using computa-
tional power to derive empirical distributions for MPI measures. Nevertheless, [5]
can give the result with distributions from the statistical precision, the interval of
the MPI is still too wide to make accurate evaluations for the proposed DMUs.
The traditional Monte-Carlo simulation will waste much computation time on the
non-critical alternatives. This is because in the conventional simulation process,
each process of collecting data has been set equally with the same number of
replications [6]. However, it’s worth mentioning that some techniques of computing
optimization have been developed to speed up the efficiency of the simulation.
Chen [7] developed the method of Optimal Computing Budget Allocation (OCBA).
This method can reduce the total computation time effectively for collecting the
simulation data. Wong [8] have introduced OCBA into the area of efficiency
evaluation, and they generated a mode of data collection budget allocation (DCBA)
to predict more accurate efficiency scores. While for estimating the accurate MPI in
the stochastic environment, the related literatures are neglected.

Therefore, in this paper, we aim to develop a mode to estimate the more accurate
MPI. In what follows, we briefly expound the methodology of DCBA-MPI, which
generates the interval MPI by using computational power to optimize the accuracy
of the MPI scores. In Sect. 3, we show an application of our mode to estimate MPI
in the banking industry of Malaysia. Our conclusions are in Sect. 4.

2 The Proposed Mode

Originated from the basic MPI model, the DCBA-MPI aims to provide an accurate
measurement of the TFP index when the data are uncertain through the allocation of
data collection effort. It has two steps: the first step is to obtain the MPI scores, and
then, followed by step two, that is to improve the accuracy of the MPI scores. This
approach can be used to handle uncertainties in data. First, we provide a short
description of MPI [9].

2.1 Step 1: Basic MPI Measurement

In a multiple-input and multiple-output production system, where inputs xtare used
to produce outputs yt in time period t; t D 1; 2; : : : ;T this can be defined as:

P t.xt / D fyt W yt can be produced by xt at time tg (1)
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The TFP index of Malmquist can be defined by using distance functionDo.x; y/,
where an output distance function is used to consider a maximum proportional
expansion of the output y, given the inputs x at time t [10].

Dt
o.y

t ; xt / D inff� W yt=� 2 P t.x/g (2)

where � 2 .0; 1� and Dt
o.y; x/ � 1 if and only if y 2 P t.x/: The value of

the distance function is the reciprocal of the Farrell technical efficiency [11]. The
calculation of the distance can be computed by the following mode (3).

Dt
o.x

t ; yt /�1 D max ��
1

s:t:

��
1
yti �

MP

iD1
�iy

t
i i D 1; : : : ;M

SP

iDMC1
�ix

t
i � xti i DM C 1; : : : ;M CN

�i � 0 i D 1; : : : ;M CN

(3)

A distance function which measures the maximal proportional change in output
required to make (xt ; yt / feasible in relation to the technology at t+1 which is called
Dt
o.x

tC1; ytC1/. The Malmquist productivity change index is defined in Eq. (4).

M0.x
tC1; ytC1; xt ; yt / D

"�
Dt
0.x

tC1; ytC1/
Dt
0.x

t ; yt /

� 
DtC1
0 .xtC1; ytC1/
DtC1
0 .xt ; yt /

!#1=2
(4)

In Eq. (4), it needs to calculate four distances, which is to solve four different
linear-programming problems.

The issue in this step is that it does not cater for uncertainties in the data. In the
next step 2, we aim to address the uncertainties of data in MPI measures by using
the simulation optimization technique.

2.2 Step 2: DCBA: Enhancement for Accuracy

“How to allocate the budget effectively in order to obtain an accurate MPI score,”
is the main principle in this step. The distribution of the efficiency score, which
ultimately identifies the tendency of where the true efficiency values normally lie, is
determined by the amount of data collected for the inputs/outputs.

2.2.1 Conceptualization Based on Simulation Optimization

The issue of “How to allocate the budget effectively?” has been addressed in the field
of simulation optimization, where Optimal Computing Budget Allocation (OCBA)
has been developed to determine the simulation replications to be allocated to each
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simulation model in order to identify the best design using the least amount of
computing budget [12]. Here we employed the concept of this technique to develop
our DCBA model.

2.2.2 The DCBA Model

min F.n/ D E
h
. Q�.X0/ � �.X//2

i

s:t:
P

i2K
ni D N (5)

The above is DCBA model derived from the OCBA concept. The accuracy of the
MPI is measured through Mean Square Error (MSE). The objective function in the
above model, F.n/ is defined as the MSE of the MPI score for allocation design
n where X0 is the belief of the inputs/outputs after additional data are collected
following the allocation design nI N is the total computing budget (data points)
for allocating to k variables (the number of stochastic inputs and outputs). �.X/ is
the MPI score computed by using (4) (i.e., �.XD/), for simplicity, we discard the
notation D from .XD/ and Q�.X0/ represents the belief for the true MPI scores.

Note that the model cannot be solved directly, as the solution is not in closed-
form formula. Inherently, the above problem is a non-convex discrete optimization
problem on convex discrete optimization problem where there is no good structure
exists for us to develop simple efficient algorithm. One way to estimate F.n/ is to
derive X0 through the Bayesian framework. Through the quantification of X0 using
Bayesian, F can be estimated for a given value of n as follows:

F.n/ � 1

M

MX

iD1
.�. OXi / � �.X//2 (6)

where OXi is the realization of the inputs/outputs X0 in the replication i of the Monte
Carlo run for allocation design n and M is the cardinality of random data set. This
method thus is a simulation based technique. Recall that an allocation design is
given as n D Œni �i2K , K is the combined inputs and /outputs, D is the total number
of inputs/outputs), N is the total number of data collections, and K = {1, . . . , D}.

2.2.3 Allocation of Data Collection Plan

We need to evaluate the designs after the searching design process to get the best
design (data collection plan), while in this design evaluation process, there still exist
time wastes if we equally allocate the computing budget for each selected design.
Hence, we apply OCBA [12], a simulation optimization technique in evaluating and
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choosing the best design with smallest MSE. OCBA helps to reduce the simulation
time in the process of design evaluation, as it can intellectually choose to spend
much more time and effort in evaluating a design which has potential to get lower
MSE. Here, we select the non-sequential data collection plan as it is much simpler
for explanation purpose.

To run the OCBA mode, additional notations required are as follows:
Tni D number of simulation replications allocated to design ni ; NBni D sample

mean of the MSE for design ni ; Eni D variance of the MSE for design ni ; m D
number of top designs to be selected, and H = total simulation runs (or computing
budget, i.e. used to evaluate the designs). We limit the size of n to l in each
simulation run. From literature of OCBA, the computing allocation budget (or
simulation runs) for each design can be determined through the relationship (7)
below.

T tC1ni

T tC1nj

D
 
Eni =Gni

Enj =Gnj

!

; i; j 2 f1; 2; : : : ; lg and i ¤ j (7)

where Gni D NBni � . NBni m C NBni mC1
/=2/2, NBni m and NBni mC1

are the sample means
of the MSE for design ni in the m and m+1 top number of designs selected,
respectively.

We first simulate all l designs with to replications. As simulation proceeds, the
sample means and sample variances of each design are computed from the data
already collected up to that stage. The simulation budget is then increased by 

and Eq. (5) is applied to determine the new simulation runs allocation. Further
simulation replications are then performed based on the allocation and the procedure
is repeated until the total runs H is exhausted. The procedure of the OCBA-m
allocation is as follows:

Step 1: Set t= 1 and perform to simulation replications for all designs. Set T tn1 D
T tn2 D � � � D T tnl D to.

Step 2: Calculate NBni , Eni , and Gni for i= 1, . . . , l .
Step 3: Allocate. Increase the computing budget by 
 and calculate the new budget

allocation T tC1n1 ; T tC1n2 ; � � � ; T tC1nl according to (7).
Step 4: Simulate. Perform additional T tC1ni � T tni simulations for design ni for i = 1,

. . . , l.
Step 5: Termination. If

Pl
iD1 T tni < H , set t t + 1 and return to Step 2; otherwise,

stop.

3 An Application of the DCBA-MPI

Consider an example in Malaysian banking industry. Ten banks have been chosen
as DMUs which use two inputs (number of employees and capital) to produce
one output (profit), both inputs and outputs are interval data. The data are shown
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in Table 1, and it displays the 2 years banking data with average, lower bound
and upper bound for each bank, where the monetary amounts are billion Malaysia
Ringgit (100RMŠ33USD).

In order to run the simulations, we set the parameters in DCBA model as follows:
D=3, which represents the total number of inputs and outputs;N=100, which refers
to the total number of data collections; t0=10, which represents the initial simulation
replications; l=20, which represents the number of designs being evaluated for
each simulation run. H=200, which means the total simulation replications or
computing budget; 
 D 20; which is the computing budget increment per each
MSE evaluation.

After the simulation, a feasible solution ˇ=[n1; n2; n3; n4; n5; n6] represents the
additional number of data to be collected for the three variables (input1, input2,
output1) in two periods, respectively. Meanwhile, to avoid the computing chanciness
to impact the simulation result, the entire process is executed 1,000 times to obtain
the standard deviations and confidence intervals of the MPI scores. The left part
(column 2) of Table 2 shows the MPI ranges calculated by the method in [4], and
the right part (columns 3–10) shows the result by DCBA-MPI.

The method in [4] only can get the bounds of the productivity score for this
example, and their MPI ranges are too wide to make one DMU classify from
another. Our result shows narrower ranges of productivity score, the average
improvement in the accuracy of MPI ranges is above 84.7 %. More importantly,
our method not only can get the statistic information for the MPI, but it also can
find the best simulation design with time reduction and direct to the real data
collection. As a result, the productivity scores for banks 1, 2, 3, 5, 6, and 9 lie in the
ranges of [1.235, 1.276], [0.094,0.097], [0.724,0.742], [0.882,0.918], [0.849,0.875],
and [1.411,1.482], which have the accuracy improvement in narrow ranges with
93.59 %, 93.10 %, 93.70 %, 91.48 %, 92.02 %, and 90.08 %, respectively.

Notably, the productivity scores for bank 8 is close to unity, despite that the data
are stochastic. This is because that almost the whole range of the interval data of
the bank lies on the production frontier. Meanwhile, the best data collection design
with MSE for simulation has been presented in Table 2, we find that the narrower is
the MPI range, the smaller is the MSE. This indicates that the MSE, which has been
chosen to be a numerical measure of accuracy level for MPI score in the DCBA-
MPI mode, is verified as a critical factor of reference value for the level of accuracy,
and as we increase the simulation times, the value of the MSE starts to decrease. We
also find that the DMU with narrower MPI range has got lower standard deviation;
in the statistics, the standard deviation represents the closeness of simulated scores
to the mean values and hence it can express the stability of the simulation process.
That is to say, the lower standard deviation represents the higher reliability of the
result. In this application, even for the bank 9 that has the highest standard deviation
with the value of 0.018, it only takes about 1 % of its mean MPI score.
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4 Conclusions

This work developed a method known as the DCBA-MPI for measuring the pro-
ductivity index of DMUs in a more practically feasible way. The proposed method
starts by measuring the MPI scores, after which it improves the accuracy of the
score through data collection. The effort in data collection is allocated intelligently
using the technique of computing simulation optimization. The proposed method
was designed to tackle the limitations of the conventional MPI measurement modus
operandi. To end, the salient point is that MPI scores are obtained in a more
confident manner, as to which even the decision makers are uncertain about the
data, the MPI scores can still be estimated accurately and performance analysis can
be conducted smoothly.
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The Robust Constant and Its Applications
in Global Optimization

Zheng Peng, Donghua Wu, and Wenxing Zhu

Abstract Robust analysis is important for designing and analyzing algorithm for
global optimization. In this paper, we introduced a new concept, robust constant, to
quantitatively characterize robustness of measurable sets and measurable functions.
The new concept is consistent with the robustness proposed in literature. This paper
also showed that robust constant had significant value in the analysis of some
random search algorithms for solving global optimization problem.

Keywords Global optimization • Robustness • Robust constant • Global random
search methods

1 Introduction

Consider an unconstrained minimization problem of the form

c� D min
x2Rn f .x/ (1.1)

where f W Rn ! R is a summable function but not necessary convex. For the
regularity, we assume that f is lower bounded and for arbitrarily given x0 2 Rn,
the level set

˚
x 2 Rn W f .x/ < f .x0/

�
is bounded.

In general, we need the smoothness assumption on the objective function f
such that some gradient-based optimization methods, e.g., the steepest descent
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method and Newton-type methods, can be used to find a local minimizer. Unless
the problem (1.1) has some special structures, for example, convex programming
or fractional linear programming, finding a global minimizer of the problem (1.1)
is an NP-hard problem, see Vavasis [1]. However, finding a global minimizer of a
general nonconvex objective function is a common task in real-world applications.
Thus, various global minimization techniques have been developed. The interested
readers are referred to [2–5] for excellent survey papers.

Among the developed global minimization methods, Global Random Search
(GRS) has better convergence in theory. Pure Random Search (PRS) and Pure
Adaptive Search (PAS) are two classical methods of GRS.

The PRS method was originally proposed by Brooks [6]. After that, a number of
hybrid or accelerated random search methods have been developed, see [7–9]. Let
H0 D fx 2 Rn W f .x/ < f .x0/g, where x0 2 domf is an initial guesser of an
optimal solution. If f .x0/ > c�, then H0 is a nonempty subset of Rn. At the k-th
iteration, PRS produces a candidate xk such that

f .xk/ D min
˚
f .xi /; i D 1; 2; : : : ; N; xi i:i:d:on H0

�
: (1.2)

The PRS method is extremely robust and easy to implement, but the convergence is
very slow.

The PAS method studied by Zabinsky and Smith [10] is the “theoretical
optimum” in GRS method. For a given xk , let Hk D fx 2 Rn W f .x/ < f .xk/g
be the level set of the k-th iteration, the PAS generates xkC1 uniformly distributed
in Hk . By this mechanism we have f .xkC1/ < f .xk/. It has been shown in [10]
that if f is Lipschitz on Rn then the convergence rate of the PAS is exponential.
However, the PAS is impossible to implement in general since identifying the
current level set Hk is intrinsically harder than finding the optimal solution.

The integral level-set method (ILSM), originally proposed by Zheng et al. [11,
12], can also be considered as a GRS method. It constructed two sequences in the
ILSM: a sequence of level value fckg and a sequence of the corresponding level set
fHck g, they are

ckC1 D 1

�.Hck /

Z

Hck

f .x/d�; (1.3)

HckC1
D ˚x 2 Rn W f .x/ < ckC1

�
; (1.4)

where � is the Lebesgue measure on Rn. Under some suitable conditions, it can
be proved that the generated level value sequence fckg converges to optimal value,
and, respectively, the corresponding level set sequence fHck g converges to optimal
solution set. The ILSM has the same difficulty as that of PAS, which is, the level
set Hck is hard to be determined. So in the implementable algorithm of the ILSM,
the authors calculated the integration in (1.3) and determined the level set in (1.4)
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by the Monte-Carlo method. To do so, it leads to a drawback that convergence of
the implementable algorithm cannot be guaranteed. To overcome these drawbacks,
Yao et al. [13] presented an optimality condition and algorithm with deviation
integral for integral global optimization method. Peng et al. [14] proposed a Level-
Value Estimation method basing on the idea of the ILSM, and implemented the
proposed method by the Monte-Carlo method with important sampling, and proved
the convergence.

To overcome the drawback of identifying the current level set Hck , Peng et al.
[15] proposed a modified integral level-set method (MILSM) basing on importance
sampling. Let

Fk.x/ D
(
ck; if f .x/ > ck;

f .x/; otherwise;
(1.5)

the MILSM updates the level value by

ckC1 D 1

N

NX

tD1
Fk.Xt / (1.6)

whereXt is independently identically distributed (iid for short) from the distribution
with the density gk.x/ on Rn. The efficiency of the MILSM depends heavily on
the distribution characterized by the density function gk.x/. The Cross-Entropy
(CE) method [16–18] provides a novel idea for the choice and updating rule of
the density function. However, numerous computational experiments show that, by
the importance sampling technique, the effectual samples depend not only on the
sample density gk.x/ but also on the current level set Hck .

To characterize the property of level set Hck , Zheng [19] introduced robust
analysis to global optimization. In his paper, Zheng introduced some concepts on
robust set and robust function for qualitative description. To quantitatively analyze
the robustness of robust set and robust function, we introduce a new concept in this
paper, i.e., robust constant.

Let us revisit the MILSM proposed in [15]. Assume that gk.x/ D N.x;mk; �
2
k /,

the coordinate-normal density function, where mk and �k are chosen by the Cross-
Entropy method. Suppose the density function gk.x/ is “good enough” at the k-th
iteration in some sense, and the MILSM generates T samples fXi ; i D 1; 2; : : : ; T g
at the current iteration, then the decrement of level value, �ck D ck � ckC1, fully
depends on the effectual samples defined by Sk D fXi W F.Xi/ D f .Xi /; i D
1; 2; : : : ; T g. For example, suppose that the objective function f .x/ and the density
function p.x/ are shown in Fig. 1, then the level set with the value c is

Hc D fx W f .x/ < cg D AB1 C A2B2 C A3B3 C A4B4 C A5B5 C A6B6 C A7B:
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−4 −2 0 2 4 6

y = f(x)

p = normpdf(x, 0, 1.6)

Level value y = c

A BB1 B2 B6B5B4B3A2 A6A4A3 A5

Fig. 1 The level set and density function

Let � D
Z

AB

gk.x/dx, the number expected of effectual samples is

Tres D �T � �.Hc/

�.AB/
: (1.7)

It is worth to emphasize that Tres depends on
�.Hc/

�.AB/
in which AB is essentially the

closed convex hull of the level set Hc .
Inspired by the above observation, we give the concept of robust constant in

Sect. 2. As an example of applications of the robust constant, Sect. 3 analyzes a
modified pure adaptive method by using this concept. The analysis shows that, with
the utilization of global robust constant, we can give a simple and checkable stop
criterion of the proposed GRS method, and prove its rationality. Finally, Sect. 4 gives
some concluding remarks.

2 Robust Constant

Let X be a topological space and D be a subset of X . By Zheng [19], we have

Definition 2.1 ([19]). A set D is robust if and only if

clD D cl.int D/ (2.1)

where cl denotes closure of a set.
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Obviously, by Definition 2.1 the empty-set ; is a robust set.

Definition 2.2 ([19]). A function f W X ! R is robust if and only if its level set
Hc D fx 2 X W f .x/ < cg is robust for all c 2 .�1;C1/, whereX is a robust set.

Let X be a normal topological space,  be a � -field of subsets of X .

Definition 2.3 ([19]). A measure space .X;;�/ is said to be a Q-measure
space if:

M1. each open set is in ;
M2. the measure of each nonempty open set is positive;
M3. the measure of each compact set is bounded.

Let .X;;�/ be a Q-measure space. For a given measurable set S � X , let
clcoS denote the closed convex hull of S . We give the concept of robust constant as
follows.

Definition 2.4. Let S be a robust set, the robust constant of S is given by

R.S/ D �.S/

�.clcoS/
: (2.2)

The robust constant of an empty-set is set to be R.;/ D 1.

Definition 2.5. Let f W X ! R be a robust function where X is a robust set. The
robust constant of f with respect to (w.r.t.) level value c is given by

R.f; c/ D �.Hc/

�.clcoHc/
; (2.3)

where Hc D fx 2 X W f .x/ < cg.
It is obvious by the definition that R.f; c/ D R.Hc/. In what follows, we give

some examples to better understand the robust constant.

Example 2.1. Let X 2 Rn be a closed convex set. Since clcoX D X , the robust
constant of X is R.X/ D 1:
Example 2.2. Let f W Rn ! R be a strictly convex and lower-bounded function.
For all c 2 R, since Hc D fx 2 Rn W f .x/ < cg is a convex set and �.Hc/ D
�.clcoHc/, we have R.f; c/ D 1.

Example 2.3. Let X D Œ0; 1� and f W X ! R be defined by

f .x/ D
�
1; if x is irrational;
0; if x is rantional:

Then we have

R.f; c/ D
�
1; if c � 1;
0; otherwise:
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0.5 1 1.5 2 2.5 3 3.5 4
X

y = f(x)

Fig. 2 Example 2.5 f W Œ0; 4� ! R

Example 2.4. Let X D Œ0; 4�� and f W X ! R be defined by

f .x/ D
8
<

:

sin x; x 2 Œ0; 2�/;
1

�
x � 2; x 2 Œ2�; 4��:

Then we have: R.f; c/ D 1 for all c � 1 or c < 0, and R.f;
1

2
/ D 11

15
, and so on.

Undoubtedly, the robust constant of a function (or a set) is hard to compute in
general. However, it has significance in theory for global optimization, as Lipschitz
constant does for convex analysis. For a global optimization problem, we are also
interesting in global robust constant. We have

Definition 2.6. A function f W Rn ! R is globally robust with constant r > 0 if

R.f; c/ � r; 8c 2 .�1;C1/: (2.4)

Example 2.5. Suppose the function f W Œ0; 4� ! R is displayed in Fig. 2. It is
obvious that

R.f; c/ � minR.f; c/ D R.f; 2/ D 1

3
D r:

Thus the global robust constant of the function f is r D 1

3
.

Indeed, the new concept is consistent with the robustness in literature. The
consistency is shown as follows.
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Theorem 2.1. If f W X ! R is a robust function where X is a robust set, then
R.f; c/ > 0 for all c 2 .�1;C1/.
Proof. The function f W X ! R is robust, which means that Hc D fx 2
X W f .x/ < cg is robust for all c 2 .�1;C1/ by Definition 2.2. Thus, by
Definition 2.1, we have

cl.Hc/ D cl.intHc/: (2.5)

If Hc D ;, then R.f; c/ D R.Hc/ D R.;/ D 1 > 0. If Hc ¤ ;, then by (2.5)
we have

cl.intHc/ D cl.Hc/ ¤ ;

which means that intHc ¤ ;, and consequentially, �.intHc/ > 0 by Definition 2.3.
Thus �.Hc/ � �.intHc/ > 0, which deduces that R.f; c/ > 0.

3 Applications

Robust constant is a useful concept in some important areas, such as random search
technique for numerical global optimization and simulation optimization. As an
example of these applications, we use the new concept, i.e., robust constant, to
analyze a modified pure adaptive search (MPAS) method for global optimization.

For the problem (1.1), it is well known that: ifHc D ;, then c < c� D minf .x/.
Suppose f .x/ is robust on Rn, and the scheme (1.5)–(1.6) is used to search for the
minimum of f , where Xt .t D 1; 2; : : : ; N / are iid random samples with density
function g.x/ characterized by the mean u and variance �2. A sample X is said to
be effectual to the level value c if and only if f .X/ < c. Then, the rate of effectual
sample is given by

� D R.f; c/ �
Z

clcoHc

g.x/d�: (3.1)

Among the N samples, the number expected of effectual samples is N res D �N .
Based on this observation, we propose a MPAS method for global optimization

problem (1.1), and analyze the proposed method by robust constant.

Algorithm 3.2. A Modified Pure Adaptive Search Method, MPAS

s0. Let X0 be a random point in Rn and c0 D f .X0/, and let g0.x/ be a probability
density function with mean vector u0 and variance vector �20 . Set " > 0 and
k D 0.
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s1. Generate a sample set Sk D fXt ; t D 1; 2; : : : ; Nkg iid from distribution with
density gk.x/. Let

ckC1 D 1

Nk

NkX

tD1
Fk.Xt / (3.2)

where Fk.x/ is defined by (1.5). Let OHk D fXt W f .Xt / < ck; t D 1;

2; : : : ; Nkg be the effectual sample set, and nk D j OHkj be the number of
elements in the set.

s2. If jckC1 � ckj < ", stop.
s3. Let

ukC1 D 1

nk

X

Xt2 OHk
Xt ; and �2kC1;i D

1

nk

X

Xt2 OHk
.Xt;i � ukC1;i /2 ;

i D 1; 2; : : : ; n: (3.3)

Smooth these parameters by

ukC1 D ˛ukC1C.1�˛/uk; �kC1;i D ˇk�kC1;iC.1�ˇk/�k;i ; i D 1; 2; : : : ; n;
(3.4)

where 0:5 < ˛ < 0:9; 0:8 < ˇ < 0:99 and ˇk D ˇ � ˇ.1 � 1
k
/q , q is an

integer (typically between 5 and 10), see Rubinstein et al. [16] and [18].
Construct the new density function gkC1.x/ with the mean vector ukC1 and

variance �2kC1, let k WD k C 1, go to s1.

Remark 3.1. The step s1 accepts the new level value ckC1 if it satisfies

ckC1 � ck � �k.ck � ck�1/; (3.5)

where �k 2 .0; 1/ is step length at the k-th iteration. The sample size Nk can be
updated adaptively according to some information at the current iteration.

It is easy to prove the convergence to global optimum in probability of the
proposed algorithm, and we omit the proof here. In what follows, we analyze the
rationality of stop criterion, i.e., jckC1 � ckj < ", of the MPAS method.

For the objective function f .x/ of problem (1.1) and a given level value c,
suppose that Hc ¤ ;, a sample density function g.x/ is said to be “good” for
the level value c if

Z

clcoHc

g.x/d� � p0 > 0:

Theorem 3.1. Suppose f W Rn ! R is globally robust with the constant r , and
sample density functions gk.x/ are “good” for all k. Then, there exists a positive
constant �B such that step length �k � �B for every iteration k of the MPAS method.
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Proof. At the k-th iteration, we have the sample set Sk . We partition Sk into two

parts: one is S1k D
n
Xt 2 Sk W Fk.Xt / > ck � �.ck�1 � ck/

o
, and the other is

S2k D
n
Xt 2 Sk W Fk.Xt / � ck � �.ck�1 � ck/

o
, where � 2 .0; 1/ is a constant. Let

N1
k D jS1k j andN2

k D jS2k j, thenNk D N1
kCN2

k . Based on the fact that Fk.x/ � ck ,
we have

ckC1 D 1

Nk

X

Xt2Sk
Fk.Xt /

D N1
k

Nk

0

@ 1

N 1
k

X

Xt2S1k
Fk.Xt /

1

AC N2
k

Nk

0

@ 1

N 2
k

X

Xt2S2k
Fk.Xt /

1

A

� N1
k

Nk
ck C N2

k

Nk

	
ck � �.ck�1 � ck/




D ck � �N
2
k

Nk
.ck�1 � ck/:

Let �k D �N
2
k

Nk
, we have

ckC1 � ck � �k.ck�1 � ck/: (3.6)

On the other hand, let Ock D ck � �.ck�1 � ck/, then by (3.1) we have N2
k D �kNk ,

where

�k D R.f; Ock/ �
Z

clcoH
Ock

gk.x/d�:

Thus, we obtain

�k D ��k D � �R.f; Ock/ �
Z

clcoH
Ock

gk.x/d�: (3.7)

Since f W Rn ! R is globally robust with the constant r , i.e., R.f; Ock/ � r for all
k, and the sample density function gk.x/ is “good” such that

Z

clcoH
Ock

gk.x/d� � p0 > 0; (3.8)

we have

�k � �rp0 WD �B > 0: (3.9)
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Theorem 3.2. If the objective function f .x/ of the problem (1.1) and the sample
density function gk.x/ satisfy the same conditions of Theorem 3.1, and the level
value sequence fckg is generated by the MPAS method, then we have

lim
k!1

�
ck�1 � ck

� D 0: (3.10)

Proof. By (1.5) and (3.2), it is easy to show that ck�1�ck � 0 for all k. Adding (3.6)
from k D 1 to1, and let c1 WD lim

k!1 ck , we get

c1 � c1 �
1X

kD1
�k.ck�1 � ck/: (3.11)

Since the objective function f is lower bounded, we suppose f .x/ � b for all
x 2 Rn. Then we have c1 � b. By (3.9) and (3.11), we get

�B

1X

kD1
.ck�1 � ck/ �

1X

kD1
�k.ck�1 � ck/ � c1 � c1 � c1 � b < C1; (3.12)

which deduces (3.10) directly.
Theorem 3.2 gives a simple and utilizable stop criterion of the MPAS method.

Indeed, under some suitable assumptions, ck�1�ck D 0 gives a necessary condition
of global optimality of the unconstrained global optimization problem.

Remark 3.2. In engineering applications, one can update the sample-size Nk by
the following rule: at the k-th iteration, generate Nk samples according to the
distribution with density gk.x/, denote the sample set by Sk D fXt ; t D
1; 2; : : : ; Nk:g, and compute ckC1 by (3.2). If the acceptance criterion (3.5) is
satisfied, then accept ckC1 as the new level value; otherwise, generate dNk

10
e samples,

let NkC1 WD NkC1 C dNk10 e, and accept ckC1 until the condition (3.5) is satisfied. At
the .k C 1/-th iteration, we first reserve the effectual samples w.r.t. ckC1 of the
previous iteration, and denote it by S res

k D fXt 2 HckC1
W Xt 2 Skg. Then generate

NkC1 samples according to the distribution with density gkC1.x/, denote the sample
set by QSkC1, let SkC1 D QSkC1 [ S res

k and NkC1 WD NkC1 C jS res
k j. The rest is to

compute ckC2 and check whether it satisfies the criterion (3.5) or not, and so on.

4 Conclusions

In this paper, we have introduced a new concept, robust constant, for quantitative
description of robustness of measurable sets and measurable functions. Robust
constant is a useful concept for analyzing random search methods for global
optimization and simulation optimization.
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It is well known that, global optimization problem is NP-hard, but finding a
global optimizer of a general function is a common task in real-world applications.
In engineering optimization, GRS techniques are the most useful method for
finding a global optimizer. However, many GRS methods do not have a suitable
criterion to stop their iteration, since it is also an NP-hard problem to verify
that a feasible (maybe local) solution is a global solution. As an example of
applications of the robust constant, we have proposed a modified pure adaptive
method for unconstrained global optimization, and given a suitable stop criterion
of the proposed method and analyzed the rationality. This is essentially a utilization
of a necessary condition of global optimality in some sense.
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Closed-Loop Supply Chain Network
Equilibrium with Environmental Indicators

Shi-Qin Xu, Guo-Shan Liu, and Ji-Ye Han

Abstract In this paper, we propose a closed-loop supply chain network equilibrium
model with environmental indicators through variational inequality theory, which is
composed by raw material suppliers, manufacturers, retailers, demand markets, and
recovery centers. In view of sustainable development, the Ministry of Environmental
Protection legislates by imposing emission penalties to prevent the manufacturers
from violating laws and regulations but offering premiums to stimulate the recovery
centers to recycle used products. The penalties and premiums should be greater
than the corresponding shadow prices as environmental indicators determined by
the model, which is constructive for decision making of the authorities. We describe
their behavior, derive optimality conditions, and establish the variational inequality
in accordance with the closed-loop supply chain network equilibrium conditions.
Based on the existence of solution to the model under reasonable assumptions, a
numerical example is provided for illustration.

Keywords Closed-loop supply chain • Network equilibrium • Environmental
indicators • Variational inequality

1 Introduction

There is no doubt that a considerable number of studies are involved in closed-
loop supply chains and we can refer [1, 2] and the references therein. The goal of
subsequent closed-loop supply chain networks is to maximize the value originated
from collecting for remanufacturing to make full use of the essential components
from recycled products. Such frameworks are derived from contributions in supply
chain networks composed by tiers of decision-makers including manufacturers, dis-
tributors, retailers, and demand markets with the governing equilibrium conditions,
that is, network equilibrium see [3, 4] and [5]. In particular, the previous models
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involved the variational inequality theory which had widely used in various research
fields such as supply chain networks [6, 7], transportation networks [8], financial
networks [1], knowledge networks [9], and so forth.

According to the concept of equilibrium, [1] presented a variational inequality
formulation for a closed-loop supply chain network equilibrium model. Based on the
above model, [10] established the oligopolistic closed-loop supply chain in which
recovery centers received subsidies from government organizations. In addition,
[2] has discussed a closed-loop supply chain network combined with competition,
distribution channel investment, and uncertainties.

In view of the severe environmental pollution, the Ministry of Environmental
Protection (MEP) has placed more emphasis on how to implement relevant policies
such as premium and penalty mechanisms to relieve the pressure. In this paper, we
consider that the MEP sets upper limits of emission on manufacturers to control their
discharges in the form of the legislation whereas it offers lower limits of recycled
products to recovery centers in the form of incentives. Therefore, nonnegative
emission penalties are imposed on the manufacturers to guarantee the environmental
target, and nonnegative premiums are offered to recovery centers to stimulate them
to recover used products as much as possible. These penalties and premiums should
be greater than corresponding shadow prices which are Lagrangian multipliers with
regard to the constraints as environmental indicators.

Based on [2, 11], consequently, after integrating variational inequality theory
as well as policies of the MEP, we formulate a theoretical framework of the
closed-loop supply chain network equilibrium with environmental indicators. The
model is composed of five tiers of decision-makers, that is, raw material suppliers,
manufacturers, retailers, demand markets, and recovery centers that are responsible
for collecting used products. Then, we describe the optimizing behavior of the
various decision-makers, derive the governing optimality conditions, and obtain the
variational inequality relevant to the closed-loop supply chain network equilibrium
model with environmental indicators. After providing the existence property of the
solution, a numerical example is presented for illustrative purpose.

2 The Closed-Loop Supply Chain Network Equilibrium
with Environmental Indicators

The closed-loop supply chain network with environmental indicators is depicted in
Fig. 1.

We denote a typical raw material supplier by i (iD 1, 2, : : : , I), a typical
manufacturer by j, (jD 1, 2, : : : , J), a typical retailer by k (kD 1, 2, : : : , K), a
typical demand market by l (lD 1, 2, : : : , L), and a typical recovery center by r
(rD 1, 2, : : : , R), respectively. It is assumed that members in the network com-
pete in a noncooperative mode, which means that each decision-maker in the
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Fig. 1 The structure of the closed-loop supply chain network with environmental indicators

network determines its optimal quantities, given those of competitors. Definitions
of variables, functions, and parameters in the closed-loop supply chain network are
summarized below:

qij: nonnegative amount of the raw material from raw material supplier i to
manufacturer j. Group shipments between material suppliers and manufacturers
into the column vector Q1 2RIJC.

qjk: nonnegative amount of product shipment transacted with retailer k by manufac-
turer j. Group product flows between manufacturers and retailers into the column
vector Q2 2RJKC .

qkl: nonnegative product shipment from retailer k to demand market l. Group flows
between retailers and demand markets into the column vector Q3 2RKLC .

qlr: nonnegative product shipment from demand market l to recovery center r. Group
flows between demand markets and recovery centers into the column vector
Q4 2RLRC .

Qqjr : nonnegative amount of reusable material flow from recovery center r to
manufacturer j. Group flows between recovery centers and manufacturers into
the column vector Q5 2RJRC .

�l: demand price of the product at demand market l. Group prices into the column
vector �2RLC.

ˇv: fraction of a unit of the raw material transformed into the new product,
0�ˇv� 1.

ˇu: fraction of a unit of reusable material transformed into the remanufactured
product, 0�ˇu� 1.

fi: procurement cost of raw material supplier, fiD fi(Q1), 8 i.
f v

j : production cost of manufacturer j associated with the raw material,
f v

j D f v
j (ˇv, qv

j ) where qv
j is the total amount of manufacturer j’s product made

from the raw material.
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f u
j : remanufacturing cost of manufacturer j with the useful materials extracted

from recycled products, f u
j D f u

j

	
ˇu; Qqu

j



; where Qqu

j is the total amount of

manufacturer j’s remanufactured product.
cij: cost of transacting with manufacturer j by raw material supplier i, cijD cij(qij).
bcij : cost of transacting with raw material supplier i by manufacturer j, bcij D
bcij

�
qij
�
.

cjk: cost of transacting with retailer k by manufacturer j, cjkD cjk(qjk).
bcjk : cost of transacting with manufacturer j by retailer k,bcjk Dbcjk

�
qjk
�
.

ckl: cost of transacting with demand market l by retailer k, cklD ckl(qkl).
ck: handling cost of retailer k including the display cost and the cost of transacting,

ckD ck(Q2).
bckl : cost of transacting with retailer k from the perspective of demand market l,
bckl Dbckl .qkl / :

clr: cost of transacting with recovery center r from the perspective of market l,
clrD clr(qlr).

bclr : cost of transacting with demand market l from the perspective of recovery center
r,bclr Dbclr .qlr / :

cjr: cost of transacting with recovery center r by manufacturer j, cjr D cjr
� Qqjr

�
:

bcjr : cost of transacting with manufacturer j by recovery center r,bcjr Dbcjr
� Qqjr

�
:

cr: cost of inspection and separation from recovery center r, cr .qr / ; qr D
LX

lD1
qlr :

ıj: disposal fee charged by landfills for per unit of emission from manufacturer j.
sr: subsidy from the MEP to recovery center r for recycling per unit of product from

demand markets.
� r: fraction of a unit of usable recycled product that can be transformed to reusable

material for recovery center r.
Ej: upper limits of emission set by the MEP on different manufacturers.
�r: lower limits of recycled products set by the MEP on different recovery centers.

2.1 The Behavior of the Raw Material Suppliers
and Their Optimality Conditions

Let �ij denote the price charged for the raw material by supplier i to manufacturer j
and then i’s profit maximization problem is expressed as

Max
JX

jD1
�ij qij � fi .Q1/ �

JX

jD1
cij
�
qij
�

(1)

s:t: qij � 0; 8i; j: (2)
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It is necessary to assume that the functions, fi(Q1) and cij(qij), are convex and
continuously differentiable with regard to their respective decision variables. Then,
the optimality conditions for all suppliers can be described simultaneously using the
following variational inequality: determine Q�

1 � 0 satisfying

IX

iD1

JX

jD1

2

4
@cij

	
q�
ij




@qij
C @fi

�
Q�
1

�

@qij
� ��

ij

3

5 �
	
qij � q�

ij



� 0 (3)

2.2 The Behavior of the Manufacturers
and Their Optimality Conditions

Let �jk denote the selling price charged for the product by manufacturer j to retailer
k and Q�jr denote the price for the recycled product by manufacturer j to recovery
center r. Then the economic profit maximization problem faced by manufacturer j
can be expressed as

Max
KX

kD1
�jkqjk �

IX

iD1
�ij qij �

LX

lD1
Q�jr Qqjr � f u

j

	
ˇu; Qqu

j




� f v
j

	
ˇv; q

v
j



�

IX

iD1
bcij

�
qij
�

�
KX

kD1
cjk

�
qjk
� �

IX

iD1
cjr

� Qqjr
�

� ıj �
"

.1 � ˇu/

LX

lD1
Qqjr C .1 � ˇv/
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iD1
qij

#

(4)

s:t:

KX

kD1
qjk � ˇv

IX

iD1
qij C ˇu

RX

rD1
Qqjr (5)

.1 � ˇu/

RX

rD1
Qqjr C .1 � ˇv/

IX

iD1
qij � Ej (6)

qij � 0; qjk � 0; Qqjr � 0; 1 � ˇu � 0; 1 � ˇv � 0: (7)

It is assumed that the functions, f u
j , f v

j , bcij , cjk , and cjr, are convex and
continuously differentiable and then the optimality conditions for all manufacturers
are expressed as the inequality: determine (Q�

1 , Q�

2 , Q�

4 )� 0 satisfying
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C
JX
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ˇv

IX

iD1
q�
ij C ˇu

RX

rD1
Qq�
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KX

kD1
q�
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#

�
	
�j � ��
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C
JX

jD1
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rD1
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@f u
j

�
ˇu; Qqj u��

@ Qqjr C
@cjl

	
Qq�
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@ Qqjr C Q��
jr C ıj .1 � ˇu/

� ˇu�
�
j C .1 � ˇu/ �

�
j

#

�
	
Qqjr � Qq�

jr




C
JX

jD1

"

Ej � .1 � ˇu/

RX

rD1
Qq�
jr � .1 � ˇv/

IX

iD1
q�
ij

#

�
	
�j � ��

j



� 0

(8)

It can be shown that ��

j and ��

j are Lagrange multipliers related to constraint (5)
and (6) respectively. To be more specific, ��

j is also a shadow price which has an
interpretation as the maximum price paid by manufacturer j that is willing to pay for
an extra unit of the given upper limit of emission. To prevent manufacturers from
exceeding such limits, the emission penalties set by the MEP should be greater than
the respective shadow prices.

2.3 The Behavior of the Retailers and Their Optimality
Conditions

Let �kl denote the selling price of per unit product from retailer j to consumers at
demand market l, and then j’s optimization problem of profit maximization can be
shown as

Max
LX

lD1
�klqkl �

JX

jD1
�jkqjk �

JX

jD1
bcjk

�
qjk
� �

LX

l

ckl .qkl / � ck .Q2/ (9)
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s:t:

LX

lD1
qkl �

JX

jD1
qjk (10)

qjk � 0; qkl � 0: (11)

It is necessary to assume that the functions, ck, bcjk , and ckl, are convex
and continuously differentiable and hence the optimality conditions of all retail-
ers can be described simultaneously using the variational inequality: determine
(Q�

2 , Q�

3 ,�� )� 0 satisfying

JX

jD1

KX

kD1

2

4
@bcjk

	
q�
jk




@qjk
C ��

jk C
@ck

�
Q�
2

�

@qjk
� ��

k

3

5 �
	
qjk � q�

jk




C
KX

kD1

"
@ckl

�
q�
kl

�

@qkl
C ��

k � ��
kl

#

� �qkl � q�
kl

�C
KX

kD1

2

4
JX

jD1
q�
jk �

LX

lD1
q�
kl

3

5

� ��k � ��
k

� � 0
(12)

In this formulation, �k is the Lagrange multiplier associated with constraint (10) for
retailer k and � is the column vector of all the retailers’ multipliers.

2.4 The Consumers at the Demand Markets
and the Equilibrium Conditions

In the forward supply chain, denote the demand at demand market l by dl which is
a continuous function dlD dl(�), 8 l. The equilibrium conditions for consumers at
demand market l take the following form:

��
kl Cbckl

�
q�
kl

� � D ��
l ; if q�

kl � 0
� ��

l ; if q�
kl D 0

(13)

dl
�
���

8
ˆ̂̂
<̂

ˆ̂̂
:̂

D
KX

kD1
q�
kl ; if ��

l � 0

�
KX

kD1
q�
kl ; if ��

l D 0
(14)
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Condition (13) states that consumers at demand market l will purchase the
product from retailer k if the price charged by retailer k plus the cost of transacting
from the consumers does not exceed the price that those consumers are willing to
pay. Condition (14) states that if the equilibrium price the consumers are willing to
pay for the product is positive, then the quantity of product consumed at demand
market l is equal to the demand at that market.

In the reverse supply chain, consumer aversion at demand market l is described
as a monotone increasing function al(Q4). Consumers at market l will choose to
return recycled products in terms of the buy-back price and the amount of recycled
products must not exceed the amount obtained from the retailers, which can be
expressed by condition (15) and (16).

al
�
Q�
4

� � D Q��
lr ; if Qq�

lr � 0
� Q��

lr ; if Qq�
lr D 0

(15)

s:t:

RX

rD1
Qqlr �

KX

kD1
qkl (16)

The above equilibrium conditions are equivalent to the following variational
inequality: determine (Q�

3 , Q�

4 , �� , �� )� 0 satisfying

KX

kD1

LX

lD1

�
��
kl Cbckl

�
q�
kl

� � ��
l � ��

l

� � �qkl � q�
kl

�

C
LX

lD1

RX

rD1

�
al
�
Q�
4

� � ��
lr C ��

l

� � �qlr � q�
lr

�

C
LX

lD1

"
KX

kD1
q�
kl � dl

�
���
#

� ��l � ��
l

�C
LX

lD1

"
KX

kD1
q�
kl �

RX

rD1
q�
lr

#

� ��l � ��
l

� � 0

(17)

In this formulation, ��

l is the Lagrange multiplier associated with constraint (16)
for demand market l and � is the L-dimensional column vector of such multipliers
for all markets.

2.5 The Recovery Centers and the Equilibrium Conditions

It is assumed that the recovery centers are required to collect recyclable products
from demand markets, which are inspected and separated in order to obtain reusable
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materials sent to the manufacturers. Given the above description, each recovery
center r wishes to maximize its profit:

Max
JX

jD1
Q�jr Qqjr �

LX

lD1
�lrqlr �

JX

jD1
bcjr

� Qqjr
� �

LX

lD1
clr .qlr / � cr .qr /

� � � .1 � �r/
JX

jD1
Qqjr C sr �

LX

lD1
qlr (18)

s:t:

JX

jD1
Qqjr � �r

LX

lD1
qlr (19)

�r �
LX

lD1
qlr (20)

Assume that the recycling cost and the transaction cost functions are contin-
uous and convex. Consequently, the optimality conditions of all recovery cen-
ters can be described simultaneously using the variational inequality: determine
(Q�

5 , Q�

4 ,¤� , �� )� 0 satisfying

JX

jD1

RX

rD1
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4
@cjr

	
Qq�
jr




@ Qq�
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C ,�
r � Q��
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5 �
	
Qqjr � Qq�
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rD1

"
@clr

�
q�
lr

�

@qlr
C @bcr

�
q�
r

�

@qlr
C ��

lr C � .1 � �r/ � �r,�
r � &�

r � sr
#

� �qlr � q�
lr

�C
RX

rD1

2

4�r �
LX

lD1
q�
lr �

JX

jD1
Qq�
jr

3

5 � �,r � ,�
r

�

C
RX

rD1

"
LX

lD1
q�
lr � �r

#

� �&r � &�
r

� � 0

(21)

In this formulation, ¤r and −r are Lagrange multipliers relevant to constraint (19)
and constraint (20) for recovery center r, and ¤ and − are the column vectors of all
the recovery centers’ corresponding multipliers.



482 S.-Q. Xu et al.

3 The Closed-Loop Supply Chain Network Equilibrium
with Environmental Indicators

Definition 1. The closed-loop supply chain network equilibrium with environ-
mental indicators. The equilibrium state of the closed-loop supply chain network
with environmental indicators is one where the product flows between five-tier
decision-makers coincide and the product outputs, product shipments and prices
satisfy the sum of the optimality conditions (3), (8), (12), (17) and the equilibrium
conditions (21).

Theorem 1 The equilibrium conditions governing the closed-loop supply chain net-
work with environmental indicators are equivalent to the solution to the variational
inequality given by: determine X� D (Q�

1 , Q�

2 , Q�

3 , Q�

4 , Q�

5 , �� ,�� , �� ,�� , �� ,¤� , �� )
2 satisfying
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(22)

For easy reference in the subsequent sections, variational inequality (22) can
be rewritten in standard variational inequality form as follows: determine X� 2
satisfying:

˝
F
�
X�� ; X �X�˛ � 0; 8X 2 ˝: (23)

where F(X)D (Fij, Fjk, Fkl, Flr, Fjr, Fl, Fj1, Fj2, Fk, Fl, Fr1, Fr2)i D 1,2 : : : ,I; j D 1,2 : : : ,J;

k D 1,2 : : : ,K; l D 1, 2; r D 1,2 : : : ,R and the specific components of F are given by the
function terms preceding the multiplication signs in (22). The term < � , �> denotes
the inner product in N-dimensional Euclidean space.

From Nagurney [8], a variational inequality admits at least one solution if the
entering function F is continuous, and the feasible set is compact. While F in (23)
may be not continuous, the feasible region is not compact. However, it is possible
to impose a weak condition on  to guarantee existence. Let

˝b D f.Q1;Q2;Q3;Q4;Q5; �; �; �; �; �; ,; �/ j0 � Q1 � b1; 0 � Q2 � b2;
0 � Q3 � b3; 0 � Q4 � b4; 0 � Q5 � b5; 0 � � � b6; 0 � � � b7;
0 � � � b8; 0 � � � b9; 0 � � � b10; 0 � , � b11; 0 � � � b12g

where bD (b1, b2, b3, b4, b5, b6, b7, b8, b9, b10, b11, b12)� 0 and Q1� b1, Q2� b2,
Q3� b3, Q4� b4, Q5� b5, �� b6, 0��� b7, 0� � � b8, 0��� b9, 0� � � b10,
0�¤� b11, 0� � � b12 mean that qij � b1; qjk � b2; qkl � b3; qlr � b4; Qqjr �
b5; �l � b6; �j � b7; �j � b8; �k � b9; �l � b10; ,r � b11; �r � b12:. Then, b

is a bounded, closed convex subset of RIJ C JK C KL C LR C JR C L C 2J C K C L C 2R. Thus,
the variational inequality:

˝
F
�
Xb
�
; X �Xb

˛ � 0; 8X 2 ˝b (24)

admits at least one solution. Therefore, following Nagurney et al. [3] we have:
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Lemma 1. Variational inequality (23) admits a solution if and only if there exists a
b> 0 such that variational inequality (24) admits a solution in b with

Qb
1 � b1;Qb

2 � b2;Qb
3 � b3;Qb

4 � b4;Qb
5 � b5; �b < b6;

�b � b7; �b � b8; �b � b9; �b � b10; ,b � b11; �b � b12: (25)

Theorem 2 (Existence). Suppose there exist positive constants M, N, R with R>M
such that:

@cij
�
qij
�

@qij
C @fi .Q1/

@qij
C
@f v
j

	
ˇv; q

v
j




@qij
C @bcij

�
qij
�

@qij
� R;

8Q1 with qij � N;8i; j: (26)

@cjk
�
qjk
�

@qjk
C @bcjk

�
qjk
�

@qjk
C @ck .Q2/

@qjk
� R; 8Q2 with qjk � N; 8j; k: (27)

@ckl .qkl /

@qkl
Cbckl .qkl / � R; 8Q3 with qkl � N;8k; l: (28)

al .Q4/C @clr .qlr /

@qlr
C @cr .qr /

@qlr
� R;8Q4 with qlr � N;8l; r: (29)

@f u
j

	
ˇu; Qqu

j




@ Qqjr C @cjr
� Qqjr

�

@ Qqjr C @cjr
� Qqjr

�

@ Qqjr � R;8Q5 with Qqjr � N; 8j; r: (30)

dl .�/ � N; 8� with �l > M;8l: (31)

Then variational inequality (22) admits at least one solution.

Proof Follows using analogous arguments as the proof of existence for Theorem 2
in [11]. �

4 A Numerical Example

In this section, we present a numerical example to illustrate effects of the legislation
proposed by the MEP on its equilibrium solution, which is constructed with two raw
material suppliers, two manufacturers, two retailers, two demand markets, and two
recovery centers, that is, ID JDKDLDRD 2.
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The procurement cost functions of the two raw material suppliers are:

f1 .Q1/ D .q11 C q12/2 C 0:5 .q11 C q12/ .q21 C q22/C .q11 C q12/ I
f2 .Q1/ D .q21 C q22/2 C 0:5 .q11 C q12/ .q21 C q22/C .q21 C q22/ :

The production cost functions of the two manufacturers are given by:

f v
1

�
ˇv; q

v
1

� D 1:5Œˇv .q11 C q21/�2 C 2 Œˇv .q11 C q21/� Œˇv .q12 C q22/� I
f v
2

�
ˇv; q

v
2

� D 1:5Œˇv .q12 C q22/�2 C 2 Œˇv .q11 C q21/� Œˇv .q12 C q22/� :

The remanufacturing cost functions associated with recycled products for the two
manufacturers are given by:

f u
1

�
ˇu; Qqu

1

� D 0:5Œˇu . Qq11 C Qq12/�2 C ˇu . Qq11 C Qq12/C 2I
f u
2

�
ˇu; Qqu

2

� D 0:5Œˇu . Qq21 C Qq22/�2 C ˇu . Qq21 C Qq22/C 2:

The handling cost functions of the two retailers are given by:

ck .Q2/ D 0:5
0

@
2X

jD1

2X

kD1
qjk

1

A

2

C 3; k D 1; 2:

The transacting cost paid by recovery centers to manufacturers is:

bcjr
� Qqjr

� D 0:5� Qqjr
�2 C 2; j D 1; 2I k D 1; 2:

The demand functions at the two demand markets are given, respectively, by:

d1 D �2�1 � 1:5�2 C 1; 000I d2 D �2�2 � 1:5�1 C 1; 000:

The aversion functions for consumers are given by: al .Q4/ D 0:5
 

2X

kD1

2X

lD1
qkl

!

+5,

l D 1; 2:
The cost of inspection and separation from recovery centers are set as: cr .qr / D

2

 
2X

lD1
qlr

!2

; r D 1; 2:
All the other cost functions are set to zero (e.g., [10]) and the parameters are

set by ˇvD 0.6, ˇuD 0.4, ı1D ı2D 1 and s1D s2D 2. In addition, we assume
that E1D 20, E2D 25, �1D 30, �2D 30. Then, the Lingo converges in 1365
iterations yielding the following equilibrium patterns presented as follows.

The equilibrium raw material transactions between raw material suppliers and
manufacturers qij:

q�
11 D 24:027; q�

12 D 20:973; q�
21 D 18:167; q�

22 D 26:833I
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The product transactions between manufacturers and retailers qjk:

q�
11 D 16:147; q�

12 D 11:250; q�
21 D 21:352; q�

22 D 11:250I

The product transaction shipments between retailers and demand markets qkl:

q�
11 D 30:000; q�

12 D 7:500; q�
21 D 0:000; q�

22 D 22:500I

The recycled product shipments between demand markets and recovery centers qlr:

q�
11 D 18:000; q�

12 D 12:000; q�
21 D 12:000; q�

22 D 18:000I

The reusable material flows from recovery centers to manufacturers Qqjr :

Qq�
11 D 2:602; Qq�

12 D 2:602; Qq�
21 D 4:898; Qq�

22 D 4:898I

The equilibrium prices at the two demand markets �l: ��

1 D ��

2 D 277.143;
The Lagrange multipliers:

��
1 D ��

2 D 572:800I ��
1 D 374:476; ��

2 D 369:425I ��
1 D ��

2 D 632:800I
��
1 D ��

2 D 355:657I ,�
1 D ,�

2 D 0:000I ��
1 D ��

2 D 509:157:

The emissions generated by both manufacturers are given by:

.1 � ˇu/

RX

rD1
Qqjr C .1 � ˇv/

IX

iD1
qij :

According to the above expression, the two manufacturers’ emissions volumes
are equal to:

0:6 � .2:602C 2:602/C 0:4 � .24:027C 18:167/ D 20:000I
0:6 � .4:898C 4:898/C 0:4 � .20:973C 26:833/ D 25:000:

It can be also observed that these two figures are all equal to their respective upper
limits of emission. In such a case, the emission penalty the MEP imposes on the first
manufacturer should be greater than 374.476; at the same time, the emission penalty
the MEP imposes on the second manufacturer should be greater than 369.425. On
the other hand, the premium the MEP offers on the two recovery centers should
be both greater than 509.157. It has an essential managerial insight that the MEP
can, according to different shadow prices serving as environmental indicators under
different situations, adjust penalties and/or premiums, and transform corresponding
limits to achieve its expected environmental target. It is worth noting the shadow
prices which have a crucial impact on the decision making of the MEP for
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environmental protection. If a particular shadow price is equal to zero, then emission
penalty and premium are set as zero. In contrast, if the shadow price is positive, then
the penalty or premium should also be set as a positive number which is greater than
the corresponding shadow price.

5 Conclusion

In the paper, we propose a framework of the closed-loop network equilibrium
with environmental indicators consisting of raw material suppliers, manufacturers,
retailers, demand markets, and recovery centers. It is assumed that the MEP
legislates that the manufacturers’ emissions should be less than their respective
upper limits of emission to restrain pollution and protect environment. To achieve
this objective, the MEP imposes distinct nonnegative emission penalties on the
manufacturers and offers different nonnegative premiums to the recovery centers
by means of the shadow prices serving as environmental indicators for the MEP.

In particular, we describe their optimal behavior for pursuing maximum profit
within the constraint of upper limits of emission as well as incentives of lower
limits of used products. Then, we establish the optimality conditions of decision-
makers which are equivalent to a variational inequality. Existence of the solution
under suitable assumptions on the underlying functions is presented and finally an
illustrative example is provided to verify the rationality of the model. For further
research, the paper may include the consideration about how to apply algorithms to
concrete numerical examples.
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Dynamic Impacts of Social Expectation
and Macroeconomic Factor on Shanghai
Stock Market: An Application of Vector Error
Correction Model

Zou Ao

Abstract Stock movement often shows inconformity with macroeconomic situa-
tion and waves more intensively than expected. In this paper, we mainly focus on
the influence of social expectation and macroeconomic issue on Shanghai stock
market. By establishing a vector error correction model (i.e., VECM), we are able
to find out the relationship among them.

In the model, we assume that the macroeconomic situation can be fairly
represented by the data of total retail sales of consumer goods and total fixed asset
investment. As for social expectation, it can be indicated by the leading index in the
economic climate index system. Also, the performance of Shanghai stock market
can be regarded as the variation of the Shanghai composite index. Afterwards,
we build a VECM connecting these four elements synthetically. Depending on the
Granger causality tests and variance decomposition, we can figure out the dynamic
impacts of another three factors on Shanghai composite index.

It turns out that expected effect (i.e., leading index) exerts more influence on
stock fluctuation than macroeconomic factors. More importantly, all of those three
elements fail to nicely explain the variation of Shanghai composite index, which
shows that Shanghai stock market’s efficiency is really weak.

Keywords VECM • Social Expectation • Granger Causality Test • Variance
Decomposition

1 Introduction

In recent years, China’s stock markets stay in downturn and stock prices shake
intensively. In the meantime, however, China’s macroeconomic fundamentals,
including economic growth rate, individual income growth rate and inflation rate,
lie in a healthy and positive state. This is because macroeconomic issues are not
able to explain the stock market’s variation to a fair degree.With assistance of
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historical data, we conclude that stock market’s condition can poorly reflect the
change of substantial economy. And more than China, the stock markets of the
rest of the world are also not consistent with their own economic condition. Thus,
the change of macroeconomic condition is absolutely not the unique reason for the
fluctuation of stock prices.

So, what are other elements that concerned with the stock market? Generally
speaking, people’s anticipation of future economic fundamentals can significantly
affect their judgments when purchasing or selling stocks, therefore influencing
stock prices to a substantial extent. Considering the effect of feedback loop of
market mechanism, the variation range of stock prices is more intensive than entity
economy. Therefore, social expectation on future economic state can greatly account
for the alteration of stock market index. As a result, we can divide the factors
influencing stock market’s operation into two parts: entity part and expectation part.
By means of empirical analysis of our vector error correction model (VECM), we
are able to figure out their separate influencing extent and make it clear which part
is more reasonable to lead to the fluctuation of stock market. In the end, based on
the explanatory power of these elements, we have the ability to make a preliminary
judgment on Shanghai stock market’s efficiency.

2 Methodology

2.1 Empirical Data

2.1.1 Data of the Variation of Shanghai Stock Market

The Shanghai stock composite index can be used to comprehensively represent
China’s stock markets’ operating condition.

We select the monthly data of Shanghai composite index from January, 2005 to
August, 2012, which is available in the website of the Hithink Flush Information
Network.

2.1.2 Data of the Social Expectation

In the climate index system, the leading index is typically aimed to forecast the
future economic state, reflecting the whole society’s expectation on future economic
healthy condition. It is an integrated index making up of 12 financial indexes and its
components would change based on actual economic affairs.

We choose the monthly data of the leading index from January, 2005 to August,
2012. Similarly, that data can also be accessible in the website of the Hithink Flush
Information Network.
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2.1.3 Data of the Macroeconomic Factors

Actually, there are many indicators that can represent the macroeconomic status. In a
general way, macro-economy is regarded to be composed of three parts: total social
consumptions, total social investment, and government expenditures. Since we have
no access to monthly data of government purchasing, we rely on total consumption
and investment to roughly reflect macroeconomic conditions.

The indicators of total consumption and investment are, respectively, the total
retail sales of consumer goods and the total fixed asset investment. We select the
monthly data, originating from the Hithink Flush Information Network as well, of
these two indicators from January 2005 to August 2012.

2.2 Methods Introduction

2.2.1 Granger Causality Test and Variance Decomposition

In this paper, we establish a co-integration connecting Shanghai composite index,
leading index, total retail sales, and total fixed asset sales, and then build a VECM
including the co-integration series and other four series [1].

After the establishment of the VECM, we are aimed to apply this model to
analyze the influence of other three elements on composite index, finding out which
element helps to explain the variation of stock prices and quantifies their influential
power.

With the help of Granger causality test, we are capable of figuring out which
variable can affect the Shanghai composite index in statistical sense. If one series is
the Granger reason of composite index, this series would exert substantial effects on
Shanghai stock market [2, 3].

Furthermore, by applying the technique of variance decomposition, we have
the ability to precisely measure the influential power of every single element on
Shanghai composite index [2, 3].

3 Empirical Analysis

3.1 Data Processing

In this model, SH indicates Shanghai composite index; XX represents leading index;
XF stands for total retail sales; TZ means total fixed asset investment.

Since composite index and leading index are relative numbers, we should take
the logarithm for them to reduce the heteroscedasticity. Hence, SH and XX become
LSH and LXX. Also, the amount of total retail sales and total fixed asset investment
are under the effect of the end of year so that these series might possess seasonality.

The results of seasonality test are as in Table 1.
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Table 1 Seasonality test of LSH, LXX, XF and TZ

Variable
Seasonality test
(at the 0.1 % level) Adjusted variable

LSH Unseasonal LSH

LXX Seasonal LXX_SA

XF Seasonal LXF_SA

TZ Seasonal LTZ_SA

Table 2 Test results of unit root

Test result of level-values Test result of first differential value

Variables
Test forms
(C,T,L) ADF values P values

Test forms
(C,T,L) ADF values P values

LSH (C,00) �1.695 0.4302 (C,01) �4.919 0.0001

LXX_SA (C,0,1) �2.795 0.0629 (C,0,0) �4.529 0.0004

XF_SA (C,T,2) �1.565 0.7988 (C,01) �9.753 0

TZ_SA (C,T,5) 0.0652 0.9965 (C,0,0) �11.515 0

In the table, C, T and L respectively represent intercept term, tendency term and lag intervals

3.2 Unit Root Test

Now, let these four series undergo unit root tests in specific forms, the results are
listed in Table 2.

As the table shows, at the 5 % level, all the variables are not stationary, but the
differential values of variables are all stationary. Hence, variables are integrated of
order one, and we can further test the co-integration relationship among variables.

3.3 Co-integration Test

Considering that XF_SA and TZ_SA both possess tendency term and intercept
term, indicating that some series have certain tendency, namely tendency term
in linear space. But LSH and LXX_SA do not contain tendency term so that
there is not tendency term in the co-integration space made up of those four
variables. Therefore, we should choose the third form when conducting Johansen
co-integration test [4].

When it comes to the lag order of co-integration, we can refer to the lag intervals
of VAR model composed of these four variables. Since VECM can be seen as the
differential form of the VAR model, the lag order of VECM would be one less than
the VAR model.

Then, we build a VAR model made up of these four variables and find out
the optimal lag order. Since the optimal lag interval selected by each criteria is
different, we should give priority to the result of AIC and SC. When lag is 1,
AIC D 19.998SC D 20.577; when lag is 2, AIC D 19.743SC D 20.784; when
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Table 3 VAR lag order selection criteria

VAR Lag Order Selection Criteria

Endogenous variables: LSH LXX_SA TZ_SA XF_SA

Exogenous variables: C

Date: 01/17/13 Time: 03:02

Sample: 2005M01 2012M08

Included observations: 84

Lag LogL LR FPE AIC SC HQ

0 �1,310.240 NA 4.57e+08 31.29143 31.40718 31.33796

1 �819.9466 922.2187 5,697.503 19.99873 20.57749* 20.23139

2 �793.2125 47.73936 4,424.665 19.74316 20.78493 20.16194*

3 �773.6481 33.07323 4,092.080 19.65829 21.16308 20.26320

4 �764.0686 15.28155 4,828.606 19.81116 21.77896 20.60220

5 �741.4650 33.90545 4,212.124 19.65393 22.08474 20.63110

6 �717.4285 33.76552* 3,588.052* 19.46258 22.35641 20.62588

7 �703.0699 18.80289 3,898.982 19.50167 22.85851 20.85109

8 �681.9371 25.66128 3,664.632 19.37946* 23.19931 20.91500

Asterisks can indicate the optimal lag order determined by these five different selection criteria.
Under normal circumstances, we should give priority to the results of AIC and SC.

lag is 3, AIC D 19.658SC D 21.163. Taken together, when we choose lag interval
as 2, these two indicators are optimal. Therefore, the lagged difference of the VAR
is 2 and then VECM is 1.

Establish a group of four variables and then conduct co-integration test, choose
the third form of Johansen test, select the lag interval as (1,1). The test result is listed
in Table 4.

Trace test and Max-eigenvalue test all indicate 1 cointegrating equation.

3.4 Application of VECM

3.4.1 Granger Causality Test

In order to find out whether leading index, total retail sales, and total fixed
investment significantly affect Shanghai composite index, we should turn to Granger
causality test for the group made up of these four elements. The best lag number
for the Granger test generally equal to the lagged difference of the VAR model
mentioned above, namely 2.

The causalities of LSH with LXX_SA, XF_SA, and TZ_SA are separately
listed. The test results represent that only LXX_SA is the Granger reason of
LSH, indicating that LXX_SA are reasonable to explain the variation of LSH in
Granger sense. From the economic perspective, social expectation, expressed by
leading index, constitutes the powerful reason for the fluctuation of stock prices
but macroeconomic factors fail to impact stock market significantly. Trace test and
Maxeigenvalue test all indicate one cointegrating equation (Table 4).
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Table 4 Test of co-integration

Sample (adjusted): 2005M03 2012M08

Included observations: 90 after adjustments

Trend assumption: Linear deterministic trend Series: LXX_SA LSH TZ_SA XF_SA

Lags interval (in first differences): 1 to 1

Unrestricted Cointegration Rank Test (Trace)

Hypothesized
No. of CE(s) Eigenvalue

Trace
statistic

0.05 critical
value Prob.��

None� 0.333514 58.85511 47.85613 0.0033

At most 1 0.159112 22.33891 29.79707 0.2800

At most 2 0.066534 6.742220 15.49471 0.6078

At most 3 0.006045 0.545681 3.841466 0.4601

Trace test indicates one cointegrating eqn(s) at the 0.05 level
� Rejection of the hypothesis at the 0.05 level; �� MacKinnon–Haug–Michelis (1999) p-values

Unrestricted Cointegration Rank Test (Maximum Eigenvalue)

Hypothesized
No. of CE(s) Eigenvalue

Max-Eigen
statistic

0.05 critical
value Prob.��

None� 0.333514 36.51620 27.58434 0.0028

At most 1 0.159112 15.59669 21.13162 0.2493

At most 2 0.066534 6.196540 14.26460 0.5881

At most 3 0.006045 0.545681 3.841466 0.4601

Max-eigenvalue test indicates one cointegrating eqn(s) at the 0.05 level
� Rejection of the hypothesis at the 0.05 level; �� MacKinnon–Haug–Michelis (1999) p-values

Table 5 Granger causality test

Pairwise Granger Causality Tests

Date: 01/17/13 Time: 04:40

Sample: 2005M01 2012M08

Lags: 2

Null hypothesis Obs F-statistic Prob.

LXX_SA does not Granger Cause LSH 90 3.63478 0.0306

LSH does not Granger Cause LXX_SA 0.23461 0.7914

TZ_SA does not Granger Cause LSH 90 0.68546 0.5066

LSH does not Granger Cause TZ_SA 0.02935 0.9711

XF_SA does not Granger Cause LSH 90 0.56672 0.5695

LSH does not Granger Cause XF_SA 0.63173 0.5341
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Fig. 1 The variance decomposition of LSH

3.4.2 Variance Decomposition

Other than Granger causality test, we can count on the technique of variance
decomposition to measure particular influential force of other three series on LSH.
The specific figure is as below (Fig. 1).

The result of variance decomposition of LSH indicates that most of LSH’s
volatility, about 80 %, originates from itself. The impact of LXX_SA on LSH might
constitute 20 % in all influencing factors. As to XF_SA and TZ_SA, their effects are
so weak that can be neglected.

The conclusion drawn from the variance decomposition tallies with the con-
sequence of the Granger causality test. Social expectation has a fair share in the
variance of Shanghai composite index, affecting stock market much more greatly
than macroeconomic issues. It should be pointed out that the influential force of
LXX_SA, XF_SA, and TZ_SA is really limited. In other words, the fluctuation of
composite index is mainly arisen from its own factor or other elements that we fail
to take into consideration.

4 Conclusion

• The impact of social expectation on stock market is much more significant
than macroeconomic elements.

The results of Granger causality test and variance decomposition clearly show
that leading index is powerful enough to influence the stock movement. However,
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the delegates of macroeconomic factors, namely total retail sales and total fixed
asset investment, possess very weak explanatory power for the fluctuation of
stock price.

• The factors influencing stock market are diverse.
The total influential force of these variables above is just around 20 %, relatively
small portion. This is because that there might be some other hidden important
factors for the variance of stock market. At present we cannot clearly figure out
those hidden elements, but it is evident that the influencing forces are diverse,
coming from various fields.
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Comparative Research of Financial Model
in Supply Chain

Jin Jin, Ziqiu Wei, and Guoshan Liu

Abstract Supply chain financial services have been studied for years. However,
the literatures have been silent on comparative research of every financial model,
especially the model of third party logistics (3PL) firms as credit providers in Cash-
strapped supply chains. This paper investigates an extended supply chain model with
a Cash-strapped retailer, a supplier, a bank, and a 3PL firm, in which the retailer has
insufficient initial budget and may borrow or obtain trade credit from bank, supplier,
or a 3PL firm. Our analysis indicates that the 3PL firm model yields higher profits
not only for the 3PL firm but also for the supplier, the retailer, and the entire supply
chain.

Keywords Supply chain • Financial services • Third party logistics (3PL)

1 Introduction

There is always shortage of funds in the supply chain. Many suppliers and retailers
are facing funding gap, and need to find solutions urgently, otherwise it will hinder
the growth of these companies seriously. Lack of funds is the first unfavorable factor
in the development of small and medium-sized firms in China [1]. More than 80 % of
the small and medium-sized firms rely on self-financing, while more than 90 %
of the small and medium-sized firms are depended on the internal financing channel
in the initial growth period, and the financing difficulty of small and medium-sized
firms widespread [2].
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Fig.1a Supplier only financing mode Fig.1b Supplier financing mode with 3PL 
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Retailer Supplier

3PL/Bank

Supplier serves 
a loan to retailer 
by delay in 
payment

Supplier serves 
delay in 
payment to 
retailer depend
on supervision 
proof of 3PL

Fig. 1 Supplier-based financing mode [3–5]

Fig.2a Bank only financing mode Fig.2b Bank financing mode with 3PL
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Bank

Retailer Supplier

3PLBank

The retailer 
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supplier through 
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loan
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proof of 3PL 

Fig. 2 Bank-based financing mode [6–8]

Fig.3a Logistics bank financing mode Fig.3b 3PL controlling financing mode

Retailer Supplier

3PLBank

Retailer Supplier

3PL

3PL enterprise
uses bank loans, 
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delay payment 
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Fig. 3 3PL-based financing mode [9, 10]

There are many kinds of financing methods in the case of shortage of funds,
such as internal financing from upstream and downstream firms in supply chain
by accounts payable, mortgage of goods, and so on, and financial support from
various external financial organizations of supply chain. Summary of the various
forms of financing in supply chain can be seen in Figs. 1, 2, and 3. In the figure,
for the convenience of comparison, we assume that the retailer faces the problem
of financing difficulty. In such case, the retailer can choose to obtain trade credit
from supplier [11], which is called the supplier-based financing mode (Fig. 1);
also can choose bank to provide a loan, which is called the bank-based financing
mode (Fig. 2); or choose the third party logistics (3PL) firm to provide logistics and
financial Integrated, which is called 3PL-based financing mode (Fig. 3). The key
difference between these three kinds of financing modes is that retailer accesses to
credit financial trade directly from which side. In the first two kinds of financing
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modes, supplier and bank will invite 3PL firm into the cooperative system to assist
regulatory retailer reputation in order to reduce the risk of cooperation (Figs. 1b
and 2b). 3PL firm has two kinds of roles in the supply chain: logistics service
role, 3PL firm only provides logistics services; comprehensive role, 3PL firm not
only provides logistics services, while also provides financing service. For example,
Figs. 1b and 2b models have 3PL firm to participate in, but 3PL firm only serves
to provide logistics service, it’s only a supporting role; while in Fig. 3, the 3PL
firm not only provides logistics services, but also directly or indirectly provides
financial services, to be the master in the whole supply chain finance operation.
These financing modes can solve the problem of shortage of funds for retailer, but
the benefits of each party and the whole supply chain efficiency gains are not the
same due to the subjects, the financing object, and applications are different for
each model.

Although the researches on the areas of bank financing and trade credit are
abundant in recent years [6, 12], but there is little literature analysis on 3PL firm-
based supply chain financing mode systematically, and on effects of this kind of
supply chain financing mode. Therefore, research problems are in front of us:
what impacts on the capital shortage in the supply chain by the mode of supply
chain finance based on 3PL firm exactly? What are the differences between it
and other financing modes? What do especially the supply chain firms and supply
chain overall benefit? Which model is better? Based on these questions, this study
will build financing models of supplier-based (supplier model), bank-based (bank
model), and 3PL firm-based (3PL model), and have a comparative study. We expect
to get a conclusion that 3PL model is the most superior model. That’s because 3PL
firms can provide logistics and financial services at the same time, it can supervise
the transaction, and coordinate the supply chain more effectively, so as to obtain
more symmetrical information and provide lower loan interest rates. As the result,
the retailer’s order quantity will be more, and whole supply chain benefit is more
effective. This study will be the complement of supply chain finance theory with
3PL firm involved, and explore the status of 3PL mode, and provide reference for
supply chain firms, to help small and medium-sized firms to solve the bottleneck
problem of the shortage of funds. All of these reflect the significance and necessity
of the study.

2 Model Building

The basic situation is that there are four Parties in a supply chain network, they are
the supplier, retailer, 3PL firm, and bank; the retailer has shortage of funds, and he
can get help from any other three parties.

Retailer makes order to supplier according to stochastic market demand D, and
the random function obeys to the cumulative distribution function F and density f. In
this problem, the transportation cost is clearly defined. We assume that the supplier,
retailer, bank, and 3PL firm are using the letters s, r, b, l as superscript.
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The demand distribution function F(D) satisfies conditions as follows:

1. It is absolutely continuous with density f (D)> 0, in(a, b), where 0� a�
b�1;

2. D has a finite mean.
3. F .D/ D 1 � F.D/:

We assume the order quantity of retailer is Q(B), B stands for the initial
funding. The product unit price is P, which is standardized as 1 in order to
simplify the calculation. The wholesale price is ws, and unit logistics freight rate
is wl. Therefore, the unit ordering cost of retailer is wDwsCwl. The unit cost
of the product is cs, and the unit cost of logistics is cl. The operation cost of
3PL firm is C3plDwpC cl. Similarly, the cost of supplier is CsuDwlC cs. At
the same time, we assume that cl<wl, cs<ws, (1C r)w< 1, C3pl<w, Csu<w, r
is credit interest rate. The total amount of the loan is (wQ(B)�B)C, where the
“C” means nonnegative number. When demand realized, retailer needs to return
(wQ(B)�B)C(1C r(B)). However, if the repayment ability of retailer cannot satisfy,
just as minfD; Q(B)g< (wQ(B)�B)C(1C r(B)), the retailer declared bankruptcy,
while the credit side gets minfD; Q(B)g instead of (wQ(B)�B)C(1C r(B)).

We use the letter subscripts su, ba, and 3pl to represent the supplier model, bank
model, and 3PL model respectively. Reference to previous literature [12, 13]), we
use Stackelberg two stage game model. The credit sides (suppliers, banks, or 3PL
firm) give credit interest rate in the first stage, and then the retailer decides the
optimal order quantity in the second stage. In these three models, the retailer’s
decisions are basically consistent, so we will discuss the optimal order quantity of
retailer firstly.

Cash-strapped retailer makes loans to financial institutions, the loan amount as
(wQ(B)�B)C. The retailer’s initial capital B is common information. If the credit
interest rate is r(B), then the profit function of retailer is,

…r.B/ D max
Q.B/�0E

˚
Œmin ŒD;Q.B/� � .wQ.B/ � B/ .1C r.B//�C � B�

D max
Q.B/�0

( Z Q.B/

.wQ.B/�B/.1Cr.B//
F .D/dD � B

)

(1)

If min[D, Q(B)]> (wQ(B)�B)(1C r(B)), retailer can pay back the loan and
interest; otherwise, the retailer can only pay min[D, Q(B)]. The optimal order
quantity to solve the problem will draw the following conclusions:

Cash-strapped retailer will determine the optimal order quantity according to a
given credit interest rate as follows:

Q�.B/ D

8
ˆ̂
<

ˆ̂:

F
�1
.w/; if B � wF

�1
.w/;

B=w; if wF
�1
.w .1C Qr.B/// < B < wF

�1
.w/;

bQ.B/; if B � wF
�1
.w .1C Qr.B///

(2)
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Where bQ.B/ is determined by F .Q.B// D w .1C r.B// F Œ.wQ.B/ � B/
.1C r.B//�; and bQ.B/ is unique and decreases in r.B/ 2 Œ0; Qr.B/�.

The conclusion is from the literature of Dada and Hu [12]. As can be seen,
optimal order quantity of cash-strapped retailer depends on his initial capital and

credit interest rate. In the initial capital adequacy (B � wF
�1
.w/) case, retailers

would not borrow from financial institutions, which is equivalent to the classical
newsvendor model without capital constraint condition; in the second case, the
initial funding for retailers is not enough to order the ideal quantity of goods,
however, the credit interest rate is very high, the retailer is not worth borrowing
and just uses the existing initial money; in the third case, the initial funds are less,
the interest rate provided by financing institutions is within acceptable range, so

retailer is willing to have the loan
	

wbQ.B/ � B

C

, which will decrease with the

interest rate. Our study is for the third case.

2.1 Supplier-Based Financing Models

Many suppliers will provide trade credit directly to the cash-strapped retailers
in practice cooperation. For example, the HP had begun to provide trade credit
services to its retailers from 1998 [14]. The retailer dares not to hide initial funding
information to supplier in supplier model whether or not there is 3PL firm logistics
supervision, which is because that the honest reputation will help retailer continue
to get trade credit from supplier.

In the first stage of the Stackelberg game, supplier offers a trade credit contract
(w, rsu(B)); in the second stage, retailer’s order is Q*

su(B). We have already got the
retailer’s decision, so we only discuss the supplier’s profit model:

…s
su.B/ D max

0�rsu.B/�Qr.B/
E
˚
min

�
min

�
D;Q�

su.B/
�
;
�
wQ�

su.B/ � B
�
.1C rsu.B//

�

CB � CsuQ�
su.B/

�

D max
0�rsu.B/�Qr.B/

"

.ws � cs/Q�
su.B/C

�
wQ�

su.B/ � B
�C
rsu.B/

C
Z .wQ�

su.B/�B/.1Crsu.B//

0

�
D � �wQ�
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Where
�
wQ�

su.B/ � B
�C
rsu.B/C

Z .wQ�

su.B/�B/.1Crsu.B//

0

�
D � �wQ�

su.B/ � B
�

.1C rsu.B//� dF.D/ denotes financial income, (ws� cs)Q*
su(B) denotes sales

hboxrevenue.

2.2 Bank-Based Financing Model

In fact, the cash-strapped retailer conceals his real situation of initial funds to bank,
and will tell the bank he has higher initial funds. This is because that the bank will
decrease interest rates to attract retailer to increase order quantity when bank knows
retailer has higher initial capital. However, the bank will be a great risk in this case
and the expected return is hard to reach. If the bank cannot grasp the real information
of retailer and be afraid of risk, the bank will refuse to provide the loan to retailer.
In this contradictory condition, the pledge of goods appears that retailer will have
goods mortgaged to the bank until the repayment. So there creates another service
content of regulation to the mortgage, which the bank is not good at, and the alliance
firm of 3PL will assist bank to finish it.

The bank’s profit can be expressed as:

…b
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E
n
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h
min

h
D; bQt.B/

i
;
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0

F .D/dD �
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9
=
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(4)

If min
h
D; bQba.B/

i
�

	
wbQba.B/ � B



.1C rba.B//, then the bank gets

	
wbQba.B/ � B



rba.B/; otherwise, executes liquidation of retailers and gains

min
h
D; bQba.B/

i
�
	

wbQba.B/ � B



.

2.3 Financing Model Based on 3PL Firm

In this mode, 3PL firm can not only regulatory transport of goods effectively, but
also offers the trade credit service for cash-strapped retailers.

Profit model for 3PL firm:
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…l
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Superscript“�”represents nonpositive. The above formula contains two parts:
financial income (wQ*

3pl(B)�B)Cr3pl(B)� (min[D, Q*
3pl(B)]� (wQ*

3pl(B)�B)
(1C r3pl(B)))� and operating income (w�C3pl)Q*

3pl(B). When w>C3pl, operating
profit is positive. However, if the demand uncertainty is too big, the financial revenue
will not be optimistic, and then the retailer will not finish repayment according to
the interest. Therefore, when a trade occurs, a 3PL firm tends to choose smaller
r3pl(B) to promote the operating performance on one hand; on the other hand, 3PL
firm is willing to give a higher r3pl(B) to raise financial revenue. Therefore, 3PL
firm will consider these two factors at the same time when signs the contract. In
the actual operation of the process, the 3PL model has obvious advantages, because
3PL firm can reduce logistics cost cl using scale economic effect.

3 Comparison of Three Kinds of Financing Models

3.1 Supplier Model Is Better Than the Bank Model

The supplier and the retailer share the risk in the supplier model, so the supplier can
make lower interest rates than bank. Then the retailer increases the order quantity
because of lower interest rates, the supplier also gets benefit because of higher
quantity, and the supply chain will be more effect and better for the win–win.

3.2 The 3PL Model Is Better Than the Supplier Model
If wl � cl > wp � cp

wl � cl>wp � cp means that the marginal profit of 3PL firm in 3PL model is higher
than the marginal profit of supplier in supplier mode. Research shows that retailers
will get higher benefit from the higher marginal profit Party. The reason is that
higher marginal profit can share more risk to trade credit provider, then the trade
credit provider can set lower interest rates, which can increase the order quantity,
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all of which can promote the supply chain profit. If the marginal profit of supplier
is lower than 3PL firm, the retailer will choose 3PL firm to carry out trade credit
cooperation, and vice versa.

3.2.1 3PL Model Is Better Than the Bank Model Not Only for Each Party
But Also for the Whole Profits of Supply Chain

In the 3PL model, 3PL firm shares the demand uncertainty risk when he provides
the trade credit and logistics services at the same time. He can make lower interest
rates than bank because of the lower product wholesale price and lower logistics
cost, and the retailer gets benefit from lower interest rates; then the supplier benefits
from the higher order quantity, while 3PL firm benefits from integration services
of financial and traditional logistics. All of these show that integration services can
coordinate fund shortage of supply chain effectively, and create win–win results
during all parties of the supply chain. The results of this study provide theoretical
support for 3PL firms to expand their business to the financial area.

4 Conclusions

In this study, we conducted an in-depth analysis of different financing mode for
capital constrained supply chain. Cash-strapped retailer can obtain financial support
from supplier, bank, or 3PL firm. Our analysis shows that the 3PL model has the
advantage not only for 3PL firm but also for supplier and retailer. In comparison with
the supplier model, we find that the marginal profit is the key factor on determining
the model advantage. However, both the 3PL model and the supplier model have
obvious advantages than bank model to promote cash-strapped retailer to more
produce order quantity.
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Intuitive Haptics Interface with Accurate Force
Estimation and Reflection at Nanoscale

Asim Bhatti, Burhan Khan, Saeid Nahavandi, Samer Hanoun,
and David Gao

Abstract Technologies, such as Atomic Force Microscopy (AFM), have proven
to be one of the most versatile research equipments in the field of nanotechnology
by providing physical access to the materials at nanoscale. Working principles of
AFM involve physical interaction with the sample at nanometre scale to estimate
the topography of the sample surface. Size of the cantilever tip, within the range of
few nanometres diameter, and inherent elasticity of the cantilever allow it to bend
in response to the changes in the sample surface leading to accurate estimation
of the sample topography. Despite the capabilities of the AFM, there is a lack of
intuitive user interfaces that could allow interaction with the materials at nanoscale,
analogous to the way we are accustomed to at macro level. To bridge this gap
of intuitive interface design and development, a haptics interface is designed in
conjunction with Bruker Nanos AFM. Interaction with the materials at nanoscale is
characterised by estimating the forces experienced by the cantilever tip employing
geometric deformation principles. Estimated forces are reflected to the user, in a
controlled manner, through haptics interface. Established mathematical framework
for force estimation can be adopted for AFM operations in air as well as in liquid
mediums.

1 Introduction

Nanotechnology is playing key role in the advancements of fields such as materials
[1], microbiology [2,3], nano-medicine [4–6], nano-robotics [7,8] and environment
[9,10]. A number of technologies have emerged over the last few decades that have
revolutionised the way we interact with the nanoworld. Atomic Force Microscope
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(AFM) is one of those revolutionising technologies that allows physical interaction
with the materials at nanometre scale providing opportunity to understand the
physical dynamics of the material at the atomic level. Improved knowledge of
physical dynamics of nanoscale structures in natural systems can have great impact
on our everyday lives. For instance, improved understanding of bioavailability
and biodegradation will lead to the development of nanotechnologies useful in
preventing or mitigating environmental harms and development of customized cure
of diseases. Research in biotechnology could open up doors for the development
of advanced drug delivery systems, new ways to treat diseases and repair damaged
tissues and cells [11, 12]. Study and intuitive interaction with micro-organisms can
help in enhanced understanding of the evolution [13].

Despite the great potential of nanotechnology field in aforementioned domains,
the tools that facilitate the research are not free of shortcomings. We believe
improved user interfaces that could provide direct interaction with the materials at
nanoscale similar to what we are accustomed to as macro scale would enhance our
learning capabilities. Direct interaction involves experiencing physical dynamics
in response to interaction such as surface topography, friction, stiffness, elasticity,
deformation and plasticity. In this work we are constrained to AFM technology
that allows physical interaction with materials at nanoscale. To address the issue of
improved user interface, we propose an intuitive haptics interface for AFM to allow
direct interaction with the materials at nanoscale. This requires the estimation of
forces that the AFM cantilever tip undergoes during scanning and reflecting it to the
user in an intuitive and interacting way.

In this work, we develop an intuitive haptics interface allowing user to interact
with the materials at nanoscale experiencing scaled up forces that AFM cantilever
undergoes while scanning the material surface. In this development we have
employed SensAble Omni haptics device and Bruker Nanos AFM. Physical forces
that AFM cantilever experiences are estimated using the cantilever deformation
information provided by the AFM controller. Two different force estimation rep-
resentations are provided in this work to accommodate the operation of the AFM in
dry and liquid mediums, thanks to the work of Sader [14]. Topographic information
generated by the AFM is acquired by the developed haptics interface to allow the
user to interact with the material at nanometre scale experiencing the forces that tip
has experienced during scanning. In the next Sect. 2 we provide force estimation
framework that haptics framework employs to provide force sensations to the user.
Section 3 provides haptics framework and user interface allowing direct interaction
with the sample at nanoscale.

2 Force Characterisation Using Cantilever Deformation

To estimate the dynamic forces experienced by the cantilever during interaction
with the sample material requires characterisation of the cantilever deformation in
response to sample surface topography, as is shown in Fig. 1. The deformation of
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Fig. 1 Force estimation framework employing geometric deformation of AFM cantilever

the cantilever happens in six degrees of freedom, i.e. ŒX; Y;Z; � KX ; � KY ; � KZ�. Forces
exerted on the cantilever can be expressed by two force vector components that are
normal FN and lateral FL force vectors. Lateral force component is in fact angular
force component that can be represented in terms of Torque around Œ KX; KY ; KZ� axis.
Each of the force vectors consists of three sub force components as

FN D ŒF KX; F KY ; F KZ� (1)

FL D $L D ŒF�
KX
; F�

KY
; F�

KZ
� D Œ$ KX; $ KY ; $ KZ� (2)

Graphical representation of the force vectors FN and FL is shown in Fig. 1,
with respect to universal and relative frame of reference. The deflection and elastic
deformation of the cantilever can be represented by an elastic spring and the forces
can be defined using Hooke’s law as

F D kı (3)

where F represents normal force component, i.e. FN , ı represents deflection in Z
direction, i.e. ıZ , and k represents spring constant of the cantilever. Expression (3)
can be rewritten as

FN D kıZ (4)
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Spring constant k is based on the material of the cantilever and can be expressed
in static .ks/ as well as dynamic .kd / forms. Dynamic representation of spring
constant kd becomes important when the AFM operates in fluidic medium to
incorporate the influence of fluidic on the deformation of the cantilever. Static spring
constant, i.e. ks can be expressed using Young’s Modulus as

ks D Ewt 3

4l3
(5)

where E represents the Young’s Modulus, whereas w, t and l represent dimensional
parameters of the cantilever that are width, thickness and length, respectively,
assuming cantilever as a thin beam cantilever with rectangular cross section. As the
materials that we are interested to interact with are the biological and the medium
that we are interested to operate in is liquid therefore we have adopted the expression
of dynamic spring constant from [sader reference] as

kd D �b2l	.Re/w2RQ (6)

where � is the density of the fluid that cantilever is operating in, b and l represent
cantilever width and length, wR radial resonance frequency of the cantilever and
Q quality factor. 	.Re/ represents the hydrodynamic function as a function
of Reynolds number Re. Reynolds number Re defines a dimensionless number
providing the measure of the ratio between inertial and viscous forces. Reynolds
number Re quantifies the relative importance of these two types of forces for given
flow conditions. 	.Re/ can be represented explicitly as

	.Re/ D L3f

b2l
˝.ˇ/ (7)

where b and l are cantilever dimension parameters as in expression (6), whereas Lf
represents traveled length of the fluid. ˝.ˇ/ is a dimensionless function and can
be expressed in terms of energy dissipation Ed during one oscillation cycle of the
cantilever with respect to oscillation amplitude Ao as

˝.ˇ/ D 1

2��L3f wR

@2Ed

@A2o
(8)

Referring back to expression (2), FN can easily be estimated using static ks or
dynamic kd spring constants using (5) or (6), respectively, and known cantilever
deflection ıZ . Cartesian force components generate torques at the AFM cantilever
holder position, shown in Fig. 1 and can be expressed as

$ KX D F KY H

$ KY D F KZl C F KXH

$ KZ D F KY l
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As the torque $ KY is caused by FN or combined contribution of F KZ and F KX , we
can redefine $ KY in terms of FN as

$ KY D FN � l D F KZl C F KXH (9)

by rearranging (9) we have

F KZ D
$ KY � F KXH

l
D FN � H

l
F KX (10)

Generally the term H
l

is very small therefore we can safely assume F KZ � FN .

Suppose the lateral motion of cantilever tip is at an angle � with respect to the KX
axis, lateral force FL opposite to the direction of motion can be expressed as

FL D F KY
sin.�/

(11)

Similarly F KX can be expressed in terms of F KY as

F KX D F KY tan � (12)

where F KY can be expressed employing torsion constant of the cantilever [15] as

F KY D
ktor

H
�X (13)

3 Haptics User Interface

Haptics interface developed for AFM allows the users to experience the force
dynamics of the cantilever tip. A simplified block diagram, as shown in Fig. 2,
highlights information flow loop between AFM and the haptics interface. Force
and torques value that AFM cantilever undergoes during sample interaction are
estimated employing the expressions (4)–(6). Image processing techniques are
employed to smoothen the data before importing into the haptics framework
[16–18]. Smoothing is necessary to remove high frequency components of the data,
giving rise to improved haptics experience. Smoothing also helps in creating three
dimensional objects with relatively smaller number of vertices, making the data
faster to load and unload into the haptics environment.
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Fig. 2 Information flow diagram of haptics interface with AFM

Haptics interface developed, as shown in Fig. 3, provides an intuitive interaction
with the topographic information estimated by the AFM. Force that the AFM
cantilever tip has undergone during the scanning processes is estimated using the
expressions (4)–(6) from Sect. 2. User can further select the region on the image
frame shown at the right-hand side of the right display to require new zoomed
topographic data directly from the AFM. This provides a far more realistic and
natural interface to interact with the materials at nanoscale. Future version of the
interface will allow direct and discrete interaction with the cantilever tip to interact
with the sample in contrast to acquiring the topographic data of the complete scan.
This direct interaction will facilitate interactions, such as nano-indentation and
cutting.

4 Conclusion

An improved haptics interface is presented allowing interaction with the materials at
nanometer scale. AFM technology is employed to estimate the material dynamics at
nanoscale by characterising AFM cantilever tip deformations. Force and torques
estimated from the AFM cantilever deformations are reflected to the user in a
controlled manner.

Future focus of this work is to establish a framework that could allow not
just accurate estimation and reflection of the material dynamics to the user but to
provide an intuitive interface to control the tip to perform manipulation tasks such
as indentation and cutting. Intuitive interface with accurate force reelection will
open up new horizons for investigation and discoveries.
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Fig. 3 Haptics interface for AFM with accurate force estimations and reflections

References

1. Fedoseyev, A.I., Turowski, M., Raman, A., Taylor, E.W., Hubbard, S., Polly, S., Balandin,
A.A.: Investigation and modeling of space radiation effects in quantum dot solar cells. In: 35th
IEEE Photovoltaic Specialists Conference (PVSC), pp. 2533–2536 (2010)

2. Ortoleva, P., Adhangale, P., Cheluvaraja, S., Fontus, M., Shreif, Z.: Deriving principles of
microbiology by multiscaling laws of molecular physics. IEEE Eng. Med. Biol. Mag. 28(2),
70–79 (2009)

3. Breguet, J.-M., Driesen, W., Kaegi, F., Cimprich, T.: Applications of piezo-actuated micro-
robots in micro-biology and material science. In: International Conference on Mechatronics
and Automation, ICMA 2007, pp. 57–62 (2007)



514 A. Bhatti et al.

4. Atakan, B., Akan, O.B., Balasubramaniam, S.: Body area nanonetworks with molecular
communications in nanomedicine. IEEE Commun. Mag. 50(1), 28–34 (2012)

5. Prina-Mello, A., Crosbie-Staunton, K., Salas, G., del Puerto Morales, M., Volkov, Y.: Multi-
parametric toxicity evaluation of SPIONs by high content screening technique: identification
of biocompatible multifunctional nanoparticles for nanomedicine. IEEE Trans. Magn. 49(1),
Part 2, 377–382 (2013)

6. Hinkal, G.W., Farrell, D., Hook, S.S., Panaro, N.J., Ptak, K., Grodzinski, P.: Cancer therapy
through nanomedicine. IEEE Nanotechnol. Mag. 5(2), 6–12 (2011)

7. Lenaghan, S.C., Wang, Y., Xi, N., Fukuda, T., Tarn, T., Hamel, W.R., Zhang, M.: Grand
challenges in bioengineered nanorobotics for cancer therapy. IEEE Trans. Biomed. Eng. 60(3),
667–673 (2013)

8. Peteu, S.F.: Micro-to nano-biosensors and actuators integrated for responsive delivery of
countermeasures. In: International Conference Semiconductor (CAS2010), vol. 1, pp. 179–190
(2010)

9. Ramanan, G., Pandian, A., Raghunandan, A.: Effects of nanotechnology on health and
environment. In: International Conference on Nanoscience, Engineering and Technology
(ICONSET2011), pp. 280–284 (2011)

10. Mayor, P., Bradley, P., Micheli, G.D.: Nano-Tera.ch: engineering complex systems for health,
security, and the environment [IEEE News]. IEEE Solid State Circuits Mag. 2(3), 87–92 (2010)

11. Muthu, M.S., Singh, S.: Targeted nanomedicines effective treatment modalities for cancer,
AIDS and brain disorders. Nanomedicine 4(1), 105–118 (2008)

12. Pancrazio, J.J.: Neural interfaces at the nanoscale. Nanomedicine 3(6), 823–830 (2008)
13. Ferreira, A., Mavroidis, C.: Virtual reality and haptics for nano robotics: a review study. IEEE

Robot. Autom. Mag. 13, 78–92 (2006)
14. Sader, J.E., Sanelli, J.A., Adamson, B.D., Monty, J.P., Wei, X., Crawford, S.A., Friend, J.R.,

Marusic, I., Mulvaney, P., Bieske, E.J.: Spring constant calibration of atomic force microscope
cantilevers of arbitrary shape. Rev. Sci. Instrum. 83, 1–16 (2012)

15. Sharma, G., Mavroidis, C., Ferreira, A.: Virtual reality and haptics in nano- and bionanotech-
nology. In: Rieth, M., Schommers, W. (eds.) Handbook of Theoretical and Computational
Nanotechnology, vol. X, pp. 1–33. American Scientific, Stevenson Ranch (2005)

16. Bhatti, A., Nahavandi, S.: Wavelets/multiwavelets analysis of AFM images for haptics enabled
force feedback framework. In: Proceedings of the International Conference on Nanotechnol-
ogy: Fundamentals and Applications, Ottawa, ON, 4–6 August 2010

17. Bhatti, A., Nahavandi, S., Hossny, M.: Haptics enabled offline AFM image analysis. In: ICIVC
2009, International Conference on Image and Vision Computing, pp. 446–451 (2009)

18. Bhatti, A., Nahavandi, S.: Depth estimation using multiwavelet analysis based stereo vision
approach. Int. J. Wavelets Multiresolut. Inf. Process. 6(3), 481–497 (2008)



Research on Eliminating Harmonic in Power
System Based on Wavelet Theory

Huiyan Zhang, Qingwei Zhu, and Jihong Zhang

Abstract With the development of applications of high power electronic device as
a harmonic wave source in power system increase, and harmonic wave which is the
most common interference signals in power system often leads to error, malfunction
of electronic equipment. In this paper, a method to determine the wavelet threshold
based on wavelet theory with particle swarm optimization is provided to remove the
noises which have a good ability to adapt the voltage waveform distortion conditions
and to improve the real-time performance of harmonic signal processing. Simulation
results show that this method is feasible and effective.

1 Introduction

Nonlinear electrical equipments are the main harmonic source of the power system.
With the development on energy saving demand, a lot of power electronic devices
and nonlinear elements are applied widely in the power system which make
the harmonic pollution problem more serious and complex [1–3]. The traditional
methods of harmonic detection methods are mainly Fast Fourier Transform (FFT)
and Short Time Fourier Transform (STFT) [4–6]. For the difficulty of the FFT
algorithm on synchronous sampling and integer period truncation during the power
system harmonic analysis, which would cause spectral leakage and affect the results
of harmonic analysis. By adding windows and the use of interpolation correction
algorithm, the STFT has higher accuracy of the calculation while resolution
accuracy is limited by the time-frequency fixed-width window.

Wavelet analysis is an important tool for time domain analysis it overcomes the
shortcoming of Fourier analysis in the frequency domain completely localized while
without localized processing in the time domain which particularly suitable for
mutation signal analysis and processing in harmonic detection and analysis. Wavelet
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analysis of the good time-frequency characteristics could be used for separating
on the envelope of voltage fluctuation and flicker signal to get accurate amplitude
and frequency of flicker signal, and could accurately detect the occurrence and
termination moment of flicker signal. In addition according to the needs of different
signals, the variation of wavelet algorithm or a combination of other various
algorithms could improve the real-time and precision of harmonic measurement.

Today, the main literatures of wavelet power harmonics and power system
transient characteristic analysis are: references [7, 8] which paid attention to the
aliasing phenomenon on the family of wavelet functions in the signal analysis, a
method of using frequency domain interpolation or new discrete wavelet transform
to eliminate aliasing wavelet effectively and can detect the harmonic signal accu-
rately; references [9, 10] which combining with statistical concept of entropy use
wavelet energy distribution along the scale to effectively extract the characteristics
of different types of transient signal references [11, 12] which provide the adaptive
algorithms to adaptively select the optimal wavelet decomposition level or threshold
methods to improve the adaptability of the algorithm and the performances of
filtering.

This paper concerns to determine the layer number of signal decomposition
in wavelet filter algorithm, and a optimized algorithm of adaptive determine the
layer number is provided to remove the noises which make a good ability to
adapt the power system waveform distortion conditions and to improve the real-
time performance of harmonic signal processing. Simulation results show that this
method shows a better significance in practical application.

2 Principle of Wavelet Algorithm

2.1 Wavelet Theory

The practical power frequency signal is about 50 Hz with positive and negative
5 % change range, and we could detect simultaneously the harmonic introduced
by nonlinear power electronic equipment, random noise signal, and the decaying dc
component accompanied by the high power load switching. Therefore the detected
signal can be expressed as:

s.t/ D x.t/C dd.t/C noise.t/ (1)

where dd(t) indicates the decaying dc component, noise(t) indicates the random
noise signal, and the x(t) indicates practical power frequency signal with random
white noise.

The white noise wavelet coefficients are still white noise after wavelet decompo-
sition, which average power inverse with scales, while the level amplitude decreases
as wavelet decomposition level increase. Therefore, by setting a threshold value to
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make zero of the frequency components with the small coefficient, we could remove
the noise greatly and obtain signal x(t) which contains the harmonic component.

Signal x(t) can be expressed as:

x.t/ D
X

k

.cA0.k/�j;k/ D
X

k

.cA1.k/�j�1;k/C
X

k

.cD1.k/!j�1;k/ (2)

where A1.k/ and D1.k/ are the coefficients of the scale metric space j-1 which are
obtained after the decomposing of the coefficient A0.k/ of the scale metric space
j; �j;k and !j;k are orthogonal basis. Analogously we could reconstruct A0.k/ by
A1.k/ and D1.k/.

And these coefficients could be calculated by using the formula coefficient inner
product. Clearly the algorithm of discrete wavelet decomposition was relatively
simple and reconstruction is just the reverse process of decomposition.

2.2 Principle of Removing Harmonic Wavelet

Generally the noise signal contained in a higher frequency and after the wavelet
decomposition by setting a reasonable threshold to adjust the weights of the wavelet
coefficients and then reconstruct the signal without noises.

To remove the harmonic of the power system, should keep the right frequency
band signal at a smaller frequency range which would remove abundantly times
harmonic.

Specific steps:

1. One-dimensional signal is wavelet decomposed select a wavelet decomposition
level number and then calculate the decomposition.

2. Determine the threshold of high-frequency wavelet coefficients to remove high-
frequency noise by making a soft thresholds processing.

3. One-dimensional wavelets are reconstructed by the lowest level of high fre-
quency wavelet-based reconstruction of one-dimensional wavelet.

3 Wavelet Filter Adaptive Algorithm

3.1 Adaptive Slicing Algorithm

It is seen from the wavelet decomposition process that the number of wavelet
coefficients of each layer Nj is mutative. If the sample size does not meet the
minimum requirements for precision, it is impossible to correctly infer the overall.
Adopting the Kolmogorov–Smirnov test methods [12,13], the test statistic is defined
as follows:
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Let F �.D/ is the cumulative normal distribution function, where the mean � D
D and variance �2; noise sample statistics cumulative distribution function FNj .D/.

Definition: ı D MAXDjF �.D/ � FNj .D/j represents the maximum vertical
distance and indicates the bilateral test statistic.

Null hypothesis H0: sample from an overall normally distributed population;
Alternative hypothesis H1: sample does not belong to the overall normal

distribution.
Comparing ı with the critical value which could be obtained by statistic quantile

table to determine to accept or reject the null hypothesis.
After the wavelet decomposition the wavelet coefficients of white noises are

still the white noise and their average power is inversely proportional to the scale
with the amplitude decreased as the increasing of the layer number of wavelet
decomposition. Conversely the energy of useful signal is compressed to the wavelet
coefficient which is relatively fewer with larger values; the magnitude increases as
the wavelet decomposition levels increase. By setting the threshold to zero on a
small coefficient to remove noise, obtain the pure and harmonic estimate of wavelet
coefficients.

3.2 Algorithm of Dynamic Adaptive Removal Harmonics

Since the highest power system harmonic frequency harmonic signals is unknown
and time-varying while the range of desired signal frequency is identified. For the
sampling frequency is not well accurately estimated in this case, the algorithm in
Sect. 3.1 could not be applied directly to determine the stratified number.

An algorithm of dynamic adaptive removal harmonics is provided in the paper:

1. Signal spectrum is obtained by Fourier decomposition to determine the cor-
responding maximum values of harmonic frequencies based on a reasonable
amplitude level calibration line;

2. Wavelet decomposition and white noise detection to make the threshold de-
noising;

3. Wavelet reconstruction to get the pure signals with those harmonic signals;
4. Combined with Shannon sampling theorem and wavelet hierarchical algorithm to

determine the adaptive wavelet layers to remove harmonic hierarchically and the
fundamental signal wavelet coefficients be preserved within a reasonable band;

5. Wavelet reconstruction and output the desired signal.

If first filter the harmonic and then filter the noise which would destroy the
characteristics of the random noise and make little effect threshold results.
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4 A Numerical Example

In order to verify the effectiveness of the proposed method, Matlab software
simulation platform is applied. The simulation input signal is:

s.t/ D sin.2�f0t/C 50
X

nM

sin.2k�f0t/C 100e�t C noise.t/ (1)

where nM is the highest harmonic number, frequency f0 is range from 45 to 55 Hz,
and noise(t) is white noise function.

By inputting different frequency harmonic signals for simulation analysis, when
the nM D 5 the SNR=22.5574 and MSE=0.2741. Figure 1 shows the simulation
graphics.

It is important to select the appropriate decomposition level to achieve better
denoising effect, and reasonable bandwidth could be determined by dynamic
adaptive algorithm which is suitable for the time-varying power harmonic signals.
To improve the SNR and lower the MSE which would adapt power system harmonic
signal removal, improve the accuracy of the fundamental signal.

Table 1 indicates that even in the extreme conditions as expressed in Eq. (1)
where weights of harmonic components are great, stratified number of wavelet
decomposition is no more than 4 and sampling points is no more than 250 which

Fig. 1 The signal de-noising effect diagram with the fifth harmonic of the highest harmonic
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Table 1 Signal denoising analysis table with different highest harmonic

Classes SNR MSE
Stratified
number

Sampling
points

nM D 5 22.5574 0.2741 3 120

nM D 6 22.0354 0.2791 3 120

nM D 7 22.8701 0.2219 4 231

nM D 8 22.7578 0.2391 4 246

nM D 9 22.3911 0.2847 4 225

is five times the time-varying practical system frequency. When the weights of
harmonic components are reducing with small ranges of the practical power system
frequency, the performance SNR and MSE would improve.

5 Conclusion

For non-stationary time-varying waveform distortion in power system, the filtering
algorithm based on wavelet transform is an important method. For the additive
white Gaussian noise, a novel method to determine the optimal decomposition level
in wavelet transform based on the Kolmogorov–Smirnov test improved by adding
Fourier Transform to determine the maximum frequency harmonics. And later
adaptively set the optimal decomposition level and could improve the performance
of the traditional method for the harmonic signals processing in the power system.
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Synchronization of Hyperchaotic
Memristor-Based Chua’s Circuits

Junjian Huang, Pengcheng Wei, Yingxian Zhu, Bei Yan, Wei Xiong,
and Yunbing Hu

Abstract This paper further investigates the problem of synchronization of
hyperchaotic memristor-based Chua’s circuits. An active control method is
employed to design a controller to achieve the global synchronization of two
identical memristor-based systems. Based on Lyapunov stability theory, a sufficient
condition is given to guarantee the stability of the synchronization error system.

Keywords Memristor-based systems • Synchronization • Chua’s circuit

1 Introduction

The existence of the memristor as the fourth fundamental circuit element included
along with the resistor, capacitor, and inductor was predicated by Chua in 1971 [1].
Until 2008, the Hewlett-Packard (HP) research team announced that they had
realized a prototype of memristor-based on nanotechnology [2]. Many researchers
focus on the memristor because of its potential applications in programmable logic,
signal processing, neural networks, control systems, reconfigurable computing,
Brain-computer interfaces, and RFID [3–9].

Recently, the research on circuits based on memristor is becoming a focal topic
[10–19]. Itoh and Chua presented a fourth-order memristor-based Chua’s oscillator
by replacing Chua’s diode with an active two-terminal circuit consisting of a
conductance and a flux-controlled memristor [10]. Pershin and Di Ventra introduced
an approach to use memristors in programmable analog circuits [11]. Rak and
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Cserey presented a new simulation program with integrated circuit emphasis macro-
model of the recently physically implemented memristor [12]. Petras presented
fractional-order memristor-based Chua’s circuit [13]. The hyperchaotic behavior in
memristor-based Chua’s circuit is performed with the help of nonlinear tools [19]. In
this letter, we will study the problem of synchronization of memristor-based Chua’s
systems. Based on the feedback control method, we design a controller to guarantee
the exponentially stability of the synchronization error system.

The rest of the paper is organized as follows. In Sect. 2, a memristor-based system
is introduced. And using feedback control method, a general convergence criterion
for stabilization of synchronization error system is established. Conclusions are
finally drawn in Sect. 3.

2 Problem Formulation and Preliminaries

Referring to [19], Andrew L. Fitch proposed a circuit by adding an inductor in paral-
lel with conductance—G and fourth-order memristor-based canonical oscillato. The
equations for the circuit are described by

8
ˆ̂̂
<̂

ˆ̂̂
:̂

dql2.t/

dt
D 1

L2
�c2.t/;

d�c2.t/

dt
D 1

C2
.�ql2.t/ �G�c2.t/ � ql 1.t// ;

dql1.t/

dt
D 1

L1
.�c2.t/ � ql2.t/R � �c1.t// ;

d�c1.t/

dt
D 1

C1

��ql1.t/R � a�c1.t/ � b�c13.t/
�
:

(1)

The system Eq. (1) can be reorganized by
8
ˆ̂̂
ˆ̂̂
<̂

ˆ̂̂
ˆ̂̂
:̂

d�c1.t/

dt
D �$v1.t/;

dv1.t/
dt
D 1

C1
.iL1.t/ �W .�c1.t// v1.t// ;

dv2.t/
dt
D 1

C2
.Gv2.t/ � iL1.t/ � iL2.t// ;

diL1.t/

dt
D 1

L1
.v2.t/ � v1.t/ �RiL1.t//

diL2.t/

dt
D 1

L2
v2.t/:

(2)

where $ is an integration constant which introduced to rescale the values of voltage
into practical range, and W(�c1(t))D aC 3b�c1

2(t).
Letting x1(t)D�c1(t), x2(t)D v1(t), x3(t)D v2(t), x4(t)D iL1(t), x5(t)D iL2(t),

system (2) can be further rewritten as
8
ˆ̂̂
ˆ̂̂
<̂

ˆ̂̂
ˆ̂̂
:̂

Px1.t/ D �$x2.t/;
Px2.t/ D 1

C1

�
x4.t/ � ax2.t/ � 3bx12.t/x2.t/

�
;

Px3.t/ D 1
C2
.Gx3.t/ � x4.t/ � x5.t// ;

Px4.t/ D 1
L1
.x2.t/ � x3.t/ �Rx4.t// ;

Px5.t/ D 1
L2
x3.t/:

(3)
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When L1D 10mH, L2D 60mH, C1D 6.8nF, C2D 15nF, GD 0.0005S,
aD 0.00067, bD 0.000029, RD 65, $ D 26, 000, existence of hyperchaos.

The system (3) can be rewritten with linear part and nonlinear part as follows:

Px.t/ D Ax.t/C f .x.t// ; (4)

where x(t)D (x1(t), x2(t), x3(t), x4(t), x5(t))T ,

A D

2

66
66666
4

0 �$ 0 0 0

0 �a
C1

0 1
C1

0

0 0 G
C1

�1
C2

�1
C2

0 1
L1

�1
L1

�R
L1

0

0 0 �1
L2

0 0

3

77
77777
5

; A D

0

B
BBBB
@

0 �$ 0 0 0

0 �a=C1 0 1=C1 0

0 0 G=C2 �1=C2 �1=C2
0 1=L1 �1=L1 �R=L1 0

0 0 1=L2 0 0

1

C
CCCC
A

and

f .x.t// D

0

BBB
BB
@

0

�3bx12x2=C1
0

0

0

1

CCC
CC
A
:

As for vector function f (x), assume that for any x, y2 we have

jfi .x/ � fi .y/j � Lmax jx � yj ; i D 1; 2; 3; 4 (5)

The above condition is considered as the uniform Lipszchitz condition, and
Lmax> 0 refers to the uniform Lipschitz constant.

We construct the response system as below:

Py.t/ D Ay.t/C f .y.t//C u.t/ (6)

where y(t)D (y1(t), y2(t), y3(t), y4(t))T is the response state, u(t) is the control gain
defined by:

u.t/ D k.y.t/ � x.t//:
where $ > 0 is the propagation delay, k denotes control strength. Let e(t)D y(t)� x(t)
be the synchronization error between the systems (2) and (3), then yields the error
system

Pe.t/ D Py.t/ � Px.t/
D Ae.t/C f .y/ � f .x.t//C u.t/
D Ae.t/C f .y/ � f .x.t//C ke.t/

(7)

We now state our main results.
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Theorem 1. Suppose that there exist positive constants s1, g1 such that ACAT C
2kIC s1IC s1

� 1Lmax
2C g1I� 0,

Then, the synchronization error system (7) is globally exponentially stable, and
the systems (4) and (6) are globally exponentially synchronized.

Proof. Choose the Lyapunov function as follows

V.t/ D e.t/T e.t/: (8)

Then the differentiation of V along trajectories of (7) is

PV .t/ D e.t/T Pe.t/C Pe.t/T e.t/
D e.t/T ŒAe.t/C f .y.t// � f .x.t//C ke.t/�C
ŒAe.t/C f .y.t// � f .x.t//C ke.t/�T e.t/
� e.t/T �AC AT C 2kI � e.t/C s1e.t/T e.t/
C s1�1Œf .y.t// � f .x.t//�T Œf .y.t// � f .x.t//�
� e.t/T �AC AT C 2kI C s1I

�
e.t/C s1�1Lmax

2e.t/T e.t/

D e.t/T �AC AT C 2kI C s1I C s1�1Lmax
2 C g1I

�
e.t/ � g1e.t/T e.t/

� �g1e.t/T e.t/
D �g1V .t/

According to Lyapunov theory, the inequality PV .t/ � �g1V .t/ indicate V(t) con-
verges to zero exponentially. Furthermore, we can conclude that the synchronization
error systems e(t) converges to zero globally and exponentially with a rate g1, and
the synchronization between with system (4) and system (6) can be obtained. This
completes the proof. �

3 Conclusions

In this paper, the synchronization problem of memristor-based chaotic system has
been discussed. A feedback controller was designed to stabilize the synchronization
error system globally exponentially.

Acknowledgements The work described in this paper was partially supported by NSFC
(Grant No. 60974020) and Natural Science Foundation Project of CQ CSTC (Grant No.
cstc2011jjA40005), and the Foundation of Chongqing Education Committee (Grant No.
KJ121505).



Synchronization of Hyperchaotic Memristor-Based Chua’s Circuits 527

References

1. Chua, L.O.: Memristor-the missing circuit element. IEEE Trans. Circuit Theory 18, 507 (1971)
2. Strukov, D.B., Snider, G.S., Stewart, D.R., Williams, R.S.: The missing memristor found.

Nature 453, 80 (2008)
3. Ho, Y., Huang, G.M., Li, P.: Nonvolatile memristor memory: device characteristics and design

implications. In: Proceedings of IEEE/ACM International Conference Computer-Aided Design
Digest of Technical Papers, 485 (2009)

4. Borghetti, J., Snider, G.S., Kuekes, P.J., Jang, J.J., Stewart, D.R., Williams, R.S.: ‘Memristive’
switches enable ‘stateful’ logic opera via material implication. Nature 468, 873 (2010)

5. Raja, T., Mourad, S.: Digital logic implementation in memristor-based crossbar: a tutorial. In:
Proceedings of IEEE International Symposium on Electron Design, Test and Application, 303
(2010)

6. Jo, S.H., Chang, T., Ebong, I., Bhadviya, B.B., Mazumder, P., Lu, W.: Nanoscale memristor
device as synapse in neuromorphic systems. Nano Lett. 10, 1297 (2010)

7. Pershin, Y.V., Fontaine, S.L., Ventra, M.D.: Memresistive model of amoeba’s learning. Phys.
Rev. E 80, 021926-1 (2009)

8. Pershin, Y.V., Ventra, M.D.: Experimental demonstration of associative memory with memris-
tive neural networks. Neural Netw. 23, 881 (2010)

9. Afifi, A., Ayatollahi, A., Raissi, F.: Implementation of biologically plausible spiking neural
network models on the memristor crossbar-based CMOS/nano circuits. In: Proceedings of
IEEE European Conference on Circuits Theory Design, 563 (2009)

10. Itoh, M., Chua, L.O.: Memristor oscillators. Int. J. Bifurcat. Chaos 18, 3183 (2008)
11. Pershin, Y.V., Di Ventra, M.: Practical approach to programmable analog circuits with

memristors. IEEE Trans. Circuits Syst. 57, 1857 (2010)
12. Rak, A., Cserey, G.: Macromodeling of the memristor in SPICE. IEEE Trans. Computer-Aided

Des. Integr. Circuits Syst. 29, 632 (2010)
13. Petras, I.: Fractional-order memristor-based Chua’ circuit. IEEE Trans.Circuits Syst. 57, 975

(2010)
14. Muthuswamy, B., Chua, L.O.: Simplest chaotic circuit. Int. J. Bifurcat. Chaos 20, 1567 (2010)
15. Muthuswamy, B.: Implementing memristor based chaotic circuits. Int. J. Bifurcat. Chaos 20,

1335 (2010)
16. Witrisal, K.: Memristor-based stored-reference receiver C the UWB solution. Electron. Lett.

45, 713 (2009)
17. Muthuswamy, B., Kokate, P.P.: Memristor based chaotic circuits. IETE Tech. Rev. 26, 415

(2009)
18. Bao, B.C., Xu, J.P., Liu, Z.: Initial state dependent dynamical behaviors in memristor based

chaotic circuit. Chin. Phys. Lett. 27, 070504 (2010)
19. Fitch, A.L., Yu, D.S., Iu, H.H.C., Sreeram, V.: Hyperchaos in a memristor-based modified

canonical Chua’s circuit. Int. J. Bifurcat. Chaos 22, 1250133 (2012)



Complex Simulation of Stockyard
Mining Operations

Vu Thanh Le, Michael Johnstone, James Zhang, Burhan Khan,
Doug Creighton, Samer Hanoun, and Saeid Nahavandi

Abstract Conflicts between resources in stockyards cause mining companies
millions of dollars a year. An effective planning strategy needs to be established in
order to reduce these operational conflicts. In this research a stockyard simulation
model of a mining operation is proposed. The simulation uses discrete event and
continuous strategies to create a high detail level of visualization and animation
that closely resemble actual stockyard operation. The proposed simulation model is
tightly integrated with a stockpile planner and it is used to evaluate the feasibility
of a given production plan. The high detail visualization of the simulation model
allows planner to determine the source of conflict, which can be used to guide the
elimination of these conflicts.

Keywords Stockyard simulation • Discrete-continuous • Mining operations
• High fidelity • Visualization • Stacker • Reclaimer

1 Introduction

Increased worldwide competition and stochastic in demand pattern have put great
pressure on the coal supply chain. This challenges the ability of stockyard planners
to create robust schedule in order to meet the increase in throughput level.

Previous researches have shown that mathematical methods can be used to
create schedule and manage stockyards and mineral supply chains operation [1, 2].
These methods allow solution to be generated quickly and are an essential tool
to help planners with their daily planning operation [1]. It has been shown that
visually appealing tools are more readily accepted by end users. In domains such as
manufacturing [3] or airport operations [4], visual simulations have shown to be an
effective tool for assisting the operational planning and scheduling process.
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Discrete event simulation (DES) has shown to be an effective tool to model
system variation in a high level of detail. DES is able to model complex real-world
systems that are usually difficult to describe mathematically. However, a model
of a complex system is costly to build [5, 6]. Due to multiple sub-components
interacting with one another to form one complex system within a stockyard
operation, modeling can be a challenging process.

Existing modeling methodology and optimization for a stockyard operation
is detailed in [7]. More recently, a model combined with an optimizer was
developed [8], with a focus on the blending of inputs into a supply chain to produce
the desired output. The authors address the challenging problem of multi objective
optimization by integrating a solution derived offline with a simulation model.

The fundamental complexity in simulation and modeling stockyards is due to the
magnitude of the resources involved. In a conventional DES model, coal would be
assumed to be a part travelling along a conveyor and transferred to other sections of
the system in a batch. However, this is a biased view of the coal handling process,
in which coal is continuously flowing. Combining of continuous and discrete
simulation is necessary to provide a better view of the system as a whole [9].

The detail required to model stockyard operation demands a hybrid DES model.
Therefore, a method to convert the continuous aspects of the system into a series
of events that accurately represent the continuous process is required. This problem
was studied in Paluszczyszyn [10] in the context of a water network system. By
discretizing certain processes, the authors were able to generate almost identical
results to their previous method, but with fewer data points and in less time.
Alternative methods such as discrete element and smoothed-particle hydrodynamic
methods [11–14] can accurately represent coal stacking, reclaiming and flow
behavior. However, these methods rely on high end graphic processing unit (GPU)
for rendering. Their visualization accuracy and rendering performance is dependent
on the granular size of particles.

In this paper, a high fidelity modeling methodology for stockyard mining
operations is presented. The paper explores core components inside the model
to accurately represent coal stacking and reclaiming operations. As conflicts
between stackers and reclaimers result in production feed shutdown, causing major
production losses, these situations are undesirable. This paper details our simulation
framework and its operation in relation with a stockpile planner, to detect production
conflicts. The simulation modeling methodology can be used by planners to evaluate
their production plan, which supports decision making and production planning
processes.

This paper is structured as follows. Section 2 provides an overview of the stock-
yard mining operation. Section 3 provides a description of the stockyard mining
simulation system and the components that are used in the model construction to
resemble real-world process. Section 4 provides snapshot of output results produced
by the simulation system and the display presentation to aid coal production
planning process. Section 5 provides our concluding remarks.
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Fig. 1 Stockyard stockpile configuration

2 Stockyard Mining Operation

The stockyard mining operation under consideration consists of two parallel
stockpiles, with two stackers running along a central rail and two reclaimers running
on opposing outside rails. Each stockpile is separated into zones to accommodate
the stacking of different coal types as illustrated in Fig. 1. Dependent on supply
from the mine plant, stackers are required to stack different coal types to designated
stockpile. Similarly, demands from the port are met by reclaiming coal from
assigned stockpiles. In this stockyard configuration, only a single resource can
operate within a stockpile at any given time. Priority is given to reclaimers to ensure
that reclaiming time targets are met. Conflicts will require the plant to be shut down
in order to relocate the stacker. The aim of the planner is to minimize the number
reclaimer/stacker conflicts. Lost production will occur if an operating stacker is
required to be relocated or have its boom slewed to allow a reclaimer to go pass.
The need for an efficient method that allows planner to identify static and dynamic
resource conflicts is crucial for business operation.

3 Stockyard Simulation System

A stockyard simulation system is a dynamic simulation environment that provides
a detailed visualization of scheduled coal stacking, reclaiming and train load out
(TLO) or railing operations. The simulation model is designed as a user feedback
system. It aims to provide guidance and aid planners to effectively carry out the
production planning and scheduling process. The accuracy of this process provides
a number of cost improvement/saving opportunities and benefits. This methodology
allows operational planners to refine their plan over the planning horizon to reduce
the chance of stacker and reclaimer crossover conflict. This reduces production
downtime, thus productivity will be improved. If conflicts caused as little as 15 min
of lost production per week, over a year the loss will equate to approximately
$2,221,596AUD per annum for a low grade coal as of Feb 2013.
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Fig. 2 The stockpile planner interface with a campaign of 29,610T allocated to a stockpile using
a stacker. Four trains are shown, loaded with the percentage of train capacity specified at each
reclaimer. Campaign, train, and stockpile colors indicate different coal types

In order for the simulation to be an effective tool to aid the production planning
process, the model must closely resemble the actual stockyard operations and
provide realistic detailed visualization of the operation. It also needs to integrate
with the scheduling software to provide production feasibility feedback.

3.1 Stockpile Planner

The main task of the stockpile planner involves allocating stacking and reclaiming
activities. Initially, campaigns, trains details, and stockyard volumes are either
manually configured or imported from a database. Next, the stockyard planner is
given the ability to allocate resources in chronological order. Finally, the stockyard
planner can save the created plan in the database for future editions and for later
committing it to execution. The stockpile planner does not resolve or detect any
stockyard machinery collisions, crossover conflicts, and travel times. These are
managed by the simulation algorithms. Figure 2 shows a snapshot of the planning
operations.
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3.2 Simulation of Stockyard Mining Operation

The stockyard mining simulation model consists of multiple components defined
as controllers. During the model building and loading process, resource parameters
such as speed is defined to all conveyor sections and mobile resources including
stackers and reclaimers. When the simulation begins, stackers and reclaimers are
initialized into their predefined location and state. All stockpiles in the stockyard
are adjusted to the simulation state and level defined by the stockpile planner. The
production controller loads all stacker feeds and stacking information, while the
TLO controller prepared train and coal reclaiming detail.

The simulation begins at the coal controller as it requests production and
TLO details from the production and reclaiming data. The production and TLO
controllers generate and transform stackers production plan and reclaimers’ load
out information as communication messages. These messages are referred to as
campaign messages and are direct to the coal controller, see Fig. 3.

The coal controller acts as a message manager and dispatcher. First, it will send
the message to the collision controller. Once the collision controller resolves and
confirms that there is no further conflict for the current campaign, the message
is returned to the coal controller with a different message state. Once retrieving
the message, the coal controller coordinates message distribution to the stacker,
reclaimer, and coal pile controller. A stacking message is sent to the stacker
controller, a TLO message is sent to the reclaimer controller, while coal animation
behavior will dispatch to the coal pile controller.

After the stacker and reclaimer have completed their given tasks, they send
a request message to the coal controller. Finally, the coal controller sends these
requests to the production and TLO controllers and the process continues.

The stockyard mining simulation model in this study is developed using the
DES environment Delmia QuestTM. We have introduced continuous behavior into
the components in the model to allow a close resemblence to the actual system.
Coal flow animation on conveyor, coal stacking, and reclaiming are some of the
continuous properties that enhance the realism of the model. Vehicle kinematics
and basic collision detection are some other features that the simulation model in
this research inherited as demonstrated in Fig. 4.

4 Results

In average, it takes the simulation model less than 30 s to simulate 7 days production.
The stockyard simulation system generates an output stamp file that includes
the detailed information of stacker and reclaimer events, stockpile tonnage, and
detail on the source of conflicts. The system provides a weekly summary of
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Fig. 3 Interaction between different controllers in the stockyard mining operation simulation
model

coal production and amounts of coal railed, a summary of daily tonnage railed,
a summary of daily stacking production of different coal types, a summary of
stockpile coal inventory level plotted against the normal and alarmed operating
level, a summary of cumulative production against forecast data, and finally a
summary of cumulative tonnage railed/reclaimed compares to forecast trend as
demonstrated in Fig. 5.

The simulation system also provides a summary of daily stockpile events such
as conflicts and resource utilization, Fig. 6. The detailed information of the conflict
type is also recorded and present in the event logger through the stockpile planner
interface of our stockyard simulation system.
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Fig. 4 Snapshot of the variation in visualization detail of stockyard mining operations simulation
model. (a) Coal stacking. (b) Coal reclaiming. (c) Reclaimer passing stacker conflict

Fig. 5 Simulation system output showing weekly production summary

5 Conclusion

In this paper, a high fidelity model of stockyard simulation system that links with
a stockpile planner is presented. The system provides several benefits compared to
traditional mathematical models. It can be used by production planners as a tool to
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Fig. 6 Snapshot of production information. (a) Stockpile conflict event summary. (b) Stackers and
reclaimers utilization

evaluate the feasibility of their production plan. The method reduces the complexity
for a planner to determine the source of problems within their schedule. It also
allows the planner to effectively communicate the results of their production plan
with fellow colleagues. It can be used as a training environment to accustomise
planners to different scenarios such that the planning process becomes automatic.
It can be used as a tool to train new planners and guide them to create an effective
production plan that minimizes risks and production conflicts.

Future work will investigate in development of real time control that allows us
to determine the differences and correlation between the planner production plans
with the simulation results information.
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