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Preface to the Second Edition 

The rate of obsolescence of knowledge in the field of technology is very fast these 

days. However, certain basic principles and methods of an:llysis remain the sallle 

even amidst rapid technological changes. The subject mailer of linear systems is 

one such example. Therefore, most of the material in this second edition remains 

the same as in the first edition published about a decade ago. The text has been 

thoroughly edited to remove many errors which had crept into the first edition. 

Some of the explanations have been simplified to make them more understandahle 

to the students. Additionally, there are a few significant changes also. These arc: 

• 

• 

• 

A new chapter on discrete-time systems has heen added in view of the increas­

ing importance of digital technology. The need for its inclusion was also 

pointed out by the reviewers and some users of the book. 

The chapter on analog computer simulation has been dropped as it has now 

become ohsolete. 

The chapter on digital computer simulation has also been dropped. but be­

cause of an entirely different reason. Simulation studies have become so im­

portant that a number of packages with far greater degree of sophistical ion arc 

now commercially avai lable. Therefore the somewhat elementary treatment 

given to the topic in the tirst edition has now hecome redundant. 

It is hoped that with these changes the book will prove more useful to the stu­

dents and the teachers of the subject in different branches of engineering. 

.luly. IYYX A.N. TRIPATllI 
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Tile study of linear systems deals with the dynamic behaviour of physical systems. 

Such systems are usually represented by a set of linear mathematical relations, 

called the mathematical model of the system. Their analysis involves generating 

solutions to these mathematical equations under different working conditions. A 

Ilumber of mathematical techniques have been adopted, developed and refined to 

give the engineers different tools for the analysis of linear systems. It must, how­

ever, he emphasised that the engineer's interest in the subject of linear systems 

analysis is not merely to learn how to solve mathematical equations: he is inter­

ested in interpreting these solutions to find practically useful characteristics of 

engineering systems so that he can design better systems or operate the existing 

ones 1110re efficiently. In representing the solution, and even in the process of 

arriving at them, he uses a combination of physical reasoning-based upon en­

gilleering common sense-and the usual mathematical methods. It is in this process 

of correlating the abstract mathematical arguments with the actual physical be­

haviour of systems that a student of engineering derives his twin levels of satisfac­
tion: enjoyment of aesthetically pleasing mathematical methods of analysis and 

generation of satisfactory solutions for practical problems. 

Tili" book has been written for an undergraduate course in Linear Systems 

Analysis. Till about a decade back the topics of this course were taught partly in 

the Network Theory course and partly in the Control Systems course of Electrical 

and Electronics Engineeri ng, usually in the final or the pre-final years. Realising 

the importance of these fundamental topics to several other courses, many Indian 

universities now offer a full course on the subject in the sccond year of the four­

year de!!ree progr~u.nme. Some institutions have found it possible to give even two 
courses in ,this subject. However, in most of the older institutions, where it is nol 
easy to reduce the burden of the traditi(~nal subjects, it does not appear feasible to 

have more than one sllch course. The selection of topics to be included in, or 

rather those which could be excluded from, such a single course becomes neces­
sarily more difficult. 

One approach. followed in some of the textbooks, is to reduce the system 

modelling aspects to a minimum and give full coverage only to the analysis tech­

niques. This is because the modelling process of realistic practical systems re­

quires a somewhat maturer understanding of the particular engineering discipline 

to which the system belongs. And since one cannot possibly master all the varied 

disciplines on whose problems the general systems approach is applicable, the task 
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of formulating the mathematical model is not attempted in the introductory 
textbooks on systems analysis. This book adopts a different approach. It devotes 

its first two chapters to the mathematical modelling of systems from different en­

gineering disciplines and their classification into different types from the systems 

viewpoint. Even though later on techniques for the analysis of only linear, time­
invariant, continuous-time, lumped parameter systems are discussed, mathemati­

cal models are derived for non-linear, time-varying, discrete-time and distributed 

parameter systems also. It is felt that unless the student is exposed to realistic 
problems with different types of equations as their mathematical model, he may 
corne out with the patently wrong view that the world consists of only linear sys­
tems; or that a particular model will represent the physical system under all work­

ing conditions. The experience of teaching these topics for over fifteen years, at 
different levels-starting from M.Tech. level to the second year B. Tech. level-in­
dicates that usually a student does not appreciate the generality of the systems 
approach unless the details of the modelling process for problems from different 
engineering disciplines are explained to him. The selection of variables, the 

knowledge of appropriate physical laws applicable to the system, and most impor­
tantly, the simplifying assumptions to be made, require proper engineering judge­
ment and engineering common sense. And this engineering attitude has to be 
cultivated right from the early undergraduate courses. 

The author believes that a topic should be taught in the classroom and covered 
in the textbook in sufficient depth so that the student appreciates its origin, its 
development, its application and its relation to other topics. Pedagogically it is 
less than satisfactory to include a lot of topics and then given only a brief exposure 
to them in the hope that they will be mastered at a higher level. This approach has 
meant that certain important topics, like the discrete time systems, random vari­
ables, and distributed parameter systems had to he left out of the present book. 

The above approach, however, does not mean that every detail and every 
derivation must be presented to the student so that he merely reads through them, 

leaving no new peaks to be conquered by the student himself. The most satisfying 
and exhilarating aspect of learning is the opportunity of deriving some new result 
or finding some new application for a given technique. A majority of the problems 
given at the end of chapters are meant for this purpose. They are not drill exercise 
where one substitutes the given values in the formulas already derived and follows 
predestined procedures to get the desired result. The problems usually call for 
sufficient intellectual exercise on the part of the student and complement the text 
by exploring new angles. 

While the first two chapters are devoted to mathematical modelling and clas­
sification of different types of physical systems, the third chapter describes stand­
ard test signals and gives the differential equation approach, called the 'classical 
method', of analysing first and second order systems. Then follow chapters on 
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special techniques of analysing linear systems: Fourier Series, Fourier Transform, 

Laplace Transform and State Variables. Chapter seven presents a concise treat­

ment of the important aspects of feedback systems. Usually students of electrical 

and electronics engineering will have a full course on feedback control systems 

later on in their course and for them this chapter may be omitted. It may be found 

more useful for mechanical and chemical enginecri'ng students for whom it may 

not be possible to have another course in this area. 

Chapter nine deals with analog computer simulation of linear as well as non­

linear systems. Earlier this topic merited either a full course, or at least half a 

course as a part of Analog and Digital Computers. However, the march of digital 

technology has deprived this topic, a very interesting and useful one for engineers, 

of its independent status. It is now compressed into a single chapter and covered 

either as a part of linear systems eourse or as a part of the feedback control systems 

course. The last chapter, chapter ten, gives an introduction to the topic of Digital 

Computer Simulation of continuous time dynamic systems. It ·also develops a 

simple simulation package using FORTRAN language. It is hoped that students 

will have access to computer facility for using this package for solving their exer­

cise problems in this as well as other courses. 

The contents of this book have been taught for the past five years to the second 

year students of Electrical and Electronics Engineering of the Banaras Hindu 

University. The author is thankful to the students for providing feedbacks, which 

have gone into the improvement of the text, and also to his friends and colleagues 

for their helpful suggestions. He would also like to thank Sri Amit Tripathi for this 

help with draWings and the cover de.sign. 
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CHAPTER 1 

Systems and Their Models 

LEARNING OBJECTIVES 

After studying this chapter you should be able to: 

(i) identify the variables and the parameters for electrical, mechanical, 
thermal and liquid level systems; 

(ii) construct mathematical models for relatively simpler problems from 
different engineering disciplines; 

(iii) obtain electrical analogies for many non-electrical systems; 

(iv) appreciate the need and significance of simplifying assumptions and 
approximations usually made in mathematical modelling; and 

(v) appreciate the generality of the systems approach. 

One of the most important activities of an engineer is the application of his 
knowledge and creative skills in designing new systems, and redesigning existing 
ones to improve their performance. However, before he can start designing sys­
tems, the engineer must have a good understanding of the behaviour of the system 
under different working conditions. The process of determining how a system will 
behave under different conditions is called 'analysis'. Apart from being a prereq­
uisite for design, a thorough understanding of the methods of analysis of engineer­
ing systems is essential for almost every other engineering activity, e.g. 
determining the optimum but safe working conditions, diagnosing and locating 
faults, preventive measures against failures, etc. 

An alert reader would immediately ask several questions: (i) what is meant by 
'behaviour' of a system? (ii) what are the different 'working conditions'? and (iii) 
what is a 'system' anyway? Instead of giving general definitions of these terms, it 
would be more instructive at this stage to take a few examples of engineering 
systems and to understand the concepts associated with these terms in the context 
of specific examples. 
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1.1 Automobile Ignition System 

In the petrol-driven automobile engine, the power stroke is produced by igniting 

the compressed air-fuel mixture at the end of the compression stroke. The igniting 

spark is produced by flash-over across a small air-gap in the spark plug due to the 

high voltage applied across it. The function of the ignition system is to apply this 

high voltage at the appropriate time and in the appropriate cylinder of the engine. 

A schematic diagram of the system is shown in Fig. 1.1. The main components 
of the system are; spark plug, ignition coil, spring-loaded contact points, engine­

driven cam rotor, capacitor and the car battery. The closing and opening of the 
contact points by the cam causes sudden change in the primary current of the igni­
tion coil, inducing very high voltage in the secondary winding. This high voltage 
appears across the spark plug producing the igniting spark. A capacitor is con­

nected across the contact points to prevent sparking and consequent wear-out of 
the points. In the car engine there are four cylinders and four spark plugs. The 
high voltage of the secondary of the ignition coil passes through a 'distributor' which 

directs it to the appropriate cylinder. However, for our study it is sufficient to assume 
only one spark plug connecred directly to the ignition coil, as shown in Fig. 1.1. 

8attt!!ry 

I9nition 
coil 

---
apacitor 

[ Ilspark. lI1. plug 

Fig. 1.1 Schematic Diagram of Automobile Ignition System 

Let us now list some of the important questions whose answers will give us a 
proper understanding of the performance of this system: 

I. How does the voltage across the spark plug change as a function of 
time? In other words, what is the waveform of the voltage across the 
spark plug? 

2. What is the maximum value of this voltage and at what time does it 

occur? 

3. How do the voltage waveform, its peak value and the time of peak volt­
age depend upon the rotor speed, battery voltage, number of primary 

and secondary turns and the value of capacitor? 

The outcome of the analysis process will be the answer to these questions amI 
will describe 'the hehaviour of the system under different conditions'. 
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The system description given at the beginning of this subsection and the 
schematic diagram (Fig. 1.1) give us a broad qualitative understanding of how this 
system works. However, they are not sufficient to give quantitative answers to the 
questions raised here. To find such answers we must establish the 'structure' of 
the system in a more precise way. Further, we must establish quantitative relation­
ships between the spark plug voltage and other quantities of the system. These two 
steps together will establish a mathematical model of the system. 

Since the system is clearly an electrical system, its structure is best studied by 
drawing the equivalent circuit diagram. Electrical circuits are drawn in terms of 
idealised elements; resistance R, inductance L, capacitance C and ideal voltage 
and current sources. Th~ equivalent electrical circuit of the automobile ignition 
system of Fig. 1.1 is shown in Fig. 1.2. In this circuit the physical battery is rep­
resented by an ideal d.c. voltage source E, the primary of the coil by the series 
combination of Rand L, the coupling between the primary and the secondary 
windings by the mutual inductance M, the capacitor by C and the points by an ideal 
switch S. The spark plug is represented by the open terminals of the secondary. 
This representation is valid so long the flash-over has not taken place across the 
air-gap of the spark plug. The variable quantities of interest in this electrical sys­
tem are the secondary voltage Vl, primary current i and the battery voltage E. 

Fig. 1.2. Circuit Model of the Automobile Ignition System 

1.1.1 System Variables and Parameters 

The term 'variables' used in the previous paragraph has a special significance in 
systems analysis. The variables of interest in a system model can generally be 
classified as output variable(s), input variable(s) and internal variables. In the 
present problem the output variable is the secondary voltage vz, the input variable 
is the battery voltage E and internal variables are primary current i and capacitor 
voltage v,. These input, output and internal variables together are called the system 
variables. In general, they are functions of time. The values of these variables, at 
any instant of time, will obviously depend upon other conditions like the initial 
voltage across the capacitor or the initial current through the inductance at the 
instant when the input is applied. Such conditions are called the initial conditions 
of the system. 
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In the present problem there is only one input variable E and only one output 

variable V2. Such systems are called single-variable systems. In many physical 

systems we have more than one input or more than one output variable. These are 

called multi-variable systems. In this book. we will be interested only in single­

variable systems. 

The designation of a variable as an input, output or internal variable depends 

upon the problem under study and also on the questions whose answers are to be 

given by the analysis. Consider, for example, another situation related to the 

automobiles ignition system. One may want to study the magnitude, waveform, 

peak value, etc. of the current in the primary of the ignition coil when the spark 

does take place. The circuit model will then be altered to have a short circuit 

across the secondary terminals. The output variable will then be the primary cur­

rent i. The current t10wing in the secondary winding will now be an internal vari­
able. 

Other pairs of words used to designate the input-output variables are: stimulus­

response, excitatioll-respollse, cause-effect, etc. 

In addition to the system variables, the behaviour of a system is dependent upon 

certain fixed quantities like. R. Land C in the present problem. Although the 

system variables are dependent on these quantities, the values of R. Land Care 

independent of the system variables. They are only dependent upon the element" 
of thc system and their inter-connections. Such fixed quantities. not depending 
upon either the system variables or the initial conditions are called the parameters 

of a system. For electrical systems, the parameters are resistance. inductance and 
capacitance. Other types of systems will have different parameters, as we shall study 
later on. It is common to use small (lowercase) letters to denote variables or functions 

of time and bold-face letters to denote parameters or constant quantities. 

Let us summarise our study so far. The first step in the analysis of a physical 

system is to know the nature of study or the questions to be answered. Next, we 

must study the structure of the system and identify the parameters, the variables of 
interest and the initial conditions of the system. The change in the output and other 
internal variables, in response to different inputs and initial conditions, is called 
the 'behaviour' of the system and its study is the prime objective of systems 
analysis. 

In order to study the behaviour of a system we must establish functional 
relationships between different variables. These relationships are given by a set of 

mathematical equations, called the mathematicaL modeL of the system. 

1.1.2 Mathematical Model 

Let us illustrate the method of obtaining mathematical models by modelling the 
automobile ignition system. As mentioned earlier, the mathematical model is a set 
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of equations relating the different system variables. This relationship is governed 

by the physical laws applicable to the particular system. The system under study 
here is an electrical one and is represented by an electrical circuit. The appropriate 
physical laws applicable to such systems are the Kirchhoffs laws. Thus, the sys­

tem model will be obtained by applying Kirchhoffs laws to the circuit of Fig. 1.2. 

Let us assume that the current through the coil and the voltage across the 

capacitor are zero, prior to the closure of the switch. The instant at which the 

switch is closed is denoted by t == O. Applying Kirchhoffs voltage law around the 

primary circuit we get, 

VL + VR == E or L ~! + i R == E. (l.l) 

This equation relates the input variable E with the internal variable i. The output 
variable V2 is related to the internal variable i by the relationship, 

di 
v == M-

2 dt (1.2) 

The set of eqns. (1.1) and (1.2), together with the initial condition i (0) = 0 and 
v, (0) == 0 constitutes the mathematical model of the system for this operating condition. 

There is another operating condition for which the above model does not pro­
vide the correct response. This condition occurs when the switch S is opened after 
remaining closed for some time. In this case the capacitor C will be in series with 
Rand L. The circuit equation will be, 

L di R' I J . d E -+ 1+- 1 t= dt C . (1.3) 

Differentiating once to remove the integral term and noting that E is a constant d.c. 
voltage we get, 

d2 i di i 
L dl2 + R dt + C == O. (1.4) 

Thus, for this operating conditions, eqn. 0.4) together with eqn (1.2) and ap­
propriate initial conditions, constitutes the mathematical model of the system. 
Solution of these equations will give answers to the questions raised in the begin­
ning. In later chapters, we shall study methods for solving these equations, the 
characteristics of their solutions and their engineering significance. 

1.1.3 Simplifying Assumptions 

The model-building process always involves approximations and simplifying as­
sumptions, valid for a particular set of operating conditions. This is because the 
physical reality is always so complex that it is not possible to make a manageable 
model taking into account all the aspects with all their details. The ability to 
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recognise those aspects which are essential and have to be retained, as against 
those which can be neglected, is extremely important in engineering analysis. In 
making and using a mathematical model, the approximations and the simplifying 
assumptions made, and the conditions under which they are valid must be clearly 

understood. A model valid for olle set of assumptions for a given working condi­
tion may not be valid for another working condition. 

In the ignition system model, the iron cored ignition coil has been modelled by 

a series combination of resistance R and inductance L. Let us examine the 
simplifying assumptions tacitly made in this modelling process. The value of in­
ductance L is assumed to be independent of current i, that is, the inductance is 
assumed to be linear. Now, inductance of a coil is given by its tlux linkages per 
ampere. Hence, a linear inductance L implies that the magnetising curve between 
current and flux of the coil is a straight line. This straight line approximation is 
usually satisfactory provided the core is not driven into the magnetic saturation 
region. If at any point of operation the primary current is large enough to saturate 
the core, the linear inductance model will not be valid and its use will give incor­
rect answers. 

If the current through a coil does not change, then its inductance L has no effect 
and the coil can be modelled simply by a resistance R. For moderate rate of change 
of current, i.e. for low frequencies (up to a few kHz) the coil can be modelled by 
a series combination of Rand L. At high frequencies (up to a few hundred kHz) 
the distributed inter-tum capacitances will also have to be taken into account. At 
still higher frequencies even the circuit theory approach will not be applicable and 
the mathematical model will have to be built using field theory and Maxwell's 
equations. 

Another significant point concerns the resistance R of the coil. At low frequen­
cies R will be just the ohmic resistance of the coil wire. At somewhat higher fre­
quencies, R will have to include an additional component to account for the iron 
losses in the core. At still higher frequencies, we may have to add yet another 
component to account for the skin effect. All these considerations may not be 
applicable in the case of an ignition coil but are worth remembering whenever 
modelling an iron c re coil. 

The above discussion shows that there is nothing like 'the' model for a given 
system. We can only have 'a' model valid for a set of assumptions and operating 
conditions. While the physical system remains the same its model will be different 
for different situations. Therefore, we should not equate the physical system with 
its mathematical model. 

In this section we have considered the modelling process for an electrical sys­
tem. Let us now consider a mechanical system and build its mathematical model 
using the techniques developed so far. 
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1.2 Automobile Suspension System 

The object of this system is to damp out vibrations and jerks produced in a vehicle 

due to uneven road surface. The suspension system absorbs these jerks and 

prevents them from being transmitted to the passengers, thus improving the riding 

quality of the vehicle. 

The weight of passengers and car body is transferred to the axle through a 
spring and a shock absorber. The shock absorber consists of an oil-tilled cylinder 

having a piston with orifices in it. The piston-end is connected to the car body and 

the cylinder-end to the axle. Motion of the piston, and any mass connected to it, 
is opposed by the viscous friction of oil being forced through the orifices. The 
structure of the system is shown in Fig. 1.3. The mass of the car body and pas­
sengers is represented by the mass M, suspension springs by the ideal spring with 
spring constant K, and the shock absorber by an ideal dash-pot with coefficient of 
viscous friction D. Thus, the parameters of the system are: ma~s M, coefficient of 

viscous damping D and the spring constant K. 

Spring 

X, (t) 

Car body and 
passengers 

Shock absorber 
(Bash pot) 

--''----'----..... ~ Road surface 

Fig. 1.3. Automobile Suspension System 

The system variables are: displacement x, velocity u and acceleration a. In the 
present problem the input variable is the vertical displacement XI (t) of the axle 

due to undulations in the road surface. The output variable is the vertical motion 
X2 (t) of the mass M. The mathematical model should relate these input and output 

variables. 

The physical law governing the behaviour of this mechanical system is the 
D' Alembert's principle. It states that the algebraic sum of externally applied for­
ces and the forces resisting motion in any given direction is zero. In the present 
case there is no explicit externally applied force. The net displacement of the mass 
is (X2 - XI ) = x. The forces opposing the motion are: 

by the mass M, 

by the spring, 

by the dash-pot, 

du a-x 
Ma = M dt = M d1 

Kx 

dx 
Du = D­

dt' 

Applying D' Alembert's principle we get, 
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cf x dx 
M - + D - + K x =: O. 

dt2 dt 
( 1.5) 

Equation (1.5), together with appropriate initial conditions, is the mathematical 
model of the system. Its solution will show how x varies as a function of time 
following an initial displacement x(O). Whether the ride will be smooth or jerky 
can be assessed by the nature of this solution. 

A number of simplifying assumptions have been implicitly made in the above 
modelling process. It is assumed that the shock absorber and the suspension 
spring can be represented by an ideal dash-pot and an ideal spring. Further, the 
spring effect of the inflated tube and the tyre and also of the seats has been 
neglected. The car body is supported at four places, near each wheel. In the 
present model, a single suspension has been considered independently, i.e. it has 
been assumed that the displacement of one suspension unit does not affect the 
others. In fact the coupled motion of the front and the rear suspensions gives rise 
to a 'pitching' motion of the vehicle. However, consideration of all these aspects 
would make the model more and more complicated. How complex a model one 
makes depends upon how precise answers are needed. It is usual in engineering 
practicc to begin the analysis with a fairly simple model and then go on adding 
other complexities as required by the problem retinements. 

l.3 Systems and Their Models 

Let us now compare the previous two examples and generalise some of the sys­
tems concepts based on the experience of these two exampks. The two problems 
are from two different areas of engineering: the ignition system from electrical 
engineering and the suspension system from mechanical engineering. The 
parameters, the variables, the laws governing their behaviour, the operating con­
ditions and the simplifying assumptions made are all different for the two systems. 
And yet their mathematical models are very much similar. Both the models, given 
by eqns. 0.4) and (1.5), are ordinary, linear differential equations of order two. 
The methods for solving these two equations will be the same, the solutions will 
have the same characteristics and their physical interpretations would also be 
similar. On the basis of these similarities, both these systems are classified under 
one category-linear dynamic system of order two. The analysis technique, once 
developed for a second order system, would be applicable to any second order 
system, irrespective of whether the system is electrical, mechanical, thermal or 
hydraulic in nature. This general approach of developing an analysis technique, 
bascd on the type of mathematical model of the system, is the key factor 
which permits a common systems approach to be used for studying problems 
from different branches of engineering and even non-engineering disciplines, like 
biological systems, economic systems, management systems, etc. 
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We have repeatedly used the word system, without defining it. Defining such 

basic terms is always a somewhat difficult task. The definition given below 

should be interpreted as clarifying the concept associated with the term 'system' 

rather than a precise definition for it. 

Definition of a system: A system is any structure of inter-connected components 

created to pert'orm some desired function. It has distinct inputs and outputs and it 

produces an output si~nal in response to an input signal. The fun~tional relation­

ship between the inputs and the outputs is given by a set of mathematical equations 
and this set is called a model of the system, 

The key factors to be examined in developing a mathematical model for a sys­

tem are: (i) the structure, i.e, the components and their inter-connections; (ii) the 

parameters; (iii) the variables; (iv) the inputs and the outputs; and (v) the initial 

conditions. Once these factors are properly identified, the required model is ob­

tained by making suitable simplifying assumptions and then applying the ap­
propriate physical laws applicable to the system. Further analysis is carried out 

using this model. 

The suitability of a model depends upon the working conditions and the ques­

tions one wants to answer. For example, the equivalent circuit and the mathemati­
cal model for determining the frequency response of a transistor is different for 

low, medium and high frequencies. The same transistor can also be modelled as a 
thermal system when we want to find its heat dissipation properties. 

1.3.1 Across and Through Variables 

Building mathematical models for an electrical system is very much simplified ~y 
first building its circuit model, i.e. its equivalent circuit. This circuit model is built 

using idealised two terminal elements R, Land C with well-detined terminal volt­
age (v)-current (i) relations: 

di I J 
VR == R i, VJ == L dr' and Vc = C i dt. 

In addition to these passive elements, the circuit model also uses two terminal 
source clements-the ideal voltage source and the ideal current source. 

The electrical properties of these two terminal elements are given in terms of 
the voltage 'across' the element and the current 'through' the element. An 'across' 
variahle defines some state of one terminal with respect to the other and a 

'through' variable, the flow or transmission of some quantity through the element. 
According to this general definition of 'across' and 'through' variahles, the desig­

nation of voltage as an 'across' and current as a 'through' variable for electrical 

,"ystcllls is self-explanatory. This concept is applicable for non-electrical systems 
also. 

For translational mechanical systems, the three idealised clements arc: the 
mass, the dash-pot and the spring. The parameters associated with these elements 
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are mass M, coefficient of viscous friction D, and the spring constant K, respec­

tively. The variables associated with these elements are force f and velocity u. 

The two terminal representations of these element~ and their terminal force-velocity 

relations are given in Fig. 1.4. For the mass, one terminal is some stationary frame or 

the 'ground' with respect to which all the motion is described. Here force is the 

'through' variable as it acts through the element, and velocity is the 'across' variable 

because it describes the motion of one terminal with respect to the other. 

Mass 
f:Mdu 

dt 

Dash pot 

f=Du 

Spring 

f= k fudt 
=k~ 

Fig. 1.4 Idealised Elements for Translational Mechanical Sy.stems 

In I ine with ideal voltage and ideal current sources for the electrical networks, 

ideal force source and ideal velocity source are used as the active elements in a 

mechanical system. An ideal force source produces a given force through its ter­
minals, irrespective of the load connected between them. Similarly, an ideal 

velocity source produces the specified velocity across its terminals, irrespective of 

the load connected between them. 

In rotational mechanical systems, the parameters are moment of inertia J, rota­

tional damping coeftlcient De and torsional constant Ks . The variables arc torque 

T, angular velocity w, angular displacement 8 and angular acceleration n. By com­

parison with the translational system, the terminal relations are: 

dw J T = .ldt ' T == De wand T == Ke w dt == Ke 8. 

Angular velocity is the 'across' variables and torque the 'through' variahle. 

1.3.2 E/crtrical AllaloRies 

Earlier in this section we noted that systems from different areas can be repre­

sented by the same mathematical model, e.g. the ignition system and the suspen­

sion system. Such systcms, having the same type of defining equations, are called 

(/1/{//OgOIlS .\"\'slellls. Because of the ease of experimental studies. it is useful to 

construct electrical analogy of non-electrical systems. 

The mathematical model for a serie~ RLC circuit shown in Fig. 1.5 (a) will be 
the same as eqn. (1.3) except for the different forcing function e (I). Similarly lhc 



Systems and Their Models I I 

(a) f· (b) 

Fig. 1.5 Analogous Electrical and Mechanical Systems 

mathematical model of the mechanical system of Fig. 1.5 (b) will be the same as 

eqn. (1.5) except for the forcing functionf(l). These are given by the following 

two equations: 

di R' I J L + I + - i d (t) 
dt C 

e (t) . ( 1.6) 

du J M dt + D u + K u dt = f(t) . ( 1.7) 

By comparing these two equations we can determine the analogous parameters 

and variables as in Table 1.1. In this method of developing an electrical analogy 

for the mcchanical system, force is equated with voltage; hence it is called the 
force- voltage analogy. 

Mechanical system 

Force. ((I) 

Vclocitj, u(l) 

Mass, M 

Viscous friction, D 

Spring constant, K 

Table 1.1 The Force-Voltage Analogy 

Electrical system 

V oitagc, e( I) 

Current, i(t) 

Inductance, L 

Resistance, R 

Inverse capacitance, J Ie 

By the duality principle of electrical circuits, thc series circuit of Fig. 1.5(a), 

driven by voltage sourcc e, is equivalent to the parallel electric circuit of Fig, 1.6, 

driven by a current source i. The circuit equation for Fig. 1.6 is: 

Fi~. 1.6 Dual on'i~. I.5(a) 
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. de If' C -- + Oe + - e dt = l. 
dt L 

( I.X) 

Comparing elements of eqn. (1.7) with those of eqn. (1.8), we get thej(Jrce-currellt 
analogy, as shown in Table 1.2. 

Tahle 1.2 The Force-Current Analogy 

M('chl/llicol.\'Y.l'I_"_II_l __ _ 

i-'orce. !(T) 

Vclocity. u(T) 

rvtM.M 

Visl'OUS friction. D 

Srring constant. K 

Electrical system 

Current. i(T) 

Voltage. e(1) 

Capacitance. C 

Conductance. r; 

Inverse inductance. I/L 

The force-current analogy is more direct because the across and through vari­

ables of both the systems are treated analogous to each other. In the force-voltage 

analogy, the across variable of one is treated as analogous to the through variable 

of the other. 

For experimental studies, setting up a mechanical \)r a thermal system lIlodel is 

flot so easy. However. its analogous electrical circuit can easily be set up with 

commonly available electrical components in the lahoratory. Such an electrical 

l110del is quite flexible; changes in the parameters can be easily effected and dif­

ferent forcing functions can be easily simulated. Thus. the b~haviour of the non­

electrical system can be conveniently studied experimentally by studying the 

response of its analogous electrical model. 

In the following sections of this chapter. we consider examples of systems from 

sOllie other areas of engineering. as well as non-engineering disciplines. 

1.4 An Electromechanical System: The Loudspeaker 

A loudspeaker converts electrical signals into sound signals in the fortn of 

Illechanical vibrations of the surrounding air; hence, it is an electromechanical 

system. It constructioll is shown in Fig. 1.7(a). 

Q¥~~DI 
b d 

(bl 

Fi~. 1.7 (a) Loudspeaker Construction. (b) Equivalent Circuit 
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The permanent magnet produces a strong magnetic field in its air gap. A coil 
(called the voice coil) of a few turns of fine wire, wound on a light former, is able 
to move freely in the air-gap. The voice coil is attached to a light but stiff cone 
radiator made of paper or fibre. The cone radiator is clamped at its periphery 

through a flexible support so that it keeps the cone (and the attached voice coil) in 

proper position and yet permits oscillations of the cone as a whole in the axial 
direction. 

The audio-frequency input signal voltage is applied across the coil. The result­

ing current in the voice coil interacts with the magnetic field to produce an axial 

force on it and the cone. The cone, and hence the air mass surrounding it, vibrates 

at the signal frequency to produce the output sound. 

The input variable is the voltage signal vet) and the output variable is the axial 
velocity of the cone radiator u(t). Let us now develop a mathematical model relat­
ing the input and the output variables. 

The input voltage will produce a current in the voice coil which will be related 
to it by the Kirchhoffs voltage law. The voltages opposing the applied voltage 
are: (i) voltage drop in the resistance of the coil; (ii) voltage drop in the induc­
tance of the coil; and (iii) the back e.mJ. induced in the coil due to its motion in a 

magnetic field. Because ofthe small number of turns, the coil inductance is small; 
hence, the voltage drop due to inductance may be neglected in comparison with 
the other two voltages. Equating the applied voltage to the 'sum of the opposing 
voltages we get, 

Ri + Blu = v ( 1.9) 

where, 

v = vet), the input voltage; 

u = u( t), the axial velocity of the coil and the cone; 

= i(t), the current through the coil; 

R = resistance of the coil; 

B = flux density in the air gap; and 

= length of the coil. 

The coil current i will react with the linking magnetic flux to produce an axial 
force f according to the relation, 

f = Bli. 0.10) 

This force will produce motion of the cone and the surrounding air mass, which, 
according to the D' Alembert's principle will be given by the relation, 
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where, 

du 
M - + Du =f 

dt 
(1.11) 

M = mass of the cone and the surrounding air mass in contact with it, 

and 

D = coefficient of viscous friction due to the motion of the cone through 

the air. 

In arriving at the relation (1.11), the spring effect of the cone suspension has been 
neglected. 

The intermediate (or the internal) variables of the system are the coil current i 
and the force f The parameters are R, S, I, M and D. Equations (1.9), (1.10) and 
(1.11) may be combined into one by eliminating the internal variables to give a 
si ngle equation as the mathematical model of the system: 

du ( S2 f J Sf 
M dt + l R + D u = Ii v. (1.12) 

Figure 1.7(b) shows a mixed electrical and mechanical network model of the 
system. Note the use of ideal force source with a symbol similar to a current 
source. 

In addition to a number of simplifying assumptions made in the above deriva­
tion, the determination of parameters M and D is somewhat ambiguous. M in­
cludes the effective mass of the air being vibrated by the cone. Its determination 
will, at best, be an approximation. Further, both M and D will depend heavily on 
the shape, size and material of the enclosure in which the speaker is housed. The 
enclosure design is thus quite an important factor for determining the speaker per­
formance. 

1.4.1 Frequency Response 

The main performance measure of interest in a speaker is its frequency response. 
An ideal speaker should reproduce all the input signals in the audio-frequency 
range, 20 Hz to 20 kHz, without any distortion. One. way to measure this perfor­

mance is to plot the ratio of the magnitudes of the output and the input signals for 
sinusoidal inputs, as a function of frequency. This is called the magnitude 
response. Ideally this curve should be a flat line, i.e., a line parallel to the frequen­
cyaxis. This ideal is approximated to some extent in high fidelity speakers only. 
In ordinary speakers, the magnitude ratio decreases quite sharply with increasing 
frequency. For good reproduction at low frequencies the size of the cone should 
be large. However, a large cone has a high mass associated with it. Therefore, it 
will produce considerable attenuation at high frequencies, resulting in poor high 
frequency performance. In some high fidelity systems this difficulty is solved by 



Systems and Their Models 15 

having two speakers, a large one for low frequency ~ignals (called the 'woofer') 
and a small one for high frequency signals (called the 'tweeter'). A frequency 

selective network in the amplifier separates the low and high frequency signals and 
directs them to their respective speakers. 

In addition to the magnitude response curve, a plot of the phase difference be­

tween the sinusoidal input and the output versus frequency, called the phase 
response, is also of interest. The magnitude response and the phase response 

together are called the frequency response of a system. 

1.4.2 Transducers 

A loudspeaker may also be thought of as a device for converting electrical signals 

into sound signals. Such devices, which convert signals from one form of energy 
to another form, are called transducers. As an example of another 
electromechanical transducer we may mention the permanent magnet moving coil 
galvanometer. It converts electrical voltage or current signals into angular def1ec­
tions of a needle. In electrical and electronic instrumentation systems, a large 
variety of transducers are used to convert non-electrical signals like temperature, 
pressure, flow, displacement, etc. into electrical form. Note that the term 
transducer is reserved for only signal level devices and not those which handle 
energy at power level. Power level energy conversion devices, like motors and 
generators, are called energy converters and not transducers. 

1.5 A Thermal System 

Efficient methods of heat dissipation from large power silicon devices like power 
transistors, rectifiers, thyristors, etc. is an important consideration in the design of 
power electronics equipment. The metal casing of such a device is embedded into 
a heat sink, an aluminium section with a number of cooling fins. The cooling fins 
increase the heat dissipation area and hence keep the device temperature within the 
required limits. 

The power dissipation in the device, due to the flow of current through the 

silicon p-n junction, causes generation of heat at the junction. From the junction 
the heat flows to the outer metal casing, from the casing to the heat sink, and finally 
from the heat sink to the surrounding air mass. The junction temperature is a criti­
cal factor and it should not exceed the rated maximum value even under the worst 
loading condition. The junction temperature depends upon the rate at which the 
cooling system dissipates heat. The analysis of the heat-dissipating thermal sys­
tem would aim at answering questions like: 

(i) What is the steady state temperature of the junction for a steady current 
through the device? 

(ii) How does the junction temperature change (as a function of time) for a 
specified variation in current (as a function of tim c)? 
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(iii) What is the peak value of temperature and after how much time is it 

reached, following a sudden increase in the load current? 

Answers to these questions will enable the equipment designer to select suitable 

heat sink or cooling system to ensure safe operation of the device, even under 

adverse operating conditions. 

Let us tirst identify the variables and the parameters of a thermal system. The 
variables of interest are the temperature 1: and the rate of heat t10w q. The tempera­

ture would he the 'across' variahle and the heat t10w rate the 'through' variable. 

The parameters for conduction of heat through a solid body are the thermal resis­
tance and the thermal capacitance of the body. The two equations of heat flow are: 

where, 

1: d1: 
q = - and q = Cr - = 

Rr dt 

q rate of heat t10w (cal/see); 

dWr 
dt 

1: = temperature difference (degree Kelvin); 

Rr = thermal resistance (sec-'K/cal); 

Cr = thermal capacitance (calf'K); and 

Wr = thermal energy (cal). 

(1.13) 

The two heat flow relations (1.13) are very much similar to the current-voltage 
relations in electrical circuits. The similarity between the two systems becomes 
clearer if we note the analogies between the two systems, given in Table 1.3. 

Note that in thermal systems there is no parameter analogous to inductance. 
(Why?) 

Analogous to electrical systems, we try to model a thermal system in terms of 
idealised elements Rr and Cr. However, unlike the ordinary electrical circuits, the 
thermal resistance and capacitance are not located at one point of space but dis­
tributed over it. Accordingly the variables 1: and q are also functions of space 
co-ordinates, in addition to being functions of time. Systems of this type are called 
distributed parameter systems and their modelling is done in terms of partial dif­
ferential equations. However, a simplified model made by using lumped 
parameters is useful for approximate analysis and, in many cases, is adequate for 

practical purposes. 

Table 1.3 Electrical Analogy of a Thermal System 

Electrical system Thermal.ry.rtem 
-----------------------~------------------

Voltage, v Temperature, 1: 

Current, i Heat flow rate, q 

Resistance, R Thermal resistance, RT 

Capacitance, C Thermal capacitance, CT 
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Let us now construct a lumped parameter model using suitable approximations 

and assumptions. The heat flow path from the junction to the ambient air is 
divided into four parts: the junction, the casing, the heat sink and the atmosphere. 
Let us assume that the thermal capacities of the casing and the heat sink are C TI 

aand Cn repectively. The thermal capacity of the junction is small compared to 

those of the casing and the heat sink, and is therefore neglected. Let us assume that 
the thermal resistance between these parts is localised at their boundaries: RTI 

hctwcen the junction ad the casing, RT2 between the casing and the heat sink, and 

Rn between the Sink and the atmosphere. In line with the lumped parameter 

model, it is further assumed that the temperatures over each one of these parts is 

c()nst~nt: TJ the junction temperature, Tc the casing temperature, r, the heat sink 

temperature and TA the ambient temperature. 

Figure 1.8(a) shows the assumed temperature distribution by solid lines. The 
actual temperature distribution will be more like the dotted curve. Further, the 

heat flow is assumed to be in one direction only. Figure J.8(b) shows the cor­
responding electrical network analogous to the thermal system. The object of the 
mathematical model is to relate the junction temperature with the rate of heat tlow 

(j,. This heat rate q) will be equal to the power dissipated at the junction in watts, 
multiplied by the Joule's constant. 

The network model has been used as an intermediate stage in the development 
of the mathematical model. The derivation of the mathematical model for the 
system, using Kirchhoff's law on the analogous electrical system of Fig. 1.8(b), is 
left as an exercise for the reader. 

Junction c~sin9 heat sink 

I • 
Direction of heat flow 

(a) (b) 

Fig.I.1l Heat Dissipation from a Silicon Device: (a) Temperature Distribution and 
(b) Electrical Analogy 

1.6 A Liquid Level System 

Figure 1.9 shows a liquid level system. The inflow and the outflow from the tank 
is controlled by inlet and outlet valves. Under steady-state conditions the valve 
openings are such that the rate of inflow is equal to the rate uf outflow. Under this 
condition, the liquid level in the tank wilJ be constant. Now, assume that the inlet 

valve opening is suddenly increased, increasing the inflow rate. It is of interest to 
find how the liquid level in the tank will change as a function of time. 
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C Out~t valve 
H+h; R 

t Q.+qo 

Fig. 1.9. A Liquid Level System 

The variables of the system are the input and output flow rates and the liquid 

level in the tank. The parameters are the valve resistance and the area of cross-sec­

tion of the tank. Let us first consider the valve characteristics. 

If the flow through the valv~ is laminar, the flow rate and the difference in 

liquid levels across the valve, called the 'head', are related by an Ohm's law type 

of relation, 

where. 

H 
Q-R 

Q =: liquid flow rate through the valve; 

H = head across the valve; and 

R = resistance of the valve. 

(1.l4) 

However, more commonly the flow is turbulent. In that case, the relation between 

thc tlow rate and the head is non-linear and is given by: 

r;; 
Q='J R · ( 1.15) 

Use of such a non-linear relation will make the mathematical model also non­

linear. Analysis with non-linear models is more complex and therefore the use of 
a linear model is preferable. To get a linear model. a technique called linearisation 
around an operating point is commonly used. 

A plot of the non-linear relation (l.15) is shown in Fig. 1.10. The slope of the 

valve characteristic is different at ditl'erent points. However, if we assume that the 

change in the head is small around an operating point P (QI, HI). the 'incremental' 

resistance is constant around this point. That is 

h h q = R or q = R' (1.\6) 

Equation (1.16) gives a liner relationship between small changes q and h around 

an operating point. 

Let us now go back to the problem of modelling the liquid level system of Fig. 

1.9. The question to be answered now is: what is the physicallaw governing the 



Systems and Their Models 19 

Flow rate 
Q 

p 

Hl Head H 

Fig. 1.10 Valve Characteristic 

fluid flow in this situation? In other words, what is the relationship among the 
inflow rate, the outflow rate and the liquid level? Such a relationship can be 

Jeri ved from a very general principle which can be stated as, 

input = output + accumulation. ( 1.17) 

The validity of eqn. (1.17) is self-evident. 

Equation (1.17) is called the continuity equation and is useful for a number of 
physical systems like mass transfer, heat transfer, flow systems, etc. Even the 
Kirchhoff's current law at a node can be thought of as a particular form of the 
continuity equation. There can be no accumulation of charge at a node. Therefore 
the rate of charge inflow must be equal to the rate of charge outflow at a node. In 

other words, the current into a node mu?t be equal to the current out of the node. 

In the present problem, we are interested in the rates of input flow and output 
now. Taking derivatives of terms in eqn. (1.17), we can rewrite the continuity 

equation as 

rate of int10w = rate of outflow + rate of accumulation. ( 1.18) 

The accumulation of the liquid in the tank would be given by its area of cross­
section multiplied by the change in liquid level, or the accumulation = A x h. 

Therefore, the rate of accumulation = A ~~. Thus, egn. (1.18) gives, 

From eqn. (1.16) we have, 

h 
qu = R' 

Substituting it in egn. (1.19), and rearranging terms we get. 

(1.19) 
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A R dh h 
dt + = R q;. ( 1.20) 

This equation relates the input q, with the output h and is the required mathemati­

cal model of the liquid level system. 

Let us now compare this model with that of the electric circuit of Fig. 1.1 I. 

Writing the node equation we have, 

or 

( ' dv v 
~ dt + R 

t 

Ri. 

v 

R 

Fig. 1.11 Electric Circuit Model 

(1.21) 

c 

Comparing eqns. (1.21) and (1.20), we can establish the analogy given in Table 

1.4. 

Table 1.4 Electrical Analogy of Liquid Level System 

/:'Iec/rical.I'.\_'.I_{C_"_' ______ ~ 

Voita)!c. " 

lurren!. i 

Rc,istance. R 

(·apacitancc. (' 

I .• quid /cve/system 
------''--------'------ ._._--- ~--

Head. " 

Flow rate, q 

Rcsistallce. R 

Area of cross-scction of the lank. A 
-~- -- -~- ----

Liquid level and liquid flow systems of this type, and those of more complex 

types. arc frequently encountered in process industries and water supply systems. 

The method of analysis given here can be generalised to include the flow of gases 

as well. Such analysis is also useful in pneumatic and hydraulic control systcms. 

1.7 A Biomedical System 

In this section we take up the modelling of a non-engineering systcm. The 

dn<.:ioplllents in the succeeding paragraphs will show that the tcchniques ofmodcl 
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building for such systems are not different from those for engineering systems. 

This will further illustrate the generality of the systems approach. 

When a drug is injected into the body, it suddenly raises the concentration of 

that drug in the blood. In due course of time, some part of this drug is passed out 

from the blood stream (renal excretion) and the remaining part is convened into 

other chemicals (metabolism). As a result, the drug concentration in the body 

gradually reduces. We would like to build a mathematical model of the process 

from which the drug concentration at any time after the injection can be calculated. 

Note that the form of drug inlet may be a one-shot injection, injectioll--<lt regular 

intervals or continuous infusion through a drip line. 

The variables of interest in this problem are: 

drug density or concentration = c(t), (mg/Jitre) 

drug inflow rate = qi (t), (mg/sec) 

drug outflow rate = qo (t), (mg/sec) 

The volume rate of outflow (renal excretion + metabolism) is generally a known 

constant, say K. Therefore, 

qu = Kc. 

Also, the total volume of blood in the body is a , 

are the two parameters of the system. 

( 1.22) 

tant, say V. Thus. V and K 

The physical law governing the system can be written in terms of the continuity 

equation, i.e., eqn. (1.18). Applying it to the present case we get, 

~ qi = qo + dt 

or 

de 
V dt + qo = qj. ( 1.23) 

Substituting for qo from eqn. (1.22) we have, 

dc 
V dt + Kc = qj. (1.24) 

This is the required mathematical model. Note that this model is the same as that 

for the liquid level system, given by eqn. (1.20). Both are first order linear dif-

ferential equations. 

1.8 Concluding Comments 

In this chapter we have studied the methodology for constructing mathematical 

models for common types of systems from different branches of engineering. ' 
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These models are important because the analytical study and the design of en­

gineering systems is based on their mathematical models. The modelling process 

requires a knowledge of the structure of the system, its variables and parameters, 

and the physical laws governing the system. Generally, two types of relations 

between the system variables are needed: an Ohm's law types of relation and a 

continuity equation type of relation. A number of simplifying assumptions are 

usually required to obtain a simple enough model. 

The analysis of systems involves solving the equations describing the mathe­

matical model for different inputs and for different working conditions. The result 
of mathematical analysis is then interpreted in terms of the behaviour of the physi­
cal system under study. Commonly used methods of analysis will be developed in 
later chapters. The analysis procedure depends only on the type of mathematical 
equations of the model and not upon the branch of engineering to which the prob­
lem belongs. For example, the mathematical models for all the different systems 
discussed in this chapter are given by linear differential equations of order one or 

two. In systems terminology all these systems are classified as linear dynamic 
systems of order one or two. Their techniques of analysis and the characterisation 
of the solutions will be identical. This general method of studying systems, in­
volving modelling, analysis, design, optimisation, etc., is the subject matter of a 
new branch of engineering, called the 'systems engineering'. The term 
'engineering' used in this title is somewhat of a misnomer, as the same techniques 
are now being increasingly employed in studying and solving problems from a 
number of non-engineering disciplines like, biology, economics, management 
science, resource planning, etc. Thus, it is important for engineers to develop a 
'systems approach' to the solution of real life problems, be they engineering or 
non-engineering problems. 

GLOSSARY 

System (definition): It is a structure of inter-connected components created to perform some desired 
function. It has distinct input(s) and output(s) and produces an output in response to an input. 

Mathematical Model: A set of mathematical equations relating the output to the input is called a math­
ematical model (or simply a model) of the system. 

System Variables: (Input, output and internal variables.) In general they are functions of time. The 
behaviour of the system is characterised by the system variables. 

Acm.u and Through Variables: An 'across' variable defines some state of one tenninal with respect to 
the second terminal of a two-terminal device. The 'through' variable defines the flow or trans­
mission of some quantity through the element. 

Single IlIId Multi-Variable Systems: When there is only one input and one output the system is called 
a single-variable system. If there are more than one inputs and/or outputs the system is called 
a multi-variable system. 

Initial Conditions: The valtles of output and other internal variables of the system at the instant when 
the input is applied, i.e .. at t = 0, are called initial conditions. 
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SrSfl'lIIl'amml'ffl"s: Those fixed quantities which characterise the propel1ies of the system, and arc not 

dependent upon system variables, arc called systemp"rll1neters. 

!ll/a/ogol/.'· SY.'"lOIIS: Different types of systems (usuaJJy from different hranches of engineering) 

having same type of defining mathematical model are called analogous systems. 

E/l'ctril"ll/ !lflIlIiJ/iY: When a non-electlical system is equated to an dectlical network with the cor­

responding variables and parameters of the two systems identified, the equivalent electrical 

network and its mathematical model is called tile electrical "flail//iY ot the fWfI-electrim/ .1'\'.'" 

fl'l1I. 

Tran.<ducers: Devices which convert signals from one form of energy to another are called 

transducers. 

PROBLEMS 

1.1 A It tilter, shown in Fig. 1.12, is frequently connected between a rectifier and the load to 

smoothen out the ripples. Let the load be a pure resistance RL Let the input to the filter be 

a voltage source with open circuit voltage Vi and internal resistance R,. Develop a mathe­

matical model relating the input voltage V, to the output load current iL. 

Fig.1.I2 

1.2. A permanent magnet moving coil galvanometer may be considered a transducer, convcning 

input electrical voltage v(t) into angular deflection e (I) of a pointer. Develop a mathemati­

cal model relating the input and the output. 

1.3. Usually a d.c. motor is thought of as all energy converter. However, in many control ap­

plications, it is treated as an actuator for converting electrical voltage into angular motion 
of the rotor shaft. When the input voltage is applied to the armature, with field connected 

to a constant voltage supply, the motor is said to be armature controlled. Dcvelop a math­

ematical model for the armature-controlled motor, treating angular velocity of the shaft as 

the output and the armature voltage as the input. 

1.4. Develop both the Fv and the .t~i analogies for the mechanical system shown in Fig. 1.13. 

Since this system has two dependent variables, XI and X2, it is callcd a system with two 

degrees of freedom. 

Fig. 1.13 

1.5. In a rotational mechanical system. the gears perform the sallie function as a transformer in 

an electrical system. The shaft of a d.c. motor is coupled to a large flywheel through a pair 

of gears. Develop a mathematical model relating the angular position of the flywheel (Ollt-
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put) 8 (r ), to the motor torque (input) 1 (I). Also develop an analogous electrical circuit for 

this mechanical ,ystLCm. 

I.e>. A tht'l"rnorneter may he considered a thermal system. Develop its mathematiealll10del n:lat­

ill)! the length ofrnercury columnx(t) as an output and thc temperature 1 (I ) of the substance 

surrounding the hulh as the input. What assumptions arc commonly made in using ther­

monK'ters as ternpcrature scr..sors·) 

1.7 An electric immersion heater has a rating of K kilowatts. The thermal conductance of the 

heater assemhly is (;1 and its thermal capacitance CI. The heater is immersed in a liquiu 

tank with good' thermal insulation on the tank walls. The thermal conuuctance and the 

thermal capacitance of the liquid are G2 and C2. Determine a rnathernaticalmodcl for tlnd­

ing the change in liquid temperature as a function oftimc when the heater is switched on. 

Draw an analogous electrical circuit identifying the analogous variables and parameters of 

the thermal and the electrical systems. 

! X. Two water tanks of different areas of cross-section A I and A2 and different liquid lewis HI 

ami H2 arc cnnnceled through a ground pipeline with a Ilormally c10seu valve. DerIve lhe 

equations for determining the liquid levels as functions of time, following a sudden opening 

of the connecting valve. 

I '). III the studies of population dynamism it has heen empirically established Ihat Ihe rate of 

inClTase in the popUlation of a species at any time is prop0l1illnai tn the total population al 

Ihal time. Give a mathcmatiealmodel for this situation. Now. assume that Ihe food avail­

ahle 10 the species is limited. How would you modify the model to account for this fact" 

I 10. The rate of dissnlution of a chemical in water is proportional to a product of two factors; 

(i) amount of undissolved chemical, and (ii) the difference hetween the concentration in a 

saturated solution :md the concentration in the actuai liquid. Develop a mathematical model 

for calculating I he varia! ion of concentration as a function of time. 



CHAPTER 2 

Classification of Systems 

LEARNING OBJECTIVES 

After studying this chapter you should be able to: 

(i) determine whether a system is linear or non-linear; 

(ii) identify and characterise different types of commonly encountered non­
linearities: and 

(iii) classify a system according to the type of its mathematical model. 

The definition of a system given in the previous chapter is very general and 
includes under it a large variety of different engineering and non-engineering sys­
tems. The methods of analysis and the characteristics of the solutions are also 
different for them. The object of systems classification is to bring under one 
category systems having certain common features. The basis of classification is 
the type of equation describing the mathematical model. Systems described by 
one type of equation are put under one category. In this chapter we shall classify 
systems into the following independent categories: 

(I) Lrnear or non-linear system 

(2) Dynamic or static system 

(3) Time invariant or time-varying system 

(4) Continuous time or discrete time system 

(5) Lumped parameter or distributed parameter system. 

(6) Deterministic or stochastic system 

2.1 Linear and Non-linear Systems 

The linearity principle: The word 'linear' intuitively suggests something pertain­
ing to a straight line. If the input x and the output y of a system are related by a 
"tr;light line. as shown in Fig. 2.1. we may say that it is a linear system. The 
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lIlathematical equation relating the input to the output is then y /IIX, a linear 

algebraic equation. A resistor obeying Ohm's law, or a spring obeying Hooke's 

law, arc examples of such linear systems. 

We will be dealing with di fferent types of systems with different mathematical 

Illodels. Most of them will not have simple algebraic equations as their models. 

Their models Illay be in terms of differential equations, difference equations, etc. 

We thcrefore need a more general criterion for deciding the linearity of a system. 

With this aim in vie\v, let us re-examine the relationship shown in Fig. 2.1. One 

clearly noticeable property of such a relationship is that if the magnitude of the 

input is increased k times, from XI to hi, the output magnitude is also increased 

k timcs, from YI to kYI. This property can be generalized for inputs and outputs 

which are functions of time. For a linear system if an input XI (1) gives an output 

\'1 (/), i.e., XI (t) -+ .\1 (t), then hi (t) ~ kYI (t). This property is called 

hO/lwgcf/citr and is a property of all linear systems. In other words homogeneity 

is a necessary condition for a system to be linear. 

Outpu!; y 

ky,l-----
y,----

I Input x 

Fig.2.1 Lim'llr Relation 

Another necessary condition for linearity is the property of superpositiofl. Su­

perposition implies that if an input XI (i) gives an outpUt)'1 (t), i.e .. XI (f) 

~ .\'1 (t ), and another input X2 (I) ~ )'2 (t ) then, if the two inputs arc applied 

together, the output will he the SUIll of the two individual outputs, i.e., 

{Xt(t)+x,(t)l ~ {.'I(t)+y,(t)l. 

These two conditions of homogeneity and superposition together constitute a set 

of necessary and sufficient conditions for a system to be linear. The following 

statement is a definition of linearity. 

Definition: A system is callecllinear if and only if it possesses both homogeneity 

and superposition properties. That is, if XI (t) -+ VI (t) and x, (t) -+ .\'2 (t) and 

for ({II.' real numbers kl and k2' the relationship 

is true, then the system is linear. 
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We may think of the physical system as a device for performing certain math­

ematil.:al operations on the input, as given hy the equations of its model, to produl.:c 

the output. In this approach the physical system is wncei ved as a mathcmatil.:al 

operator. In line with this view, the input-output relationship is written as, 

y (t) = H Ix (t ) I 

where H is a mathematical operator, representing the system. For linear systems 

the operator H will be a linear operator. 

Por actual physical systems superposition implies homogeneity. The inputs 

and outputs are real functions which exist physically. For SUl.O systems the 

property of homogeneity can he derived from the propeI1y of superposition. How­

ever, there are mathematical operators which satisfy supcrposi tion but not 

homogeneity. These are pathological cases and not of any interest in the analysis 

of physical systems. Therefore, for deterrn.ning whcther a physical system is 

linear or not we shall test only for superposition . 

. i\~ will be disl.:ussed in the next section, a system whose mathematicallllodel is 

an algebraIC equation is called a static system. For such systems it is easy to deter­

mine whether the system is linear or not. Non-linear algebrail.: equations like. 

\' (I) 0= x' (t ) or y (t) 0= {;(iT, clearly fail to satisfy the superp'osition property 

and henl.:e cannot represent linear systems. 

Let us examine a system with model, 

y (t) = III X (t) + c. (2.1 ) 

For input XI (t ). output )'1 (t) = m XI (t) + c and for input 

\2 (t ). output Yc = fIl X2 (t) + c. For the combined input { XI (t) + X2 (t) I, the 

output from eqn (2.1) is given by y (t) = fIl { XI (t) + X7 (t) I + c, whil.:h is not 

equal to)'1 (t) + )'2 (t). Hence, superposition does not apply for eqn. (2.1). Thus, 

we gel the surprising result that the system represented by eqn. (2.1) is not linear. 

The input-output relationship of eqn. (2.1) is drawn in fig. 2.2. If this straight line 

passed through the origin, the corresponding equation would obey superposition. 

The straight line passing through origin would mean that the output of the system 

Output 

Input x -

Fig. 2.2 Inpul-Oulpul RC!;lliunship 

'~. 



2~ Linl'([r Systellls Analysis 

is Lero for zero input. Systems having this property are calleu initially relaxed 

.I""stems. Thus, we arrive at the conclusion that an initially relaxeu system, repre­

senteu by a linear algebraic equation, will be linear. The techniques of linear 

dndlysis are still applicable to the ~ystem of eqn. (2.1) if c is treated as an initial 

condition. 

In this book, we will be interested mainly in the techniques of analysing linear 

dyndlllic systems. Such systems have linear differential equations as their models. 

It can be easily verified that the operation of differentiation is a linear operation. 

Therefore, a uifferential equation containing linear terms in the dependent variahle 

dlld its derivatives will be a linear differential equation. Presence of non-linedr 

terms, like x' or ( dx )' / ilt or x (d' x) / dr will make the equation, and the system 

represented by it, non-linear. 

Example 2.1:- An armature controlled d.c., motor is connected to a propeller air 
fan (fig. 2.3). The speed-torque eurve of the fan can be approximateu by a square law 

relation, T = kl w2
. Develop a mathematical model for determining the angular 

velocity w of the motor as a function or tillle for a given input voltage \'1 (t J. 

vi 

l·ig.B 

The armature circuit can be modelled as a series combination of armature resis­

Ulnce. arlllature inuuctance and a source with a voltage equal to the hack e.m.!'. 
The armature inuuctance is small because of the ,mall number of turns in the ar­
mature coil. 1-lence, the voltage drop across this inductance is negkcteu in COI\1-

parison with the other voltages. The application of Kirchhoff's law around the 
,lI'Illature circuit gives. 

VI = i R + /.:, Ct) 

\\ here i is the armature current. R the armature resistance, Ct) the angular speed and 

f.:, (U the back e.II1.f. 

A, the fielu is connected to a constant voltage supply, the field current and 

hCllce the field flux, :IIT constant. Therefore the torque de\'elnped by the armature, 
hL'III." Ilr(l11\lrtion;d to thL' product olthe :trm;lture current and the riL'ILI (111,\. \\·tli hl' 

~1"'1111\ T = .Z, I 
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Applying D'Alembert's principle to the mechanical load we get, 

dm , 
r = J- + k m­

dt 

where J is the moment of inet1ia of the load and the armature. Combining the three 

equatiolls above we get, 

RJ d m R kr - + k, m + -- m" = V,. 
k.1 dt - k, 

This is the required mathematical model. Note that the presence of m! term makes 

it a l1on-1 inear. first order differential equation. 

In enginel'ring practice. it is usually an induction motor which is used for driv­

ing propeller fans. The speed-torque characteristics of the induction motor are 

highly non-linear. In such cases graphical, rather than analytical, techniques an' 

used for determining system response. 

CIIIIII//II/l [\pes lil f1on-linearities: Most of the components from which physical 

.systems are constructed are essentially non-linear. However, their behaviour over 

a limited range of inputs can be approximated by linear relations. A resistor is 

linear for low values of current but becomes non-linear for higher values because 

of increase in temperature. An iron core coil has linear inductance for low values 

·of current. but if the current is large enough to cause saturation of the core, its 

induct;\nce becomes non-linear. All active devices like transistors. diodes, thyris­

tors, etc .. are intrinsically non-linear. Some of the non-linearities commonly en­

countcred in engineering systems are discussed below. 

I. Spring type non-linearity: The relationship between the applieJ force/ 

and the resulting displace':lent x for a linear spring is given by 

f;:;: kr x. However, for higher values of force. most springs deviate 

fnim this linear relationship. A better approximation of the spring char­

acteristic is the non-linear equation 

(2.2) 

If k2 is positive, we get the 'hard' spring characteristic and if it is nega­

tive we get the 'soft' spring characteristic, shown in Fig. 2.4. Any non­

linearity of this type is commonly referred to as 'hard' spring or 'soft' 

spring non-linearity. 

2. Saturation: An input-output characteristic of the type shown in Fig. 2.5 

is called saturalioll type non-linearity. Transistors, operational 

amplifiers. magnetic and electromagnetic components all sutler from 

thi\ type of non-linearity. 

Friction: In mechanical systems we have two types of friction: (i) vis­

COli, friction and (i i) slatic or Coulomb's friction (see Fig. 2.6). For 
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Soft spring 

Fig. 2.4 Spring Characteristics 

Output 

----::;;;00--

--~-------------Input 

Fig. 2.5 Saturation Non.linearity 

Square law friction 

Viscous friction 

Sliding friction 

v 

Fig. 2.6 Friction Characteristic 

viscous friction, the force-velocity relation is f = k 1', where f.:. is thL' 

coefticient of viscous friction. This relationship is linear. Viscous fric­

tion arises in situations like motion of solid bodies thnhlgh gases or 

liquids, relative motion of well-lubricated surfaces, etc. When there is 

relative motion between rough surfaces, the friction between them is 

called slidif/~fi·icfiof/. It produces an opposi~ force whose magnitude 

is nearly constant at all velocities. Just before the commencement of 

motion. the opposing friction force is higher than the sliding friction. It 

is called the staficti"icfioll. The sliding and the static frictions are nOll­

linear. 

When a body moves at a very high spL'ed through a fluid or when the 

fluid tlow relative to the body is turbulent. the force offriction IS nearly 
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proportional to the square of velocity. The friction between air and the 
blades of a hm is of this type. This friction is again non-linear. 

4. Hysteresis: When the increasing and decreasing portions of the input­

output relationship follow different paths, as in the magnetisation curve 
of iron, we get hysteresis type of non-linearity (Fig. 2.7). Similar non­

linearity also arises in case of backlash of gear trains, relays and 

electromechanical contactors. 

Flux 

Fig.2.7 Hysteresis 

5. Dead zone: Pigure 2.8 shows the dead zone type of non-linearity en­
countered in relays, motors and other types of actuators. 

output 

--r--+-...---J"----.lnput 

Fig. 2.8 Head Zone 

Non-linear systems: Presence of anyone of the non-linearities listed above would 
make the system non-linear. The resulting mathematical mouel would also he 
non-linear. Analysis of such non-linear models is quite complex. Only some 
selected types of non-linear equations have been solved analytically, and that too 
with considerable approximations. Iterative numerical methods, suitable for com­

puter analysis, are available for some more types of non-linear equations. How­
ever, there are no general methods for solving such equations. Therefore, it is a 
common engineering practice to make only linear models of physical system by 
either totally ignoring non-linearities or linearising them by the technique of sec­
tion 1.6 or otherwise. This is because very elegant and extensive theories are 
available for the analysis of linear systems. The rest of this book will be devoted 
to a study of linear systems only. 
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If the Iinearisation process is too gross and the results predicted by the linear 

model do not match with experimental results, or where more accurate results are 

requireu, we will have to go in for a non-linear model. In such cases, computer 

simulation stuuies are more fruitful. Even in such situations, analysis is first uone 

on an approximate linear model to get a feel for the nature of system behaviour. 

The non-linear effects are then introduced into this linear model as second order 

effects to obtain more accurate answers. 

Non .. linear systems have certain peculiar forms of behaviour which arc not en­

countered in linear systems. Some of these peculiarities are ncted here. In a linear 

system the form of output does not depend on the magnitude of the input. Increas­

ing the input magnitude merely scales up the output, but the form remains the 

same. In non-linear systems the fl1rm of output may change, at times drastically, 

with changes in input magnitude. For example, in a non-linear system the output 

Illay settle down to finite values for small inputs, whereas for input magnitudes 

beyond a particular value, the output may go on increasing continuously, makin:' 

the system unstable. 

When a linear system is excited by a sinusoidal signal, its output will also be LI 

sinusoid of the same frequency. In a non-linear system the output may he non­

sinusoidal and may contain frequency components not present in the input. In 

some non-linear systems, on application of excitation, the output very quickly 

goes into modes of cyclic oscillations. These oscillations may persist even after 
removal of the excitation, provided the system has some energy source to replenish 

the losses inherent in any physical oscillation. Many electronic oscillators are 

huilt around such non-linearities. These are called 'relaxatiLln' oscillators. 

Another peculiarity of non-linear systems is the 'jump' phenomenon. When the 
input signal frequency (or magnitude) is being continuously increased, the output 

magnitude also increases, but, at some point, it may suddenly jump from one value 

to another. Linear systems are hetter behaved and do not exhibit such 

peculiarities. 

It should be noted that the classification of a system as linear or non-linear is 
really a classification of its :;e1ected model. In different situations the same system 

can be modelled as a linear or non-linear system. Thus, one should not take it that 

nature has created two types of systems, one linear and the other non-linear. In 

fact, this point is valid for all other categories of system classification. 

2.2 Dynamic and Static Systems 

Example 2.2:- Consider the resistive network shown in Fig. 2.9. The input-out­

put relation, i.e., the mathematical model of this system is given by the algebrai': 

equation, 

i (t ) k \. (t ) . 
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Output 
tr---_--'VV'J'v-----. i (t) 

Input 
v(t) 

i 
Fig. 2.9 A Resistive Network 

In this case the output waveform will be a replica of the input waveform, its 

magnitude at any time being equal to the input magnitude at that time multiplied 

by constant k. Thus, the output at any instant depends upon the value of the input 

at that instant only. One can say that the system is instantaneous or memoryless. 

Such systems are called static systems. If the input to a static system does not 

change with time, then its output also will not change with time; i.e., there is no 

'motion' and hence the designation static. When only the steady state is of interest, 

many systems are modelled by algebraic equations and treated as static systems. 

As opposed to static systems, we have dynamic systems whose models are 

given by differential equations (or difference equations). In such differential 

equation models, time is the independent variable. The output is always a function 

of time, even when the input is a constant. Thus, there is 'motion' and hence the 

name dynamic. In such systems the output depends not only upon the input but 

upon the initial conditions also. Recall that the solution of an 11th order differential 

equation requires a knowledge of the initial value of the depended variable and its 

first n-I derivatives. These initial values of the system variables must be existing 

because of past inputs to the system. In fact the output at any instant tl is depend­

ent upon the values of the input at all instants prior to and up to tlo i.e., for time in 

the range - 00 < t ::; fl' The system thus 'remembers' its past inputs or has 

'memory'. All the models developed in Chapter I are dynamic models. 

Let us examine the factors which make a system static or dynamic. Anyelectri­

cal circuit made up of only resistive elements wi1l be static, howsoever complex 

the circuit may be, while a circuit with even a single inductance are capacitance 

will always be dynamic. This is because a capacitor or inductor can store energy 

whereas a resistor can only dissipate it. Thus we conclude that the presence of an 

energy storage element makes a system dynamic. Mass and spring provide energy 

storage clements in a mechanical system. System variables associated with 

storage of energy cannot change instantaneously through or across that element; 
e.g., voltage across a capacitor, current through an inductor, velocity across a 

mass, force through a spring. A sudden change of current through inductor would 

mean infinite rate of change of energy, i.e, infinite power-a physical impos­

sibility. Therefore, even for a sudden change in the input, the system variables in 

a dynamic system wi II not change instantaneously. Thus, dynamic systems are not 
'illslalltallL'Oll\' . 
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There are many problems in the area of biological systems, economic systems, 

population uynalllics, etc., where there is no well-ddined concept of energy or 

energy storage elements. Even in these areas, we get systems modelled by dif­

ferential equation. This happens whenever the rate of change (growth or decay 

rate) of a system variable is uependent upon the value of the variable at that instant. 

All systems having this characteristic are classified as dynamic systems. 

Let us con~ider the experimental response of the static system of the resistive 

network of Fig. 2.9 to a sudden change in the value of input voltage from zero to 

v. Such signals are called step signals and the response to them, step response. 
This step response is plotted in Fig. 2.IO(a) and (b). In Fig. 2.IO(a) the time scale 

is in seconds and we get the output as an exact replica of the input, as predicted by 
its static model. In Fig. 2.1 O(b) the tlme scale is in nano-seconds. The experimen­

tally determined output is no longer a replica of the input; more likely, it is chang­
i ng as an exponential function, as in the case of a first order dynamic system. Thus, 

the static model is not valid. This is because stray capacitances between conduc­
tors and between the turns of the resistor will make the circuit an R-C network 

rather than a purely resistive one. In fact, probably every static system will behave 

as a dynamic system if the time scale is expanded into nano-seconds in the region 

where the input is changing. 

Figure 2.10 illustrates once again that a mathematical model of a system is valid 
only for a set of assumptions and particular working conditions. Its classification 
into a particular category depends on the model selected. As far as the choice 
between static and dynamic models is concerned, we may generalise the pre­

vious example to conclude that if the transient response is much too fast and is 
not of much importance compared to the steady state response, the selected 
model will be static; if transients are of interest, the model for analysis should 

be dynamic. 

I-------Input 

~---------~tput 

t in seconds 
(a) 

I-----------Input 

~--O"'tput 

nano - secondS 
Jb) 

Fig.2.10 Step Response of Static System 

Static models are commonly encountered in socio-economic systems like 
resource allocation problems or optimisation problems. In such cases, they are 
usually functions of many variables. Their analysis is relatively straightforward 
requiring solution of linear algebraic equations only. 
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2.3 Time Invariant and Time-varying Systems 

In section 1.1.1, we defined parameters of a system as the quantities which depend 

only on the properties of system elements and not on its variahles. These 

parameters appear as coefficients of the dependent variable and its derivatives in 

the differential equation model of dynamic systems. For example, in eqn. (1.4) of 

the automobile ignition system, 

parameters R, Land C appear as coefficients. If these parameters become functions 

of the dependent variable [i(l) in this caseJ, then the system becomes non-linear. 

However, the coefficients can be functions of the independent variahle t without 

affecting the property of linearity. When the parameters are fixed, i.e., do not 
change with time, the system to which they belong is called a time invariant sys­
tem. When one or more parameters are functions of time, the system is called a 

time-varying system. The terms stationary system and non-stationary system arc 
also used in place of time invariant and time-varying systems. 

Example 2.3:~ The equation of motion of a rocket in vertical flight is a good 

example of a time-varying system. As the rocket goes up, it burns fuel to develop 
the required thrust. Consequently its mass goes on reducing. Let its initial mass be 
M" and k the rate at which the fuel is being burnt. Then its mass at any time t after 
the take-off would be given by m(t) = M" - kl. The equation of motion, i.e., the 

mathematical model of the system will be, 

Jlx dx 
met) - + D~ 

dr dt 
F (2.3) 

where, 

m(t) = time-varying mass of the rocket; 

x (t ) vertical displacement; 

D = coefficient of friction between rocket body and atmosphere; and 

F = thrust developed by the rocket. 

Equation (2.3) is a time-varying differential equation. However, it is still a 
linear equation. The technique of solving time-varying differential equations is 
somewhat more involved than the method for time invariant equations. The main 
difference hetween these two types of systems is that the solution does not depend 

upon the instant of time at which an input is applied for the time invariant system, 

whereas it does change if the instant of application of the input is changed in the 
case of time-varying system. In this book we shall study only time invariant sys­
tems. 
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2.4 Continuous Time and Discrete Time Systems 

In all the examples considered so far. the system variables like voltage 1'(1). 

velocity u(t). etc., were continuous functions of time. i.e .. they are oefined for 

every instant of time and their values can change at any instant. The systems to 

which such variables belong are called cOllfinuolls time systel1ls. As opposed to 

this. in the mathematical modelling of many processes. we encounter system vari­

ables which are either defined at only specified instants of time or can change their 

values only at these specified instants. as in a digital clock. Such signals arc called 

discrete time functions and the systems to which they belong are called discrete 

tillle systems. A graphical plot of a discrete time function is shown in Fig. 2, I I (b). 

x(t) 

(a) 

x(tn)or 

x(n) 

l<il(.2.1 1(a) A Continuous Time Function and (0) A Discrch' Time Funt'liun 

It should be compared with the plot of a continuous time signal in fi!:!. 2.11 (a). 

Here. tl), tl, 12 • .... ,1" are the specified instants of time. or the sequence of instants at 

which the function is dctined or can change its magnitude. This second alternati vc 

is shown by the dotted lines in Fig. 2.11 (b). The intervals between the specified 

instants may be fixed or variable. 

For a continuous time function x, its functional dcpendence on the variable timc 

is shown by writing it as x(t). For discrete time functions. since the function 

is defined only at the sequence of instants tn. it is written as x(t,,) or simply x(Il). 

Just as the independent variable tn is a sequence of time instants. variable x(ll) is 

a sequence of numbers. x( I) corresponding to tl. x(2) corresponding to t2. and so 

on. 

Discrete time functions arise in the modelling of instrumentation ano control 

systems employing multiplexing. computer control or digital signal processing. 

Before taking up an example of such a system let us clarify an area of possible 

confusion. 

In the oescription 'continuous time function'. the term continuous refers to the 

independent variable time and not to the function dependent on lime. The fUllction 

may possess disconti nuities of different kinds. even when the lillie \'ariahlc is ,'( HI 

llflUOUS. Figure 2.12 shows some continuous time functions. In h~. ::>.1 ::>1;\1. Ill,' 
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x (t) x It) 

(~ ) 

I·'ig. 2.12 Continuous Time Signals 

function itself is discontinuous at t = (I; in Fig. 2.12(b), the function is continuous 

hut its first derivative is discontinuous at 1 = 11; and in Fig. 2.12(c) we have a 

function which is continuous and possesses continuous derivatives of all orders 

(cxcept at , = 0). Mathematicians have even devised a function which is discon­

tinuous at every instant of time! However, in all these cases the time is still a 

continuous variable. The continuity, or otherwise, of the function has nothing to 

do with the concept of continuous time and discrete time functions. 

Example 2.4:-- We now take up the modelling of a computer-controlled furnace, 
shown in Fig. 2.13(a). The temperature of an electric furnace is to be varied in 

accordance with the curve given in Fig. 2.13(b). The slope and the duration of 

different segments of this curve may have to be varied depending upon the' 

r------------l 
I Computer 
I I 
: Comparator I 
: Stored lI(n) e(n II 
: programing f-~(n~ 
I I L_______ .J 

P~r input 

Power 
COntroller 

Feed b.lck 

(il ) 

Time in hours 
(b) 

Furance 

I'ig.2.13 Computer-controlled Furnace: (a) Schematic Uiagram and 
(11) Desired Temperature Profile 
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material being heated and the nature of processing required. This type of 

'programmable' furnace controller is required in processing of special ceramic 

materials. The required programme, i.e., the curve between time and the desired 

furnace temperature, is ~tored in the memory of a computer. For such a storage, 

hoth the time and temperature variables will have to be sampled and digitised. By 

sampling we mean that only specified values of time, say at one minute intervals, 

and the LOrresponding temperatures will be taken up for storage. Thus, the stored 

function of desired temperature will be a discrete function of time, represented by 

.\(11). In fact, storage of any time function in a computer can only be as a discrete 

function of time. 

In practice a process computer for such an application will be used for perform­

ing many other tasks in addition to controlling the furnace temperature. That is, it 

will be used in a multiplexed or time-sharing mode. At specified instants, say, at 

I-minute intervals, the computer will take up furnace control. At these instants it 

will compare the actual furnace temperature with the desired temperature at that 

instant stored in its memory. It will alter the setting of the power LOntroller depend­

ing upon this comparison. For example, if the desired temperature and the actual 

lemperature are equal it will make no change in the setting. If the actual tempera­

:ure is l(lwer than the desired temperature, it will step up the power input to the 

furnace. And so on. 

For the purpose of performing such a temperature control, the information 

regarding the actual furnace temperature must be made available to the computer. 

Now the temperature is the output of the system and the computer is controlling 

the input to it. Therefore, we say a feedback must be provided to the computer 

regarding the value of the r,utpuL Control systems having feedback links are called 

{('('(/huck cO/ltro/ systems. Most of the modern automatic control systems utilise 

this feedback principle. 

The temperature transducer in the furnace will usually generate an 'analog' 

declrical signal proportional to the temperature. This analog signal will have to he 

digitised and time-sampled to make it intelligible to the computer. Thus, the feed­

back will also be a discrete time signal, represented by yen). The input signal to the 

power controller will also appear only at the specified instants of time. Hence this 

will also be a discrete time signal, represented by e(n). To indicate the discrete 

time nature of these signals a switch has been included in series with the signal 

lines. It is asslImed that all the switches are closed only at the specified instants of 

lime. These specified instants are called 'sampling' instants and accordingly such 

"di,crete time system is also called a salllpled data system. 

The discrete lime system variables are thus identified as: actual furnace 

teillperature. i.e .. the output .1'(11). desired temperature x(n), and the input to the 

POWCl" controller C(II). The input to the power controller will adjust the r~lte Df heal 

fio\\' 1/11/) i.e .. the power input tll the furnace. This setting will remai n fi xed he-
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tween the sampling intervals. The input heat rate q(n) will be proportional to the 

setting e(n). Let us assume that the 'control law' is such that ern) is directly propor­

tional to the difference between yen) and x(n). Thus 

q(n) = KI e(n) = KI K2 [x(n) - y(n)J (2.4) 

The mathematical model of the furnace, relating the input heat rate and the 

output temperature will be a first order differential equation. Therefore, for a fixed 

input heat rate between the sampling intervals, the temperature will increase ex­

ponentially. However, if the sampling interval is small compared to the thermal 

time constant of the furnace, we may assume that the temperature change is linear 

between two consecutive sampling instants. The rate of this change will he propor­

lional to the input heat rate, or 

y (n + I) 
I1T 

y (n) 
= Kl q (n) 

where 11 T is the sampling interval, i.e. the time between tIl and tIl + I . Assuming 

11 T to be constant, we may write eqn. (2.5) as 

y (n + I) - y (n) K Ix (n) - )' (n)J 

where constant K 

y (n + I) - (I - K) )' (n) = Kx(n). (2.6) 

Equation (2.6) is the required mathematical model of the system. 

Equations of this type are called diflt;rence equations. They are used to describe 

mathematical models of discrete time systems. Difference equations are analogous 

to differential equations for continuous time systems. Modelling and analysis tech-

niques for discrete-time systems are discussed in chapter I). 

2.5 Lumped Parameter and Distributed Parameter Systems 

Lel us once again consider a thermal system. This time we would like to stdUY the 

tH:ating of an iron slab,like the ones encountered in steel mills. To simplify matters 

let us assume that it is being heated from only one end. Further, there is no dissipa­

tion of heat from the sides and that the heat tlows in only one direction, as shown 

ill hg. 2.14. We will like to model it as a dynamic system so that we can answer 

Heat 
source 

Iron slab 

------.....,~~x 

Fi!(. 2.14 Oll~ Dilll~lIsiolllJl lI~at Flow 
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questions like; how does the temperature of the slab change as a function of time 

following a sudden change in the input heat rate? Thus the system variables, in this 

case the slab temperature, must be functions of time and the model a ditferential 

equation. 

The next question which comes immediately to the mind is: temperature at 

which point in the slab? It is obvious that the temperature at any instant of time 

will be different at different points along the length of the slab. In fact there will 

be a temperature gradient along the length. Therefore the system variable tempera­

ture will have to be treated not only as a function of time but also as a function of 

space co-ordinate x. Thus, it becomes a function of two independent variables, 

time t and distance x along the length, i.e., t = t (t, x). The differential equation 

relating the input heat rate to the output variable t (t, x) will then be a partial 

diffl'rentia[ equation. 

In an earlier example of a thermal system (section 1.5, Fig. 1.8) we had divided 

the region of heat flow into three distinct regions and assumed that the temperature 

of each region (7j, Tc and Ts) was the same over the whole region. Therefore, 

instead of having a single temperature variable as a function of length (and, of 

course. of time) we had three temperature variables as functions of only time. The 

thermal properties of the three regions were characterised by distinct two terminal 

elements. The system variables could change only at the nodes of the inter-conr.ec­

tions of these two terminal elements. This is only an approximation because the 

fixed thermal characteristics of the system, i.e., the parameters of the system, ther­

mal capacitance and thermal resistance, are actually distributed all over the space 

and not IUl1lped between two terminals. Owing to this reason. the model of section 

1.5 was called a lumped parameter system. In tre<lting temperature t = t (1, x) as 

a continuous function of space co-ordinate x (and a function of time)' we arc not 

making any lumping and treating the system parameters as continuously dis~ 

tributed in space. Such a system is called a distributed parameter systelll and its 

mathematical model is given by a partial differential equation. 

Distributed parameter models are encountered in areas like heat flow, diffusion 

processes, torsion in long shafts, vibrating strings and air columns (e.g .. in musical 

instruments like sitar and flute) and in long transmission lines. Because of its ill1~ 

portance to electrical and electronics engineers. let us model a transmission line. 

The transmission line may be for power transmission or signal transmission. 

Example 2.5:- A transmission line will have the parameters. series resistance, 

inductance. capacitance lind parallel conductance associated with it. The~e 

parameters will be uniformly distributed over the length of the line. To simplify 

matters. let us assume that the line is tossles.\". i.e .. the series line resistance and 

parallel line conductance arc zero. In that case thc circuit Illodel of a ~malllcngth 

.:'. .r oj' the Ii nc wi II be as shown in Fig. 2.15. Here. Land C arc the inductance and 
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the capacitance per unit length of the line. The variables of the system are current 

i (x, t) and voltage vex, t ). 

i (x It ) 

~ + 
L 6x 

2 
'000000'-

L 6x 
2 I '00000' 

i(x ... 6x.t) .. ~ 
I 

I 

I 
v (x, t ) 

I 

t 

C6x 

T 
v(x+6x,t) 

I 

I 

i 
f4 1041-------- 6x 

Fi~. 2.15 A Small Section of Losslcss Transmis.~ion Line 

Applying Kirchhoff s voltage law around the loop ~ x we get. 

/ 
Ll. x a i (x, t) L a x a i (x + ~ x, t) ( A ) _-:::'--'----'. + + I' X + L.l X , f 

"2 at -2 af I' (x. f) 

or rearranglllg, 

L Ax J [. A) ( ) 2 5 t I (x + L.l X ,t + ix, t J -[vex + ~X, f) - F(x,f)I. 

Dividing by ~ x we get, 

L a [.( A ) .()] [I' (x + ~x,t) - v(x,t)] 
):;;- IX+L.lX,t+lxt =- ~. 
_ at ' ~x 

(2.7) 

III Ihe limit as ~ x -7 0, the r.h.s. of egn. (2.7) equals the derivative of I'(x, I) with 

respect to x. On the I.h.s. i (x + ~ x, f) -7 i (x, t). That is, egn. (2.7) becomes, 

L ai (x ,) = _ av (x , t) 

aI' rix 

or. 

(2')~) 

Applying Kirchhoffs current law to the node in Fig. 2.15 and going through 

~I\ntlar ~teps we get another equation, 

c .~~ = - ~. at ax (2.9) 

We I\\)W combine eqns. (2.X) and (2.9) into a single equation. With this in view we 

lake I ill' parllal derivative of eqn. (2.X) with respect tll x and that of eqn. (2.9) with 

IC"l'c'll 1\) I Thi, gives. 
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and 

rY i L .~ ax. at 
if V 

dx' (2.10) 

(2.11 ) 

Reversing the or(:ler of taking derivative, multiplying egn. (2.11) by L and then 

substituting egn. (2.10) in it we get, 

or 

(2.12) 

where k = I d(LC). 

I;quation (2.12) is the required mathematical model of the transmission line. 

Thi, type of equation arises frequently in many other distributed parameter sys­

tellls and is called the wave l'quation. The constant k used in eqn. (2.12) is called 

lhe \-,'loci!.'" oj'propagarioll. 6"n equation similar to eqn. (2.12) will relate time and 

spa~T variations of current i',x, t). 

Equation (2.12) pertains to a lossless line where R = G = n. S()mc other 

~IIIlplifyin,!! assumptions, leading to useful results are as follows: 

( I) R/I, = GIC. This case is called the dislortionless line. 

(2) G = L = O. This is useful for a leakage-free, non-inductive cables. 

In the above example of transmission line, the space distribution of the vari­

;Ihles \. and i were single dimensional. In other problems, we may encountcr two 

dimensional distribution, e.g .. vibration of plates. percussion type of musical in­

,lrUlllen!s (say tabla), or three-dimensional distribution. e.g. vibration of air mass 

III ;\ speaker enclm;ure. propagation of electromagnetic waves in space. These wi II 
~i\ e rise 10 more complex partial differential equations as their models. 

In many cases the time and effort required to generate solutions for partial dif­

ferential equation models are not justifiable. A simpler solution would do. In such 

cases the distributed parameter system is modelled by an equivalent lumped 

11arameter model. For example. the lossles~ transmission line is frequently 

IlHltlelleti by nne or more sel.:tions of the equivalent Tor It network shown in Fig. 

2.16. The accuracy of representation improves as Illore number of such sections 

are c()nnected in series. 
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L 

O-----<r 
(a) T-network (b) 7r-network 

Fig.2.16 Lumped Parameter Approximation or a Lossless Transmission Line 

2.6 Deterministic and Stochastic Systems 

Let us consider a ship-mounted naval gun, firing on a land target. For a specified 

gun angle (both in the horizontal and vertical planes) the firing of the gun should 

land the shells at the same spot. One would like to build a model relating the gun 

angle with the location of the point hit hy the shell. Such a model will be useful if, 

for example, a computer were to control the gun. However the chances of all the 
shells hitting exactly the same ~pot are extremely low. At hest, one can define a 

general area in which the shells will land. With somewhat greater insight, we can 

associate with each point in this area a probability of the shell landing there. A 

mathematical model, taking into account the uncertainty in the output and relating 

the probahility of the output with the input is called a stochastic model and the 

system with which it is associated, a stochastic system. In a stochastic model the 

actual output for a given input is uncertain: only its probability of occurrence can 

he predicted. In contrast the systems modelled earlier were deterministic systems 

because their output could be exactly determined for a given input. 

The uncertainty regarding the output in the naval gun problem is because of 

various factors like roll and pitch of the ship due to waves, slight differences in 

shell sizes, shape and fire power, effect of air currents and even our inability to set 

the gun angle to an exact value. These could be grouped into two categories: (i) 

uncertainties in the exact values of parameters and (ii) random noise signals picked 

up at the input and other points of the system. The effect of noise signals is par­

ticularly damaging in communication systems. A signal under transmission will 

always be corrupted by atmospheric and other noise signals. However, from a 

knowledge of the statistical properties of different types of noises, communication 

engineers are able to make stochastic models of the system and use these models 
to design filters to reduce the effect of noises. 

2.7 Concluding Comments 

In till' preceding: sections of this chapter we have had a bird's cyeview of the dif­

ferent classes of systems, nature of their mathematical models and the engineering 

and non-engineering areas in which they ari'ie. In the recent past. enl,!incers have 



44 Linear Systems Analysis 

heen able to develop techniques for analysing all these systems. The fantastic 

growth of modern technology owes a great deal to these analytical techniques. 

However, in this introductory text we shall have ti me to explore the analytical 

techniques for only one class of systems. In terms of our classification scheme. this 

class can be correctly designated as linear, dynamic, time invariant, deterministic 

systems. We will include both the continuous time and discrete time systems in 

this class. For the sake of brevity, this string of adjectives is usually reduced to its 

first word, 'linear'. Henceforth, by the term linear system we willlllean the class 

of systcms defined above. 

Linear system models are the ones most commonly used in engineering. This is 

because linear models are easier to build. several excellent techniques exist for 

their analysis and, finally, the answers given by linear models are satisfactory In 

majority of the situations. 

GLOSSARY 

1.lII(,lIrily· A system is called linear if. and only if, it possesses the propcl1ies of IHll110geneily and 

s"per-position. that is. ifxI(I) -; .vI (I) and X2 (I) -; "c (f). and for any real IHlIllher, kl and 

kl the following relationship is sati,fied: 

SIIIIII l'a,lllS J)\'IIillllic SrSleiIlS: The mathematical models of stalic sysleliis arc gil'en hy algchr:lIl 

equations whereas dynamic systems are modelled by ditl<.:rcntial equations, Static ,y,t<':I11' arc 

i",tantaneous, i.<':,. their output at any instant of timc depends upon the I'alue of inpul al lilal 

instant only Dynamic systems have memory, i.e .. their output at an) instant depelld, UP"" thc 

whole past history of the input. 

'/ /l1/('-\'aF\'IIi/i Syslems: When the parameters of a system arc functions of time, the systclll i, called a 

IlIlle-vun'lllg ,n-Slem, The mathematical model is given by tillie-varying (or 'lon-stationary) dol­

kn'ntial equations. 

0, I( 'I efl' Tillie Sigflllis lIfld Syslems, If the value of a signal is defined only at a sci of specified in.stanh 

"r if i,s vallie can change only at specified instants, the signal is called a "'SI/'I'II' /lilli' ,Iiglllil 

Systems in which such signals arise are called discrele lillie SYSII'IIIS Their llIatilelllaticallll()(kl 

is given in terllls of diJTcrcncc equations. Sueh systems are also calkdllillll'led "Ii Iii ,1\'.111'111.1 

n',111 d",11'I1 PUmIlIelPl' .\\SfI'Ill,L When the system parameters are distribukd ovcr spacc_ the system 

variables hecollle functions of space co-ordinates (in addition to being functions of time). Sy,­

Il'IllS having such va(iablcs are called disTribllled l'ilriJllleTersysTellfs and their Jllodels are giH'n 

by partial di ffercntial equations, 

SIIIl'iIlfSI!c .\'\',11<'111.1', When Olle or more variables or parameters of a sysklll arc flot koHlwn precisely 

hut can he described only in terms of its probability function. the systcln I,' ca:'cd a .1101 jlllSI!1 

\.\'\"1('111. 

PROBLEMS 
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(ii) ,r"x :, "x 7x sin x. 
ti'" 

+ + Ii, 

(iii) ,r\ 
.1 

tix 
5,x. , + 

til' til 

(IV) 
,r2, dx 

I () + - + .. ill' x ill 

(v) d\ ~ (~ 7.1: sin (J) I. 
til" 

+ - til + 

What approxillKltionshlssumptiom are generally made to ohtain linear models for the fol­

lowing systems') 

(i) A pendulum. 

(ii) A transistor amplifier 

(iii) A d.e. genemtor 

(iv) A hydraulic press. 

2. A power-dissipating resistor hank is made fwm a heating clement whose telllperature coef­

ficient of resi.swnce is £1. The thermal resistance ~Ild capacitance of the hank are RT and L-r 

I kvelop a mathematical nlOdd for determining the temperature of the heating ckment as a 

function of time when a constant voltage source is switched Oil across the hank. Comment 

on the type of model ohtained. 

24 The technique of linearisation around an operating point, mentioned in section 1.6. is hased 

upon the expansion of a function hy Taylor's series. Let the input-output he related hy the 

equation, 

y~j(x) 

whul' I( \) is a non-linear function of x. To linearise it around an operating point x ~ XI. wc 

fir" expand \' around x = XI hy Taylor's series as. 

I ( ) d t (x) I . (x - X I? ,," t (x) I r =. (XI) + x-X) -~ + --,.,-)- ~ ,-
ti-, _ -. dx· 

l - \1 ,. = \1 

+ 

SlIl(e variations around XI arc asslimed to be small, terms containing (r -

higher powers TIIa} he neglected. :rhen. 

d t (X) I r = I ( ,)) + (x - X I) -' -
dx 

r= 'I 

which is the required li!Jear relation between r and x 

Linearisc the equation y ~ U.5 x' around point.\ = 2. Calculate the error IIlvolwd in using 

this linear model for determining -" at X ~ 2, 2.1. 2.2. 2.3 and 2.4. 

2.5 A series RC circuit is connected 10 a d.c. source. The capacitor is a parallel platc capacitor. 

wilh one plate fixed and the other oscillated by a cam. such that the dislance hetween the 

plates is a sinusoidal function of tinl<~. Determine the mathematical model for Clllllputll1g 

clIrrent in the circuit. To which class docs this model hdong') 

2.1> An experimental study to dctefllllne the mathel11attcalmodcl of a continuOlh tllllC system 

t"" c the following results. 

Input = constant K 
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Output, measured at one-second intervals = 1,3,6, 10. 15.21,28.36,45 ..... Dctermine the 

mathematical model of the system. To which class does it belong? Can you give example 

of a physical system corresponding to this mode)') 

2.7 The network shown in the Fig. 2.17 is called a ladder network. Treating the voltage at the 

nodes as a discrete variable, determine a difference equation for the nth node voltage v(n). 

Fig. 2.17 Ladder Network 

2.8. Suppose that a pair of rabbits can produce a new pair every month. Let us further suppose 
that the rabbits become fertile after one month. Develop an equation for deter.nining the 

IOtal number of rabbits in any month, starting with one pair of rabbits. To which class docs 
this equation belong? 



CHAPTER 3 

Analysis of First and Second 
Order Systems 

LEARNING OBJECTIVES 

After going through this chapter you should be able to: 

(i) know the mathematical representation and important characteristics of 
standard test signals; 

(ii) obtain the transient and the steady state responses of linear systems as 
solutions of linear differential equations; 

(iii) characterise the response of first order systems, and second order sys­
tems with underdamped, overdamped and critically damped charac-­
teristics; 

(iv) represent second order systems in terms of a generalised equation using 
damping ratio 1; and frequency of natural oscillation ron as parameters; 
and 

(v) ob.tain the numerical measures-rise time, peak time, percentage over­
shoot and settling time-for second order underdamped response in 
terms of 1; and ron' 

The central object of analysis of physical systems is to generate solutions of the 
model equations for different types of inputs and initial conditions. Our interest 
here is limited to linear dynamic systems only. Their mathematical models are 
ordinary linear differential equations. The order of a system is defined as the order 
of its governing differential equation. In this chapter, we take up the analysis of 
only first and second order systems. It is presumed here that the reader is familiar 
with the methods of solving linear differential equations. Therefore, only a brief 
review of the classical method of solving such equations is given in the next 
<;cction. 
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The engineer's interest in systems analysis does not end with solving linear 
differential equations. He or she wants to idenofy the specific characteristics of 
these solutions and to relate them to the actual modes of system behaviour. This 
understanding of system behaviour is essential to operate and maintain a given 

system in an efficient manner and to design better and more efficient systems. 
Therefore, mathematical analysis is merely a tool for the engineer. However, a 
mastery over this tool is essential for his successful performance. This book aims 
at helping the engineer learn these mathematical tools. 

3.1 Review of the Classical Method of Solving Linear Differential 
Equation 

Consider the general nth order, ordinary, linear, time-invariant differential equa­
tion, 

{Z ~ dv 
df' + an- I df' + ... + al dt + allY = x (3.1 ) 

where y = yet) is the dependent variable and x = x(t), the forcing function. The 
coefficients ao, al' .. , ani are constants. In the systems terminology x is the input, 
y the output and a's the parameters. The solution of eqn. (3.1) consists of two 
parts-the complementary function y,(t) and the particular integral Yl'(t). The com­
plete solution is given by yet) = Ye(t) + yp(t). 

The complementary function: The complementary function yJt) is the solution 
of the homogeneous equation corresponding to eqn. (3.1), obtained by equating its 
right-hand side to zero, i.e., 

{Z ~ ~ _ 
df' + an - I df' - I + ... + al dt + ao y - 0 (3.2) 

Clearly, the form of the solution of eqn. (3.2) will not depend upon the forcing 
function x but only on the parameters of the system. Hence, in systems terminol­
ogy YcU) is called the natural, or the unforced, or the source-free response. The last 
term is more commonly used in network theory where the forcing function is in 
the form of voltage or current source. 

The solution of the homogeneous eqn. (3.2) is obtained as, 

(3.3) 

where e l , C1 ... c. are constants dependent upon the initial or the boundary condi­
tions, and functions YI(t), ... , Yn(l) depend on the roots of the characteristic al­
gebraic equation, 

,. + an-I ,.-1 + ... +al r + ao = O. (3.4) 

If the n roots, rJ, r2 • ... , rn of eqn. (3.4) are all real and distinct then, 

y,(1) = exp(r;t), i = 1,2, ... n and 
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y, (t) = CI exp (rlt) + C2 exp (rZ t) + ... + Cn exp (rn t) (3.5) 

For other types of roots, the components y;(t) of y,{t) take the following forms: 

(I) for each real distinct root r, the function e't ; 

(2) for each real root of multiplicity k, the functions en , t ell , ... , (- I en; 

(3) for each distinct complex pair of roots a ±jb, the functions eat cos bt and 

eill sin bt; and 

(4) for each complex pair of roots a ±jb with multiplicity k the functions 
eUl cos bt, eUl sin bt , tea, cos bt , t~' sin bt • ...• t- I ea, cos bt • 
(-I ea, sin bt. 

Example 3.1:- Solve the homogeneous differential equation, 

The characteristic equation is, 

rl - 3r - 2 0 

or, 

(r + 1)2 (r - 2) = 0 

and ha~ three roots r = -I, -I and +2. Thus. there is a root of multiplicity 2 at -1. 
Therefore, the complementary function is, 

y, (t) = (CI + Cz t) e-' + C3 e
Z
'. 

Example 3.2:- Solve the homogeneous differential equation. 

12 ~ + ~ _ y = O. 
dtJ dr dt 

The characteristic equation is. 

or (r + 1) (r - 1) o. 
The three roots are r = +j. - j and +1. There is a pair of imaginary roots ± j. 
Therefore. 

CI e' + C2 cos t + j C2 sin t + C3 cos t - j C3 sin t 

C1 e
t + (Cz + C3) cos t + j (Cz - Co) sin t 

The particular integral: The particular integral yp(t) is dependent upon the type of 
forcing function or input x(t). Amongst the many methods for determining the 
particular integral, the method of undetermined coefficients is particularly useful 
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in the analysis of physical systems. The forcing functions commonly encountered 

in engineering systems are: exponential (e"'), polynomial in t, sin (J)f or cos wt. 

Many other types of forcing functions can be equated or approximated by com­

hinations of these functions. In the method of undetermined coefficients, we 

presume the form of solution YI'(t) depending upon the form of the forcing func­

tion, as given in table 3.1. 

Table 3.1: Assumed form of particular integral 

Ff!rcing.functif!n X(I) Yl'(t) If) be assumed 
--------------------~~ 

Exroncntial. Ke'" (i) Ae'" if II is not a root of the characteristic equation. 

Polynomial, Kt' (k positive) 

K cos WI or K sin WI 

(ii) At eO' if a is a simple root; and 

(iii) AI2 e'" if (l is a root of multiplicity 2, and so on. 

(il All + A II +. . + flk l if the characteristic cquatHlIl 

docs not have zero as a solution; 

(ii) Integral of polynomial (il if zero is a solution of the 
characteristic equation. 

A cos WI + R sin WI. 

The values of constants in the assumed form of YI'(t) are determined by suhstitu­

tion of the assumed YI'(t) in the original equation. 

Example 3.3:-- Find the particular solution for the differential equation, 

~ + 2 t!L + y = f + t. 
dr dt 

Assume, 

Substituting it in the given equation we have, 

Equating coefficients of like powers of t on both the sides we get, 

Ao+2AI+2A2=O 

Solving these equations we get An = -26, AI = 19, A2 = -6 and A, = I. 
Therefore 
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Example 3.4:- Find y,,(t) for the differential equation, 

!Ex dtl + Y == 2 e21 cos 3t. 

Assume, 

y" (t) == A e21 cos 3t + B e21 sin 3t. 

Substitution of this assumed yp(t) in the given equation we get, 

(98 - 45A) e21 cos 3t - (9A + 45B) e 21 sin 3t == e 21 cos 3t. 

Equating the coefficients of cos 31 and sin 3t on the two sides we get, 

9B - 45A = I and 9A + 45B = 0 

or 
- 5 I 

A = 234 and B = 234 

Therefore, 

e21 

ypt = 234 (sin 3t - 5 cos 3t) . 

Initial conditions and the complete solution: The complete or the general solution 

is the sum of the complementary function Yc(t) and the particular integral yp(t). 

That is, 

y (I) = yc (t) + yp (t). 

This solution, however, still contains unknown constants C 1 • C2 • •.•.• Cn. The 
values of these constants should be so chosen that yet) equals at least one known 

solution point. For this, one must know the value of yet) and its first (n-I) deriva­

tives at some point of time. Usually, this point of time is the starting time tn, i.e., t 
= o. The value of yet) and its first (n-I) derivatives at t = 0 are called the initial 

conditions. Sometimes this known solution point is given for some other value of 
time t' "* O. The values of y and its first n-l derivatives at t = t' are called 
boundary conditions. Thus, a knowledge of initial conditions or boundary condi­
tions is necessary to determine the values of unknown constants in the complete 
response. Only then is the solution yet) completely specified. 

Solution of problems with specified boundary values (these are called bound­

ary value problems) is somewhat more difficult than that of problems with 

specified initial conditions (i.e., initial value problems). Fortunately, most of the 
engineering problems are initial value problems. 

The initial conditions may also be considered as additional inputs similar to the 
forcing function. Thus, it can be assumed that the solution yet) or the output is 
because of two two factors-(i) due to the initial condition and (ii) due to the 
forcing function. 

It should be noted that the values of C" C2, ••• , Cn depend not only on the initial 
conditions but also on the forcing function x(t). Therefore, these constants should 
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be determined only from the complete response y(t) and not from y,(t) alone. These 
points are illustrated in the example that follows. 

Example 3.5:- Determine the complete solution for the equation in example :1.3 
with initial conditions, 

yeO) = - 25 and ;:.11=0 = 20. 

The characteristic equation is r + 2r + I = 0 or (r+ 1)2 = O. The roots 
are r = - I, - I. Thus, the complementary function is y, = C1 e-I + C2 fe-I. 

The particular integral has already been determined in example 3.3 as 

YI,(t) = - 26 + 19t - 6r + f. The complete solution is, 

yet) = y, (t) + YP (t) 

Let uS now determine the values of constants C1 and C2 to completely specify y(t). 

At t=O, 

yeO) = C1 - 26 = -25 

Therefore, C) = I. Now by differentiating the solution yet) we get, 

At t= 0, 

~I dt = - C1 + C2 + 19 = 20 
,~O 

or C2 = 2. Thus, the complete solution is, 

y(t) = e- I + 2te-t 
- 26 + 19t - 6r + f. 

3.2 Transient and Steady·State Response 

In the previous section we looked upon the problem of analysis as the problem of 
determining solutions of differential equations. Let us now interpret the form of 
this solution in terms of the general properties of linear dynamic systems. 

The unforced or the natural term of the solution contains terms like C, exp (rit). 

If even one of the r;'s is positive (or has positive real part for a complex r;), then 
the response will contain an exponential term with a positive exponent. The mag­
nitude of this positive exponential term will go on increasing as t increases, tend­
ing to 00 as f ~ 00. Systems in which the response goes on continuously 
increasing, or becomes unbounded, are called unstable systems. Such systems do 
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occur in engineering and other physical systems. However. it is clear that their 

usefulness is limited unless some means of control is applied to make the response 

bounded. Otherwise. the output and other system variables will reach such high 

magnitudes that either the system will be damaged or non-linearities would set in, 

I imiting the magnitudes. The study of stability of systems is a very important area 

in the field of control theory and is discussed in Chapter 7. 

For stable systems. the roots of the characteristic equation will be negative (or 

will !lave negati ve real part). In that case. the negative exponential terms in the 
complete response will go on reducing and finally tend to zero as t ~ 00. In most 
of the cases. the magnitudes of these components become zero in a very short time. 

Hence. this componenl of response. i.e., Ye(t) is called the transient respollse. 

As opposed to y,(t). the component y,,(t) of the response does not decay to zero 
as 1 ~ 00 but persists as long as the input x(t) remains applied. Its form is also 

si mi lar to that of the appl ied input. Hence, this component of response is called the 
steady-state response. The complete response thus is the sum of the transient 

response and the steady-state response. In the period immediately following t = O. 
the response is affected by hoth transient and steady-state components. However. 

affer the transients have decayed only the steady-state component remains. 

It should be noted that the form of the transient component is always a decayin~ 

exponential (real or complex). whereas its actual magnitude is dependent upon 
constants C lo C2 .... ,Cn which are affected both by the initial conditions and the 
applied input. 

The choice of instant t = 0 is somewhat arbitrary. Generally. it is selected as the 
time at which the input is applied to the system. The values of initial conditions 
take care of the effect of all other past inputs. The value of response at any lime 

t, > () is thus affected by both the initial conditions at t = () and the input from 

t=Ouptot::::t,. 

It should be noted that the phenomena of transient response is associated only 
with dynamic systems. A static system will have no transients. It can have no 
initial conditions or memory and its output at any instant will depend only on the 

value of the input at that instant of time. The output will not be affected by the past 
values cf the input. 

3.3 Standard Test Signals and Their Properties 

As mentioned earlier, perhaps repeatedly, the essence of analysis is to generate 

solutions for different types of input signals (or excitations). In actual operation. 
physical systems may be subjected to almost all possible types of input signals. 

However, for the purpose of theoretical analysis. as well as for experimental 

studies, we use only some selected types of input signals. These signals arc so 
chosen that the system response to them reveals significant properties of the sys-
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tem and gives an insight into its physical behaviour. We now study the forms, 

mathematical representations and the properties of these standard test signals. 

Step signal: A unit step function is shown in Fig. 3.1. Its value prior to t = 0 is 
LCro. It suddenly jumps to unit magnitude at t = 0 and remains at this magnitude 

for all times t > O. It is represented by the symbol u(t). 

That is, 

u(t) for t 2 = 0 

=OtiJrt<O 

t(t) 

u(t) 

\=0 

Fig. 3.1 A Unit Step Function 

A step input of magnitude k will be represented as ku(t). A step function at 

t = tl "I: 0 (Fig. 3.2) will be represented as a delayed step by u (t - tl)' So long as 

the quotient in the brackets is negative, i.e., t < t" the function has zero value. It 

becomes unity for t 2 tl' 

t(tl 

Fig. 3.2 Delayed Step 

Step functions arise in practice when a switch is suddenly closed or opened in 
an elecl.rical system or a valve is closed or opened in a fluid flow system or a mass 
is given an initial displacement and then allowed to oscillate in a mechanical sys­
tem. The response to step input is called the step response of the system. It clearly 
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reveals the dynamic and the transient behaviour of physical systems. It is also a 
very useful signal in the experimental study of physical systems. As we shall study 

later. the step response has an extremely useful property. If the response of a sys­

tem to a step input is known. its response to any input can be determined. 

Many other signals having discontinuities can be represented in terms of step 

signals. For example, a pulse can be represented as a sum of two steps, one positi ve 
step at t = tl and one negative step at t = tz, i.e., the pulse function (Fig. 3.3) is 

f(t) = Au (t - t l ) - Au (t - tz). 

t (t ) 

A 

Itl 1'\2 
I 

A 
1 Au (t-tl ) 

Fig. 3.3 Pulse Function 

Another useful role of the step function is to define the range of time to lie 
between zero and infinity for a general signalf(r). Normally the range of time is 
taken as from - ex:> to + ()(), i.e., - ex:> < t < + 00 • However. if we want to define 
the function only for 0::;; t < 00 , we multiply it by a unit step function. Thus, the 

signal f (t) U(I) means that its value is zero prior to t = 0 and equal to f (t) for 
r::::: O. 

Ramp signal: A ramp signal is shown in Fig. 3.4 and is represented by 
}(1) = k t u (t) . The multiplication by u(t) is to show that the value of the function 
is zero prior to t = O. The ramp signal may also be considered as a particular case 

of the more general polynomial function ftt) = kit + kz t- + ... , when only 
kl is non-zero. Another way of looking at the ramp is as the integral of the step fum;­

tion. 

t (t) 

Fig. 3.4 A Ramp Signal 
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A ramp signal may also be used in representing signals of other forms. For 

example, the triangular pulse shown in Fig. 3.5 may be represented as 

f{t) = tu(t) - 2(t-I)u(t-I)+(t-2)u(t-2) (3.6) 

f(t) 

Fig. 3.5 A Triangular Pulse 

Ramp signals arise in 'tracking' situations. For example, while tracking aircraft 

a radar antenna is rotated at a continuous angular velocity. The mechanism which 

controls the angular movement of the antenna normally responds to the input sig­

nals corresponding to the required angular position. Therefore, to make it rotate at 

a constant velocity, a ramp input signal must be given. Yet another example of the 

ramp signal is the input signal to the programmable temperature controller, shown 
in Fig. 2.13(b). 

Exponential signal: Signals Jf the type! (t) = k elll
, with a positive or negative 

exponent are fre4uently encountered in linear dynamic systems. The natural 

response of systems consists of exponential terms only. If this output is an input to 

another physical system, we have to consider solutions of equations with this ex­

ponential function as the forcing function. 

The most characteristic property of the exponential function can be expressed by 

its lime constant. The time constant is the value of time for which the exponent be­
comes unity. Thus, time constant 't = 1/ a for the exponential function eat. The ex­

ponential signal has the intere!;ting property that if a tangent to it is drawn at point p, it 

wi II meet the I-axis at a distance 't from the intercept of point p on the (-axis. 

hlr the decaying exponential signal, the value of the signal at (= 0 is obviously 

k. At the instantt = Hhe value becomesf(l) = k e- I = (k x 1)/2.718 = O.36R k . 

That is, in one time constant the exponential decays to 36.8% of its initial value 

(Fig. 3.6). The value of the time constant can therefore be defined as the time 

re4uired for the decaying exponential to reduce to 36.8% of its initial value. 

Although theoretically a decaying exponential never becomes zero, after a 

period of I ::= 5 't, its value reduces to k e-s = 0.0067 k. This is small enough to be 

treated as zero for all practical purposes. Therefore, in engineering analysis it is 

common to assume that a decaying exponential becomes negligibly small after 

five time constants. 
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k=100·'. 

4\ 51' 6't" 

Fig. 3.6 DCl'aying Exponential Signal 

Another interesting and useful property of an exponential function is that its 

derivatives of all orders are also exponential. That is why this function invariably 

appears in the solution of differential equations. 

When the coefficient of t in the exponent becomes imaginary, the exponential 

function represents a sinusoidal function. 

J(t) =0 k e±li>l == k (cos ht ± ) sin ht) 

as given by Euler's relation. 

(3.7) 

The sinusoidal signal represented by eqn. (3.7) ha~ amplitude k and frequency 

/J. If the exponent is complex (with negative real part), i.e., 

I(t) =0 k e(-((±/h II =0 k e-((' (cos hI ± j sin ht) 

the exponential function represents a decaying sinusoidal signal as shown in Fig. 

3.7. We shall encounter such signals in the analysis of second order systems. 

f (I ) 

-t--+--f---\--~'---,\----t 

Fig.3.7 Decaying Sinusoidal Signal 
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Sinusoidal Signal: The response of a system to sinusoidal signal reveals some of 

its most important properties. The analysis of dynamic systems relies on two main 

techniques-the time domain and the frequency domain techniques. The latter is 

uepcnucnt on the response of the system to sinusoidal inputs with frequency vary­

ing from zero to intinity. In practical testing also, response to sinusoidal signals or 

the frequency response of systems is very helpful. 

A sinusoiual signal is shown in Fig. 3.8(a) and is represented by the equation, 

I(t) = A sin illt (3.9) 

Its peak amplitude (many a time referred to as just amplitude) is A and the frequen­

cy, ill radians/second. If at the instant t::: 0, the value of the function is not zero, as 

in Fig. :I.R(b), the equation becomes, 

A 

f(t) = A sin (ill t + 8) 

f (t 1 

.'ig. 3.8(a) A Sinusoidal Signal 

1(0 

Fig.3.8(b) Phase Shift 

f (t) 

L-~--~---+---T--~---.--4-----~wt 

Fig.3.8(e) Cosine Function 

(3.10) 
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where angle e is called the phase angle of the sinusoid. If the phase angle is n / 2, 

the function f (I) = A sin (w I + n / 2) = A cos W t, can also be called a cosine 

timc/ion . 

The frequency can also be expressed as (0 = 2nf, wherefis the frequency in 

hertz. abbreviated to Hz. In older times, f was expressed in cycles/second. The 

time period of the function is T = 2n/(O or llfseconds. The higher the frequency, 

the smaller will De its period. The power supply frequency is 50 Hz with a period 

of 20 milliseconds: The radio frequency range is 20 kHz to [ GHz with (. period 

from 0.05 milliseconds to I nano-second. The microwave range is I GHz to 100 

GHz with periods from I nanosecond to 10 picoseconds. 

As can be easily verified from trigonometric relations, the sum of two 

sinusoidal signals of the same frequency will also be Sinusoidal, even if they have 

a phase shift between them. However, the sum of signals with different frequen­

cies is not sinusoidal. In fact, non-sinusoidal signals can be shown to be equal to 

sum of different frequency sinusoidal signals. (This is the subject matter of the 

next chapter on Fourier series.) 

Addition of sinusoidal functions of the same frequency is very much simplified 

by considering them as rotating vectors, as shown in Fig. 3.9. 

A A 

Fig. 3.9 Sinusoidal Signal as a Rotating Vector 

The rotating vector with a magnitude A, angular velocity w rad/sec and an initial 

displacement e, will have intercepts on the vertical axis given by f(t) = A sin 

(w r + El), which is the same as the general form of the sinusoidal function given 

by eqn. (3.10). The functionfcan also be written as. 

f==ALS (3.11 ) 

When written in this form, the function is called a phm:or with magnitude A and 

phase angle S. A phasor diagram like Fig. 3.10 is used as an aid in understanding 

and man ipulation of phasors. For example, consider addition of two phasors. 

and f2 (I) 
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b -------- A 

a 

Fig. 3.10 Phasor Diagram 

Their phasor representations are shown in the phasordiagram (fig. 3.11). The sum 

of the two functions can be obtained by vector addition of A I and A2 as shown in 

Fig. 3.1 I. Since A i and A2 are special types of vectors (i.e., rotating vectors), called 

p/wsors. such addition is called phasor addition. 

A2 _--.-r 

Fig.3.11 Addition of Two Phasors 

The horizontal and vertical axes in the phasor diagram may be considered as the 

real and the imaginary axes. Then the phasor A of Fig. 3.10 can also be expressed 

as a complex number. i.e .. 

A LEl = a + jb (3.12) 

Use of complex numbers simplifies the numerical work. For example, with this 

representation. A I LElI = al + j b l and A2 LEl2 = a2 + jb2. Their sum is given by, 

III the steady-state analysis of electrical networks. the phasor and comrlex number 

representations of sinusoids is used very frequently. Here the variabks are voltages 

and currents. To make it easy for practical purposes. these variables are represented as 

Jlh,l~ms not with their peak amplitudes but with their Lm.s. values. 

The complex exponential representation of the sinusoidal function is already 

~!I\CI1 eqn. (3.7). This form is very useful for the dynamic analysis of system" and 

Ililllw lhe'd ljuitc frequently later m this text. 
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Impulse function: The impulse function is one of the most important functions 

encountered in the analysis of linear systems. Its characterisation and properties 

are dealt with in Section 5.3. 

3.4 First Order Systems 

As mentioned earlier, the order of a system is the same as that of its defining 

differential equation. A first order system is one whose mathematical model is a 

first order differential equation. As an example of a first order system let us ana­

lyse the response of a series R-L circuit. 

Step response of an R-L circuit: Let us suppose that an electrical system is rep­
resented by a resistance R in series with an inductance L. Further, let the system be 

connected to a d.c. source of voltage E for a sufficiently long time. At time t == 0, 
the source is suddenly replaced by a short circuit. The object of the analysis is to 
determine current i(t) for t > O. 

The mathematical model for the system, valid for t > 0, is given by, 

L di R' 0 - + 1== 
dt 

(3.13) 

The complementary function or the transient response is given by, 

i,r == C1 exp (- Z t) == C1 e- I
/

t 
. 

The term LI R == 't is the time constant of the system. Since the right-hand side, 
i.e., the forcing function in eqn. (3.13) is zero, the particular integral or the steady­
state response is also zero. Hence, the complete response is given by, 

(3.14) 

The constant C1 in eqn. (3.14) is determined by the initial condition, i.e., the value 

of current at t == O. Prior to t == 0, the steady-state current in the circuit was EI R. This 
fact is represented mathematically by the statement i(O-) == EIR. The minus sign 
over the zero indicates that it is the value at t == 0, when this point is approached 

from the negative side. However, the value of initial condition required is i (0+); 

the value of function i (t) at t == 0, when this point is approached from the positive 
side. To determine i(O+) we take recourse to physical reasoning. We know that the 
current through an inductor cannot change in zero time. In other words, the current 

cannot be discontinuous. This is so because of the basic terminal v - i relation of 
inductance. v == Ldil dt. A discontinuous current will require an infinite voltage. 
a physical impossibility. Hence. we c~n(·I,-,de that i «()') == i((n == £IR. This type 

of physical reasoning is frequently required for the determination of initial condi­

tions. 
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Substituting the initial condition at t == () in eqn. (3.14), we get C[ ==: tiRo Therefore, 

(3.15) 

Equation n.15) gives the solution of the problem, A plot of the response i as a 

function of time will be the same as that shown in Fig. 3.6 with k = £IR. 

The transient response of a first order system is completely specified by only 

two factors: (i) the time constant 't and (ii) the initial magnitude. 

Silll/soido/I"t'spons(': Let us now assume that the series R-L circuit is connected 

to a source with voltage I' = VIII sin WI, at f = D. The mathematical model is 

given hy. 

di . 
L ./. + RI = V,,, sin Wf. o 

(3.16) 

The form of the transient response remains the same as given by eqn. (3.14). 

Let us assume that the form of the particular integral or the steady-state response is, 

i" = A cos Wf + B sin (Of. 

Suhstituting it in eyn. (3.16) we get. 

(RA + B W L) cos W f + (RB - A wL) sin (Of = VIII sin Wf. 

Companng the coefficients of sine and cosine terms on both sides of the equation. 

RA + Bw L = 0 and RB - AwL = VIII 

or. 

A 
R 

= R2 + (WL)2 Vm 

Therefore. 

Define 

R wL Z == cos 0 and Z sin 0 

,,:-. per Fig. 3.12. Then, 

(, == 
VI/} 
Z (cos 0 sin Wf - sin 0 cos W t ) 

Vm 
Z sin (Wf-.O) 
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Fig.3.12 Relation between R, wL and Z 

The symbol Z stands for the well-known concept of impedance of an a.c. circuit 

and A is the phase difference between the current and the voltage. 

The complete solution of the problem is, 

= in + i\-., 

= C, (,-//1 + V", sin (Wf - G) . Z 

if the circuit is assumed to be initially relaxed, then, 

or 

Then. 

Vm . e i(O) = 0 = C, - - Sill . Z 

c, Vm 
Z 

sin e. 

i = Vm [e-111 sin 8 + sin (w t - 8)] 
Z 

A plot of the different components of the response is shown in Fig. 3.13. 

J<'ig.3.13 Sinusoidal Response of a }<'irst Order System 

(3.17) 
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An alternate problem would be the determination of i(t) for v = V", cos wt. 

The reader is urged to work out this problem and compare the response with the 

previous problem. 

3.5 Second Order Systems 

Compared to the first order systems, the second order systems are by far more 

interesting and important in the analysis of physical systems-particularly those 

of interest to engineers. This is because a large number of important systems are 

intrinsically second order. Many a time systems of higher order can also be closely 

approximated by second order models. Even if this reduction in the order of the 

system is not possible, the properties of higher order systems can be understood in 

terms of the characteristics of the second order system. 

In systems where the concept of energy applies, a system with two types of 

independent energy storage elements will give rise to a second order model. In 

electrical systems energy is stored in the magnetic field of an inductance and in the 
electric field of a capacitance. Hence, presence of both Land C in an electrical 

system will give rise to a second order model. In a mechanical system, kinetic 

energy is stored in the mass or inertia and potential energy in linear or torsional 

spring. Thus, a system having both mass and spring will have a second ()rder 

model. 

As a vehicle for understanding the properties of the second order systems let us 
consider the series RLC circuit of fig. 3.14. 

t=O 
R 

v ) L 

Fig.3.14 Scrics RLC Circuit 

Series RLC circuit: The switch is closed at time t = O. Applying Kirchhoff's 
voltage law around the loop we get, 

di . J 
L dt + RI + C 0 i dt = v. (3.18) 

This is an integro-differential equation. To convert it into a differential equation, 

differentiate once to get, 

L d
2
i + R di + 

dr dt C 
dv 

dt 
(3.19) 
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Tmll.liel/t response: The characteristic equation is 

Its roots are, 

Therefore, 

whcre 

I 
LY+Ry+--=O· 

C 

- ex± b 

ex = and b = \J -R - '( R J' 
2L 2L LC 

I 

LC 

While (X will always be real, b may be real or imaginary depending on whether 

RI2L is more than or less than I /{LC. 

We thus have the following three cases: 

. . R I 
(I) h Isreal, I.C., 2-- > .~ or R > 2 

L'JLC 

Thcn a must be greater than b and we have 

~. 
C 

i" = C I Cxp (- alt) + C2 exp (- (12t) 

where al = ex - band a2 = ex + h. 

(3.20) 

The transient response wiJJ thus be the sum of two decaying exponentials which 

will tend to zero as t ---) 00 as in the case of a first order system. This is called the 

(}I'erdamped case. 

. . R 
(2) b IS zero, I.e., 2L \±c or R = 2 -{f. 
Thcn the two roots are equal and, 

(.121 ) 

This is called the critically damped case and is the dividing line between the over­

damped case and the underdamped case described next. 

The value of ex for critical damping is, 

R I ex - - - - .. ~ 
, - 2L - {l.c 
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10'" R I -f"L 
(.) IS 1I11agmary: 2L < {[C or R < 2 .'V ~ 

I.ct h '" j~ where ~ is a real number. Then. 

where A 

8 

= e~" A sin (~t + 8), 

~Bf + Bfand 

(3.22) 

Thus. the natural response in this case is a sinusoid with frequency ~, phase angle 

A. and the magnitude exponentially decaying by a factor a. This case is called 

the uflderdalllped case. with a damping factor a = RI2L and frequency 

~ '" ~( IILC) - (RI2Lf. 

Thus, the amplitude and the duration of the transient response is very much 

dependent on the value of resistance R. If R is high, the system is overdamped. 

When R is progressively reduced, we get a critical value of resistance which gives 

critical damping. When R is reduced below this value, the response becomes os­

cillatory and the system is underdamped. The shape of the natural response of a 

second order system for the conditions of overdamping. critical damping, and un­

derLiamping is shown in Fig. 3.15. 

itr 

Crilicallydamped 

Fig. 3.15 Natural Response (If Second Order System 
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)!LP iI/put response with zero initial conditions: Let vet) = Ku(t). Then the 

forcing function dv/dt in eqn. (3.19) becomes zero for t > O. Therefore, the 

steady-state response i,., = O. This is obvious because with a series capacitor 

steady-state current due to a constant voltage will be zero. Let us now determine 

the unknown constants in the complete response for the underdamped case: 

i = iff + i,.r = ifr = Ae- Uf sin(l3t+9). (3.23) 

At t ::0 0, i = 0 as the system is assumed to be initially relaxed. Therefore, 

i«(n = i (fr) = 0 '= A sin 8. Since the magnitude A cannot be zero (otherwise 

the problem becomes trivial), 9 must be zero. Thus, we gel, 

i(t) = A ('-tll sin 13 t. 

Then, 

(3.24 ) 

When the switch is closed at t = 0, initially the current is zero, Hence, there is no 

voltage across the resistor and VR(O) = 0. Also, the integral of current would be 

zero, Hence the voltage across the capacitor, v, (0) = O. Thus, the whole of the 

applied voltage must appear across the inductance only, The voltage across the 

il)ductance is given by L (dUdt). Therefore, from eqn, (3.24), we have. 

or A = KI(~ L), Thus, th/~ response of the system to a step input of magnitude 

K is given by, 

i (t) = j£ e-u / sin P t I3L . (:\,25) 

An interesting case occu:s when R is reduced to zero. For R = 0, the frequency 

of oscillation becumes 13 = I /{LC and the damping factor ex = 0. Since there is 
no damping in the system, 'I is called the undamped system and the frequency of 

oscillation is given a special name W", the frequency of undamped oscil/arion or 

lIl/tuml oscillation, Thus, W" = I/{LC. The response i(t) given by eqn, (3.25) 

becomes, 

i(t) = K ~ sin Wn t, (3,26 ) 

Equation (3,26) shows that the response of this undamped LC circuit, or the loss­

less LC circuit. to a step will be sustained sinusoidal oscillations, In fact, even after 

the step input is removed, the oscillations would continue indefinitely. Physically, 

what happens is that energy is continuously being exchanged between the rnag-
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netic field of the inductance and the electric field of the capacitance. As there is 

no resistance in the circuit to dissipate the initial energy, the oscillations would 

continue indefinitely with the constant initial amplitude. However, this situation is 

only an idealisation because any physical system will always possess some resis­

tance and hence the magnitude of oscillations will decay according to eqn. (3.23). 

With resistance R = 0, the mathematical model reduces to, 

This is the equation of a simple harmonic motion, which, in general terms is 

written as, 

(3.27) 

The oscillatory solution has a frequency offk. 

3.6 The General Equation for Second Order Systems 

In the previous section, the parameters of a second order system were redefined in 

terms of the undamped natural frequency w"' a damped frequency p and a damping 

factor a. It is of importance to know how much this damping factor deviates from 
the value a,. required for critical damping. To focus attention on this property, a 

new parameter ~ is defi ned as the ratio of the actual damping factor a to the value 

of damping factor for critical damping a,. That is t; = a/a,. The factor t; is 

called the damping ratio. 

For studying the properties of second order systems, the system equation is 

writlen in the following general form: 

d 2 Y dy 
-d' + 2 1;; W" -d + w~ Y = w~ X(/) 

f· f 
(3.28) 

where S is the damping ratio and w" the undamped frequency of natural oscilla­

(ions. For the electrical system of RLC circuit of Fig. 3.14 with eqn. (3. I 9) as the 

Illodel. (he new system parameters ~ and 0)" can be expressed in terms of RLC as. 

"or the second order mechanical system [Section 1.2. eqn. (! .5)1 we have. 

s = 2 fKM and w" = ~ 
Let LIS now obtain the solution for eqn. (3.28). The characteristic equation is 
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with roots: 

If t;, > I, the roots are real and distinct and the system is overdamped. If t;, = I. 

the roots are equal and the system is critically damped. If t;, < I, the roots are 

complex leading to underdamped response. However, if t;, is negative, the roots 

will have a positive real part and the system will be unstable. Thus, a knowledge 

of the value of the damping ratio is sufficient to reveal the nature of the transient 

response. 

Step response with zero initial conditions: 

(i) Overdamped case ( t;, > I): The transient component of the solution of 

eqn. (3.28) with x = u (t) is, 

y" = C1 exp [(-t;, - -It;,2 - I) wn !] + C2 exp [(-t;, +-It;,2 - I) wn t1. 

The steady-state component is y" = I. Therefore the complete response is, 

The constants C 1 and C} are determined from the initial conditions, 

yeO) = 0 and ~ 11~O = O. 

Evaluating these constants and substituting them in the above expression we get, 

y = I + t;,~,~ exp [(-t;,-~t;,2-1 )w,,(1 
2 'I 1;,2 - 1 

t;, + -I t;,2 - I ,-----
_. .1 exp [C- 1;, + ~ t;,2 - I ) w" I J (3.29) 

2 '11;;2 - I 

(ii) Critically damped case (I;; = I): The roots of the characteristic equation 

will be equal, i.e., rl = r2 = - W11" Therefore, the solution is, 

Evaluating the constants from the given initial conditions we get, 

y = 1 - e W
,.1 (I + t + w"t) (3.30) 

(iii) Underdamped Nlse (s < I): In this case, the roots will be complex, i.e., 

/"1 = (-(, + j ~ 1- (,') W" and /"2 = (-(, - .i ~I - (,2 )w". 

The complete solution is, 

\=I+C1 ex)) 1(-('+) -I1-(,2)w"rl+c exp 1(-(' - i \j 1- (, )(1),,11· 
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Evaluating the constants C1 and C2 from the given initial conditions, 

yeO) = 0 and d: 11=0 = 0, 

we get, 

where. 

e = tan-I (,.JJ - 1,;2 II,; ) . 

(3.31 ) 

Equation (3.31) reveals the oscillatory nature of the step response of an under­

damped second order system. The frequency of oscillation is co" -II - S2 '" co", 

the damped natural frequency, and varies with S. When S '" 0, the response be­

comes undamped and the oscillations continue indefinitely. 

Transient response specifications: As indicated by eqn. (3.31). the transient 
response of a second order underdamped system is completely characterised by 

the system parameters. I,; and co". A typical response of this type is shown in Fig. 

3.16. From the practical application point of view the following numerical 
measures of this curve are of interest. 

/. 

.1 
--~r-~--T------,----L--r------.-----~~tin sees 

1 2 3 
tp 

fo'ig.3.16 Step Response of Second Order System for ~ = 0.4, w. = 1.0 

(1) Rise time (t,): This is a measure of how fast the system is. It is normally 

taken as the time for the step response to rise from 10% to 90% of its final value. 

For underdamped systems, sometimes it is also taken as the time for 0-100% 
change. 

(2) Peak time (tp): This is the time required to reach the peak value of the step 

response. 

(3) Percentage overshoot (PO): The percentage by which the maximum over­
shoot (which is the first overshoot and occurs at time t = tp ) exceeds the steady-
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state value is called the percentage overshoot. It is a measure of the relative 
stability of the system. 

(4) Settling time (t,): The time at which the step response enters a ±5% band 
around the steady-state value and thereafter stays within this band is called the 

settling time. 

These points are marked for the curve in Fig. 3.16. 

The value of these performance measures, in terms of ~ and £On, can be derived 

from eqn. (3.31) as follows. Taking t, as the time to reach \ 00% of its final value, 

1'(/) = I at t = I,. Substituting y(t) = I and t = tr in eqn. (3.3\) we get, 

or, 

or. 

sin (£on ~ I - ~2 tr + .9) = 0 

1t - 9 
t, = 

To obtain t" we equate the derivative of y (t) to zero. That is, 

dy(t) 
dt 

- £on exp (- I;, £on t) cos (Wd tp + 9) = 0 

-VI-C} 
sin (Wd tp + a) = I;, cos (Wd tp + a). 

But, -V I - 1;2 II;, = tan 9 = sin a/cos 9. Therefore at t = tp , 

sin (Wd t" + a) cos a = sin a cos (Wd t" + a). 
The above relation is satisfied when Wd t" = 1t. Therefore, 

(3.32) 

(3.33) 

Substituting expression (3.33) for tp in eqn. (3.31), and noting that sin a 
= ~ we get, 

y(t)max = I + exp (-I; 1t1 ~ I _ 1;2 ). 

Therefore, the percentage overshoot is given by, 

PO = 100 exp (- I;, 1t1 ~ I - 1;,2). (3.34) 

The settling time (, can be approximated by the expression, 

3 
t = --. 
• ~ 00" 

(3.35) 
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Sometimes the ± 5% criterion is replaced by ± 2%. In that case, 

r, :::; 

It is normally assumed that during the period 0 to t, the system gi ves its transient 

response and thereafter the steady-state response. 

It is also important to be able to visualise the shape of the transient response of 
a second order system for different values of its parameters sand w". Figure 3.17 

shows the variation of the shape for different values of C, for a fixed Uln = I 

rad/sec. It shows that as C, is reduced, the maximum overshoot increases and the 
response becomes more oscillatory. For C, ;;:: 0, the system has no damping and it 
exhibits continuous oscillations. Too high an overshoot may cause damage to the 

system while a high value of C, will make the system slow. As shown by the figure, 
values of S greater than unity make the system overdamped. Such a system does 
not have any oscillatory re~ponse. 

2 

2 'in sees 
o 

Fig.3.17 Variation uf the Transient Response of a Second Order System 
with Damping Ratio for a Jo'ixed Wn = I 

Figure 3.18 shows the variation in the transient response with varying Wn and a 

fixed S. The effect of decreasing Uln is like expanding the response along the time 
axis. While the percentage overshoot remains fixed, both the rise time an.1 the 
settling time increase with reduced W,. 

The method of Dnalysis using differential equations and their solutions is called 
the classical nit thud of analysis. The algebra of the classical method becomes 
somewhat tediolls l'ven for second order systems with inputs other than the step 

input. Therefore, ;,uch problems are better handled by the use of more powerful 
transform techniques discussed in Chapter 6. However, the steady-state analysis 
for sinusoidal inputs is well established and straightforward. This method uses the 
impedance concept and phasor diagrams and is well known to electrical and 
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~------r-------T-------.-------~------.. t in sees 
2 3 

Fig .• U8 Variation of the Transient Rcsponse of a Second Order Syst('m 
with 14'" for a Fixed ~ = 0.5 

electronic engineers. The application of the impedance concept to non-electrical 
systems, however, is not very common. Later on, we shall define a generalised 

impedance concept, applicable to any type of system, in connection with the 
J .aplace transform techniques. 

The algebra involved in the solution of higher order equations hecomes vcry 
much more tedious. It becomes still more difficult if the solution has to be 

generated for different types of working conditions. Numerical methods, imple­
mented on computers, can take care of the tedium but they do not indicate the 
general properties of the system. Therefore, for the analysis of higher order sys­
tems, recourse is almost always taken to the more powerful Laplace transform 

techniques discussed in Chapter 6. 

GLOSSARY 

Order III {/ System: The order of the differential equation representing the llloLid of the system is 

called the order o(the system. 

Nlllural fI('sponse (or ufI!f!rced response or source free response): This is the solution of tl": 

homogeneous equation, obtained by replacing the r.h.s. or the forcing fUllction nfthe difkren­

tiale(juation equal to zero: i.e,. it is the complementary function of the differential equation 

model. 

Illilial ('(lflllilions: The value of the dependent variable and its (n-I) derivatives for an nth order 

system, at the time at which the input is applied (usually t '" 0), are called the inilial cllndilillllS 

lit Ihe system. 

'/Ime COllstanl' The time required by a decaying exponential function to reduce to :16.8<;(' of its initial 

value is called the time constant of the exponential function. 

()ver"","!'et!, Ullderdaltll'ed and Crirically Dall/ped .S\'.<lems: In a second order system, v. hCll the 

root, of the characteristic equation arc real. the response decays to zero without chall~ill!, ,igll. 

i.e., wilhout oscillations. Such a system is called lIl'ndatll/"''' SYSt(,1I1 When the root, arc L·OIIl· 
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pkx Ihe Inponse is oscillatory~a decaying sinusoid. Such a system is called utllierelaml'ed 

The horderline between these two cases occurs when the roots are real and equal. This system 

is called a ailielll/,. damped syslem. 

Ihlllll'lIllI raClor: 111 a second order system, the response decays exponentially. The coefficient a of 

time f in the exponent is called fhe dampin!l./ilctor. 

/)lIlIIpilig RlIlill. The ratio of the actual damping factor to its value required for critical damping is 

called the dllll/piflg m(io S. ~ > I means an overdamped system, S < I is an underdamped 

'ystem and S = I is a critically damped system. S = 0 means an undamped system. S < 0 
IncallS an unstahlt: system. 

PROBLEMS 

1.1 I.ktcl'lnint' the complete solution of the equation. 

(Py 3 ely + 2v = dx + x 
d,2 + <I, . dl 

for (i) X (2 and (ii) x = e -21 with initial conditions, 

\'(0) = riL I = o. 
. dt ,~() 

3.2. Descrihe a problem where it would be difficult 10 distinguish between the steady-state and 
the transient parts of the solution. 

1.1. Write mathematical expressions for the functions of time illustrated in Fig. 3.19. 

f(t) t(t) 

A B 

(a) (b) 

Fig. 3.19 

3.4. Determine the mathematicallllodel of the circuit shown in Fig. 3.20, treating ei as the input 

and e" as the output. This circuit is also called a difFerentiatin!! circuit. Find the conditions 

under which the circuit can work as a differentiator. How would you experimentally 

demonstrate thutlhe circuit acts as a differentiator? 

c 
o----j 1-1 --0-----0 

e· I R 

Fig. 3.20 
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.1.5. Determine the mathematical mod~1 of the circuit shown in figure 3.21 and show that it can 

work as an integrating circuit. 

R 
O---J~NV~---1~------Q 

Fig. 3.21 

3.6. If the current through an inductive circuit is suddenly interrupted, e.g., by opening a series 

switch, dangerously high voltages may be generated in the circuit (why?). What possible 

damages can this voltage cause? One of the methods of reducing this high induced voltage 

is to connect a resistance in parallel to the inductive circuit. The following problem indicates 
how the rating of this resistor can be calculated. 

The field coil of a 200 V d.c. shunt generator has an inductance of 20 H and resistance of 
200 ohms. Calculate the ratings of the resistor to be connected in parallel with it to reduce 
the maximum voltage across the field coil to 2000 V when its circuit is suddenly opened. 
(Note that the ratings of a resistor would include its ohmic value, power dissipation, maxi­
mum current and maximum Voltage.) Can you suggest other possihle methods for reducing 
the Voltage? 

1,.7. A device represented by a series RC circuit is connected to a sinusoidal source through a 
switch. The switch is electronically controlled such that it can be closed at any phase angle 
8 of the sinusoidal wave. The peak amplitude of the source voltage is 10 V. There is an 
initial voltage of 5 V across the capacitor. Find the value of 8 for which there will be no 

transient. 

3.8. A quantity of 0.25 g of a drug was injected into a patient at t == O. Thereafter, the concentra­

tion of the drug in the blood was determined at regular intervals. The experimental ohser­
vations could be described satisfactorily by the equation, 

C(I) '" 0.0125 e-<WMt 

where c(t) is the drug concentration in gil and t is in hours. 

Determine and sketch c(t) if the same drug is infused continuously for 24 hours at the rate 
of 0.25 glhr starting at 1=0. 

3.9. A thyristor used for power control is controlled such that it is on for one second, off for the 

next second, on again for one second and so on. (Such an arrangement is callcd pulse widlh 

control with a 50% duty cycle.) When on, the thyristor carries a constant current of lOA with 
a voltage drop of 1 V across it. A heat sink is connected to its ca~ing. Tbe parameters of the 
system are as follows: Thermal resistance; junction to case RTJ = 0.15 "CIW; case to heat 

sink R72 = 0.1 °CIW; and heat sink to ambient air RT3 =, 0.25 °CIW 

Thermal capacitance: case (.',,1 == 0.1 X 1O-{i call"C and heat sink (.;'2 = 0.2 X IO{, calt'e. 

Ambient temperature == 30"C. 

(i) Determine and plot junction temperature a~ a function of time. 

(ii) Study the effect of duty cycle on the junction temperature TJ and determine TJ for 
duty cycle of (a) 25%, (b)75%. 
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3. 10. Determine the response of the general second order system with zero input and initial con­
ditions is (0) = 0 and yeO) = K. Sketch the response as a function of time. 

3.11. In the automobile ignition system of Section 1.1, assume the following values of 

parameters: L = 50 mH, C = 0.5 !iF, R = 20 ohms, M = 5 H and V = 12 V. Determine the 
waveform and the maximum value of voltage across the spark plug. Does this maximum 
value occur on the 'make' of the switch oron the 'break' of the switch? Find out what is the 
normal peak firing voltage for car engines and compare the value obtained in this problem 
with the actual required value. What are the desirable features of the ignition system for 

improving the efficiency of the engine? 

3.12. The natural response of a second order system is shown in Fig. 3.22. Determine 

S ,Wd and Wn. Does this problem give you an idea of how to determine system parameters 

experimentalty? 

Fig,3.22 

3.13. A mass M = iOO kg is moving with a constant steady-state velocity V, = 10 mlsec on 
frictionless rollers until it is engaged by a dashpot to decelerate it (Fig. 3.23). Determine the 
damping coefficient B of the dash pot such that the velocity of the mass is reduced to less 
than 0.05 Vo in 5 seconds after the engagement. 

3. t4. A platform of weight 100 kg rests on a spring-dashpot unit. The spring coefficient is 3(XJ(J 

N/m and the coefficient of viscous friction of the dashpot is 300 N-sec/m. A man weighing 
100 kg suddenly steps on the platform. Determine and sketch the subsequent motion of the 
platform. 

Fig. 3.23 

3.15. For a series RLC circuit, connected to a constant voltage source V through a switch, deter­
mine the system equations, treating voltage across the capacitor as the output. Choose cir­
cuit parameters to obtain w., = 100 rad/sec and S = 0.1. Find the maximum voltage 
across the capacitor when the switch is closed. 



CHAPTER 4 

Fourier Series 

LEARNING OBJECTIVES 

After studying this chapter you should be able to: 

(i) represent a periodic function in terms of the trigonometric or the ex­
ponential form of the Fourier series; 

(ii) determine the magnitudes of the harmonic components of a non­
sinusoidal waveform; 

(iii) calculate the r.m.s. values of non-sinusoidal voltages and currents and 
the power in a circuit having such waveforms; 

(iv) obtain the response of a linear system to non-sinusOIdal periodic inputs. 
using the Fourier series; and 

(v) calculate the value of the Fourier coefficients graphically or numerical­
ly. 

In the previous three chapters we have studied the mathematical modelling of 
linear systems and the classical method of solving differential equations to deter­
mine and characterise the response of these systems to different types of inputs. In 
this chapter and the remaining chapters, we will study some of the special tools 
developed to aid the analysis and to give a better appreciation of the properties of 
physical systems. The Fourier series is one such powerful tool. Originally 
developed by John Baptiste Joseph Fourier (1768-1830), a French mathematician. 
for the study of heat conduction in metallic rods, it is now widely used in electrical. 
electronic and other systems for analysing non-sinusoidal periodic signals and tor 
finding the response of linear systems to such signals. 

In areas like control, communication, network analysis, power control, etc., the 
steady-state response of systems to smusoidal signals is of crucial importance. 
This is because sinusoidal signals occur naturally in most of these systems. The 



78 Linear Systems Analysis 

system response to these signals reveals a number of very signiticant properties of 
linear systems. This response can be very easily calculated using the impedence 
concept and phasor diagrams. 

In addition to sinusoidal signals, one frequently encounters non-sinusoidal sig­

nals also in modern electrical and electronic systems. In the field of power 
electronics, where large amounts of power are controlled by solid-state devices. 

like thyristors, power transistors etc., the voltage and current waveforms are al­
most always non-sinusoidal. In electromechanical power converters. like trans­

formers. alternators, motors, etc., magnetic saturation, electrical and mechanical 
imbalances, etc., make the current and voltage waveforms non-sinusoidal. In 

electronic systems, the inherent device non-linearities, saturation in amplifiers, ef­
fect of noise. etc., produce non-sinusoidal signals. Signal analysis techniques are 
now employed for studying diverse types of non-sinusoidal signals like those aris­
ing in speech analysis, seismic signals. atmospheric studies. bioelectric signals like 
ECG, EEG, EMG, etc. Increasing use of digital control and instrumentation sys­
tems has made response to rectangular pulses an important area of study. The tech­
niques used for handling all such diverse types of signals are the Fourier series and 
the Fourier transforms. Some of the commonly encountered non-sinusoidal 
waveforms are shown in Fig. 4.1. 

(al Voltage waveform in a.c. power control with thyristor 

/\ I 

(b) No load magnetising curve of a transformer 

(el Clipping action due to amplifier saturation 
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(d) Rectangular pulse train 

Fig. 4.1 Some Non-sinusoidal Periodic Waveforms 

4.1 Representation of a Periodic Function by Fourier Series 

Letj (1) be an arbitrary, though a well-behaved, periodic function of time with a 

period T. The significance of the term 'well-behaved' will be discussed later (Sec­

tion 4.9). The requirement of this good behaviour on the part of the function is 

not very restrictive in the study of physical systems, because all physically occur­

ring or physically realisable time signals are 'well-behaved'. Associated with 

the period T will be a frequency (() = 2 1t / T. Fourier's theorem states that 

this arbitrary function can always be expressed as a sum of an infinite series as 

follows: 

.nt) ao "2 + al cos wt + a2 cos 2 wt + ... + b l sin wt + b2 sin 2 wt + ... 

ao " 2 + ~ 
n=1 

(an cos n OJ t + bn sin n OJt) . 

Equation (4.1) is known as the trigonometric form of the Fourier series. 

(4.1 ) 

The frequency OJ of the given functionj(t) is called thefundamentalfrequenc}'. 
The Fourier series of eqn. (4.1) represents the given function fit) by the sum of 

sinusoidal components having frequehcies which are integral multiples of the fun­

damental frequency. The component having frequency 2 OJ is called the second 
hurnznnic, 3 w the third harmonic, and so on. The component ao / 2 is the zero 

frequency, or the constant, or the d.c. component. 

Like any sinusoid, the fundamental frequency component and each of the har­

monics is completely specified by three factors: frequency, amplitude and phase 

angle. The frequencies of all the components are automatically fixed by the fun­

damental frequency of the given periodic function fit). Coefficients an and bn , 

called the Fouriercoejjicients, determine the magnitude and the phase angle of the 
harmonic terms. This is more clearly brought out by writing the summation term 

in eqn. (4.1) as, 

{in cos II OJ t + bn sin n OJ t en cos (n OJ t + <l>n) 
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where Cn == --Ja; + b; is the amplitude of the nth component and <Pn == - tan-I 

(hnl an) its phase angle. Also, ao == Co' Then eqn. (4.1) can be rewritten as, 

J(t) == ~I + CI cos (rot + <PI) + C2 cos (2rot + <P2) + ... 

(4.2) 

The next problem is to determine the values of the coefficients an and hn. This 

problem is tackled as follows. Let us select the fundamental interval of the given 
function .fU) as - T/2 to + Tl2. Multiplying both sides of egn. (4.1) by the factor 
cos m wt, m == I, 2, 3, . .. and integrating from - T/2 to + T/2, we get, 

[
T12 ao 

-Tn J(t) COS m w t dt == 2 fTI2 

-T12 
cos m ro t dt 

+ [

T/2 

L an cos n ro t cos m ro t dt . 
-T12 n= I 

+ fTI2 

-T/2 
L hn sin n rot cos m wt dt 
n=1 

(4.3) 

The first and the third integrals on the right-hand side of eqn. (4.3) are zero for all 
values of m and n. The second integral is also zero for m '* n. For m = n, its value 
is (TI2) an. Therefore, 

2 
a == -

n T 
TI2 f J (t) cos n ro t dt, 1/ == 0, 1, 2, ... 
- T/2 

(4.4) 

Note that with n == 0, egn. (4.4) gives the value of the constant term all. 

Similarly, multiplying both sides of egn. (4.1) by sin mwt, m == 1,2,3, ... , and 
using procedures and arguments similar to those in the previous paragraph we get. 

2 
hn == -

T 

TI2 f f(t) sinnrotdt, n == 1,2, ... 
-TI2 

(4.5) 

Once the coefficients an and bn are determined from egns. (4.4) and (4.5), the 
Fourier series representation of the given periodic function .ttt) is completely 
specified, either in the form (4.1) or in the alternative form (4.2). Let us now apply 

] 
:tL 

2 

Fig. 4.2 Rectangular Waveform 

[~ 
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these results for determining the Fourier series representation for a rectangular 
waveform shown in Fig. 4.2. 

Example 4.1(a);- The waveform shown in Fig. 4.2 has an 'on' period = 'oW 
period = TI2 and is called a rectangular pulse train with 50% duty cycle. For this 
waveform, the Fourier coefficients an and bn are determined as follows: 

an 
2 fTI2 

f(t) cos noot dt 
T - TI2 

2 JTI4 
A cos noot dt 

T - TI4 

2A [ TI4 
--T sinnootl n 00 -T14 

_ 2A sin n
2
1t, n = 0,1,2, ... 

nrr. 

Equation (4.6) gives, 

2A 
a, = --- 3rr. 

2A 
a4 = 0, as = 5rr. 

(4.6) 

Substituting 11 = 0 directly in eqn. (4.6) makes ao = 0/0. Using L'Hospital's rule, 

we get, 

rr. n rr. 
2A . 2 cosT 

ao = n ~ 0 ---=-----=- A. 

Therefore. the constant or the d.c. value au/2 = AI2. This average value AI2 

could be determined from merely an inspection of the waveform of Fig. 4.2. 

2 
T 

(12 
J _ TI2 

fTI4 

- TI4 

f (t) sin noot dt 

A sin floot dt = O. 

Thus, the Fourier series for the given waveform becomes. 

A 2A 2A 2A 
f{t) = - + - cosoot - -3 cos 300t + ~5 cos5oot-... (4.7) 

2 rr. rr. rr. 

We note from eqn. (4.7) that in this series only cosine terms are presel1t and all sine 
terms are zero. Further, it contains only odd harmonics: all even harmonics are 
zero. 

Example 4.1(b);·- Let us now shift the vertical axis of the waveform, as shown 
in Fig. 4.3. With this change, 
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2 
T 

2A 
nffit 

f
TI2 

A cos nffit dt 
o 

[ J
TI2 

sin n ffit, = 0 for n = I, 2, 3, ... 

For n = 0, application of L'Hospital's rule gives a" = A. 

2 fTI2 2A TI2 2A 
h" = T 0 A sin nffit dt = n ffi T [ - cos 11 ffi tJ, = 21t 11 [1 - cos n 1t J 

t (t ) 
j 

- AI----~ 

-T 
T 

o T 
'l 

Fig. 4.3 

The Fourier series representation becomes, 

n 
T 

/
'( ) A 2A. 2A. 2A . 5 t = -2 + - Sin ffit + -- sm 3 ffit + - Sin ffit + 

, 1t 3 1t 51t (4.R) 

Comparing eqns. (4.7) and (4.8), we note that the reprcsentation in (4.8) con­
tains only sine terms while (4.7) contains only cosine terms. However, hoth (4.7) 
and (4,8) contain only odd harmonics. Thus, we may conclude that horizontal 
shifting of the vertical axis does not add any new frequencies: it merely alters the 
magnitudes of sine and cosine terms. 

Example 4.1(c):- We now shift the horizontal axis as shown in Fig. 4.4. This 
shift will make the average or the d.c. value ao 12 = O. The Fourier series for Fig. 

4.4 will be the same as eqn. (4.8), except that the constant term will be zero. We 
can thus conclude that shifting the horizontal axis only alters the average or the 
constant term; it has no effect on other components of the Fourier series. 

tIt) 

- A/2 r-

t 

-T 12 T/2 T 
-Al2 

Fig. 4.4 
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As shown by eqns. (4.7) and (4.8), many of the Fourier coefficients may be zero 

in the Fourier series representation. In eqn. (4.7), bn = 0 for all n and an = 0 for all 
even values of n. Similarly, in eqn. (4.8), an = 0 for all nand bn = 0 for all even 

values of n. It would simplify matters if we could predict right at the beginning 

which of the Fourier coefficients would be zero. This aspect will be studied in the 
next section. 

4.2 Symmetry Conditions 

The waveform of Fig. 4.2 is symmetrical about the vertical aXIS, such that 
f (t) = f (- t) for all values of t. Functions having this type of symmetry are called 
even functions. The Fourier series for such even functions should also contain only 

even functions. Now, cosine is an even function while sine is not. Hence, we con­
clude that the Fourier series expansion of an even function will contain on Iy cosine 
terms. This is verified by example 4.1(a). 

Functions which are anti·symmetrical about the vertical axis, such that 
f(t) = - j(- t) for all t, are called oddfunctions. (The waveform shown in Fig. 4.4 
is an odd function.) Since the sine function is an odd function while cosine is not, 
it is clear that the Fourier series for an odd function will contain only sine terms. 
This is verified by example 4.1 (c). 

We note that the Fourier series of example 4.1(b) (waveform of Fig. 4.3) also 
contains only sine terms and therefore it must be odd. However, this fact is not 
obvious from the waveform of Fig. 4.3. But, when the horizontal axis is shifted in 
Fig. 4.4 to remove the average or the d.c. value, the odd symmetry of the function 

is clearly brought out. Therefore, the property of evenness or oddness of a function 
should be explored only after removing the average value term by a suitable shift 

of the horizontal axis. 

We further note that an even function, like that of Fig. 4.2, can be made odd by 
simply shifting the vertical axis by T14. The choice oflocation of the vertical axis 
is arbitrary for periodic functions, which, in general, exist for all t, from 
- 00 to + 00. Therefore, the property of evenness or oddness of a function is not a 
fundamental property of the function but depends on where we choose to locate 
the t = 0 point. 

The rectangular waveforms of Figs. 4.2, 4.3 and 4.4 have a more fundamental 
type of symmetry which is not affected by the shifts in horizontal and vertical axes. 

This is exemplified by the fact that the Fourier series expansions for all of them 
[egns. (4.7) and (4.8)] contain only those frequency components which are odd 
multiples of ffi. In other words, the expansions contain only (}dd harmonics: all 
even harmonic components have zero magnitude. To investigate this type of sym­
metry. let us start with Fig. 4.4, i.e. after the removal of the average value. 
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We note that the waveform is anti-symmetrical about the horizontal axis in 

every cycle, i.e., the positive and negative half cycles are equal in amplitude and 

opposite in sign. More precisely, 

flt ± fJ = -f(t). (4.9\ 

Let us investigate the effect of this type of symmetry (also called half-wave .1'.\,/11-

merry) on the values of the Fourier coefficients. 

The expression (4.4) for an can be broken into two parts as follows: 

2 fTI2 
f(t) cos nwt dt an =: 

T -TI2 

2 11 2 
TI2 

=: f(t) cos nwt dt + T f f(t) cos nwt dt. (4.10) 
T - T 12 I) 

Let the variable in the first integral in eqn. (4.10) be changed from r to (t - 112i. 
This does not cause any change in the value of the integral. With this change. the 

first integral in eqn. (4.10) becomes, 

f TI2 f(t) cos nwt dt = (12 f (t - f) cos flW (t - f) df. 

Now. 

cos ( n W t - fl W f ) 
cos (flWt - fl 1t) 

cos nwt cos n 1t . 

Substituting this. and the symmetry condition (4.9). in eqn. (4.11) we get. 

r .f (t) cos nwt dt = 
- I f2 

TI2 f -f (t) cos nwt cos n 1t dt. 
II 

TI2 

== - cos n1t f f(t) cos nwt dt. 
o 

Substituting (4.12) in (4.10) we get, 

(4.11 ) 

(4.12\ 

2 
Un T cos fl 1t (12 f(t) cos tlWl lit + -T

2 

II 

TI2 f f (1) cos lI(J)f lit 
II 

2 
(I - eos 11 1t) 

T f
l"n 

" 
f (I) LO, IIC1li ill. 
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An entirely analogous derivation for bn gives, 

2 fT12 
bn = -T (1 - cos mt) J(t) sin nCJ)t dt. 

(J 

(4.14) 

When n:::; even, cos n1C = I. Therefore, eqns. (4.13) and (4.14) give an = bn :::; 0 

for even values of n. Thus, we conclude that a function possessing the symmetry 

condition (4.9) will have only odd harmonics in its Fourier series expansion: coef­

ficients of all even harmonics will be zero. 

If, instead of the symmetry condition (4.9), a function satisfies the complemen­

tary symmetry condition, 

J ( t ± f J :::; J(t) (4.15) 

then the multiplier term in eqns. (4.13) and (4.14) becomes (I + cos n 1t). In that 
case an and bn are zero for all odd values of n. We then conclude that the Fourier 
series expansion of a function satisfying the symmetry condition (4.15) will con­

tain only even harmonics: the coefficients of all odd harmonics will be zero. How­
ever, this is not a very significant result because eqn. (4.15) merely means that the 

period of the function is half, i.e., TI2 instead of T. Naturally. all the frequency 
components then will be double of those corresponding to period T and hence will 
be even. 

In all problems relating to Fourier series expansion of a given non-sinusoidal 
periodic waveform. the symmetries should first be noted (after removing the 

average term). Existence of symmetries considerably simplifies the evaluation of 
Fourier coefficients. After solving a few problems. it would be clear that if one 

symmetry exists the limit of integration in the expressions for an and bn can be 
reduced to half the period with twice the function magnitude. With two sym­
metries, the limit becomes one-fourth of the period with four times the function 

magnitude. 

If a given function has neither of the two symmetries, it can still be written as a 
sum of two functions, possessing complementary symmetries (see problem 4.3). 

4.3 Convergence of Fourier Series 

The amplitude of harmonic components of the rectangular waveform of example 
(4.1) was given by the expression (2A)/n1t. Thus. the magnitude of a particular 

harmonic is inversely proportional to its order n. We also note that for the rectan­
gular waveform the function is discontinuous, having two discontinuities in a 

period. In order to correlate the rapidity with which the magnitudes of harmonic 

c,?mponents decrease as n ~ "" and the smoothness property of a given function, 
we now take one more example-a triangular waveform. 



86 Linear Systems Analysis 

t(t) 

Fig.4.5 Triangular Waveform 

Example 4.2:- Let us determine the Fourier series expansion for the triangular 
waveform shown in Fig. 4.5. We note that here the function is continuous at every 
point, but its first d:~sdiscontinuous at two points in every cycle. Thus, 
the triangular waveform is more 'smooth' than the rectangular waveform. 

We first note the symmetries of the waveform. SinceJ(t) := - J( - t), it is an 
odd function. Therefore, its Fourier series will have only sine terms. Further 
ift ±(T/2)] = -J(t). Therefore, the series will contain only odd harmonics. 
Also, because ofthe symmetry about the t axis, we conclude that the d.c. value will 
be zero. Hence, the form of the Fourier series will be, 

J(t) := b l sin cot + b3 sin 3cot + ... 

The coefficients are given by, 

2 b :=­
n T 

8 T/4 

J(t) sin ncot dt = -T f J(t) sin ncot dt. 
(I 

In the range 0::; t ::; T/4, 

Therefore, 

8 
b,,:= T 2A 

t sin ncot dt 
T 

[ - sin ncot 
t cos flCOt + ---

]

T/4 

nCO ) 

sin n; [because CO = 2; l n = 1,3,5, ... 
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Thus, 

t - 2 sm rot 2 + 2 ••. j .() _ 4A ( .' _ sin 3 rot sin 5 rot - J 
1t 3 5 

(4.16) 

Equation 4.16 reveals that the harmonic coefficients for the triangular wave are 
proportional to I1n2

. Thus, their magnitudes decay faster than the harmonic mag­
nitudes for the square wave, as n ~ 00. For a waveform where both the function 
and its first derivative are continuous but the second derivative is discontinuous, 
the harmonic magnitudes decay still faster, being proportional to lIn'. In general, 
if the function and its (r - I) derivatives are continuous in the range - T 12 to TI2, 
but the rth derivative is discontinuous, then the Fourier coefficient for the nth har­
monic is proportional to Un(r + I). Thus, the 'smoother' the function is, the more 

rapidly the higher harmonic magnitudes decay. In fact, if the function and all its 
derivatives are continuous, its Fourier series converges most rapidly. Such a func­
lion will simply be a sinusoid and its Fourier series will contain just one term! 

There is another type of convergence property which is of interest. The Fourier 
series expansion of a function contains an infinite number of terms. The sum of 
these terms, for any value of time, must equal the value of the function at that time, 
i.e., the Fourier series must converge at every point off(t). This is so for functions 
which are continuous. For functions having discontinuities, the Fourier series con­
verges to the correct value off(t) at every continuous point; at the points of dis­
continuity it converges to a value equal to that of the midpoint of the discontinuity. 

The problem of representation of any arbitrary function by trigonometric series 
had evoked considerable in':erest amongst mathematicians at the beginning of the 
nineteenth century. Other mathematicians of the time, like Euler, believed that 
such a representation was possible only for continuous functions. Fourier 
demonstrated in 1807 that it was possible for discontinuous functions as well. A 

problem then arose as to whether all functions could be represented by the Fourier 
series or whether there were some conditions to be satisfied by a function for 
having such a representation. This problem was solved by Dirichlet in 1837, who 
gave a set of sufficient conditions. These are called Dirichlet conditions and will 
be described in Section 4.9. 

To get a feel of the idea of representing an arbitrary function by a trigonometric 
series, let us consider the representation of the rectangular waveform by egn. (4.7). 
If we take only the first two terms of the series, i.e., the d.c. component and the 
fundamental component to represent the function, we get the result shown in Fig. 
4.6(a). If we include the third harmonic also, we get the wavef?rm shown in Fig. 
4.6(b). Figure 4.6(c) show the effect of including terms up to the fifth harmonic. 
Thus, we see that as more and more terms are added to the series, its sum ap­
proaches closer and closer to the given function. In the limit, if we include an 
infinite number of terms, the sum of the Fourier series should exactly equal the 
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f'.. F\. 2 1T 1
f
(t) A..1.A cos ""t 

lV=u'l .. 

!\J11vfL: , .. ~t-l~"'" 3~, 
(b) 

(d) 

Fig. 4.6 

gi ven function at all instants of time. This is true for all instants of time except for 

those points where the function is discontinuous. In the case of a rectangular func­

tion, the sum of the Fourier series converges to A12, the midpoint of discontinuity, 
or the average value of the function, as shown in Fig. 4.6(d). 

Figure 4.6(d) points to another interesting fact regarding rectangular 

waveforms. The figure shows an overshoot on both the sides of the discontinuity. 
One would think that the magnitude of this overshoot would tend to zero as the 

number of terms in the Fourier series is increased to infinity. This is not so. In the 
limit, the overshoot converges to a constant amplitude of 18% of the average value 
in both the directions. This is called the Gibb's phenomena. It reveals that at a 

point of discontinuity, the given function cannot be approximated to a tolerance of 
better than ± 18%, even if very large number of terms are used in the Fourier series 

representation. Of course, a redeeming feature is that the time occupied by this 

overshoot does tend to zero and therefore in practice the overshoot may not have 
much effect. In situations where this error is not acceptable, other types of 

trigonometric series may be used to represent the function. 

In approximating one function by another function, like in approximating the 
rectangular function by a partial sum of Fourier components in Fig. 4.6. a question 
arises as to what should be the criterion for judging the 'closeness' between the 
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two functions? There are many possibilities: we may choose the maximum dif­
ference between the two functions or the average value of the difference over a 
period, or some similar function as this criterion. One commonly used criterion is 

the mean square error criterion. Suppose f (t) is a given function, and f' (t) an 

approximating function. Then f(t) - f' (t) = e(t) is the difference or the error 

function. Its mean square value will be -T
l f + Tf2 e2 (t) dt. With this criterion for 

-112 

closeness, the approximating function which minimises this mean square value 

will be considered the closest to the given function. Now, the Fourier series ap­

proximation is only one of the several methods of approximating periodic func­
tions. It has the important property of minimising the mean error square function. 
[It should be noted t~at the series given by eqn. (4.1) is a general trigonometric 
series: it becomes a Fourier series only when its coefficients all and bll are calcu­

lated by eqns. (4.4) and (4.5).J 

4.4 Exponential Form of Fourier Series 

The harmonic components in the Fourier series can also be written in their ex­

ponential form using the relations, 

sin noot = L (exp (jnoo t) - exp (- j1lOO t» 

cos nCOt = 1 (exp (j1lOO t) + exp (- i1lco t) ) 

In terms of these exponential expressions, the trigonometric series (4.1) becomes, 

f(t) 
ao 
2 + 

~ [an - ibn . an + ibn . J n~ --2- exp (}1ICO t) + --2- exp (- }1ICO t) (4.17) 

The coefficients of the exponential terms are complex conjugates. Writing them as, 

and for the sake of symmetry, <l(1 = a(/2, eqn. (4.17) may be written compactly as, 

f(t) = L an exp (inco t) (4.18) 
n=-oo 

The coefficient all in eqn. (4.18) is given by, 

a" T 
(2 f(t) exp (- in COt) dt, 11 = - 00, •.• - 1,0, I. 2 ... + 00 (4.19) 

-Tr!. 
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Eguation (4.18), together with egn. (4.19), gives the exponential or the complex 
form of the Fourier series. In comparison, the trigonometric form, i.e., eqn. (4.1), 

is called the realform of the Fourier series. 

The Fourier coefficients a" are complex numbers. They are related to the coef­

ficients a" and b" of eqn. (4.1), or c" of eqn. (4.2), by the relation, 

~ I a 1== c" == _3-,,~"-
"2 2 

One of the advantages of this exponential form is that there is only one Founer 

coefficient a" to determine, as against two coefficients an and b" in the real form. 

Further, this single complex coefficient contains both the magnitude and the phase 

angle information. For mathematical manipulations also the compact exponential 

form of egn. (4.1 X) is often more useful than the real form of egn. (4.1) 

Example 4.3:-Find the complex Fourier coefficients for the half-wave rectified 

signal shown in fig. 4.7, 

t(O 

f'ig,4.7 Half-Wave Rectilied Signal 

Function f (I) has a period T == 2 and frequency W == 2n / T == n, The mathe­

matical description of the function over one period is given by, 

f'(t) = A sin WI = A sin nt = A. (exp Unt) - exp (- jn:t» for O:S 1:S I 
, 2) 

= 0 for - 1 :S t :S 0 

Using eqn, (4.19) to determine a" we get, 

I 

a" = ~ 50 A sin nt exp (- jllnt) tit 

A 
4j fl 1 exp ( - jn (n - I) t) - exp ( - jn (n + I) t) ) dt 

II 

== ~ [_exp (-jn(n-l)t)+exp (-jn(n+l)t)1
1 

4j jn (Il - I) jn (n + \) ) 

= ~ [ \ - exp ( - jrr. (n - I»~ _ I - exp.L - jrr. (1/ + I» ] 
4j jrr. (n - I) jrr. (/I + I) 
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=;: - A [ 2 - (n + I) exp (- jn (n - ~» + (n - 1) exp ( - jn (n + I» ] 
4n n- - I 

A 
for n = 0 

n 
"A 

+ L for n = ± I 
= 4 

A 
for 11 = even 

n (I - /1
2) 

0 tix n = odd (n '* I). 

Thus, the exponential form of the Fourier series becomes, 

I'(t) __ ~ _ jA (j') jA (') A exp (j2nt) 
, n 4 exp nt +"4 exp -}m - 3 n 

4.5 Power and r.m.s. Values 

A exp (- j 2 n t) 
3n 

In an electrical circuit if v (t) and i (t) are the voltage and current, then the 

average power consumed in the circuit is given by the relation, 

I w=­
T 

T J v (t) i (t) dt 
fl 

(4,20) 

When the voltage and current are sinusoidal and of the same frequency, with a 

phase angle <j> between them, then elementary circuit theory derivation gives, 

W = VI cos <1>, where V and I are the r.m.s. values of the voltage and the current. 

The ratio of the real power W to the apparent power VI is called the 'power factor' 

of the circuit and is equal to cos <j>. 

The question that arises next is: how to calculate the power and power factor in 

a circuit if either voltage or current or both are non-sinusoidal, periodic functions? 

In order to slightly generalise the problem, let us consider any two arbitrary peri­

odic functionsII (t) andI2 (t) and let us determine their average product: 

W = -T
1 r II (t) I2 (t) dt. 

/I 

Expand both the functions into their Fourier series as, 

+- +-

n:;:-o;><> 

Then, eqn. (4.21) becomes, 

J 
W=­

T 

T +-J L an~",e(n+m)WI dt. 
(I 11.111;;;-00 

(4.21 ) 
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Since the Fourier series for bothf, andt2 are convergent, their rroducl will also hc 

con vergent. Hence. the integration of the product ~eries can be carried out term hy 

term, i.e., 

I += 

W = T L a" Pili 
1/, 111':"::-00 

T 

fell" + 111)<" I dl 
II 

Since nand m are integers, the term eil"'IIIJ2< will have a value I for all II and Ill. 

I-knee, the term inside the bracket will be zero for all II and /It, except when 

/I = - Ill. when it takes the form OJO. Using L' Hospital's rule, this term hecome" 

equal to 21t J CD for n = - nt. Therefore, 

I w=­
T 

21t 
(j) 

Replacing (21t) / (j) by Twe gel, 

w = L a"p_" = ai, (j,J + L (allP_"+(L,,P,,)· (4.22) 
II =-- - '= II-=! 

Both an and p" are complex numbers. Therefore, they will have a magnitude and 

a phase angle. Let, 

a" = I all I exp U 8n ) anu 13" 113" I exp U 8'n) . 

Then 

I a" I 113" I lexp iJ (8" - 8',')i + exp {- i(8n - 8',,») I· 

Therefore, 

w = a,'~11 + 2 L I all I I \3" I cos (8" - 8'n) . (4.2:\ ) 
n-=-I 

For electrical circuits./, (t) = v (I) and 12 (I) = i (f). Then (x" = Vo anu j30 = /" 

are the d.c. values of voltage and current. For f1 "* 0, a" = ({2 VII) / :2 and Pn = 

(-12/,,) / 2, where Vn is the un.s. value of the nth harmonic voltage and /" the r.Il1.~ 
value of the nth harmonic current. The 11th harmonic component of voltage i, 

I'" (I) = V" max cos (f/(j)[ + 8,,) . In terms of a" the nth harmonic voltage is, 

a"expUn(j)t)+a_" exp (-Jfl(j)t) = la,,1 exp U(n(j)t+8n ) 

+ I an I exp I - i (nffif + 8,,) I 

2 I a" I cos ( n (j) f + 8n ) 

Hcnce. VI/m,IX 21 an I. 
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The phase angle between the voltage and the current is <jI" = S" - S'". There­

fore, the total power is given by, 

W = Volo + VI II cos <jI1 + V2 / 2 cos '1>2 + (4.24) 

Equation (4.24) gives the important result that the total power in the circuit is the 

sum of the d.c. power and the power due to each harmonic component. The power 

factor of each harmonic component will be different; being cos '1>" for the nth har­

monic. 

Let us now consider the case j; (t) = h (t) = I(t). The average value of the 

product term can still be considered as a 'power' term, i.e., 

T 

W = ~ Io 12 (t) dt . (4.25) 

From eqn. (4.23) we get, 

W = ~ + 2 I- I an 12 (4.20) 
n=1 

Thus, W" is the 'power' of the nth harmonic component. A plot of W" versus 

flU) is called the power spectrum of a signal and is quite useful in the area of signal 

analysis. 

If the function/(t) in eqn. (4.25) is a voltage or a current, this equation defines 

the mean square value of the function. Designating the root mean square value (the 

Lm.s. value) of the voltage by V, and/Ct) = v (t), from eqns. (4.25) and (4.26) we 

get. 

T 

T L v2 (t) dt = ~ + 2 I-
n=1 

~ + 2 i [V"21ll

'" J2 
11 = I 

rv2) + 2 ; [Y2 Vo)2 __ 2 (v2 V2 
"" L. Vo + I + 2 + ... ) 

,,~I 2 

where Vo is the d.c. component, VI the r.m.s. value of the fundamental, V2 the r.m.s. 

value of the second harmonic, and so on. 

4.6 Analysis with Fourier Series 

In this section we consider some examples to show how Fourier series is used in 

thc analysis of linear systems, particularly in the analysis of electrical circuits. 

Example 4.4:-Figure 4.8(a) shows a waveform which is commonly encountered 

in thyristor a.c. voltage controllers. In every half cycle the 'firing angle' of the 

thyristor is delayed by an amount a. Thus, the conduction takes place for the i n­

terval (rr - a). In the given wavcform a = rr / 2. Treating this waveform as the 
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v (t) 

A 

z 
\. 

(a) (b) 

Fi~.4.!! 

input to an impedence Z, calculate the resulting output i, the current through the 
load. 

Since the input is a non-sinusoidal periodic voltage, let us first expand it into its 
Fourier series. The waveform is symmetrical about the horizontal axis; hence, the 

average or the d.c. value will be zero. Furtherf [t ± (T /2) I = -f (t). Therefore, its 

Fourier series will contain only odd harmonics. Let us now determine the coeffi­

cients a" and hI" Before doing that, let us change the independent variable from t 

to Wf. The period then becomes T= 2n: and the integrals for (/" and h" become, 

a" n: 
J rr f (w t) cos nW t d( W t) 

-rr 

h" J • f(w t) sin n 00 t d(wt) . 
n: -n 

(4.27) 

For this problem, 

few!) = A sin rot for - ~ ~ 00 t ~ 0, and + % ~ W t ~ n: 

and zero elsewhere in one period. Therefore, 

I [I I f 
11" = - Asinwt cosnwtd(wt) + - Asinwtcosnrotd(rot). (4.28) 

n: -rr/2 n: .12 

For n = I the integral term becomes, 

J A sin wt cos nwt d(wt) = A J sin rot cos Wt d(wt) 

- ~ J sin 2wt d(wt) 

A 
cos 2wt. 

4 

Pulling the limits of integration as in eqn. (4.28) we get, 
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a, == - 4
A 

[cos 2cotJII -: [cos 200t Jrr 
1t _ rrll 1t rrl2 

== - :1t[ (I + 1)+(1 + I) J 
For II "# I, the integral term becomes 

A 

1t 

I A sin co t cos nco t d(co t) = 1 I [ sin (n + I) COl- sin (n - I) cot J d (cot) 

= :i [ cos (n - I) cot _ cos (n + I) cot ] . 
2 II-I n+1 

Putting the limits of integration as in eqn. (4.28) we get, 

~ [ { cos (n _ I) cot }o 
21t 11 - I 

-rcI2 

+ { cos (n - I) cot } 
n-I 

tt/2 

_ r cos (II + I) cot}1I _ { cos (n + I) cot }rr ] . 
1 11 + I _ rr/2 (n + I) _ rtl2 

Evaluating the above expre%ion we get, 

A A A A A _. , 
rc 

as == - -; (h = + a" 
3rc 31t ' Src' a" = + 51t 

and so on. 

Now. for the coefficients b" we have. 

fl I In 
Ii" == - A sin CO! sin fl co r d(co t) + - A sin co I sin n CO t d (0) 1) . 

1t -rrJ? 1t rrt2 

(4.29) 

For II == I. the integral term in eq. (4.29) becomes. 

J A sin 0) t sin 1/ 0) t d(cot) = A J sin" 0) t d(cot) 

== ~ f (I - cos 20) 1) d (0) t) 

== 1 [ wt - sin ~o)f J . 

Putting the limits as in eqn. (4.29) we get. 

I _ ~ [ { sin 2 O)t }II 
)1 - O)f -

21t 2 
-1fi1 

1 = ~ 
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For n :t I, the integral term in eqn. (4.29) becomes, 

J Asinwtsinnwt d(wt) = ~ J [cos(n-l)wt-cos(ll+ l)wtJ dew!) 

= ~ [ sin (n - I) W! _ sin (11 + I) rot J. 
2 n-l 11+1 

Putting in the limits, as in eqn. (4.29) we get, 

"-W" (n - I) rot f • 

b" = + 
{ sin (n - I) WI } 

In .. ) 21t n - I 1/-1 
- ./2 ./2 

() • 

J 
_ { sin (n + I) wt } _ { sin (n + I) wt } 

n+1 (n + I) 
-lrI2 -" 

2 

From the above expression we have, 

• iI 

( 
sin ~ Wt J -

nl2 

( sin: Wt 1.12 

In fact, for all higher odd values of n, all the terms will be identically zero. Hence, 

we get an interesting situation where only the fundamental frequency sine com­

ponent is present. 

Combining all the terms together we have, 

A A . A A 
\' (I) = - 2 cos rot + :2 sm W t + It cos 3 wt - 3It cos 5 w t 

A A A + .- cos 7 wt - - cos 9 wt + - cos I I wt - ... 
3It 5It 5It 

( 4.30) 

Combining the first two terms we get, 

~ co, W + ~ ,;" w = ..J ( ~ )'+[ ~]' ,"{ill - ~ - ~ 1 
where 

_) AI1t ) 2 
G> = tan -- = tan-

AI2 It 

To obtain numerical values, let us assume that v (t) is 230 V, 50 Hz single phase 

supply voltage. Then A = 230."ff and eqn. (4.30) becomes, 
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v (t) =: 192 cos «(J)f - 122S ) 

230 -.J2 [ cos 5 wt cos 7 wt + --n:- cos 3 wt - + 
3 3 ... J 

=: 192 cos (Wt - I22S) 

+ 104 cos 3wt - + ---- -
(

COS 5 w t cos 7 w t 
3 3 ... ) 

Let the load impedance 7 he a series RLC circuit with R = JO ohm, L =: O. J H 

and C = (10 n:2 
) !J.F. The value of impedance will be different for different fre­

quency components. For the fundamental frequency w 2 rrf = I CX)n: rad/sec. 

Z(w) R + jwL - L = 10 + j ( IOn: - I 1 J 
wC lOx lOOn: x n- x 10- h 

10 + j (IOn: - IOn). (taking n" 10) 

IOohm. 

At the third harmonic frequency we have. 

Z (3 w) = 10+ j ( 30 n - J(~ n: J 

Z (5 w) 

Z (7(1) 

10+ jM = 64.9 L. Xl.l o 

I 0 + j [ 50 n _ I (~n ) 

lO+j151 = 151.1 L.83.9" 

10 + j ( 70 n _ I ~ n ) 

=: 10 + j216 = 216 L. 84.1°. 

Since the system is linear, the principle of superposition applies. Theretixe, the 

total current will be the sum of harmonic currents. We can calculate the harmonic 

currents individually by dividing the harmonic voltage by impedance at tha! fre­

quency. Thus, 

ijundan,cntal 

or 

ihlllO.llllCIlI,\1 

192L. - 122S 
10 

19.2 L. - 122S 

19.2 (cos cot - 122S) 
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1.6 L - XI.I" 

i !"Ifill harmOIlIl' 

104 
= 0.33 L - 83.90 

5 x 151.1 L X3.9" 

104 
0.16 L - 84.1". I ~'\'t'l1Ill harnHlI1lL' 

3 x 216 L 84.1" 

Thus, the expression for current is 

i(t) = 19.2cos(wt - 122.5') + 1.6 cos (3wt-81.1" ) 

- 0.33 cos (5 wt - 83.9" ) + 0.16 cos (7 wt - 84.1" ) + ... 

It may be noteu that the current harmonics decay much more rapidly than voltage 

harmonics bccause of the increased impedance at higher harmonic frequencies. 

Example 4.5:- A 2 ohm resistive load is supplied from a full-wave recti tier 

connected to 230 Y, 50 Hz single phase supply. Determine the average and the 

r.m.s. values of load current. Hence determine the proportion of d.c. power and a.c. 

power to the total power in the load. Investigate the effect of adding an inductance 

in series with the load. 

Let us first determine the Fourier coefficients for the given waveform. For Fig. 

4.9 we note that II (t) = II ( - t) and II [ t + (T /2) I = v (t). With these two sym­
metry conditions, the Fourier series will have only even, cosine terms. Also, the 

integration need be carried out only for the quarter period, i.e., from 0 to rcl2, and 

the integral multiplied by 4. Thus, we havc, 

4A f 1fi2 
- si n wt cos nwt d( wt), n = 0, 2, 4, ... 

rc II 

1fiO 

4A [cos (n - I) (t)f _ cos (n + I) wt ] -
2rc II - I 1/ + I 

II 

2A [cos (n - I) (rc/2) __ cos (Il + I) (rt /2) __ ,_ + _'_] . 
rc II-I n+' II-I 11+1 

v(t) 

A= 230 J1Volts 

o n 2T1 

Fig.4.9 "'ull Wave Rectifier Output 
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For all even values of n, the cosine terms inside the brackets will have a value O. 
Therefore, 

(/" = 2: [ n! I -n ~ I] = 
4A 

= 
4 x 230 f2 - 414 
n(n2 -1) = (1/ 2 -1)' 

The d.c. value all/2 = + 207, a2 = - 138, a4 = - 27.5, ai, = - 11.8. Thus, 

v (t) = 207 - 138 cos 2 ffit - 27.5 cos 4 ffit - 11.8 cos 6 ffit - ... 

for the purely resistive load of 2 ohm, the load current is given by, 

i (t) = 103.5 - 69 cos 2 ffit - 13.7 cos 4 ffit - 5.9 cos 6 ffit - (4.31 ) 

The average or the d.c. value of the load current is simply the first term, i.e., 

1.1., = 103.5 A. 

The r.m.s. value of the load current is given by, 

1,111, = ll03.52+~(692+ 13.72+5.92+ .. . )]112 = II5A. 

1".0 = l~ (692 + 13.72 + 5.92 + ... )]112 = 50 A. 

d.c. power = R x It. = 2 x 103.52 = 21.5 kW. 

a.c. power = R x I; .. = 2 X 502 = 5 kW. 

Total power = 21.5 + 5 = 26.5 kW = 2 X 1152
• 

Ratio of d.c. power to total power = 261.5 x 100 = 81.1 %. 
2 .5 

. . I 5 9 RatIO ot a.c. power to tota power = -6 x 100 = 18. %. 
2 .5 

Let us now investigate the effect of introducing an inductance L = 3.18 mH in 
series with the load. The load impedance for different harmonic components be­
comes, 

Thus, 

~ = ~R2+(21tfL)2 Leos-I ~ = 2.83L45° 

Z4 = 4.47 L 63.4°, Z6 = 6.32 L 73.5". 

i (t) = 103.5 - 48.8 cos (2ffit - 45' ) - 6.16 cos (4ffit - 63.4° ) 

- 1.86 cos (6ffit - 73.5" ) - ... (4.32) 

Comparison of eqns. (4.31) and (4.32) shows that the effect of the series induc­
tance is to reduce the magnitude of harm~nics, specially those of higher har­
monics. The d.c. value remains the same. 



100 Linear Systems Analysis 

[ I 01 52 I 2 -2 2 I! 7 _. +"2 (48.8 +6.16 + 1.86 +· .. 1 lOX A. 

1 - [ I (48 2 2 2 1/2 -~ a_c_ - "2 .8 +6.16 + 1.86 +_ .. )] ='112-11 = 34.XA. 

d.c. power = R x IL = 2 x 103.52 = 21.5 kW. 

a.c. power = R x I;" = 2 x 34.82 = 2.42 kW. 

Total power 23.92 kW. 

. . d 21.5 
RatIO of .c. power to total power = 23.9 x 100 90%. 

. . 2.42 
RatIO of a.c. power to total power = -- x 100 = 10%. 

23.9 

Apparent power or volt-amperes = 230 x 108 = 24.8 kVA 

Power factor of the load 
= real power (total power) 

apparent power 

= 23.92 = 096 
24.8 .. 

If the load contains an iron core, power will be dissipated as iron losses, in 

addition to the power consumed by the resistance of the load. These iron losses arc 

dependent upon frequency. Hence higher harmonics, though small in magnitude. 

may still cause appreciable iron loss. The use of series inductance, called the 'filter 

choke', is helpful in reducing harmonics and hence these losses. However. this 

advantage must be compared with the cost of such chokes which must be capable 

of carrying full load current. 

4.7 Graphical Method 

The techniques developed so far can expand a given periodic waveform into its 

Fourier series, provided an analytical expression relating the function with time is 

known. The waveforms arising out of experimental work may have any odd shape 

and it may not be possible to express them analytically. Graphical methods may 

then have to be used to determine Fourier coefficients. In order to develop such a 

graphical procedure, let us have a second look at the determination of the Fourier 
coefficients for the rectangular waveform shown in Fig. 4.10. This is the salllc 

waveform as shown in Fig. 4.4. 

The expression for coefficients bn is given by, 

I 
hl1 =­

n 
r f(wt) sin nwt d (w t) 

2 
-~ 

r 
<I 

A 
2 si n nwt d (w t) . 
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f ( t) w 

- A 
"2 -

-IT 0 TT 2TT 
wt 

-A 
T 

}'ig.4.10 

Thus, the Fourier coefficient b" is equal to the integral ofthe instantaneous product 

of the signal waveform and a unit sine wave of harmonic frequency. For the fun­
damental frequency the integral over 0 to 1t of the sine wave alone is given by, 

[sin wtd(wt) = [-cos wtJ" = 2. 
o 0 

For the second harmonic we have, 

f" f1!l2 f" sin 2wt d(wt) = sin 2wt d(wt) + sin 2wt d(wt) 
o U 1!12 

= ~ [ - cos 2wt I2 + .~ [ - cos 2w! II2 

I 
= "2 [+ 2 - 2] = o. 

For the third harmonic, we have 

r sin 3wt d(wt) = [
f3 + f1!l3 

sin 3wt d( wt) sin 3wt d( wt) 
(I o 1!13 

+ [ sin 3wt d( wt) 
21!1J 

= 

1 
= - 3" (-2+2-2) = 2/3. 

+ (cos 3wt'" 
h"'3 

Continuing in this way, the results up to fifth harmonic are shown in Fig. 4.11. 

Since the magnitude of the signal waveform is constant AI2 over the period T12, 

the codficients bn are given by, 
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fundalllcntai. ncl inlegra] (lvcr 

r-------~~------.....,L~~ .. OJt () - iT =0 2 

iJ , = 

/)2 

h, == 

b4 == 

IJ~ == 

Fig. 4.11 

A 
·2 

2A 
n: n: 

A 
() () == rc 

A 2 2A 
= 

n: 3 3n: 

~·O == () 
rc 

A 2 2A 
:= 

rc 5 5rr 

Sc:cond harmonic. nel inIL'gra] 

ovcr 0 -iT = 0 

Third harmonic. nel inlegral 

over () - n = 2/1" 

Fourth harmonic. ncl inlegra] 

over 0 -' iT = O. 

Fifth harmonic. net integral 

overO- n= 2/), 

These values arc the same as those derived in eqn. (4.8). 

Now consider a stepped waveform shown in Fig. 4.12. The values of the in­

tegrals of the unit sine .'vave over partial periods (0 - 1t / 3) , (rr /3 - 2 rr / 1) and 

(2rr.J3 - 1t), for the fundamental and other harmonics are shown in Fig. 4.12. Using 

these values, the integral of the product! (I) sin nwt over 0 - 1t will be as follows: 

Fundamental: 

( 

A A 
4 2 + 2 

I + -1 I 
4 2 

3A 
4 
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4~ __ ~~~~-+-=-________ -+ __ ~ I GtJ t 

Fig. 4.12 

Therefore, b l 

2 3A 3A 
n: 4 2n 

Second harmonic: 
A 3 A I A A 3 
- - +- - - - -==0 
4 4 2 4 2 4 4 4 

Therefore, 172 == O. 

Third harmonic: 
A 2 A 2 A ~==O - +-
4 :I 2 3 4 3 

Therefore, b, = O. 

Fourth harmonic: 
A A I A 3 A 3 
,- - -+-
4 2 4 8 2 8 2 8 

A I A I 
+ ,- -- = () 

4 8 4 2 

Therefore, b4 =0 . 

.. 
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Fifth harmonic: 
A 2 A 3 A I A 2 A - - - -

10 + 2 -
4 5 4 IO 2 5 2 10 

A 3 A 2 3A -+- ---
4 10 4 5 20 

Therefore, b, 
2 3A 3A 

-
20 10'lt 'It 

and so on. 

It is suggested that the reader should verify these results by calculating the 

values of these Fourier coefficients analytically, according to eqn. (4.5). 

If the waveform has some arbitrary shape, it should first be approximated by a 
stepped waveform. This process, in effect, means that the interval «0 - 21t) is 

divided into subintervals and in each subinterval, we approximate f(t) by a con­

stant equal to the value off (t) at the midpoint of the subinterval. The unit sine and 

cosine functions are also divided into the same number of subintervals. The values 

of their integrals over each subinterval are then determined. The integral of the 
product over the whole period 21t is the sum of integral products over the subinter­
vals. This procedure thus gives a graphical or numerical method of determining the 
Fourier coefficients. A computer programme could be written to implement this 

procedure. 

4.8 Frequency Spectrum 

In sections 4.1 and 4.4, we developed two alternative but equivalent forms of 

Fourier series. The real form is given by eqn. (4.2) as, 

amI the complex form by eqn. (4.18) as, 

f(t) = l a" exp (jn(J)t) . 

These representations show that the Fourier components have a magnitude 

i'" = 2 I a" I and a phase angle $". A plot of c" for different values of harmonic 
frequencies n(J) is called the amplitude spectrum of the functionf (f). A plot of the 

phase angle $" versus II(J) is called the phase spectrum. These two plots together 

are called the Fourier spectrum or the frequency spectrum. In many problems, the 

phase angle information is not so important, and only the amplitude spectrum is of 

interest. 

Equation (4.2) or eqn. (4.18) gives the Fourier series for periodic functions, 
where the harmonic frequencies are integral multiples of the fundamental frequcn-
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o nO' 

Fig. 4.13 A Line Spectrum 

cy. Therefore, the independent variable nco in the spectrum plot will be defined 

only for discrete values of n :::: 0, I, 2, 3 ... That is, nCO will be a discrete variable. 

The amplitude spectrum will look like that given in Fig. 4.13 and will consist of a 

sct of lines spaced at intervals of co. Such a spectrum is called a line spectrum. 

In the exponential form of egn. (4.18), an is a complex number. We can also 

consider a" as a function of discrete variaNe nCO and express it as a (fiCO). This 

function is defined by egn. (4.19). Rewriting eqns. (4.18) and (4.19) together, we 

get the pair, 

f (l) = I. an exp (jflwt ) 

a (nco) = 
I 
T 

JTI2 

-T12 
f(t) exp ( - jllcot) dt 

Here, f1 :::: - "", •.. , - 1,0, I, 2, ... ,00. Either of the two expressions in the above 

pair is a complete description of the given function. In eqn. (4.18) the independent 
variable is time t and, hence,f(t) is the signal description in the time domain. In 

eqn. (4.19), the independent variable is the discrete variable nCO and, hence, 

a (nco) is the signal description in the frequency domain. The frequency spectrum 
plot contains all the information whichf (t) contains. In situations where the rela­

tive magnitude of frequency components is more important than the distribution 
of the signal magnitude as a function of time, e.g., in voice signals, frequency­

modulated communication signals, EEG records, etc., the frequency domain 

description is more useful than the time domain description. 

Example 4.6:-Determine and plot the Fourier spectrum for the square waveform 
shown in Fig. 4.4. 

From eqn. (4.19) we get, 

a" = a (II w) = ~ [ fT/l ( - ~ ) e- lnOlt dt + ('2 ~ e-
jnOlt 

dt]. 

For fI :::: ° we have, 
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~I = j [ -1 ( 0 + f J + ~ ( ~ + 0 J] 0 . 

hll' n = I, 2, 3, ...• replacing T by (2n:)lw we get, 

w A [ -f I"IW ] ex (IIW) =- - e-j1l (I) { dt + e- jllwi dt 
2n: 2 -1[/(1) (I 

1 [ [ 
/I rr /h) 

1 
w _e-

jnwi J { e ;nwi 

}(J 
- + --
2n: -jnw -jnC;) 

-1t IU) 

A 
-

( I - cos 1/ n: ) (4.33) 
2 jnn: 

For all even values of 1/. cos I11r = I and. hent:e, ex (nw) = 0 for n = even, For all 

odd values of fl, cos nn: = - I and, hence, ex (IIW) = AIUfl1r) for n = odd. 

The amplitude and the phase angle are given by. 

2A n: 
2 I ex I = - '\I1d <I> = - - for n = odd, 

n fin: < " 2 

Figure 4.14 shows the amplitude spcctrum. The envelope of this line spectrum 

is sirnply a rectangular hyperbola. with an equation, y = I Ix. This figure places 

directly in evidence the convergence property discussed in Section 4.3. 

21~nl 
2A ____ _ 
1T 

2A 
3n 
2A 
5lT 

o 

\ 
\ , , 
" "-'" 

Fig.4.14 Amplitude Spectrum of the Square Wave 

nW 

Example 4.7:- Let us now determine the Fourier spectrum for the rectangular 

waveform with amplitudeA. repetition period T. and a variable pulse period Tp. as 

shown in Fig. 4.15. II is also called the 'gate' function. This type of waveform is 

eJlc()untered in many signal-processing and power-processing applications. For 

example, in a battery-driven vehicle for controlling the speed of a d.c. motor, the 

hattery voltage is 'chopped' into this rectangular waveform. using sol id stale chop­

pers. The average value of voltage and current (and hence power) supplied to Ihe 
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motor can be varied by either varying ~) with fixed T, or varying T with fixed ~)' 

The former is called the pulse width modulation and the latter, pulse frequency 

modulation. It is apparent that this form of power control will produce harmonic 

voltages and currents in the motor which will contribute to the heating of the motor 

but will not contribute to its torque output. It is, therefore, necessary to know the 
magnitudes of these harmonics, i.e., the frequency spectrum, so that either arran­
gement may be made to reduce the harmonics or alternatively the motor specially 

designed to work 3atisfactorily even in the presence of these harmonics. 

t(t) 

,-- A 

.. Tp r--
-T/2 -T/2 

Fig.4.15 A Rectangular Pulse Train with Variable Pulse-Period 

From Fig. 4.15 we get, 

I f T,/2 a = - Ae-Jnw1dt. 
n T -T,I2 

For II:::: 0, 

~l :::: 1 [At JT,J2 _ A~) 
T -T,/2- T 

For II :::: I, 2, 3, ... , we have, 

an :::: i [ e-
J
•
nw1 JT,/2 

T - }tlW -7;/2 

A 
jnwT 

A 
sm 

n1t 

Let us rewrite the final expression as, 

(4.34) 
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The ratio 1'/1' is called duty ratio of the waveform. A duty ratio of 0.5 gives a 

square waveform. Let us denote it by the symbol (5, i.e., 7;/1'= (5. Then eqn. (4.34) 

becomes, 

= AS:: sin n(5n 
an Us::' 

nu1t 
(4.35) 

Equation (4.35) shows that the variation of an with fl is given by a function of the 

form (sin m)/m, m = n(51t. Such a function is quite important in signal analysis and 

is therefore given a special symbol, 'Sinc m'. Thus, Sinc m = (sin m)/m. It is 

illustrated in Fig. 4. J 6 and has the property that Sinc m = I for m = 0; for other 

i:1tegral values of n(5, its value is zero. 

Sine m 

m---+ 

Fig.4.16 Sine )<'unelion 

It oscillates with decreasing peak amplitudes as m increases; however, it is not a 
'periodic' function. It is available as a tabulated mathematical function. 

In terms of the Sinc function, eqn. (4.35) becomes a" = A (5 Sinc /I(5n. The task 

of plotting the amplitude spectrum becomes considerably simplified by the use of 

Sinc function. 

Let 1;, = 1110 and r.'= 112. Then (5 = 115 and a" = N5 Sine (fl7t)/5. The fun­

damental frequency of the signal is 0) = (21t)/1' == 4n. Therefore, the lines in the line 

spectrum will be spaced 41t apart. The actual spectrum plot is shown in Fig. 4.17. 

l"ICnl 

A 
5' 

o 4TT 

, , 
' ___ '" nla,) 

Fig.4.17 Spectrum of a Rectangular Waveform 
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It shows that the d.c. value, corresponding to n = 0, has the highest amplitude. We 
also note that the values of the 5th, 10th and other 5th multiple frequencies have 
zero magnitude. This is a general result, i.e., all harmonics, whose frequencies are 
I/o or its integral multiples, will have zero magnitude. This fact is made use of in 

suppressing selected harmonics, particularly 3rd, 5th etc., in chopper power con­
verters. 

Now suppose that the repetition period T is increased from 1 to 1, keeping ~, 

fixed. Then 0 = 1110: The fundamental frequency of the signal now reduces to 
w = 2n. Thus, the hnes in the spectrum will be spaced only 2n apart. In other 
words, the spectrum becomes 'dense'. The maximum magnitude also reduces to 
A/IO. If Tis further increased, the spectrum will become denser still. In the limit 
as T ~ 00, the spacing between the lines tends to zero and the line spectrum be­
comes a continuous spectrum. The variable an = 0. (nw) changes from a discrete 
variable to a continuous variable as w ~ O.!n that case, the summation sign in 
eqn. (4.1 X) changes to an integration sign. Thus, the Fourier series becomes a 
Fourier integral. The pair of eqns. (4.18) and (4.19) then define a transform pair 
called the Fourier transform. 

What is the physical significance ofT ~ DO? It means that the repetition rate of 
the function is infinite. In other words, the function does not repeat itself, i.e., it is 
a lion-periodic function. Such non-periodic functions in the time domain are rep­
resented by Fourier transform in the frequency domain. The study of Fourier trans~ 
forms will be the subject matter of the next chapter. 

4.9 Concluding Comments 

Dirichlet conditions: In the beginning of section 4.1, it was implicitly stated that 
". every periodic function may not necessarily have a Fourier series representation. 

In order to be representable by Fourier series, the function must be 'well behaved' . 
This requirement of good behaviour means that the periodic function f(t) must 
satisfy a set of conditions, called the Dirichlet conditions, given as follows: 

(I) ('2 If(t) I dt < 00. 

-T/2 

(2) f(t) can have at the most only a finite num,ber of discontinuities in one 
period. 

(3) f (t) can have at the most only a finite number of maxima and minima in 
one period. 

These conditions are important from the point of view of mathematics. However, 
all physically realisable signals always satisfy these conditions and hence they do 
not impose any restrictions in the Fourier series analysis of physical systems. 
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Orthogonal functions: The determination of the Fourier coefticients a" in egn. 

(4.1) is possible by eqn. (4.4) only because the cosine function possesses the 
property, 

r cos n(])f cos m(j)t d( (])f) = 0, for all m /:- n. 
-~ 

Similarly b" can be determined by eqn. (4.5) only because, 

r sin ll£Ot sin m£Ot d( £Ot) 0, for all m -:f:: II. 
-rr 

Functions possessing this property are called a set of ortho!<ollal functions. 

Similarly, the exponential form of the Fourier series, eqn. (4.18), is possible be­

cause the set of functions eno
", II = 0 , ± I, ± 2, ... constitute an orthogonal set. An 

arbitrary function can be represented not only in terms of functions en,"" but also 

in terms of any set of orthogonal functions. Some of the other useful orthogonal 
sets are as follows: 

Legendre polynomials: 

Laguerre polynomials: 

P" (t) 

L" (t) 

= I d" (2 I)" 
2" II! df" t -

d" 
e' (f'e-'). 

dr' 

GLOSSARY 

lIl/rttultli"s: The: fre:quency components with inte:gral multiples of the fundamental frequency are 

called harmonics. If the fundamental frequency is 00. the component with frequency 200 in its 

Fourier series representation is called the second Iwrm(~nic, the component with frequency 300. 

the Third harmonic. ant! so on. 

EW>I FU>I['(iml. IflU) = f(- f), it is called an evenfuncfion. An even function is symmetrical about 

the vCI1icai axis and its Fourier series expansion contains only cosinc terms. 

Odd FWl<'Tirlll: Iff (I) = -1(- I). it is called-an oddtuncTion. It is anti-symmetrical about the vertical 

axis and its Fourier series expansion comains only sine terms. 

hlll/'l('l' SpecTrulll or "requcncy Spectrum: A plot of the amplitude of harmonic components versus 

frequency IS called the 1I11lpliwde spectrum. and a plot of the phase angle against frequency. the 
phase spectrum. The two together are called the Fourier or thefi'equerLc}' spectrum.. 

Une Spectrum: When the frequency is a discrete variable, as in the casc of periodic functions, the 

spectrum consists of a sct of equally spaced lines. Such a spectrum is callet! a line spectrum. 

Tillie DOlllain IIlld Frequency DOlllain: When a functlon./(t) is described as a function of time a.~ the 

independent vmiable, it is called a description in the time domain. When the same function is 

described as a function of fn:quency (discrete variable n(t) for periodic signals and continuous 

variable 00 for non-periodic signal), it is called a description in rhe/requenl'Y domain. 

f)un' /?allo: For a periodic function. which has a non-zero value for a part of the period Tn" and a zero 

value for the remaining part Tuff, the ratio of the on-pedod to the total period T = 7;", + Toff is 

called the dut)' ratio O. That is. 0 = Ton I T. 
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PROBLEMS 

4.1. Sketch the waveform of a periodic function whose Fourier series has: 

(i) Only odd harmonics but both sine and cosine terms are present. 

(ii) Only even harmonics but both sine and cosine terms are present. 

(iii) Only sine terms but all harmonics are present. 

(iv) Only cosine terms but all harmonics arc present. 

4.2. Find the Fourier series for the waveform shown in Fig. 4.18, both in the real form and in the 

complex form. 

f( t ) 

tOO 

Fig. 4.18 

4.3. Represent the waveform shown in Fig. 4.19 a.~ a sum of an even function and an odd func­
tion. Determine its Fourier series using the even and the odd components. 

f(t) 

-1 

-A 

Fig. 4.19 

4.4. The Fourier series of a voltage waveform is given by 

100 . 100 . 100 
v(t) == 10 + --;- sm 100 Jtt + "3'n sm 300 It t + 5 It sin 500 It t + 

(i) Sketch the waveform. noting its important characteristics. 

(ii) Give the reasoning followed in arriving at this waveform. 

(iii) What would be the power developed by v(t) in a I-ohm resistor? 

(iv) What would be the power factor of the load when this voltage is applied across a 

series RLC circuit with R = 100 ohm, L", I H and C = 100 Ilt2 ~ F '! 

4.5. Sketch a periodic function which is continuous with continuous first derivative but discon­
tinuous second derivative. Determine its Fourier cocfficients and show that their rate of 
convergence as n -t ~ is proportional to I/n3 

4.6. One method of a.c. power control using thyristors is called the on-olf method. In this 
method, mains voltage is applied across the load for some time ton and is then switched off 
for time t"fl'. Load power is controlled by varying the ratio of ton and torI'. In a ,implified 
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situation assume that the 50 Hz mains supply is on for one cycle, off lilr the next cycle and 

on again. Determine the Fourier series for this voltage waveform. 

4.7. Sketch the waveform of a periodic function from the following mformation: 

(i) Its Fourier serics contains only cosine terms. 

(ii) All even harmonics arc absent. 

(iii) The period of the function is 4 seconds. 

(iv) During the interval 0 to I second, the function is a ramp with slope + I. 

4.X. Figure 4.20 shows the output voltage VI! of a three-phase rectifier circuit. Determine Ihe 

frequency spectrum of VI!. Compare it with the spectrum for full-wave single phase rectifier 

of Example 4.5. 

Fig, 4.20 

4. 'J. A rectangular voltage waveform of magnitude J 0 V, duty ratio 75% and frequency 50 H lis 

applied across a resistance of I ohm in serics with an inductance of 100 mH. Determine the 

steady-state current in the circuit. Also find the power and power factor of Ihe load CIrCUli. 

4.10. The differential equation model of a first order system, with input xU) and output y(t) is 

given by dyldt+2y = x. Determine the steady-state response of the system if the input x is 
the triangular waveform of Fig. 4.5. 



CHAPTER 5 

Fourier Transform 

LEARNING OBJECTIVES 

After a study of this chapter you should be able to: 

(i) determine the Fourier transform and the spectrum of non-periodic func­
tions of time; 

(ii) determine the impulse response from the differential equation model of 
a system; 

(iii) determine the response of linear systems in the time domain, using the 
convolution integral; and 

(iv) determine the response oflinear systems in the frequency domain, using 
the Fourier transform techniques. 

The previous chapter described how to represent a periodic signal in terms of 
its frequency components with the help of Fourier series. Such a representation 
permits determination of the response of a linear system to non-sinusoidal, peri­
odic excitations in terms of its response to sinusoidal input. We know take up the 
next logical question of how to represent a non-periodic signal in terms of its fre­
quency components. Such a representation is obtained with the help of the Fourier 
transform. It gives us a method of determining the response of a linear system to 
non-periodic excitations in terms of its response to the sinusoidal signal. Fourier 
transform techniques are particularly useful in the analysis of filters, communica­
tion systems, sampling processes and other areas of signal analysis. 

5.1 From Fourier Series to Fourier Transform 

In the development of Fourier series we used the symbol ro to denote the fun­
damental frequency of a periodic signal, its harmonics being 2 (i), 3 ro , 
4 ro , . .. III the study of Fourier transform, we will have to distinguish between 
the fundamental frequency of a given signal and the general frequency variable. 
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Therefore, we shall use the symbol ~l to denote the fundamental frequency of a 

particular periodic signal and reserve W for the general frequency variable. The 

exponential form of Fourier series for a given periodic signal of fundamental fre­

quency roo can then be written as, 

f (t) = L an exp (jnroof) and an - TI fl2 f(t) exp (- jnwll t) dt (5.1) 
- Til 

where WIl = 21t 1 T. T being the fundamental period of the given waveform. 

To extend the Fourier methods from periodic to non-periodic signals, let us start 

with a periodic rectangular pulse train of repetition period T and pulse period ~" 
lts frequency spectrum will be a line spectrum with ~l as the spacing between the 

lines. The signal and its spectrum are shown in Figs. 5. J (a) and (b). Now, let the 
repetition period T be doubled, to 2T, keeping Tp fixed. The fundamental frequen­
cy will be halved to ~l 12. The spectral lines will now be more closely spaced, 

with spacing of ~l 1 2, as shown in in Fig. 5.1 (d). 

" 
Ab I-cuo 

D 0 
~t 

I-T 
(a) (b) 

n j r~~ n .. 
I--n---l 

(e) 

AS 
-2-

(d) 

Fig. S.l The Effect of Increasing Repetition Period on the Line Spectrum 
of a Rectangular Pulse Train 

ncuO 

Let this process of increasing T (keeping T" fixed) continue still further till T 
tends to infinity. The pulse then repeats itself after infinite time, i.e., the pulse does 
not repeat itself. We have thus moved from a periodic signal to a non-periodic 
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signal. In the process, the duty ratio 0 = T,,I T ~ 0 and the fundamental fre­

quency WI) = 2n/ Tbecomes smaller and smaller, i.e., WII ~ dw. Then, we can 

write I / T = dw / 2 n. The spectrum becomes more and more dense with the gap 

between the spectral lines reduced to dw. Thus, the frequency variable flWo of the 

line spectrum becomes a continuous variable w. With these changes introduced in 

the Fourier series of eqn. (5.1), the coefficient (X" becomes a continuous function 

of w. Or, 

(X" = (X (w) = dOOr f(t) e- iw , dt. 
2n -~ 

Substituting this value of (X" in the expression forf(t) we get, 

(5.2) 

With the variable fl~1 changing to a continuous variable 00, the summation sign ill 

the above expression must change into an integration and we get, 

f(t) = f= ~: [ (= f(t) e-
jw1 

dt] e
iQJ

' 

_L f [r f(t) e~J"" dt] tI"" dOl. 
2n _= ~ 

(5.3) 

The quantity inside the brackets in eqn. (5.3) will be a function ofw. Let us call 
it F(w). Then, eqn. (5.3) becomes, 

I f = 
f(t) = 21t _= F(w) £1'"1 dOl. (5.4 ) 

Equation (5.4) is called the Fourier inu;gral. Thus, the Fourier series of eqn. (5.1) 

turns into the Fourier integral of eqn. (5.4) as we go from a periodic signal to a 

non-periodic signal. 

For a moment let us go back to the line spectrum of Fig. 5.1. As the lines come 
closer, the magnitude of the spectrum reduces. In the limit as T ~ 00, (X" ~ O. 
Therefore, instead of (Xn let us define (Xn T as the spectrum. This quantity will be 

finite and, from eqn. (5.1) and definition of F(w), will be equal to F(w) in the limit. 

F(w), defined as, 

F(w) = f fit) e- jw1 dt (5.5) 

is a continuous function of 00 and is called the Fourier transform of f(t). It permits 
us to represent a function of time as a function of frequency. Correspondingly, 
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relation (5.4) is called the inverse Fourier trimsform of F(w) and gives a method 

of characterising a function of frequency as a function of time. 

Relations (5.4) and (5.5) are called the Fourier transform pair. This pair is 

repre::;ented by f(t) H F(w), meaning that F(w) is the Fourier transform ot'.fl:t) and 

f(t) is the inverse Fourier transform of F(w). This relationship is also written as, 

F(w) = :Tfit) and fit) = rl F(w). 

Both the time domain descriptionf(t) and the frequency domain description F(w) 

of the signal contain all the information about the signal and are equivalent, alter­

nate methods of representing a gi ven signal. 

The quantity F(w) is a complex function of w. Graphically it can be plotted in 

two parts: (i) I F(w) I vs. wand (ii) L F(w) vs. w. The first one is the 

amplitude plot and the second, the phase plot. Together they constitute the jre­

quency spectrum of tht:, given signal. In this plot, it is necessary to consider both 
the positive and the negative frequencies, i.e., the range of w is from -0<) to + 00. 

This is because a physically existing signalj\t) can be realised from e'Ulf only if we 

consider both the positive and negative values of w. For example, a physical signal 

cos (f)t = 
2 

The conditions for the existence of the Fourier transform of a function j\t) are 
similar to those for the existence of the Fourier series for periodic functions. In the 
present case, the conditions will be specified over the range - 00 < t < + 00 in­

stead of - TI2 ..:: t < + TI2, which was the range for the periodic functions. These 
conditions may be stated as follows· 

(I) The function must be absolutely integrable in the sense, 

r If(t)1 dt < 00. 

(2) It may have at the most a finite number of discontinuities in the range 

-00 < t < + 00. 

(3) It may have at the most a finite number of maxima and minima in the 
range - 00 < t < + 00. 

The first condition rules out any periodic function or functions iike step, ramp, 
etc., which exist for all the time. If the function has infinities, they must be in­
tegrable. A phy~ically realisable function will always satisfy the other two condi­

tions. 

Let us re-examine the association between the line spectrum CJ.n of the Fourier 

series and the continuous spectrum F(w) of the Fourier transform. The complex 
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quantity an gives the magnitude and the phase angle of the nth harmonic com­

ponent of a periodic signal and is defined as, 

I a = -
" T 

fl2 f(t) exp (- jnO)\! t) dl 
- T/2 

where Wo = 2 1t / T is the frequency of the periodic signal f(t). When we go over 

to the non-periodic case by letting T ~ 00, the discrete variable a" = a (n wo) 

becomes a continuous variable a (0). But because of multiplication by liT in the 

above expression, the magnitude J a (0) J ~ O. However the product a (0). T 

does approach a finite non-zero value and this value is F(w). That is, 

lim a (0). T = J ~ f(t) e- iw1 dt = F(w), 
T-'/oot> 

where f{t ) satisfies Dirichlet's conditions given above. Although F(w) is now 

called the (continuous) spectrum off (t) , I F(w) I does not give the amplitude of 

the frequency component 0). 

To assign physical significance to F( w) we now write it as, 

F(O) = lim a (0) . T = 2 IT 
'1'---"7"'" 

a (0). 

dw 

Since this expression involves division by del), we may call F «(I) as thefrequel1c)" 

densit), of the signal Re). Another descriptive term used for F «(/) is relative fre­

quency distribution. This term arises because although the absolute amplitude of 

each frequency component is infinitely .small, their relative magnitudes are dis­

played by a plot of IF (0) I vs. (I). We shall contend ourselves with the term 

spectruIH for F( 0) . 

5.2 Fourier Transforms of Some Common Signals 

;\ rectangular pulse: A rectangular pulse of amplitude A and duration -T12 to 

+Tl2 is ~hown in Fig. 5.2(a). Since this signal is encountered quite frequently it 

may he given a special symbol,.{,,(t). To derive its Fourier transform, we proceed 

as follows: 

= J
TI2 A 

-T12 

A 
-jO) 

e- j(f)l dt 

AT sin ( w T 12) 
(0) T 12) 
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AT S
· w T 

= InC-' 
2 

(5.6) 

Although the bandwidth of the spectrum shown in Fig. 5.2(b) is theoretically in­

finite, for most practical purposes it may be assumed that the significant frequency 

components lie in the range - 21t I T ~ w ~ + 21t I T. Thus, if a channel has a 

bandwidth 41t I T, it will be able to transmit the rectangular pulse more or less 

faithfully. Now, if the pulse width T is reduced, the channel bandwidth, required 

for its faithful transmission will be more. For example, a pulse of I millisecond 

duration will require a channel of bandwidth 13 kHz while a I microsecond pulse 

will require 13 MHz. Realising a large bandwidth channel is more complex and 

expensive. Hence the statement, that it is more difficult to transmit (without dis­

tortion) a short duration pulse than a long duration pulse. 

f(t) =tp(t) F (w) 

A 

w 

(b) 

Fig.5.2 Rectangular Pulsc and Its Frequcncy Srcctrum 

Irthe rectangular pulse of Fig. 5.2(a) is shifted to the right by an amount TI2, so 

that its duration becomes 0 to T, its Fourier transform becomes, 

J
T 

F(w) = A e-jUlI dt. 
o 

Working it out we get, 

F(w) = AT sin (w n!2 exp (-jwT /2) 
(w n /2 

w T ,./' AT Sinc - e- 1w -. 

2 
(.1.7) 

Equation (5.7) shows that the amplitude spectrum remains the same but a phase 

lag, equal to L (I) TI 2, is added. 

This is a general property of the Fourier transform, i.e., if the time function is 

shifted by an amount to, its Fourier transform is multiplied by exp (- j(l)(o). That is, 

if fet) H F(w), then fU - to) H F(w) exp (-jwto). This is called the sh(fting 

property of the Fourier transform. 
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A friaflMular pulse: Instead of determining the transform directly, we first note 

that the triangular pulse of Fig. 5.3(a) can be obtained by integrating a pair of 

square pulses shown in Fig. 5.3(b). We therefore enquire what happens to its 

Fourier transform when a time function is differentiated or integrated. 

Let fU) H F (w). Then, 

I f-fU) == in _= F (w) e,mr dw. 

Differentiating both sides of this equation with respect to t, we get 

dl(tl = .. 1- f = [ ] - jw F(w) e1
(O( dw. 

<if 2 n: -~ 

Therefore, we conclude that when a time function is differentiated, its Fourier 

transform is multiplied by jw. If the function is differentiated n times, the trans­

form is multiplied by Uw)", i.e., 

<in f(t) 
dIn H Uw)" F(w). (5.8) 

Conversciy, if the function is integrated its Fourier transform gets divided by jW, 
i.e., 

f(O 

-+r 
-T 

-A 
(a) ( b) 

F(w) 

Jiig.S.3 (a) A triangular Pulse; (b) A Pair of Square Pulses; 
and (c) Spectrum of Triangular Pulse 
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J Jet) dt H F. (ro) 
Jro 

(5.9) 

Coming back to the triangular pulse, we note that the function/I(t) of Fig. 5.3(b) 
can be written as, 

II (t) == 1;, (t + T 12) - 1;, (t - T /2). 

Recalling that j;, (t) HAT Sinc (roTI2) and using the shifting property, the 

Fourier transform of!I(t) is given by, 

FI(ro) = AT [ Sinc ro
2
T eJffiTI2 - Sinc ro

2
T e~jWTI2] 

AT Sinc ro
2
T [ e j ,oTI2 - e~jWTI2 ] 

Now, since / (t) of Fig. 5.3(a) is the integral ofji(t) of Fig. 5.3(b), using the 
integration property of eqn. (5.9), we get the Fourier transformation F( w) of.f(t) as, 

F(w) == !d!Ji2 
jw 

The spectrum of the triangular wave is shown in Fig. 5.3(c). 

(5.10) 

The decaying exponential: Thc function j{t) = A e-ilr u(t) is shown in Fig. 
5.4(a).1t8 Fourier transform F (w) is given by, 

F(w) == J~ Ae~'" u(t) exp (-jwt)dt 
o 

= 

A [ ~ ( - (a + j w) t )] ~ 
- (a + j w) 0 

A 

a+ jro 

The magnitude and the phase angle of F(w) are given by, 

(5.11 ) 



A 

and 

-at 
f(t)=Ae u(t) 

(a) 

jF(w)1 

(b) 
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-TT/2 

LF (IJ) 

rr{2 

( c) 

Fig. 5.4 The Decaying Exponential and Its Spectrum 

A 

L F (<0) == tan-I (- <0/ a) . 

The magnitude and phase spectra are shown in Figs. 5.4(b) and (c). 

The GausianJunction: The Gaussian functionJ(t) == exp (- Jt r) shown in Pig. 

5.5(a) occurs frequently in the study of stochastic systems. The normalised form, 
withf(O) == 1, has the property that the area under the curve is unity. I.e., 

f - J(t) dt == f - exp (- Jt t") dt == l. 

The Fourier transform of the Gaussian function is given by. 

F (<0) == f - exp (- Jt f) exp (- j<Ot) dt. 

Replacing frequency <0 (rad/sec) by h (Hz), <0 == 2 Jth, we have, 

F(h) == r exp (- Jt t2
) exp (- j 2 Jt h t) dt 

t(t)=em2 

-1 -.5 0 .5 1" inHz 
(a) ( b) 

Fig.5.5 The Gaussian Function and Its Spectrum 
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= r exp [-1t (r + 2jht)] dt. 

To complete the square in the exponent, Illultiply the function by 

exp [-1t Uhf2] = exp (1th2), i.e., 

exp (nh2) F(Il) = r exp [-1t {r+2jhf + (j1l)2} I dl 

or F(Il) = exp(-1th2
) [=exPl-1t(t+jhndt. 

Let the variable of integration be changed from t to "t = t + jll. Then dt = d-r. 

However, the limits of integration remain the same for all finite h. Hence, 

The integrand on the right-hand side is also a Gaussian function and hence the 
value of the integral is unity. Thus, 

F(h) = exp (-It 1l 2
) • (5.12) 

Thus, the Gaussian function has the interesting property that its Fourier transform 
is also Gaussian as a function of frequency h in Hz. 

Tahle ofFouriel' fransform pairs: Starting with a few basic transforms and using 

the fundamental theorems and properties we can build up a fairly comprehensive 
table of Fourier transform pairs. Such a table (Table 5.1) is particularly useful for 
finding the inverse transforms. 

5.3 The Impulse Function 

One of the key concepts in the analysis of linear systems is the impulse response 
of a system. An impulse is a singularity function and has properties which are 
somewhat different from those of ordinary functions of time. Ordinary functions 

are specified by defining the relation for obtaining th~ value of the function (a 
number) for every value of its argument in some specified field. But an impulse is 
defined by thc effect it produces when interacting with an ordinary function of 

time. A unit impulse 0 (f), occurring at l = 0, is defined by the property, 

r 0 (t) f(t) dt = f(O) (5.13) 

where f (t) is an ordinary function of time, continuous at the origin. A quantity 
defined in this special way, by the effect it produces, is called a generalised fUllc­

tion or a distribution. Some of the properties of the generalised function OCt), 

detined by eqn. (5.13), are now given. 



Table 5.1 Fourier Transform I'airs 

Til1l~ function 

t (t) 

~t 
Rectangular pulse or gat~ function 

t (t) 

2. 

T 

Triangulnr pulse 

-at 
f(t)=Ae u(t) 

Decaying npuncnlial 

4. 

(, 
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Fourier tran~form 

A7' S· (J)'[ lI1e;! 

A 
o+j(J) 

(J)tl 

... l~ + j(J) 

(a + j(J))2 + O~~ 
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I. Scaling: This is given as, 

f k 0 (t) fit) = kf(O) (5.14) 

where k is a real constant and k 0 (t) an impulse of strength k, occurring at t = O. 

2. Shifting: This is written as, 

(5.15) 

providedf(t) is continuous at t ::: tl. Here, 0 (t - t l) is a unit impulse at t::: tl. From 

the above relations we can say that the effect of an impulse at t::: tJ, interacting with 
a functionf(t), is to 'pluck out' the value of the function at t::: tl. 

3. Equivalence: Let iJ>(t) be an ordinary function with the following properties: 
(i) it is infinitely smooth, i.e., it possesses derivatives of all orders, and (ii) the 
value of the function is zero outside some finite interval of time, i.e., for 

I ::: - "" and t = + "", <p (t) = O. Such a function is called a test function. 

Then, two generalised functions gl(t) and g2(t) are equivalent, i.e., g l(t) ::: g2(t) if, 

f gl (t) iJ> (t) dt ::: J g2 (t) iJ> (t) dt. (5.16) 

Now let us define another generalised function u(t) by the following effect it 
produces on any test function iJ> (t) : 

f u (t) <\> (t) dt ::: [ <\> (t) dt. 
- (I 

(5.17) 

Thus, the effect of the generalised function u (t), operating on the test function 

<\> (t), is to find the area under the curve <\> (t) in the interval 0 to "". Note that u(t) is 
similar to the ordinary step function. However, as defined here, it has some special 

properties also, e.g., it possesses a derivative. 

Let u' (t) be the derivative of u(t). Let us determine the effect u'(t) will produce 
on a test function iJ> (t). This effect is given by the defining integral, 

f u' (t) iJ> (t) dt. 

Integrating by parts we get, 

r u' (t) <)l (t) dt ::: u (t) iJ> (t) I ~ - f_ u (t) <\>' (t) dt. 

The first term on the r.h.s. is equal to zero because of the property (ii) of the test 
signal <\> (t). From the defining relation (5.17) the second term becomes, 
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r u (t) (j>' (t) dt :::: 

:::: (j>(t) I~ 

:::: - 4> (0) 

Therefore we get, 

f u' (t) 4> (t) dt :::: 4> (0) . 

However, substituting 4> (t) in place of fit) in eqn. (5.13) we also have, 

f 8 (t) 4> (t) dt == 4> (0). 

Therefore, from the equi valence property (5.16) we get, 

u' (t) == 8 (t) (5.18) 

Thus. we conclude that the derivative of the generalised function u(t) is the 
generalised function 8 (t). Similarly, for higher derivatives, i.e .. 

u" (t) :::: 8' (t), (called a 'doublet') 

u'" (t) :::: 8" (t), (called a 'triplet'), and so on. 

Defined as an ordinary function, the step function will not have derivatives. But 
defined as a generalised function, it can have derivatives of any order. It is one of 
the main advantages of the theory of generalised functions that we can define 
derivatives for discontinuous functions also. Such derivatives will be in terms of 
the impulse function and its derivatives. 

As an ordinary function, the unit impulse may be thought of as the limiting case 
for a pulse of width Ll and amplitude 1/ Ll (i.e., with unit area) as Ll tends to zero. 
In that case, the unit impulse will be a function of infinite magnitude, zero dura­
tion, and finite area of unity, as shown by the sequence (a), (b) and (c) of Fig. 5.6. 

Symbolically, the impulse is represented by Fig. 5.6(d), with its strength indi­
cated by the number near the arrow. Although Fig. 5.6 shows impulse as the limit­
ing case of a sequence of unit area rectangular pulses, the shape of the pulse is not 
material. We could get impulse as the limiting case of a unit area triangular pulse 
or a Gaussian pulse or any pulse with unit area. 

Let us now determine the Fourier transform of an impulse. From the basic 
definitions of Fourier transform [eqo. (5.5)] and the unit impulse [egn. (5.13)] we get, 

1'8 (t) :::: f S (t) exp (- j rot) dt :::: exp (- j ro . 0) :::: ) 
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I.e., 

1 
7l 

--t 

1 
X 

A 
(a) 

A 
(e) 

o (t) H I 

I+-

Fig. 5.6 Impulse Function 

1 
A 

-I A !"t-
(b) 

Cd) 

constitute a Fourier transform pair. This result can easily be extended to, 

( :5 It)) 

Equation (5.19) means that the spectrum of a unit impulse is a constant equal to 

unity for w ranging from -00 to + =. This flat spectrum can be viewed as the 

limiting case for the spectrum of a pulse (Fig. 5.2) as the pulse tends to an impu Ise 

An impulse has zero duration: hence, pulse period T in Fig. 5.2(a) tends to zcro. 

Thus, the curve in Fig. 5.2(b) will cut the (J) axis at infinity. In other words, it will 

be a line parallel 10 the co axis with a magnitude AT = I. In practical terms, it means 

that to transmit a unit impulse faithfully we require a channel of infinite bandwidth. 

5.4 Convolution 

Chapter:" described the classical method, using differential equations, for deter­

mining the response y(t) of a linear system for an input x(t). Since only functions 

of time, x(t), y(t) and their derivatives are involved in the solution process, we say 

that the classical method is a method in the time domain. There is another method 

for determining the system response in the time domain which uses the concepts 

of impulse response and convolution. 

When an initially relaxed system is subjected to a unit impulse at its input, the 

resulting output of the system is called its impulse response (Fig. 5.7) and IS rep­

resented by the symbol h(t). Because the superposition principle is valid for linear 
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Input Output 

x(t) =o(t) 
System 

y(t)= h(t) 

Fig. 5.7 Impulse Response 

syslems, the response to an impulse of strength k will be kh(t). Since the system is 

time invariant, its response to a unit impulse occurring at t = t. i.e., to 8 (t ~ t), 

will be flU ~ t). If two impulses kl 8(,) and k2 8 (r ~ t) are applied together, the 

response wili be kJ h(t) + k, her ~ 'r). If the system is subjected to an impulse train 

given by L k" 8 (I ~ /I ll), the response of the linear system will be, 

I k"h (t ~ f1 ll). 

Now, let the sy~tem be subjected to an arbitrary input x(t). The function x(1) can 

he approximated by a series of rectangular pulses as shown in Fig. 5.8. The width 

of each pulse is II and the height is equal to the value of x(t) at the midpoint of the 

particular pulse, i.e .. the pulse amplitude of the nth pulse (centered at nil) will be 

\(11 ll). Thus. the area of the nth pulse is & (n ll). The approximation to xU) be­

COl1le~ better and better as II is made smaller and smaller. Also, when II is suffi­

ciently small, the response of the system to a pulse is the same as its response to 

an impulse of strength equal to the pulse area (as will be demonstrated later). 

Therefore, lhe response of the system to a very narrow pulse at f/ II wiff be 

1\ . x (1/ ll) . II (t - f1 ll), and the output yet) will be the sum of responses due to ali 

the pulses, i.e., 

Y (l) L II . X (Il ll) h(t - Il ll). 
n=-oo 

Fig. 5.8 Approximation of a Function by Pulses 
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In the I i mit, as ~ ~ 0, ~ can be replaced by d t, n ~ by the continuous variable 
t, and the summation by integration. Thus, 

y(t) = r x(t)h(t-t)dt. (5.20) 

The integral in eqn. (5.20) is called the convolution integral. Equation (5.20) is 
symbolically written as, 

yet) = x(t) * h(t) 

which means thatthe output of a linear, relaxed system to any arbitrary input can 
be obtained by convolving the input with the impulse response of the system. Thus, 
if the impulse response of a system is known, its response to any input can be 
obtained by relation (5.20). In other words, the impulse response completely char­
acterises a system. 

The convolution operation is a general mathematical operation between any 
two functions. That is, 

II (t) * fi(t) = f ij (t) /2 (t - t) d t. 

It is easy to show that.ft(t) * h (t) = /2 (t) * /1 (t), i.e., eqn. (5.20) can also be writ­
ten as, 

y (t) = f h (t) x (t - t) d t. 

In the analysis of physical systems, t = 0 is chosen a' the instant at which the 
input is applied to the system. Thus, x(t) = () for t < O. Therefore, the lower limit of 
the convolution integral in eqn. (5.20) can be made zero instead of -00. Also, the 
output of a physical system at any time tl will depend upon the values of the input 
only up to tl. This is obviously so because a physical system cannot respond to an 
input not yet applied to it. (This is called the property of causality.) Thus, the upper 
limit for tin eqn. (5.20) will be t l • That is, the output of a physical system at t == tl 

will be 

Since tl can have any value t, we have 

y (t) = J x (t) h (t - t) d't. 
(I 

(5.21) 

Example 5.1:- The impulse response of a linear system IS given by 
h(t) = 2 e-I [Fig. 5.9(a)]. Determine its response to (i) a step input and (ii) a pulse 
of magnitude J 0, duration 2, centred at t = 3. 

Solution: The step response is determined directly from eqn. (5.21) as, 



y (t) = f u('t) 2 exp [- (t - 't)] d't 
o 

= 2 e-t f e"C d't = 2 (l - e-t) . 
f) 
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(ii) The given pulse is shown in Fig. 5.9(b). It can be expressed mathematically a'i, 

f(t) = IO[u(t-2)-u(t-4)] 

Using eqn. (5.21) the response is, 

y(t) = f 1O[u('t-2)-u('t-4)]·2 expl-(t-'t)]d't 
. (I 

20e-t [J u('t-2)e"Cd't - f U('t-4)e"C d 't]. 
o f) 

The first integral will be zero for 't up to 2 because of the multiplying factor 
u ('t - 2) . Therefore, the lower limit on the first integral should be 2. Similarly, the 

lower limit in the second integral should be 4. Thus, 

y(t) 20e-t [(et -e2)u(t-2) - (e'-e4)u(t-4)1 

20[{I-e-(t-2)}u(t-2) - {1_e-(t-4)} u(t-4)] 

A plot of y (t) is shown in Fig. 5.9(c). 

Graphical convolution: 

Impulse response testing is a very useful experimental technique. When a mathe­
matical model cannot be built due to lack of information about the system, such 
experimental techniques are the only methods available for finding system charac­
teristics. For practical test purposes, an impulse is approximated by a narrow pulse 
such that its width is less than the smallest time constant of the system. Of course, 

h(t) 

2 

(a) 

(a) 

x(t) 

10-----.,..----. 

234 
(b) 

(b) 

y(t) 

(e) 

Fig.5.9(a) Impulse Response, (b)Input, (e) Output 
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the pulse should have sufficient energy to excite the system into giving a recor­

dable output. In such a case, h (t) will be known only graphically. Many a time 

even the system input may be known only graphically. In the absence of analytical 

expressions for either x(t) or h(t), the evaluation of the convolution integral cannot 

be done analytically. Recourse is then taken to either graphical or numerical tech­

niques. Even when analytical expressions are available, it is conceptually helpful 

to visualise the convolution as a graphical process. We therefore consider a graphi­

cal interpretation of the convolution between two functionsMt) andt2(t). To be 

specific, Ictfl(t) be the input pulse x(t) of Fig. 5.9(b) andfl(t) the impulse response 

shown in Fig. 5.9(a). Then, 

y (t) ::: II (l) *h (t) = f I X Ct) h (t - T) d T. 
(I 

Now X(T) is simply xU) with t replaced by T. Let us tind out h (t - T) for a specific 

" time 1 = t" i.e., h (tl - T). It is easier first to find II(T- tl)' It will be h(T) shifted to 

the right by tl. The effect of changing the sign of the argument, from 

(1: - tl) to (tl - T), is to take the mirror image of the function around the vertical 

line at tl' The process is illustrated in Figs. 5.10 (b), (c) and (d). 

he'll =2e- "t" 

3 
'0 - - T-----.., 

2 

12 13 14 5 ';: (b) 

I (a)' I 
h( t,-"t1 I I 

I h (""[-t,) 

I : 
I 3 
I I I I 2 I I I I I 

2----1- I 
I I 

I I 
I t, =3 

1 " 5 -r (c ) 

)( ('r) h (t,-t) (d) yet) 

y (tl ) =-
tl 5 x(T)h (t,-l) (1't 
:I 

5 l ,. -r 

I'ig.5.10 Illustration of Graphical Convolution 
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Next, we multiply the functions in Figs. 5.10(a) and (d) to get the curve in Fig. 

S.IO(e). Its integral, i.e., the area under the curve in Fig. 5.1 O(e), will be the value 

of output y(tl) at the instant fl. To obtain the output at another instant 12, h(t) is 

shifted to the right by f2, folded along the vertical axis at f2, the resulting figure 

multiplied by x(t) and the product curve integrated to get Y(12)' This process is 

repeated for all instants of time to get the complete yet). 

In this particular problem for values of time less than 2 there will be no common 

overlapping area between x(t) and h(t - 1). Hence, the product will be zero and the 

output will be zero up to t = 2. 

If the values offl(t) and fit) are stored as sequences of numbers in a digital 

computer, one could develop a computer programme for performing the convolu­

lion numerically. 

Impulse response from d!tferential equation model: 

In linear systems analysis, the starting point is quite frequently the differential 

equation model of the system. In this subsection we develop a method for solving 

a given differential equation with impulse as the forcing function to determine the 

impulse response h(t) of the system. 

Let us start with a first order system. Assume the initial condition to be zero. 
That is, we want the solution of equation, 

dy 
a dt + by = 8(t), y (0) = o. (5.22) 

Let us approximate the impulse response as the limiting case of the response for a 

rectangular pulse of magnitude M = I / ~ and duration ~ (area equal to unity), as 

~ tends to zero. 

In Fig. 5.11 (a) ~J is many times larger than the system time constant a/b. So the 

output starts like the step response. reaches its steady-state value MJ/b before the 

pulse is removed, and then decays exponentially with the time constant a/b. That 

is, after the removal of the pulse the response is the same as the natural response 

with initial condition MI/b. In Fig. 5.1 I (b) the pulse is made much narrower. The 

response start exponentially towards the steady-state value M2/b. However. the 

pulse gets terminated much earlier, by which time the response has reached some 

value (X2. Thereafter, it behaves as the natural response with initial condition (X2. 

In Fig. 5.11 (c) the pulse width is still smaller. The output starts exponentially 

with an initial slope (M,/b)/(a/b) = M1/a. In the very short time ~3 the slope will 

not be altered much from its initial value. Hence, at the end of the pulse duration 

the output would have reached a value (M,/a)~1. But M, = I / ~,. Therefore, 

(x, = I / a. This means that if the pulse is sufficiently narrow, the output would 

reach a value I1a at the end of the pulse period, irrespective of the actual pulse 
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r 1 
M2=K2 Input 

M 1 =-.L f----''-------; 
til 

(a) (b) (c) 

Fi~. 5.11 Impulse Response of a First Order System as the Limiting Case of 
Its Pulse Response 

width. In the limit as ~ ~ 0, the pulse becomes an impulse. In this case, the 
output would reach a value of lIa in zero time. Thereafter the response would be 

the same as the natural response with initi:ll condition I/a. 

Thus, we reach the important conclusion that the response of a first order sys­
tem, with its model given by eqn. (5.22), to a unit impulse is the same as its natural 
response with the initial condition yeO) = lIa. In an electrical R-C circuit, one could 
think that the unit impulse source is able to transmit unit amount of charge to the 

capacitor, by a current of infinite amplitude and zero duration, and then the circuit 
behaves as if it had only an initial voltage across the capacitor. 

The extension of this physical reasoning to a second order system, 

a2Y + al)' + (10)' = 8(t), 

would show that its unit impulsc response wiJJ be the same as its natural response 

with initial condition}' (0) = 1/ U2 and yeO) = O. Similarly, the unit impulse 

response of an nth order system, 

will be the same as its natural rcsponse with initial conditions, 

yin. I) (0) = I / an and yeO) = )' (0) = ... = yin-2) (0) = 0, 

It has already been shown that an impulse may be thought of as the derivative 

of the step function. Thus, if we know the step response of a system, its impulse 

response will simply be thc derivative of its step response, 

Example 5.2:~ Determine the output of the system shown in Fig. 5.12 for a 

'ingle. half-wave sinusoidal pulse. 
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xU) 

~ 
0 ~T 0 

A Input l.Vc.,,;y(t) 
- Xlt) C 

I Outpout 
T t o~----------~------~ 

Fig.S.12 

Solution: Let us first determine the impulse response of the system. The system 
equation is, 

dv x- Y dv 
C :::L = or RC :::L + Y = x. 

dt R dt 

The impulse response will be the natural response with initial condition yeO) = 
liRe. The natural response is given by, 

Y = _1_ e- tiRC for t > O. 
n RC ' 

Therefore, 

I 
h(t) = Y = _e-T1RC 

" RC . 

The input to the system, shown in Fig. 5.12, may be written as, 

. 1t 0 x(t) = A SIn T t, S; t S; T 

= 0, t > T. 

The output yet) is given by, 

yet) = x(t) * h(t) = A J sin ~T 1 exp {- (t - 1) / RC} d't, 0 S; t S; T 
RC I) 

::: 
A 

RC 

T 

f sin ~T 't exp {- (t - 1) / RC} d't , 
I) 

Evaluating the integral on the r.h.s. by parts we get, 

t > T. 

y(t) = (TR~r + .. 1t2 (Sin ~ t - T~C cos ~ t + T~C e-
tiRC J 

for 0 S; t S; T. 

For the particular case when RC = I and T = 1t we get, 

y(t) ::: i (si n t - cost + e-'), for 0 ::;;::;; T. 
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Y (t) 

~-------L------~~~t 

Fig.S.l3 

For t 2 T, the upper limit of the integral is T. Substituting this value and solv­

ing we get, 

The solution is shown in Fig. 5.13. 

Remarks: The use of convolution technique may look somewhat more compli­

cated for pen-and-paper analysis. However, it is well suited for programming on a 
wmputer. It has many other useful applications: e.g., in filtering and smoothing of 

data, particularly in the digital handling of large observational data. More impor­

tantly, for the linear systems, it establishes the basis for the powerful transform 
methods of analysis in the frequency domain, as will be demonstrated in the next 

sub-section. 

The convolution theorem: 

Letji (I) andh (t) be two functions in the time domain with FI (co) and F) (CO) as 

theirFouriertransforms,i.e.,fI(t) H FI(co) and ./i(t) H Fico). Let the convolu­

tion of{I(t) withji(t) be equal to y(t), i.e., y(t) =.Mt)*/2(t). Let y(t)H Y(co). The 

questions we now pose is: what is the relationship between Y(co) , FI(co) and 

F2 (co)? 

From the definition of convolution we have, 

y(t) = f /1 (1:) /2 (t - 1:) d 1:. 

Therefore, 

Y(co) f exp (- jcot) y (t) dt 

f exp (- jcot) f [JI (1:) /2 (t -1:) d 1:J dt. 

Interchanging the order of integration we get, 
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Y(w) = l/J(c) [l exp (-jwt)f2 (t-c) dt] de. 

The quantity insidc the brackets is, by definition, the Fourier transform of 

j; (t - c). From the shifting property of the Fourier transform we conclude, 

Hence, 

Yew) f II (c) F2 (w) exp (- jw"t) d"t. 

The integral term above is equal to FI(w). Therefore, 

Yew) = FI(w).F2(w). (5.23) 

The result given in eqn. (5.23) is called the convolution theorem. Stated in 

words: the operation of convolution bctwccn two time functions results in the mul­

tiplication of their Fourier transforms. This is one of the most powerful results of 

the convolution theory. 

To sce the implication of the convolution theorem for linear systems analysis, 

let fl(t) be the input x(t) H X(w) and flU) = h(t) H H(w), the impulse 

response of the system. Since yet) = xU) * h(t), therefore, 

Yew) = X(w). H(w). (5.24) 

H( w) i-; called the system flmction. Equation (5.24) means that in the frequency 

domain, the output is simply the product of the Fourier transform of the given input 

and the system function. Thus, the response of a system to any arbitrary input can 

be obtai ned if the system function is known. If thc output is desired as a function 

of time, it can be obtained by taking the Fourier inverse of Yew). This is usually 

done with the help of a table of transform pairs. This means a greaf simplification 

of the analysis procedure. The differential and integral operations of the time 

domain methods are replaced by simple algebraic operations in the frequency 

domain. And this is why transform methods are so very popular. 

A knowledge of the system function H(w) permits us to find the output for any 

given input. Hence, H(w) is yet another method of characterising the system and 

lIlay be called its mathematical model in the frequency domain. 

5.5 Analysis with Fourier Transforms 

Example 5.3:- Determine the current i in the inductor of rig. 5.14 for the appll('(1 

voltage \'(1) = 10 e-2
,. 
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R =1.n. 

" (tl 

Fig. 5.14 

Solution: First let us determine the system function H(w). The mathematical model 
of the system is dildt + i = vet). The impulse response of the system will be the 
natural response of the system with i(O) = I. That is, h(t) = e- I

• Using table 5.1 the 
system function is, 

I + jw 

The Fourier transform of the input is, 

v(w) = nv(t)] = .1(lOe-21
):::: 10/(2 + jw). 

Output 
10 

I(w) = V(w) H(w) = (I +jw) (2+jw) 

The expression on the r.h.s. can be expanded into partial fractions as, 

I(w) = 10[-1-
1
-.- - ~2 1. ]. 

+Jw +Jw 

We take the Fourier inverse of each term on the r.h.s. (using the table of Fourier 
transforms), to get, 

i(t) = 10 VI - e-2~. 

As illustrated by this example, the steps in this analysis procedure are as fol­

lows: 

(l) Find the system function H( w). 

(2) Determine the Fourier transform of the given input function. 

(3) Multiply the two together to obtain output as a Fourier transform. 

(4) Determine output as a function of time by finding the inverse of its 
Fu<.lrier transform, using a table of Fourier transform pairs. 
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The first step will be explored further in the next subsection. 

Determination of the system function H(ro): 

In Example 5.3, the method for determining H(ro) was: write the differential equa­
tion model of the system; determine its impulse response h(t); find the Fourier 
transform of h(t) to get H(ro). This procedure is somewhat cumbersome and if 
followed for relatively more complex problems, it will reduce the advantage of 
simplicity of the Fourier transform analysis. We, therefore, explore the possibility 
of finding a more direct method of determining H(ro). 

In the electrical circuit of Example 5.3, the input is a voltage and the output a 
current. If the input voltage were a periodic sinusoidal voltage of frequency 0\" say 
1\ 

V (roo), then, the elementary circuit analysis tells us that the steady-state current 
1\ 

I (0\,) will also be sinusoidal. The amplitude and the phase angle of the current 
1\ 

I (0\,) may be found out from the basic relation, 
1\ 1\ 

V (00,,) = Z (0\,) / (roil), 

where Z(O\,) is the impedance of the circuit at frequency woo We are using a cir­
cumtlex over the symbols for current and voltage variables to indicate that they are 
the phasor expressions for sinusoidal variables and not the Fourier transform of a 
transient, non-periodic time function. The above relation is valid for any frequen­
cy, i.e., 

A A A A 

V (w) = Z (ro) I (w) or / (w) = G(w) V (w) 

where G(ro) = 1/ Zero) is the admittance of the circuit. 

The role of admittance G(ro) or impedance Zero) in the steady-state sinusoidal 
analysis can be viewed ~s follows" It modifies the magnitude and the phase angle 
of the sinusoidal input V (ro) or /(ro) to produce another sinusoidal signal of the 
same frequency but of different amplitude and phase angle. The modifications in 
the amplitude and the phase angle will be different at different frequencies because 
G(w) and Zero) are frequency dependent. We now look again at the fundamental 
relation, i.e., eqn. (5.24): 

YeO»~ = H(ro) X (w). 

The Fourier transform X (ro) converts the function of time, input x(t), into its 
sinusoidal components having different magnitudes I X (ro) I and phase angles 
L X(ro) for different frequencies. The system function H(w) modifies these mag­
nitudes and phase angles to produce output Yew). Thus, H(ro) performs the same 
function as Zero) or G(ro). 

Therefore, we conclude that the system function H(ro) is the same as our 
familiar Zero) or G(ro) of the a.c. circuit theory, i.e., H(oo) = Z (w) [orG(w) 1. 
The determination of the impedance or admittance of an electrical circuit is a 
straightforward matter. For Example 5.3, we can easily verify that its admittance 
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is 1 / (I + jw), the same as the expression for H(w) determined from its impulse 
response. 

In the elementary circuit theory, it is tacitly assumed that a sinusoidal voltage 

will always produce a sinusoidal current of the same frequency. This is a fun­

oamental property of linear systems. That is, for a linear time invariant system, a 
si nusoidal input will produce a sinusoidal output of the same frequency. This result 

can be verified as follows. 

Let the output of a linear, time invariant system be y(t) for a sinusoidal input 

x (t) == exp UWot). Let us delay the input by t l , i.e., let the input be 

x (r - rl ) = exp UWo (t - tl)]. Because the system is time invariant, the outpullo 

X(t-f l) will be y(t-fl). But the input function can be written as 

x(t -II) = exp (- j <1\1 t l ) exp UWot). Since the system is linear, the output will 

also be multiplied by the constant exp (-jwotl)' Therefore. 

y(t - II) = y (t) exp (-j<l\1 11) or yet) = y (t - II) exp UWIIII). 

The above result is true for any II. i.e., tl can have any arbitrary value. In particular, 
for tl = t, we get, 

y(t) = yeO) exp U<I\lt) 

Now, yeO) is not a function of t. Therefore, we conclude that for a linear system. a 
sinusoidal input produces a sinusoidal output of the same frequency. The mag­

nitude and the phase angle of the output will depend on the complex quantity yeO). 

In fact, we can generalise the result of the previous paragraph into the state­
ment; a linear time invariant system will produce an exponential output, may be 
with different amplitude and time shift, for an exponential input e", whether the 
exponent s is real, imaginary or complex. This is because the model of a linear 
system will be a linear differential equation. Thus, the operations performed on the 

input to produce the output will be some combination of the operations of integra­
tion and differentiation. The exponential function has the interesting property that 
the result of integrating or differentiating it is also an exponential. And hence the 

statement that a linear system will give an exponential output for an exponential 
input. Note that when s in the exponent of eft is imaginary, i.e., equal toj(JJ. we get 

a steady sinusoidal variable. In such a case, the Fourier 'methods are useful for 

analysis. When s becomes complex. s = (J + j W (with (J negative), e" represents 

decaying sinusoids. The variable s is then called a complex frequency. Any given 
signal can be resolved into its components of complex frequency s by the usc of 

Laplace transform, as will be studied in the next chapter. 

Example S.4:-For the network shown in Fig. 5.15(a), determine the system func­
tion H(w) and hence its response to (i) a decaying exponential function x(t) = e-r 

shown in Fig. 5.15(c) and (ii) a decaying sinusoidal function x(t) = e-' sin 2t 
shown in Fig. 5.15(d). 
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(b ) 

t(t):: e-t sin 2t 

(d) 

.')'utu/ioll: From the equivalent circuit of Fig. 5.15(b) we have, 

fI(w) 
jO)+ IIRI C 

jO) + (II RI C + II R2 C) 

For the particular case RIC = R2C = I we get, 

H(O) :::: (I + jw) I (2 + j w). 

(i) For the input x(t) = e". 

X(w) = 1lx(t)l 1+ j 0)' 

Output Y( (t) X(CI) H (0) 

___ I _ ~ = __ 1_. 
l+jO)'2+jw 2+jO) 

Taking the Fourier inverse we get, 

(ii) Forthe input x(t) = e-I sin 2t, 

X(O) = .r[x(t)] 
2 

. 2 ,.,2 (from Table 5.1) 
(l + JW) -' 
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2(1 + jw) 
Yew) = X(w). H(w) = (2 + jw) [(1 + jW)2 + 4] 

The expression for Y(m) can be expanded into partial fractions as, 

Yew) = _A_ + Bm+ C 
2 + jw (I + jw? + 4 . 

Equating the numerators for these two expressions of Y(w), we get 
A = - 2/5, B = 2jl5, C = 2, or, 

-2/5 2+j2w15 
Yew) == 2+jw + (l +jwi+22 

= - 2 15 + 1 I + jw + .± 2 
2 + j w 5 (1 + jW)2 + 22 5 (I + jW)2 + 22 

Taking the Fourier inverse of each term, with the help of Table 5.1, we get, 

yet) = rl [( Y (w)J = - 2/5. e-21 + 2/5. e-I cos 2t + 4/5 . e-I sin 2t. 

Fourier methods enable us to resolve an arbitrary function of time into its 
sinusoidal frequency components. The Fourier series does it for periodic signals 
and the Fourier transform for non-periodic signals. Such a resolution of a signal in 
the timc domain into a signal in the frequency domain is most useful in the analysis 
of those linear systems whose characteristics can be expressed more conveniently 
in terms of their frequency response. The analysis can then be carried out in the 
frequency domain as illustrated by the two problems above. Many problems, like 
filtcring, sampling, modulation, etc., in control and communication systems, are 
analysed by the above techniques. In the following subsection, we will very briefly 
look at one of the problems in filtering to show the use of Fourier techniques in 
solving problems in that area. 

Filters: 

A filter is used either to suppress or to extract particular frequency components 
from a given signal. It may be realised using RLC components with, or without, 
active electronic components. It could also be any other signal-processing device, 
e.g., transducer, amplifier, transmission channel, etc. In fact, any linear system can 
be thought of as a filter, provided its frequency response is such that for some 
frequency range the output is zero. The characteristics of a filter arc expressed by 
the amplitude and phase angle plots of its system function H(w). The classification 
of filters into low pass, high pass and band pass filters is demonstrated in Fig. 5.16. 

The magnitude plots shown in Fig. 5.16 are for ideal filters with sharp cut-off 
frequency w,. In actual filters, the cut off would be more gradual. For example, 
Fig. 5.17 shows the amplitude plot for a physical low pass filter. 
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Some of the problems studied in the theory oftilters are: (i) What should he the 
system function H(ro) to extract a useful signal from a 'noisy' signal? (ii) Given a 
particular filter characteristic H(ro), predict how it will alter the 'shape' of signals 
passing through it. (iii) What are the distortions produced by filters and on what 
factors do they depend? All these problems are studied with the help of Fourier 
transforms. 

Example 5.5:-Consider the transmission of a pulse through a filter having the 
characteristics shown in Fig. 5.18. 

I H (Ul) I 

K~------------------

t------------....... w 

(a) Amplitude plot (b) Phase plot 

Fig. 5.18 Frequency Cbaracteristics of an All Pass Filter 

Because the amplitude spectrum is constant for all frequencies, such a filter is 
called an all pass filter. Further, its phase characteristic is a linear function of ro. 

Let the Fourier transform of the input pulse shown in Fig. 5.19(a) be X(ro). Then 
the output of the filter will be, 
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x(t) y(t) 

to t 
(a) Input (b) Output 

Fig.5.19 Transmission ofa Pulse through a Distortionlcss AlIl'hase Filter 

Yew) = X(w) H(w) 

K /X(w)/ L - w to 

K Ix(w)/ exp (-jwto) 

Now, from the shifting property of the Fourier transform, we know that a 

change in the phase angle in the frequency domain means a time shift in the time 

domain. Therefore, output, 

y(t) = rl Yew) = rl K /X(W)/ exp (-jw10) = Kx(t-fo). 

The output pulse, shown in Fig. 5.1 X(b), has exactly the same shape as the input, 
except that its magnitude everywhere will be attenuated by a factor K and it will 

be delayed in time by to . 

The information content of a signal is in its shape. The shape determines the 

relative magnitudes of its different frequency components. Multiplication by a 

constant and delay in time do not alter the relative magnitudes of the frequency 

components and, hence, the information content of the signal. In the present case, 

all the information coded into input pulse can be completely recovered from the 

output pulse. Filters having this property are called distortion/ess tilters. 

lfthe input signal is known to contain only limited frequency components (i.e., 

it is 'band limited'), then the filter will not proLluce any distortion if its pass band 

is reduced, so long as it is greater than the signal banLlwiLlth. The phase relation­

ship should of course be linear. 

;\s mentioned earlier, a physical tilter will alway's produce some distortion. 

These distortions are classified into two parts: (i) the amplitude distortion and (ii) 

the phase distortion. If the amplitude spectrum of the filter is not constant. it 
produces amplitude distortion and if its phase spectrum is not a linear function of 

w, it produces phase distortion. 

5.6 The DFT and the FFT 

Fourier transforms are also used in analysing field data in areas like remote sensing, 
seismic signals, bioelectric signals (EEG, ECG, etc.). Because of the large number 
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of data, recourse has to be taken to computer handling and analysis. The computer, 

however, will accept only digital values of signals at discrete instants of time. The 

f<ourier transform determined from these discrete values of signal is called the 

discrete Fourier trall.ljorm (Off). 

The DFT will con'espond more closely to the Fourier transform of the original 

analog signal (or the continuous time signal) if the discrete instants of time, at which 

the signal is sampled, are close to each other. For this reason, the number of signal 

samples to be stored and handled by the computer will be quite large for the usual types 

of signals in the application areas mentioned above. Both the storage space and the 

computer time needed for computing the Off may become prohibitively large. This 

is so because the number of multiplications needed, hence the computer time required, 

for calculating the Off from N signal samples is proportional to N 2. 

A technique called thefast Fourier trafl~f(}rm (FFf), (developed in 1965) dras­

tically reduces the computer time for computation of the discrete Fourier trans­

form. In the FFT the number of multiplications required is proportional to N log2 

N. If the number of samples is N = 256, tor example, the ordinary DFT will require 

2562 Illultiplications, while the FFT will require only 256x8 multiplications. Thus, 

the computer time will be reduced by a factor of nearly 1/32. 

GLOSSARY 

FOllrler TrailS/fir/II: The Fourier transform of a time function/lt), satisfying the Dirichlet conditions. 
IS given by, 

F(w) = C .f{t) e-iOJf dl. 

Tht. time function .f{t) can be obtained from the frequency function F(w) by the inverse Fourier 

1ransform. 

.f(t) = -.!.... r F(w) e l "" dw. 
2 1t _~ 

This pair of transforms is symbolically represented by/(t) H F(w). 

Shi/iillii Property (!/Fouri"r Trans/emn: If the time function/(tl ,,; shifted by nn amount 10, its Fourier 

transform is mUltiplied by exp (jWIO) , i.r .. i f/(t) H F(w). t hent(t - 10) H F(w) ex p 

(-j{JJ(o). 

Ditterl'nliati(}n and [megralion ProperTy" 11'.1(/) H F(!Il) then, 

dIU) H jw F(w) 
dl 

and J f(t) dl H /o"(w) 
. JUl 

Impulse Funcl/oll: As a 'generalised function' Ihe unit impulse 1)(1) occurring at t = 0 is defined by, 

C 1i(1).f(t) dt =f{O) 

where function .I(t) is continuous at t = O. As an ordinary function it may be thought of as the 

limiting case of a sequence of pulses of unit area, duration ~ and height 1/ tJ. as tJ. --t O. 
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Impulse Response: The output of a linear. initially relaxed system to a unit impulse input is called its 

impulse response and is represented by the symbol hU). The Fourier transform of unit impulse is I. 

Convolution In/egral: The convolution between two functions/I(t) andfi(t) is givcn by • 

.II(/) *12(1) = C. II (t).Ii (I - t) d t. 

COllvolLllion Theorem: Let h(t) H H(IO). x(1) H X(IO) and y(l) H Y(IO). If y(/) = x(l)" 11(1). then 

y (10) = X (10). H (10). 

System Func/ioll: The Fourier transform of the unit impulse response h(t) is calkd the system function 

H(IO). i.e .. H(IO) = 'J [/trIll. 

Filters: Any device used to either extract or suppress celtain frequency components from a given 

signal is called a filter. A low pass filter suppresses high frequencies but allows low frequency 

components to pass through it. A high pa~s filter suppresses low frequencies and passes high 

frequencies. A band pa~s filter allows frequencies in a ccrtain frequency range to pass through 

it and suppresses all frequency components above or below this pass band. 

lJix/or/ions in a Filter: If the amplitude spectrum of the system function H(IO) of a filter is not constant 

w.r.t. 10 in its pass band. it produces amplitude distOitions. If its frequency spectrum is not a 

liliear function of 10. it produces phase distortions. 

PROBLEMS 

5.1. Determine the Fourier transform for the following functions of time. 

(i) !(I) 
? re -2, 

u(l). 

(ii) 1(1) 2a/(a2 + (2) 

(iii) -lit 
2 

f(l) e 

(iv) J(t) [tn - I / (Il - I ) .J e -(1/ u(t). 

5.2. Determine the Fourier transform and sketch the spectrum for the functions of time descrihed 

by Fig. 5.20(a-d). 

f(t) tel) 

(a) (b) 

.. t f
(tl 

10 --0--0 
2 3 4 

(d) 

Fig.S.20 
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5.3. LetfU) H F(Ul). Prove the following properties of Fourier transforms: 

Scaling:f{all H !aT F ~ 0) I () 

(ii) Frequency modulation:.f(I) exp U!U;1 I) H F (Ul- !U;l). 

(iii) Frequency convolution: Y[fi (I) . .f2 (1)] = I /21t . FI (Ul) * F2 (w) 

where.tl(l) H F\ (Ul) and .t2 (I) H F2 (w). 

5.4 Prove the statement thai the convolution of a function with an impulse is the function itself, 

i.e .• 

.f(t) = (~ 0(1-1;)/(1;) tiT. 

5.5. Determine and skctch the impulse response of a second order system with 

roll = 2 rad/sec and 1;, = 0.5. 

5.6. The impulse response of a system is given by h(l) = Ie -/ • I > D. Determine and sketch 

its response to a triangular pulse of magnitude I. duration 2. centred at I = 2 using (i) the 
convolution integral and (ii) the Fourier transform. 

5.7 Determine and sketch the voltage across the capacitor of a series RC circuit when its input 

is a voltage pulse of amplitude I / Ll and duration Ll. with: (il Ll = 10 RC; (ii) Ll = RC; and 
(iii) A = 0.1 RC What conclusions do you derive from a comparison of these three cases? 

5R. The amplitude spectrum of an amplifier is constant over the frequency range 0-1 kHz. Its 

phase spectrum is given by L H(ro) = - 2 x /O-3fradians wherefis the frequency in Hz. 

Determine the minimum duration of a rectangular pulse which can be amplified by this 

amplifier without distortion. 

5.9. A filter has the system function 

H(w) = jllUl/(1 +jaw). 

(i) Plot the frequency response of the filter and. hence. determine the type oflhe filter 

(ii) Find its output for a single sine wave input. 



CHAPTER 6 

Laplace Transform 

LEARNING OBJECTIVES 

After studying this chapter you should be able to: 

(i) determine the Laplace transform F(s) of any function of timef (I); 

(ii) determine the transfer function models of linear time invariant systems; 

(iii) determine the Larlace inverse of a transform. using partial fraction ex-
pansion; and 

(iv) determine the response to linear systems to any type of input. non­

period or periodic, with or without initial conditions. 

A non-periodic function of time.r (t ) ean be represented in the frequency 

domain by its Fourier transform F (w), provided it is absolutely integrable in the 

sense. 

f _: I/(t) I dt < DO 

However. Illany useful functions-like the step function, the ramp function. the 

exponentially Increasing function--do not satisfy this condition and therefore do 

not possess a Fourier transform.' This difficulty is overcome in the Laplace trans­

form by resolving the time function into decaying sinusoidal components. The 

frequency variable then becomes a complex frequency s = a + jw. Thus, the 

Laplace transform is a generalisation of the Fourier transform and is perhaps the 

llIost powerful tool in the analysis of linear system. 

Fourier transform for such functions can still be defined in terms of a limiting case of sequences. 
However. Fourier transforms, so defined. contain singularity functions of frequency and hence 

Ihe analySIS lIsing such functions is not so straightforward. 
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6.1 From Fourier Transform to Laplace Transform 

Letf(t) be any function, including those which do not converge to zero as t4 00 

(like a step function) and hence do not satisfy the integrability condition of the 

Fourier transfonn. To promote convergence of this function', let us multiply it by 

an exponentially decaying factor e- 01
, where the value of the real constant 0' is 

such that, 

f :~ If(t) e-crll dt < oa. 

Then, functionf(t) e- 01 will have a Fourier transform given by, 

F(w) = f .~~ f(t) exp (-at) exp (-jwt) dt 

f _~~f(t) exp {- (0' +jw)}t dt. 

Giving (0' + j w) a new symbol, s, i.e., s = <:r + jW, we get, 

F (.1') = f ~~ f(t) exp (- st) dt. (6.1 ) 

F(s) is called the Laplace tramform off(t) and is defined by eqn. (6.1). To get the 

inverse Laplace transform we start with eqn. (5.4) for the inverse Fourier trans­
form which states that, 

f(t) f ~ F(w) e'''Jl d w. 
2 rr..j 

Change the variable of integration in this equation from w to .I' = 0' + jw. Then, dw 

= dsU. The limits of integration w = - 00 and w = + 00 become s = 0' - j 00 and 
s = 0' + j 00. With these changes eqn. (5.4) becomes, 

I f o'j~ 
f(t) = -2 -. F (.I') exp (st) ds . 

rr..J o-j~ 
(6.2) 

Equations (6.1) and (6.2) define the direct and the inverse Laplace transforms 
denoted by F(s) = .Lf(t) andf(t) = .L -/ F(s). The pair is denoted by f(t) H F(s). 

In the analysis of physical systems the values of input, output and other vari­

ables are usually counted after an instant t = 0, the time at which the input is 

applied to the system. That is, the values of functions prior to t = 0 are usually 
zero. Hence, the lower limit of the defining integral (6.1) may be made zero, i.e., 

F(s) = J ~ f(t) exp (-st)dt. 
(J 

(6.3) 

The Laplace transform defined by eqn. (6.3) is called the unilateral Laplace trans­

fortI! as opposed to eqn. (6.1), which is called the bilateral Laplace transform. We 
are concerned only with the unilateral Laplace transforms. 
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The complex variable s = cr + jm and can be represented graphically in a 'com­
plex s-plane' or simply the s-plane. In the s-plane the real or the x-axis is the 

variable cr and the imaginary or the y-axis is jro. A particular value of s = Sl is 

detined by its real and imaginary coordinates crl and jOl" as shown in Fig. 6.1. 

Sl'=.o;+jW 1 -----.., 
I 
I 
1 

Fig. 6.1 The s-plane 

cr 

The convergence factor cr, needed to force a function/U) to converge and hence 
have a Laplace transform will be different for different functions fit). In fact for 
every fit) there will be a range over which cr may take its values. 'This range of cr 
will define a region in the s-plane. This region is called the region of convergence 
of the Laplace transform ofj(1). The regions of convergence for some of the func­
tions are shown in Fig. 6.2. For a function like u(t), any positive value of cr, i.e. 

1(t )=u(t) jta) 

or 
t( t ): Hortn) 

~------------__ .t 

-a 

f(t )=e~t iw 

+a 

Fig. 6.2 Regions of Convergence for Some Functions 

(Excluding jw 
axis) 

cr 

~ 
CT 
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a > 0, is sufficient to cause convergence. Hence, the entire right half of the s­
plane, excluding the jffi axis. is the region of convergence for the Laplace trans­
form of a step function. Ramp functionf(t) = t, or any other power of t, will also 

have the entire right half of s-plane, except the jffi axis, as its region of conver­

gence. 

The above graphical considerations also give us a correlation between the 
Fourier transform and the Laplace transform. Since replacing the variable s by jffi 

in the dctinition of the Laplace transform gives the definition of the Fourier trans­
form, it may be thought that replacing s by jffi in any Laplace transform expression 
will give the Fourier transform of the corresponding time function. However, all 
the functions which have Laplace transforms do not necessarily have Fourier 
transforms. In fact, only those functions will have a Fourier transform for which 
a = 0 gives a valid Laplace transform. In other words. jf the jffi-axis is included in 
the region of convergence of the Laplace transform, only then replacing s by jffi 
converts the Laplace transform into the Fourier transform. If the jO}-axis is not 
included in the convergence region. it means that the function is not integrable 
and, hence, has no Fourier transform. 

From the above discussion, it should not be assumed that we can always tind 
2 

some (J which will make any given function convergent. For functions like e' or 
f'. there is no value of a which will make the function convergent when multiplied 
by exp (- crt). Therefore, such functions are not Laplace transformable. Functions 
for which there is some value of real constant a l such that, 

f ~ If(t) exp (al t) I dt < 00 , 
II 

are called functions of exponential order. The Laplace transform is defined only 
for such functions. Fortunately in linear system analysis we seldom encounter 
functions which are not of exponential order. 

6.2 Properties of Laplace Transform 

Linearity: The Laplace transformation is a linear operation, i.e .• if fl(t) H FI(s) 

andf2(t) ~ F2(s), then, 

[ A Ii (t) + B f2 (t) J ~ [A FI (s) + B F2 (s) I . (6.4) 

This property can be verified directly from the definition of the Laplace transform. 
I 

Shilting property: This is a direct extension of the shifting property of the Fourier 
transform, given in Section 5.2. If a function f(t) is shifted to the right by an 
amount to, the Laplace transform of the shifted function is given by, 

£[f(t - to) u(t - to)] = f ~ f(t - to) e-" dr. 
'" 
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Note that the lower limit of integration has been shifted to to, because the function 

is zero in the range 0 to to. Changing the variable of integration to 't = f - to, we 

get t = 't + to, and hence, dt = d't. The lower limit of integration changes back to 

zero. 

With these changes, we have 

L[f(t - to) 1 = f ~ f(t - to) e-II dt 
'0 

= f ~ f('t) exp [- .I' ('t + to) 1 d't 
o 

= exp (-sto) f = f('t) exp (-s't)d't = exp (-sto) F(s). 
o 

That is, iff (t) H F(s) then, 

f(t - to) H exp (- to ~-) F (s) 

This is called the time shift property. 

Multiplication bye-dl: Letf(t) H F(s). Then, 

L [e-arf(t) J = J = f(t) e-(.l+lI) dt = F (s + a) . 
o 

This is called the frequency shift property. 

Time differentiation and inteKration: In this case we have, 

~ [ df(t) ] = J ~ f' (t) e- 'I dt. 
dt (I 

Integrating by parts we get, 

or 

f (~ f' (l) e-" dt = f(t) e-'" 1= + .I' f (~ f(t) e-" dt 
o 

= - f(O) + sF(s) 

L [I' (t) J = .I' F (s) - f(O) . 

Extending the result to the nth derivative we get, 

(6.5) 

(6.6) 

(6.7a) 

Llf"(l)l = s"F(s) - .1',,-1 f(O) - .1',,-2 f' (0) - ... -f"-I (0). (6.7b) 

Similarly, 

L [f 1 {(t) dt] = J - [ J ' {(t) dt] e-" dt. 
0' () (). 

Integrating by parts we get, 
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The first teon on the r.h.s. is equal to zero. The second term js F (s)/s. 

L [ L: f (t) dt ] = F ;S) . (6.8) 

MuLtiplication and division by t: Differentiating F(s) W.r.t. s, 

dF(s) f ~ de--" f ~ 
-~ = f(t) -- dt = - [ t . f(t) ] e-" dt . 

ds () ds () 

Therefore, 

L I tf(t)] d F(s) = - ----;;;- . (6.9) 

Further, 

f ~ F (s) ds = J -, J - f(t) e-" dt] ds. 
, .f L () 

Interchanging the order of integration we get, 

J <0 F(s)ds == J - f(t) [J - e-'''ds] dt = f ~ [f(t)]e-"'dt . 
. , ().f () l 

, Therefore, 

L [ f;t)] == J,- F(s) ds (6.10) 

Initial andjinal value theorems: From eqn. (6.7a) we have, 

L If'(t)] = f ~ f' (t)e-" dt = sF(s) -f(O). 
II 

Tn the limit, as s ~ 00, the integral term becomes zero. Therefore, 

lim sF (s) = f(O) . (6.11 ) 

Equation (6.1 I) is called the initial value theorem and permits the evaluation of the 
initial value of a function from its Laplace transform, without the need for finding 

its inverse. ltf(t) is discontinuous at t== 0, elln. (6.11) gives the value off(O) when 
zero is approached from t'he positive side, i.e.,f(O+). 

Now, let s approach the lower limit, i.e., s ~ O. Then, from eqn. (6.7a) we 

have, 

lim f ~ f' (t) e-" dt == lim r s F (s) - f(O) I . 
. \)0 0 \ ~f) 
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With s ~ 0, the left-hand side integral becomes, 

f (~ f' (t) dt = lim f(t) - f(O) . 
I->~ 

Therefore, 

lim sF (.I') = lim f(t) . (6.12) 
\~O (-+00 

Equation (6.12) is called the.f/nal value theorem. 

6.3 Laplace Transforms of Some Common Functions 

The Laplace transforms of most of the commonly encountered functions can be 

derived from a knowledge of the transform for only a few elementary functions, 

and from the properties listed in the previous section. 

In these derivations, it is assumed thatf(t) = ° for t < 0, i.e .. all the functions arc 

multiplied by u (t). 

I. The exponential function,f (t) = {ft: 

L [eat 1= f - e'" e-'" dt = f - e-I,-a)dt = __ 1_. 
(\ (\ (.1'-0) 

(6.13) 

2. The unit step function,f(t) = u (t): 

If (/ is made equal to zero in the exponential function eat, we get the step function. 

Therefore. making a = ° in eqn. (6.13) we get, 

I 
L u (t) = -. 

s 

3. The sine function,f (t) = A sin rot: 

I A
· 1 - A exp (j ro t) L A exp (- j ro t) 

L Sill rot - L 2j - 2j 

(6.14) 

Using relation (6.13) for writing the Laplace transform of the exponential terms 

we get, 

. A [t I] L [A Sill ro t1 = -2' --.- - --.- . 
J s - Jro s + Jro 

Simplifying the r.h.s. we get, 

. 1 Aro L [A Sill ro t = -2--2 . 
S + ro 

4. The cosine function,f (t) = A cos rot: 

Following the same procedure as for the sine function we get, 

As 
L I A cos (t)t 1 = 

S2 + w2 

(6.15) 

(6.16) 
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5. Decaying sine and cosine functions: 

Using the frequency shih propeny [eqn. (6.6)J, eqns. (6.15) and (6.16) directly 

_ A (s+a) 
- (s+a)l+W 

o. The ramp function,j(t) = t: 

(6.17) 

(6.18) 

Treating the ramp fu nction as a multiplication of the unit step function by t, i.e .. 
. f(1) = Ill(t). and using eqn. (6.9) for multiplication by t we get, 

d(l/s) I 
£, r I u (t) J = - = ~ 

d, , 
(6. 19) 

7. Powers of /,j(t) '" t": 

A Jirect extension of the considerations for the ramp function gives. 

£, 11'1 n! 
(6.20) = -- . 

S~'I 

H. f(t) = r e- : 

Using e(ln. (6. 19) for the ramp function and the property given by [cqn. (6.6)J we get. 

(6.2 1 ) 

9. f(I)=( I -e-<ll") u(t): 

This frequenlly encountered function is the unit step response of a first order sys­
tem. From the linearity property we have, 

L [f(l») = L [U(I) - ' - " U(I») 

= -; - (s+a) = s(s+a) 
a 

(6.22) 

10. fU) = A c·a , sin (001 + e): 

Let us first tind the Laplace transform for A sin (001 + 9) and then usc eqn. (6.6). 

£, lAsin(Wl+9)1 = A£, r ,sinrotcoSe+COSOliSinS] 

=A 

=A 

[
oocose + SSine] 
S1+0:1- S1+0:1-

[
OOCOSS+SSinS] "+ oi 
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Therefore, 

0) cos 9+ (s+a) sin 9 
.£ [Ae- al sin(O)t+9)] == A 

(s + a)2 + 0)2 

I I . Rectangular pulse: 

(6.23) 

Expressing the pulse as a sum of two step functions,f(t);::; u(t)-u(t - T), and using 

the shifting property [(eqn. 6.5)J for the second term we get, 

.£ [f(t) J 
s s s 

(6.24) 

12. Unit impulse: 

In the definition [eqn. (5.13)] of a unit impulse, 

f :~ () (t)fCt) dt = f(o), 

we substitutef(t) = e'l to get the Laplace transform of the unit impulse. Since we 
are assuming all functions to be zero for t < 0, the lower limit of the above integral 
can be made zero. Thus, just like the Fourier transform, we have, 

(6.25) 

The Laplace transform of an impulse of strength k will be simply k and that of 
() (t - 'r) will be e .. 't. 

For convenience, the common functions and their Laplace transforms are listed 
in Table 6.1. 

Table 6.1 Laplace Transforms of Common Signals 

Timetunclionf(l) 

I. e al 

2. u (1) 

.1 A sin WI 

4. A cos 00/ 

5. A e at sin WI 

6. A e,II cos wt 

7. 

H. / n 

Y. te--£U 

10. f n e--at 

II I ·at -e 

12. A,' 1/1 sin (WI + 0) 

13. Rectangular pulse 
Unit Amplitude 
Duration 0 - T 

14. Impulse of strength k, k li{t) 

Laplace transfllrm F (.I) 

1/(.1 - a) 

11.1 

Awl (/+ ( 2
) 

As! (.12 + ( 2
) 

Awl [(s + a)2 + 00
2

] 

A (s + a) I [(s + a)2 + w 2} 

IIS2 

n! Is n+l 

I I (.I + a)l 

n! / [(s+a)n+l] 

a/s(s+ a) 

A [w cos 0 + (s + a) sin 6]' [ (.I + a)2 + ( 2)] 

(I - e -b) I .I 

k 
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6.4 The Transfer Function 

Let x (t) H X (s) be the input to a system and h(l) H H(s) the impulse response of 
the system. Then the output y(t) H yes) in the time domain is given by the con­

volution integral, 

y (t) = J ' x ('t) h (t - 1:) d 1: . 
II 

(6.26) 

Taking the Laplace transform of both sides of egn. (6.26) we get, 

Y (s) = L~ e-
If 

[ J {; x (1:) h (t - 1:) d 1: ] dt . 

The upper limit of the integral inside the brackets can be made 00 without altering 
its value, because h (t - 1:) = 0 for 't > t. Also, the order of integration can be 
interchanged. Thus, 

Y (s) = L~ x ('t) [L~ e-" h (t - 't) dt ] d 't . 

From the shifting property [eqn. (6.5)], the term inside the brackets is equal to exp 
(- s't) H (.1'). Therefore, 

Yes) = H(s) f = x ('t)exp (-s't) d't = H(s)X(s). 
{I 

(6.27) 

Equation (6.27) is the result of application of the corlVolution theorem to the 

Laplace transform. A similar result is relation (5.24) for the Fourier transform. It 
means that the effect of convolution of two functions in the time domain is the 
multiplication of their Laplace transforms in the s-domain. The term H (.I') = £, [ It 
(t) 1 is called the transfer function. Thus, if the transfer function H (s) of a system 
is known, its response to any input can be found out, using relation (6.27). This 
fact is the cornerstone of the linear systems analysis. 

Since relation (6.27) is an algebraic relation we could also write it as, 

H (s) = Y (.I') . 
X (s) 

(6.28) 

Equation (6.28) gives another way of defining the transfer function of a linear 
system: it is the ratio of the Laplace transform of the output to the Laplace trans­
form of the input for an initially relaxed system. (Note that the impulse response 
is, by definition, the response of an initially relaxed system to a Unit impulse.) 
Thus, if we know the Laplace transforms of the input-output pair, we can find the 
transfer function of [he system. 

It can be seen that the system function H (0), defined in connection with the 
Fourier transform, and the transfer function H (.I') defined here, are very much 
similar to each other. In fact, subject to certain conditions as mentioned in section 
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6.1, H (co) can be obtained from H (5) by replacing s by jeo. However, H(s) is morc 

general in the same way as the Laplace transform is more general than the Fourier 
transform. 

Since the knowledge of H (5) completely characterises a system, it is also 

known as the mathematical model of the system in the s-domain. 

The Laplace transform method of analysis makes it possible to obtain the out­

put of a linear system to any type of input: periodic, non-periodic, converging or 
non-converging (provided it is of an exponential order). The basic steps in the 
analysis procedure may be summarised as follows: 

(I) Obtain the Laplace transform of the input Xes). 

(2) Obtain the transfer function H (.1'). 

(3) Multiply the two together to get the Laplace transform of the output, 
i.e., Y (.I') = X (s) H (.1'). 

(4) Find the Laplace inverse of Y (s) to get y (t). 

The first step, i.e., the determination of the Laplace transform of the input has 
already been covered in the previous sections. We now discuss the second step. 

Determinatiun oftran4er functiun: 

If the analytical expression for the impulse response h (t) of a linear system is 
known, the determination of its transfer function, which is the Laplace transform 
of h(/), is quite straightforward. However, if we have to start from the given sys­
tem itself, which is most frequently the case, we formulate the differential equation 
model first and determine the transfer function from this differential equation. 

This is illustrated by the following examples. 

Example 6.1:--Transfer function of a d.c. generator: When considered as an 
electromechanical energy converter, the·d.c. generator converts mechanical power 
into electrical power. In many control applications, a d.c. generator is used as a 

power amplifier, amplifying the small input power to its field winding into a very 
large armature power output delivered to the load. In the family of amplifiers, the 
d.c. generator is called a 'rotating amplifier'. Let us determine its transfer func­
tion, treating the signal voltage applied across the field winding as the input and 
the voltage across the armature terminals as the output, under the no-load condi­

tion. 

Let us tirst write the system equations with reference to Fig. 6.3. The equation 
relating the input voltage to the field current is given by, 

L dif R' 
dt + If = Vi' (i) 
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Fig. 6.3 A d.c. Generator 

The field current produces magnetic flux q" which in turn produces the output 
voltage VO. In the portion prior to saturation, the magnetising curve of the d.c. 
generator may be assumed linear. In that case, the output voltage Vo is a linear 
function of the field current i, i.e., 

(ii) 

Combining eqns. (i) and (ii) we get the differential equation of the system as, 

(iii) 

Taking the Laplace transform of both the sides, with initial conditions assumed to 
be zero. we have, 

L R· k s Vo (s) + K Vo (s) = Vi (s) . (iv) 

where Vo (I) H Vo (s) and Vi (I) H Vi (s). 

From eqn. (iv). the transfer function H (s) = Vo (s) / Vi (s) is given as, 

I 
H(s) = (Llk)s + Rlk 

k klL 
Ls+R s+R1L 

(6.29) = --- = ---

The input may be viewed as the 'cause' and the output as the 'effect'. Thus, the 
transfer function relates the effect to the cause. This overall cause-effect relation­
ship is made up of a number of links in the form of a cause-effect chain. In the 
previous pr,~blem. for example, the first cause Vi produces an immediate effect if. 
Treating if as the cause, we tind that it produces a flux $ as the effect. Next, the 
cause q, produces the effect Vo. Each one of these cause-effect links gives rise to 
one system equation. 

Unlike the previous example, which is quite simple, other problems may have 
a large number of cause-effect links and, hence a larger number of equations. One 
method of finding the transfer function is to combine all those differential/al­
gebraic equations into a single equation, relating the input and the output, and then 
take its Laplace transform. A simpler method is to take the Laplace transform of 
each system equation and then combine these equations to get the overall transfer 
function. This second method is easier because the operation of taking the Laplace 
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transform converts a differential equation into an algebraic equation, and combin­

ing these algebraic equations is easier than combining differential equations. The 
approach to be followed is the same as that described in Chapter 1 for making the 
differential equation model of a system. 

Example 6.2:-Vibration table: High reliability electronic sub-assemblies for use 
in locations which are subjected to severe vibrations, like military mobile units, 

locomotives, aircraft, etc., have to be pretested for failures due to vibration. For 
this purpose, sample units are placed on a vibration table and vibrated continuous­

I y at controlled frequencies and amplitudes for a specified period, say, eight hours. 

A schematic diagram of the vibration table is shown in Fig. 6.4. The variable 
frequency alternating current flowing in the coil reacts with the flux of the per­
manent magnet yoke to produce an oscillatory force on the coil and the table at­
tached to it. The test sample is suitably secured to this vibrating table. The object 

of analysis here is to determine the transfer function relating the output x(t), the 
vertical displacement of the plateform, to the input vet), the voltage applied to 
the coil. 

.I~ariable 
--rrequency 
source 

Test sample 

Fig. 6.4 Vibration Table 

~m~nent 
magnet 

The input voltage v (t) = V cos (() t produces a current i in the coi I. The 
relationship between v and i can be obtained by applying Kirchhoffs voltage law 
around the electrical circuit The applied voltage will be opposed by the voltage 
drop across the resistance R and inductance L of the coil. In addition, there will be 
an opposing back e.m.f. due to the motion of the coil in the magnetic field of the 
permanent magnet. Its magnitude will be proportional to the linear velocity of the 
coil. Thus, the electrical equation is, 

di . 
Ri + L dt + KI x = v. (i) 

Now, treating the current as the cause, the effect it produces is the force f Since 
the magnetic flux is constant,j and i will be linearly related. i.e., 

(ii) 
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The force j; acting on the mechanical system, produces a displacement x. Neglect­
ing uamping due to air friction, the mechanical equation is, 

M x + K,x = f. (iii) 

where M is the total moving mass and K3 the spring constant of the leaf spring. 

Eliminating the algebraic eqn. (ii) by writing K2i for fin egn. (iii) and taking 

this term to the left we get, 

- K2 i + M x + K3 X = o. (iv) 

Taking the Laplace transform of the two system eqns. (i) and (iv) (assuming all 
initial conditions to be zero) we get, 

(R + Ls) I (s) + KI s X (s) = V (s) . 

- K2 I (s) + (MS2 + K3 ) X (s) = O. 

Combining the algebraic egns. (v) and (vi), we get the transfer function, 

LMs3 + RMi + (KI K2 + K3 L) s + K3 R 

(v) 

(vi) 

(6.30) 

The differential equation model of the system shows that it is a third order 
system. Accordingly, the denominator of the transfer function, egn. (6.30), is a 
third order polynomial. This is a general property of the transfer function, i.e., the 
order of the denominator polynomial is the order of the system. 

Transfer function from the differential equation model (general case): 

A general nth order system is represented by an nth order differential eguat:.:m, 

d'l ~ ~ 
df' + an - I df' - I + " . + al dt + ao y = X (t) . 

Taking the Laplace transform of both sides of this equation, with initial conditions 
assumed to be zero, gives, 

(sn + an-I s"-I + ... + als + ao) yes) = Xes). 

Therefore, the transfer function of the system is, 

H (s) = Y (s) = 
Xes) s" + an-I s"~~1 + ... + als +ao 

In general, the governing differential equation may contain derivatives of input 
also: The system equation will then be, 



160 Linear Systems Analysis 

dy 
+ al dt + any 

dm x dm
-

l x dx 
dt''' + bm - I dt'" - I ... + b I dt + bn Y 

and its transfer function, 

Y ( ) .I'm + bm _ I sm - I + . . . + b I .I' + bll H (.I') = _s_ = -----=---'--------:------'--------"-

X (.I') s"+a"_ls"-I+"'+als+all 
(6.31 ) 

Equation (6.31) is the most general form of the transfer function of a linear system. 
It consists of a ratio of two polynomials ins i.e., it is a rational function of s. The 
powers of .I' are all integral powers. Another condition satisfied by physical sys­
tems is that the order of the numerator polynomial m is less than or at the most 
equal to the order of the denominator polynomial. To demonstrate the need for 
this condition, let us take an example which violates this req"irement. Let, 

H (s) = .1" + 2.1'2 + 2.1' + 
.1'2+2.1'+2 

Performing long division, it can be rewritten as, 

H (s) = .I' + 2 2 2 
.I' + s + 

If the input to this system is x (t) ~ Xes), then the output yet) ~ yet) will be given by, 

Y (s) = s X (s) + 2 XiS) 2 
s + .I' + 

The Laplace inverse of the first term would be the derivative of the input. That is, 
if the input is a step function, the output will have an impulse term. Such a be­
haviour is not encountered in physical systems. In dynamic systems, because of 
the differential relation, the input is always integrated to give an output, never 
differentiated. At worst, e.g., in a static system, the output may be a constant times 
the input. And hence the conclusion that in the transfer function of a physical 
system, the order of the numerator polynomial is either less than or, at the most, 
equal to the order of the denominator polynomial. 

The form of response of a system is very much governed by the denominator of 
its transfer function. Hence, the denominator is called the characteristic polyno­

mial of the system and the equation formed by equating it to zero, i.e., 

s" + a" _ I s" -I + ... + al s + all = 0 

is called the chl...racteristic equation of the system. 

Poles and zeros: 

Factorising the numerator and the denominator the general transfer function, eqn. 
(6.31), can also be written as, 
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H (s) 
__ (s - zd (s - Z2) ... (S - Zm) 

(6.32) 
(s - PI) (s - P2) ... (s - Pn) 

There will be m factors of the mth order numerator polynomial and n factors of the 

11th order denominator polynomial. Constants PI, ... , p. will be the roots of the 

characteristic equation. Similarly ZI, ... , Zm will be roots of the equation sm + bm I 

.1'''' I + ... + bls + bl) = O. These constants could be real or complex. Some of them 
could also be equal. 

When the complex variable s assumes anyone of the values PI, ... , pn the value 

of the transfer function H(s) becomes intinity. Hence, these values, i.e., PI,···, Pn 
are called the poles of the system. Similarly, when s assumes any value equal to 

ZI, ... , Z,," H(s) becomes zero. Hence, ZI, ... , Zm are called the zeros of a system. An 
nth order system will always have n poles. The number of its zeros is not fixed and 

can have any value m, so long as m:5: n. When the poles or zeros are complex, they 

will always occur in pairs as complex conjugates because the coefficients a's and 

b's in the numerator and denominator polynomials are all real numbers. 

In Section 6.1, we defined a complex plane or the s-plane, with 0" as the x-axis 
and jw as the y-axis, over which the variable s = (J + jW assumes values. Poles are 
special points in the s-plane where the function H(s) and its derivatives do not 
exist. The magnitude of H(s) tends to intinity at these points. The poles are there­

fore called singularities of H(s). 

Example 6.3:- Determine, and display graphically, the poles and zeros of the 
transfer function, 

Solution: The roots of the numerator and denominator polynomials are z" Z2 = ± 
I and PI, P2 = - 2 ±j3. Thus, 

H (s) = (s + I)(s - I) 
(s+ 2 + j3) (s+ 2 - j3) 

The pole-zero diagram is shown in Fig. 6.5. This particular transfer function has 

two real zeros: one in the right half and one in the left half of the s-plane. It has 
two complex poles in the left half of the s-plane. 

Pole-zero diagrams are very useful in the analysis of systems because a\1 the 

dynamic properties of a system can be understood from a knowledge of the loca­

tion of the poles and zeros of its transfer function. 

6.5 Partial Fraction Expansion 

The third step of the analysis procedure is to multiply the transform of the input 
Xes) and the system transfer function H(s) to obtain the transform of the output 



162 Linear Systems Analysis 

j", 

<f----- 3 

1-2 -1 
I 
I 
I 

<!r---- -3 

Fig.6.5 A Pole-Zero Plot 

Yes). This step requires no elaboration. We now come to the last step, i.e., finding 
the inverse transform of Yes) to get yet}. 

Application of the fundamental inversion formula (6.2) gives, 

1 f CJ+j~ 
y (t) = --. . Y (s) e" ds. 2 'It) cr-)~ 

The integral above indicates contour integration in the complex s-plane and may 
be evaluated using the theory of complex variables. The evaluation of y(t), how­
ever, can be done more simply in most of the cases using the method of partial 
fraction expansion. 

Yes) is a pwduct of two functions, H(s} and Xes}. As we have already seen in 
the previous section, H(s) for physical systems is a rational function of s, i.e., a 
ratio of two polynomials in s, with the order of the denominator polynomial higher 
than, or equal to, that of the numerator polynomiaL A look at Table 6.1 of the 
Laplace transform pairs shows that the transforms for most of the common func­
tions are also rational functions of s with the highest power in the denominator 
greater than that of the numerator. (Note that items 13 and 14 do not confirm to 
this pattern.) Therefore, the product function Yes) can also be expressed as a ratio 
of two polynomials in s, i.e., 

where c's and d's are real constants, and m and n are integers. Faetorising the 
denominator we get, 

Y(s} = N(s) 
dn(s-PI) (S-P2) ... (s-Pn) 

(6.33) 

vhere PI, ... , PI! are the lOots of the denominator polynomial D(s). 
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We now discuss the techniques of partial fraction expansion of expression 
(6.33) for two cases: (i) when all the roots are distinct and (ii) when some of the 

roots are repeated. 

Partial fraction expansion for distinct roots: 

The procedure is illustrated with the help of the following example. 

Example 6.4:- Determine the Laplace inverse of the output transform, 

y (s) = , s + I 
s+5s2 +6s 

Solution: Factorising the denominator polynomial, 

y (s) = s + I 
s(s+2)(s+3) 

Since all the roots of the denominator polynomial, s =0 0, - 2, - 3, are distinct, the 
expression for yes) can be expanded into partial fractions as 

s+1 AI A2 A, 
Y (s) = s (s + 2) (s + 3) = -; + s + 2 + s + 3 (i) 

To obtain the value of the constant A h we multiply both sides of eqn. (i) by sand 
then equate s to O. That is, 

---------=---'- . s s+1 1 
s(s+2)(s+3) _,=0 [ 

A Az S A3 S ] = 1+--+--
s+2 s+3 

\=0 

The effect of the above operation is that the r.h.s. will contain only A I, Hence, 

A _ s + I 
1 - S (s + 2)(s + 3) s 1,=0 - 6 

Similarly, for Az we multiply both sides of eqn. (i) by (s + 2) and then equate s to 
-2. Then, 

Az = 
s+ I 

I, =- z 

- I I =---=-
s (s + 3) -2xl 2 

and 

A3 = 
s+ 1 

I, =-3 

-2 
s (s + 2) 3 

Therefore, 

Y (s) = s + 1 1/6 112 213 
(i i) -+-----

s (s + 2) (s + 3) S s+2 .1'+3 

The above result can be readily checked by evaluating both sides for some vallie 
of s, say s = I. Then, 
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I.h.:>. 
2 

Ix3x4 6 

I I 2 r.h.s. = _. + - - -
{) 2.3 3.4 6 

The result'Qf this partial fraction expansion is that the response transform yes) 

has been expanded into a number of simpler terms. The inverse transform for each 

of these simple terms can be readily found by reterring to the table of transforms. 

Each term of the form A/Cs + a) will have its inverse as A e-"'. Therefore, perform­

ing the inversion operation on eqn. (ii) term by term we get, 

y (t) = .C I Y (s) 

I ( ) I _ 0, 2 " 6" u t +"2 e • - "3 e- . 

Generalising on the basis of the above example, an nth order output transform 

can be expanded as, 

AI A2 An 
yes) = -- + -- + ... + 

s + PI S + P2 S + p" 
(6.34) 

The value of the nth constant A" in eqn. (6.34) is given by. 

(6.35) 

n the previous example, all the roots of the denominator polynomial are real. 

Let LIS now take an example with complex roots. 

Example 6.5:- Determine the Laplace inverse of, 

Y (5) = 51 (51 + 5 52 + 8 s + 6) . 
, 

Solution: Factorising the denomi~ator, 

5 
Y (s) = --------:=-----­

(.1"+ 3) (S2 + 2 s+ 2) 

The roots of the second factor in the denominator are -I ±jl. One way of fi nding 

the partial fraction expansion would be to treat the complex roots also in the same 

fashion as the real roots and proceed as in the previous problem. That is, write Y(s) 

a". 

Y (s) 
5 

(01' + 3) (.1'2 + 2.1' + 2) 

AI 112 A1 
+ + 

s + 3 (.I' + I + j I ) (s + I - j I ) 
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The constants A2 and A3 will then be complex conjugates. Evaluating them and 

combining their Laplace inverses, which will be in the form of exponentials with 

imaginary exponents, will be somewhat tedious. An easier approach is as follows. 

The second order polynomial term may be written as [(s + Ii + 12] after com­

pleting the square, and treated as a single factor in the partial fraction expansion. 

The numerator term assumed for this second order factor should be a first order 

polynomial. That is, 

5 AI A 2 s+A3 (t.) Y (s) = = -- + --=----"--
(S+3)(S2+2s+2) s+3 [(s+I)2+1 2 J-

AI = Yes) (s+3) 1,.=-3 = 9-~+2 = 1. 

To evaluate A2 and A3 we mUltiply both sides of the eqn. (i) by the entire 

denominator. Then the l.h.s. will be simply the numerator, i.e., 5, and 

5 = Al (s2+2s+2) + (A 2 s+A3) (s+3). 

Substituting the already calculated value of Al = 1, we get 

Comparing the coefficients of like powers of s on both sides of this equation, we 

get, 

therefore A2 = - 1 

2 + 3 A3 = 5, therefore A3 = I. 
Thus, 

Y (s) 
I -s + I 

=--+ 
[(s + 1)2 + ]2 ] S + 3 

s + I 
12] + 2 ---

s + 3 l (s + 1)2 + [(s+ If + 12 1 

A look at the Table 6.1 (items 5 and 6) shows that the second and the third factors 

are Laplace transforms of decaying cosine and sine functions, respectively. 

Therefore, 

yet) = £-1 Yes) = e- 31 
- e- l cos t + 2e- 1 sin t. 

Partial fraction expansion for repeated roots: 

If some of the roots of a polynomial have equal values, we say more than one root 

exists at the same point in the s-plane or that the root has a multiplicity greater than 

one. The technique of partial fraction is somewhat different in this case, as il­

lustrated by the following example. 
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Example 6.6:- Find the Laplace inverse of, 

Y (s) = S2 + 2s + I 
(s + 1)3 

Here, we have a root of multiplicity 3 at s = - I. In this case the partial fraction 

expansion takes the form, 

Y s = i + 2 s + 2 = _A_I_ + ~ + ~ (i) 
() (s+V (S+1)3 (s+I)2 (s+l) 

To evaluate A" we mUltiply both sides by (s + 1)3 to get, 

S2 + 2s + 2 = AI + Ads+ I) + A3(S + 1)2 

Now equating s = - I, we get A I = I. That is, 

AI = yes) (s + 1)31.,=_1 . 

(ii) 

A2 cannot be obtained by mUltiplying eqn. (i) by (s + 1)2 and equating s to -J. 
Therefore, differentiate both sides of eqn. (ii) with respect to s. This gives, 

or, 
d 

2 s + 2 :::: 0 + A2 + ds [A3 (s + 1 f ] . 

Now, equating s to -I gives A2 = O. That is, 

d 3 
A2 = ds [Y(s) (s+ 1) ] ... =-1. 

Similarly, for A3 the formula is, 

I d2 

A3 :::: 2! ds2 [ Yes) (s+ 1)3 ].=-1' 

Applying this formula, we get A3 = I. Thus. 

1 I 
Y (s) = (s + 1)3 + S + 1 . 

Therefore. 

f2 e-
t 

( f2 J y (t) = -2- + e-t = 2" + 1 e-t
• 

(iii) 

Generalising on the experience of this example. if the jth root has multiplicity 

k. then corresponding to it the partial fraction expansion should have terms. 

AJ" I AJQ AJ·k - J AJI + + ... + +--
(s+p/ (s+p/- I (S+pj)2 (s+Pi) 
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The coefficients are determined from the formula 

1 d k - I . 

Aik = ~-, (FFT.- [(S+Pi)k Y(S)]._ 
Ak - I • S '--I', 

(6.36) 

Example 6.7:- Find the Laplace inverse of 

S + I 
Y (s) = S2 (i + 4) 

Here we have a root of multiplicity 2 at the origin and a pair of complex roots 
at s = ±j2. Expanding yes) into partial fractions, 

s+1 AI A2 A3S+A4 
Y (s) = = - + - + ---"-----' 

S2(S2+4) S2 s S2 + 4 

Multiply both sides by the denominator S2 (S2 + 4) we get, 

s+ I = AI (i+4) + A2S(S2+4) + (A 3 s+A4)S2 

= (A2 + A3) S3 + (A I + A4) S2 + 4 A2 S + 4 A I . 

Equati ng coefficients of like powers of s on both sides of the equation we get, 

This gives, 

A I = 114, A2 = 114, A3 = - 114 and Ad = - 114. 

Therefore, 

I I s 
Y (s) = 4 S2 + 4s - 4 (S2 + 4) 4 (S2 + 4) 

and 

y (t) = Diy (s) = ~ [t + u (t) - cos 2t - ~ sin 2t ] 

Thus, we have the choice of either using~ formula (6.35) for the case of non­
repeated roots or formula (6.36) for the case of repeated roots or the method of 
dividing by the denominator as shown in Examples 6.5 and 6.7 for determining the 
coefficients (A's). If the number of roots is small, say, 3 or 4, the second alterna­
tive is many a time easier. However, there is no clear-cut guideline as to which 
method to select for a particular problem. 

6.6 Analysis with Laplace Transforms 

Having learnt the mathematical techniques for performing all the four steps of the 
analysis procedure, we are now ready to solve some of the typical problems in 
linear systems analysis, using Laplace transform techniques. 
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Example 6.8:- The transfer function of an armature-controlled d.c. motor, relat­
ing the output speed to the input armature voltage is given by, 

H (s) = 0.03 
(.I' + .06) 

Determine the output speed as a function of time when the armature is suddenly 

connected to a 240 V voltage source. Also determine the steady-state Lp.m. of the 
motor. 

Solution: The input is a step voltage of magnitude 240 V. Therefore, its Laplace 
transform Xes) = 240/s. The output yes) is given by, 

Y (s) = X (01') H (.I') = 240 x 0.03 = 7.2 
s (.I' + 0.06) 01' (01' + 0.06) 

Expanding into partial fractions we get, 

7.2 AI A2 
Y (s) = = - + -- --

.I' (.I' + 0.06) s s + 0.06 

According to formula (6.35): 

7.2 / = 120. 
(s + 0.06) .,:11 

A2 7.2/ = - 120. 
S 

.,=-11,06 

Therefore, Y (s) = 120/.1' - 120/(.1' + 0.06) . 

Taking the Laplace inverse term by term we have, 

yet) = rl Yes) = 120u(t) - 120e-1U
)61 

The output is the angular speed w(t), i.e., 

w (t) = I 120 u (t) - 120 e-II1iI> 
1 

] rad/sec. 

The steady-state speed is achieved as t ~ 00. Thus, 

w (t) 1,--> ~ = 120 rad/sec. = 1 150 r.p.m. 

This value of steady-state speed could have been obtained straightaway by using 
the final value theorem [eqn. (6.12)] as, 

w(t) l,-->~ = .I' Yes) 1""0 = ;'~6 = 120 rad/sec. 

Examination of the response y(t) indicates that it consists of two components, 
120 u(t) and 120 e-,1I61. The second lJomponent tends to zero as time tends to in­
finity, Hence, this is the tranSleHt .~.{)n:iponcnt of the response. The first COID-
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ponent persists as long as the input remains applied. Hence, it is the steady-state 

component of the response. The first component arises because of the term A I/S 

associated with the input and the second term from Ai(s + 0.06), associated with 
the transfer function. Therefore, the first term is the forced response, while the 

second is the natural response of the system. This is a general feature of the 

r~sponse of any linear system. In general we have, 

H (s) = NI (s) = _~ __ N---,--I (-'--s'-) __ _ 
DI (s) (s + PI) (s + P2) ... (s + Pn) 

and 

The partial fraction expansion of the output transform takes the form, 

Y (.I') = X (s) . H (.I') = 

AI =---+ 
.I' + PI 

An An+ I +--+--+ 
.I' + Pn S + ql 

An +r +--
.1'+ qr 

The output y(t) is given by, 

:; (t) = r I y (s) = [AI exp (- PI t) + ... + An exp (- Pn t) 1 

+ [An+1 exp (-ql t) + ... +An+r exp (- PI t) J. 

The first bracket gives the transient response, which is a combination of the 
natural modes of the system. The second bracket gives the steady-state or the 

forced component of response. The method of evaluation of the constants A I, An 

and Anti • . '" A"+I indicates that their values are dependent upon both the p's and q's. 

Hence, we conclude that although the form of the transient response is dependent 
only on the system parameters, the actual value depends both on the systcm­
parameters and the forcing function (or the input). This conclusion was also 
derived in Chapter 3 in the classical method of analysis using differential equa­
tions. 

Example 6.9:- Now let us alter the previous problem as follows. Assume that 
the applied voltage is varied linearly from 0 to 240 V in 2 minutes (by a thyristor 

converter) and then kept constant at 240 V. Determine the output speed as a func­

tion of time. 

The input signal is shown in Fig. 6.6. As a function of time, it can be written 

as. 

x(t) 2t-2(t-120)u(t-120). 
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v 

240 

tin sees 

Fig. 6.6 

That is, the input is a sum of two ramp functions: one starting at t = 0 with slope 
+ 2 and the other starting at t = 120 sec with slope - 2. Using the time shift proper­
ty [egn. (6.5)] we get, 

X ( ) 2 2 -121h 
S =---e 

S2 S2 . 

Y (s) = X (s) . H (s) == s ~'~~6 [~ - ~ e-
12
(),] 

0.06 
- i (s+ 0.06) 

---c-_0_.0_6 __ e- 120.\· 

S2 (s+ 0.06) 

" The Laplace inverse of the second term will be simply the first term shifted to the 
right by 120 seconds. Therefore, let us first d;:termine, 

_I [ 0.06 ] 
YI (I) = L S2 (s + 0.06) . 

Now, 

0.06 AI A2 A3 -,--=-=-=--=--;;-+-+ 
S2 (s + 0.06) s· s s + 0.06 

From egn. (6.36) for repeated roots, we have, 

A - - 0.06 i I = 0.06 I == 
I - S2 (s + 0.06) F(I s + 0.06 .,:(1 

A - [!!... 0.06 1 
2 - ds s + 0.06 ,=0 

= 0.06 I 
- (s + 0.06)2 .\:() 

0.06 
16.37 

Al = 0.06 ( 006) I 
. S2 (s + 0.06) s + '\: -(l(lfi 0~~61\ = _ IUlfi 

0.06 
16.37. =-- = 
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Therefore, 

YI (t) = tu (t) - 16.37 u (t) + 16.37 e- O
.
llIi 

I. 

The complete response will be, 

y (t) = YI (t) - YI (t - 120) u (t - 120) 

= t [u (t) - (t- 120) u (t- 120) J - 16.37 [u (t) - u (t- 120)] 

+ 16.37 [e-OIJ<., - e-(06-120)1 u(t-120)]. 

The plot of the responses for Examples 6.8 and 6.9 are shown in Fig. 6.7(a) and 
6.7(b), respectively. 

120 

90 

60 

30 

IU in rad I sec 

o 30 60 90 120 1 0 
t in sec 

(a) 

150 

120 

90 

60 

30 

win rad I sec 

60 qO 120 150 180 21 0 
t in sec 

(b) 

Fig.6.7 (a) Response of Example 6.8 and (b) Respon.~e of Example 6.9 

Cons ide ration of initial conditions: 

The transfer function is defined for an initially relaxed system. That is, the very 
definition of transfer function assumes that all the initial conditions are zero. If the 
initial conditions are present, we must go back to the differential equation and 
include initial conditions while taking its Laplace transform. The technique is 
illustrated with the help of the following example. 

Example 6.10:- Determine the response of the series RLC circuit of Fig. 6.8 
with an initial current in the inductor and an initial voltage across the capacitor. 

Fig. 6.8 
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Solution: Applying Kirchhoff's voltage law around the loop, 

or 

Ri + L . ~~ + ~ J ,: i dt + Vc (0) = v 

Taking the Laplace transform of eqn. (i) we get, 

or 

Therefore, 

RI (s) + L [s I (s) - i (0)] + I (.I') + ~dO) = V (s) 
Cs .\" 

[ R + LS + ~; ] I (s) 
Ve (0) 

V (.\") + L i (0) - --
s 

1(5) ::;:: V (s) + L i (0) - vdO) Is. 
R + Ls + I/(Cs) 

(i) 

(ii) 

The term I/[R + Ls + 11 (Cs)] is the transfer function of the system. The effect of 

initial conditions is to alter the input excitation of the system. The numerator in 

eqn. (ii) may be considered as the 'total excitation'. Determination of the inverse 

transform of I (s) to get i(t) follows the usual partial fraction expansion techniques. 

SolutiO/l ot"d(flerentiai equations: 

The Laplace transform method is commonly used for solving linear differential 

equations. The process of taking the Laplace transform converts a differential 

equation into an algebraic equation. Obtaining the solution (as a function of s) 

then involves only algebraic manipulations. The Laplace transform method also 

avoids the tedium of determining (n - \) unknown coefficients from the given 

initial conditions. The general procedure is illustrated by the following example. 

Example 6.11:- Solve the second order differential equation. 

d2 Y dy 
dt2 + al dt + aoy = x(t) 

using Laplace transform. 

Solution: Taking Laplace transform of both the sides, 

[.1'2 Y (s) - sy (0) - y (0)1 + al [.I' Y (.I') - Y (0) 1 + ao Y (s) = X (s) 

or 

(.1'2 + al S + ao) Y (.I') == 15' (0) + sy (0) + (/1 y (0) 1 + X (s) . 

Therdore, 
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y (s) 

The firsllerm on the r.h.s. gives the response due to the initial conditions and the 
second term due to the forcing function. Combining the two terms we get, 

[ }' (0) + sy (0) + a, y (0)] + X (s) 
y (s) = 2 . 

S +a, s+ao 

Thus, the initial conditions are treated as additional inputs. The numerator may 

then be called the total excitation. The process of taking the Laplace inverse of Y 

(s) to get the solution yet) follows the usual method of partial fraction expansion 
given in the previous section. 

Response to sinusoidal signals: generalised impedance function 

Example 6.12:- Determine the current in a series RLC circuit connected to a 
sinusoidal voltage source, switched-on at t = O. Assume initial conditions to be . 
zero. 

Solution: For the sake of numerical simplicity, let us assume that R = L = C = 1 

and the sinusoidal input voltage has a magnitude of I volt and frequency of 2 
rad/sec. Then. from Example 6.10 we have, 

1 Cs 
H(s) = R + Ls + lICs = LCi+RCs + 

The Laplace transform of the input is, 

X (s) = L sin2t = 21 (52 + 22) . 

The output current Y (s) = H(s) x (s) or, 

Y(5) _ 2s 
- (S2 + s + 1)(52 + 22) 

Expanding into partial fractions we get, 

= _----'s'--_ 

S2 + 5 + 

Y (~) _ 2s A5 + B + Cs + D 
• - (52 + 5 + 1) (S2 + 22) - S2 + S + 1 S2 + 22 

. 
(i) 

(ii) 

To determine the constants A, B, C, D multiply eqn. (ii) by the entire denominator. 

Then we have, 

2s = (As + 8)(S2+4) + (CS+D)(S2+ S + I) 

= (A + C)S3 + (B + C + D) S2 + (4 A + C + D) s + (4B + D) . 

Equating coefficients of like powers on both sides of the equation we get, 

A + C = 0, B + C + D = 0, 4A + C + D = 2. 4B + D = 0 

Solving these we get, 
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A::::6/13, B::::-2/l3, C::::-61I3, D::::8/13. 

Thus, 

2 [ 3s - 1 3s - 4 ] 
Y (s) :::: 13 (S2 + S + 1) - (S2 + 22) 

2 [ s + 0.5 2.5 
:::: 13 3 (s + 0.5)2 + ( "0.75 )2 - ("0.75 )2 

-!f05] 
(s + O.W + ( "0.75 )2 

2[3_S 2_2] 
- 13 i + 22 - i + 22 

Therefore, 

6~~t 2 
y (t) :::: ~1-3 - (cos 0.866 t - sin 0.866 t) - 13 (3 cos 2t - 2 sin 2t) 

61'2 - n 5 t • (0 866 9 ) 2 . (2 9 ) :::: 13 e ' SIn. t - 1 + m sm t - 2 (iii) 

where sin 9 1 :::: 111'2 or 9 1 :::: 45' and sin 92 :::: 31m or 92 :::: 56.2' . 

The first term in the solution yet) is the transient response of the system arising 
from the natural mode of behaviour. This natural mode is an underdamped second 
order system with an undamped natural frequency of oscillation COn :::: I, damped 
natural frequency:::: 0.866 and damping ratio 1;, :::: 0.5. The second term in eqn. (iii) 
gives the steady-state response of the circuit. It shows that the peak amplitude of 
the current i8 2/ ill and it lags behind the applied voltage by an angle 56.2'. This 
steady-state value could have been obtained straightaway by using the elementary 
circuit theory technique of dividing the voltage phasor by the impedance phasor. 
In the present problem impedance Z is given by, 

Z :::: R + J'coL + _1_ :::: 1 + J' [2 - ! J:::: m L. - 562' jcoC 2 2 .. 

The steady-state current is then given by 

Vm I 2 I 2' 1m :::: Z:::: 113 L. - 56. 

or, 

i"" :::: k sin (2 t - 56.2'). 

This is the same result as that given by the steady-state term of eqn. (iii). We note 
that impedance Z(co) is obtained by replacing s :::: jco in the expression for IIH(s). 

Thus, if only the steady-state response is desired we divide V(co) by Z(co). How­
ever, if the complete response, including the transient response, is desired we 
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divide V (s) by H(s). Thus, H(s) can be called the generalised impedance or trans­
form impedance of a function of complex frequency s. 

The generalised impedance Z(s) is very useful in network analysis. [The 
reciprocal of Z(s) is called admittance. When the reference is to either impedance 

or admittance, a common term 'immittance' is used.] The network immittance 
function completely characterises it and serves the same function as the transfer 
function. To simplify computation of the immittance function, the terminal volt­
age-current relations of the basic circuit elements are defined directly in terms of 
the transformed variables, as shown in Fig. 6.9. 

Circuit element 

+ v 
~ 

i 

+v_ 
Q..-. ---ill 0 

I +vc (0)-

v=Ri 

v-i relations 

(in time domain) 

di 
v = L­

dt 

v = -h J I; i dt + vc (0) 

V(s)-/(s) relations 

(in s-domain) 

Vis) = R I(s) 

Vis) = SL I (s) - Li(O) 

I (.v\ vc{O) 
V (s) = !..X.L + --

Cs s 

Jo'ig. 6.9 Terminal v-i Relations of Basic Circuit Elements in Time and s-domains 

The advantage of using generalised impedance function in network analysis is 
demonstrated by the following example. 

Example 6.13:- Determine the step response of the thermal system for heat 
dissipation in a power transistor, described in Chapter 1, Section 1.5. 

The electrical equivalent circuit of the given thermal system is reproduced in 
Fig. 6.10. The input is the rate of heat dissipation in the power semiconductor 
device i.e., power loss in watts. The output is the rise in the junction temperature 
Tj . Rr's are thermal resistances and Cr's thermal capacitances of various parts. 

Fig. 6.10 Electrical Equivalent of a Thermal System 
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Electrical circuit theory tells us that the voltage across AB (i.e., T,) will be the 
current through A (i.e., q) multiplied by the equivalent impedance 2 of the net­
work to the right of AB. 

Since we are interested in the complete response, let us determine 2(s) for the 
transtormed network shown in Fig. 6.11. For numerical simplicity let us assume 

the values of all the parameters to be unity. The steps in the evaluation of 2(s) are 

indicated in Fig. 6.12. 

Z(s) -B 0-----_+_---_---..... 

Fig. 6.11 Transfonned Network of Fig. 6.10 

A:1t)RTl 1 Rr 
-Cr,-S Zl 

80------011>-----1 

s + 2 
s + I 

2 
Z() -R Z _s+4s+3 S-n+3- o 

s- + 3s + I 

Fig. 6.12 Evaluation of Z(s) for Fig. 6.11 

Now, temperature Tis) will be given by, 

T, (s) = Q (s) 2 (s) , 



Laplace Transform 177 

where Q(s) = Laplace transform of the input heat rate q(t). Since input is given as 
a unit step input, Q(s) = lIs. Therefore, 

T, (s) = i + 4 s + 3 
s(s2+3s+1) 

Factorising the denominator and using partial fraction expansion we get, 

A B C 
T, (s) = --; + s + 2.62 + s + 0.38 . 

Evaluating A, Band C we get, 

T ( ) 
3 0.1 

,s =-- 262 s s + . 
1.9 

s + 0.38 

Taking the Laplace inverse, we have, 

T, (t) = 3 u (t) - 0.1 e- 2621 
- 1.9 e- II

.
3Xt 

• 

Analysis with periodic non-sinusoidal input: 

A periodic signal with period T satisfies the relation, 

f(t) =f(t + nT), n = 1,2,3, ... 

Let/;(t) be the first cycle of the periodic functionf (t). Then the second cycle will 
he the first cycle shifted to the right by T, and so on. That is, 

f(t) = fdt) + fl (t - 1) u (t- T) + f2 (t - 2 T) u (t - 2T) + 

Taking the Laplace transform, using the time shift property, we get, 

F (s) = F, (5) + F, (5) e-,T + F, (5) e- 2 ,T + ... 

= F (s) (I + e-,T + e-2.,T + ) = FI (5) 
I ... 1 _ e- .. T (6.37) 

Example 6.14:- Determine the current in a series R-L circuit driven by a square 
wave voltage source of amplitude 1 and half period TI2 = 1, as shown in Fig. 6.13. 

2 

Fig.6.13 RL Circuit Driven by Square Wave 

Solution: Application of Kirchhoffs voltage law gives, 

(Ls + R) 1(5) = V (5) 
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or 

v (s) = V (s) 
/ (5) = (L5 + R) 5 + I 

For determining the Laplace transform of the input square wave voltage, let lls first 

determine the transform of the first cycle. As a time function, VI(t), the first cycle 
of vet) can be expressed in terms of step functions as, 

VI (t) = u(t) - 2u(t - \) + u(t - 2} 

Therefore, 

I 2e-' -2., I 
VI (5) = - - -- + ~ = - (I - 2 e-' + e- 2,) . 

s s s s 

Then, according to eqn. (6.37) for periodic functions, 

In the present problem, T = 2. Therefore, 

Therefore, 

I (s) = V (s) = I - 2 e-' + e- 2,> 

5 + \ s(s + \)(1 - e- 2,) 

= [( 1- 2e-' + e- 2')(1 + e- 2, + e- 4., + e-t., + ... )l 
s (s + I) 

= ----=----1-) (\ - 2e- x + 2e- 2, - 2e- J, + 2e- 4,- ... ) 
s (s + 

Let lis (s + I ) = F(s) and Let .c l F (s) ~ f(t). Then, 

/(s) = F(s) (I - 2e-' + 2e- 2
, - 2e- l , + 2e- 4,- ... ) 

Each exponential term in the series on the r.h.s. shifts the function to the right by 
TI2 = I. Therefore, 

i(t) =f(t) - 2f(t - I)u(t - l) + 2f(t - 2)u(t - 2) - ... 

Note that the r.h.s. of the above expression is not exactly an infinite series. In the 
first half cycle, only the first term is present. In the second half cycle, only the first 
and the second terms are present. And so on. 

Let us now determinef(t) = £-1 F(s). 

F(s) ::<: s(s + I) s s + I 
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Therefore,f (t) = (I - e-') u (t). Then in the nth half cycle the first n terms will be 

present. That is, 

i (t) = l u (t) - 2 u (t - I) + 2 u (t - 2) - ... + 2 (- I)" - I . U { t - (n - I ) lJ 

- [e-lu(t)-2e-U-llu(t-I)+2e-U-21·u(t-2) + 

+ 2 (_1)n-1 e-II-(n-Il] u {t-(n- I)}J. 

The term inside the first brackets on the r.h.s. is an oscillating term of the form [I -

2 + 2 - 2 ... J. Therefore, in the nth half cycle its value will be simply (- \ rl. This 

gives, for n - I $. t $. n, 

i (t) = (- \)" - I - e- I [I - 2e + 2e2 + '" + 2( - l)n - I en - I 1 . 

The expression inside the brackets is a finite geometric series. For such a series. 

we have the basic mathematical result, 

2 _I I-x" 
I +x+x + ... +x" =--­

I - x 

Writing the terms inside the square brackets as, 

[ 2 { I - e + e2 - e3 + ... + (- 1)" -1 e" -1 } _ IJ = 2 I - (- e)" - \ 
l-(-e) 

= _ [ e - 1 + 2 (- e)" ] 
e+ 1 e+ I 

we have, 

It=- +e --+---. ( ) (\)n - I -I [ e - I 2 (- e)" ] 
e+l e+l 

= (_1)"-1 + 2(-I)"e"-1 + (e-I)e- I 

e+\ e+l 

This is the expression for current in the nth half cycle, where the value of t will be 
ranging from (n - 1) to n i.e. (n - 1) $. t $. n. Hence the term e"-I will always range 
from 0 to I. Therefore, the first two terms give the steady-state response and the 
tbird term, which decays exponentially, is the transient response. That is, 

2 (- I)" e"-I (_ I)" -I + =-->-----"-L---=----_ 
e+1 

. (e - 1) _I 

I,r = (e + I) e . 

(i) 

The transient response, the steady-state response and the total response for the first 

four half cycles are shown in Fig. 6.14. 

If only the steady-state response of the circuit is of interest, one need not resort 
to the complexity of first determining the complete response and then take out only 
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Transient response 

2 3 -4 tjn~ 

rotal response 

O.S 

t in sec 
-0.5 

-1.0 response 

Fig.6.14 Rcsponse of Circuit in Fig. 6.13 

the steady-state term. For steady-state analysis with nonsinusoidal voltages, we f" 

have two alternatives. One method would be to use the Fourier series techniques 

of Chapter 4. When the object of analysis includes information like relative mag­

nitudes of voltage and current harmonics, d.c. and a.c. power components, power 

factor, etc. Fourier series analysis is very. useful. However, if the shape of the 

output waveform, that is. the output as a function of time, is of interest, adding 
harmonic components to get this waveform is not very convenient. In that case, 

the Laplace transform method now described is more useful. 
( 

To develop the technique for steady-state analysis, we note that the response of 

a linear system to a periodic input will also be periodic, i.e., the output wave shape 

will repeat itself after every period T. If the output function has no discontinuities, 

this means that its value at the beginning and at the end of any cycle will be the 

same. If y,/t) is the steady-state output, 

y,,(nT) =y,,[(n+I)T]. 

Since this is true for any n, it is also true for n = 0, and, hence, 

y" (0) = y.,,, CT) . 

This process of matching the values at the beginning and the end of a cycle of 

steady-state response simplifies its determination. This is demonstrated by deter­

mining only the steady-state response of Example 6.14. 

In Example 6.14 the positive and negative half cycles of the input are equal and 

opposite to each other. Therefore, the half cycles of the output will also be equal 

and opposite. That is, 

y",(O) = - y .... (TI2) . 
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We will use this condition for finding the steady-state response. Writing the 
system equation for the steady-state response for the first positive half cycle, we 
have, 

di,,, . 
L dt + RI." = 1, 0 :s:: t :s:: 1 (ii) 

Taking the Laplace transform we get, 

Ls I •• (s) - Li." (0) + RI" .• (s) = lis 

or 

( ) 1 + U ... (0) 
I.... s = s ( Ls + R) Ls + R 

With numerical values L = R = 1, 

I ( ) _ 1 + i.,,, (0) . 
,. ,s - s (s + I) s + I 

Here, i., (0) should not be confused with leO): (" (0) is the value of the current at 
the beginning of a half cycle (any half cycle) when steady-state conditions have 
been reached, whereas leO) is the value of the initial current at t = 0 when the 
switch, connecting the source to the load, is closed. It should be noted that i(O) will .. 

effect only the transient component of response; it will have no effect on the 
steady-state value. Also, it should be noted that so far i.,,(O) is not known. 

Taking the Laplace inverse of the expression for I"., (s), we get, 

i" (t) = (l - e-~ + i"., (0) e-' ,0 :s:: t :s:: 1. 

Now, applying the condition i, • .(O) = - i,., (T /2), we get, 

i, .. (0) = - [(1 - e-TI2
) + i .•.• (0) e-TI2»). 

With numerical value TI2 = 1 we get, 

Therefore, 

. 1 - e- I e- 1 
1.(0)- --- -".. - - I + e- I - - e + 1 

Substituting this in the expression for i.lt) we get, 

e-I 
i .• x(t) = (I-e-~ - e+ Ie-I 

2e{ I-I) 

, 0 :s:: t :s:: I 
I+e 

(iii) 
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The expression for j,n in eqn. (iii) is the same as in expression (i) obtained 
earlier for n = I. 

In the present problem, since the differential eqn. (ii) for i.,s (t) is a first order 
equation, it would have been equally easy to solve eqn. (ii) directly, with the con­
dition i.,., (0) = - [,,(TI2), without taking the Laplace transform. However, for 

higher order systems, the solution of the differential equation by Laplace trans­
form technique is easier. 

GLOSSARY 

Laplace TranstiJrm: The Laplace transform of a function f (I) is defined by, 

F(s) = Lf(l) '" f{~.t(t)e-·\'dl, 

when: s. the complex frequency variable, is given by s = 0 + jm. The time function may he 

obtained from F (s) by the inversl~ Laplace transform, 

I r+j~ 
f(t) = [I fits) = - F(s)i'ds. 

21t (J-j~ 

.I-plane: A plane with (J a~ its x-axis and jm as y-axis is called the complex frequency plane or the 

s-plane. A point in this plane, with coordinates 0"1 andjml, defines a value of s. i.e., .II = 01 + 

)001. 

Tran.~ter Funclion: The ratio of the Laplace transform of the output to that of the input for an initially 

relaxed linear system is called its lransfer function H(s). H(s) is also equal to the Laplace 
transform of the impulse response of the system, i.e., H(s) = L h(l). 

Characleristic Equalion: The denominator of the transfer function determines the form of its he­

haviour and, hence, is called the characlerislic polynomial of the system. The denominator 

polynomial equated to zero is called the characteristic equal ion of the system. 

Poles and Zeros: The transfer function can be written in the factorised form as, 

(.I -l.il (s - 22) ... (.I - ZIn) 
H (s) = m :; n. 

(S-pl)(.f-p2) '" (s-Pn) 

The values uf s = ZI, 1.2. ..• , Zm, for which H(s) becomes zero, are called the zeros of the system. The 

values of s = pI. 1'2 . ... , po for which H(s) becomes infinity are called the poles of the system. 

Zeros are the roots of the numerator polynomial and poles the roots of the denominator polyno­

mial of the transfer function. 

Generalised Impedance: In an electrical circuit, the ratio of the Laplace transform of the voltage to that 
of the cllrrent is called the ,;eneralised impedance, i.e., Z(.~) = V(s)//(s). The ordinary im­
pedance for sinusuidal inputs can be obtained from Z(s) by replacing s by jm. 

PROBLEMS 

6.1. Determine the Laplace transforms of the following functions: 

(a) f (I) = (2 sin 2 I . 

(b) f(l) = e- a'/(. 

(e) f(l) = 1/(1 +/). 

(eI) 1(1) ~ Ie-at sinht. 
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(e) f(t)=sin~t/~t. 

(I) f(i) = I d . 
(g) f (t) = sin (10 f + 60° ) . 

6.2. Determine the Laplace transform of the functions sketched in Figs. 6.15 (a-d). 

6.3. Determine the Laplace inverse of the following functions and sketch them: 

(a) (.1+2)/(.12 + Il 
(b) I 1 [ .1

2 (.12 + 2s+ 2 ) ) 

(c) I/[s(l-e-,T») 

(d) e-·'/(s-I). 

( a) 

2 

( c) 

sin~t 
T 

(b) 

(P~riodic ) 
(d) 

Fig. 6.15 

6.4. Determine the initial value off (I), i.e.,f(O+) and.!"' (0+) for F (s) = I 1 (s + I t 
6.5. Determine the transfer functions for the following systems: 

(i) The automobile ignition system of Chapter I, Section 1.1. 

(ii) 1t filter of problem 1.1. 

(iii) The system whose response is shown in Fig. 3.22, problem 3.12. 

(iv) The 'phase lead' and 'phase lag' networks shown in Fig. 6.16. 

c R, 

~o ~ C oro 
Fig. 6.16 

6.(,. Solve the following differential equations using Laplace transform: 

(il 2x+x+3x = u(t) with x(o)=O, x(o)=-I. 

(ii) x + 2~rollx+(O~x"'O with x(o)=l1andx(o) = b. 

(iii) x + x + x = e-1 with x(o)=x(o) '" 0 andx(o) = I. 
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6.7. The impulse response of a system is given by 11(1) = (2e-1 + e-21
) u(t). 

Determine its output when a triangular input of peak amplitude 10, duration 4, centred at 2 
is applied as input to the system. 

6Jl. When connected to a 100 V d.c. source, an armature-controlled d.c. motor runs at a steady­
slate speed of 100 rad/sec. The armature resistance is I ohm. the torque constant 0.1 11-

mlamp. and thc time constant 4 sec. The armature circuit accidently gets opened at 1 = 0 

and rcclosed at 1 = I. Determine and plot the motor speed as a function of time. 

6.9. A sinusoidal voltage of magnitude lOY and frequency 10 rad/sec is switched on at 1 = () 
across a scries Inc circuit with R = L = C = I. Determine the transient and the steady-state 

values of the voltage across the resistor. 

6.10. The input voltage Vi in Fig. 6.17 has a peak magnitude ± I V and half cycle duration of I 

sec. R = L = C = I. Determine thc steady-state output voltage Yo and sketch it. Determine 
the peak value of the voltage across C for L = C", I and R = n.l, I, and 10. 

L 

Vi R C 

Fig. 6.17 

6.1 I. When excited by a unit step input, the time response of a linear system can be approximated 
by 1 - e -I Find the transfer function of the system. 

6.12. Figure 6.18 shows the schematic diagram of an accelerometer. The output casing is fixed 
Oil the body whose acceleration is to be measured, e.g., an aircraft. The deflection x of the 
mass and y of the case are with respect to the external inertial space. The deflection l of the 
pointer is l = (x - y). Determine the transfer function with z as the output and acceleration 
of the case as the input. How should the parameters of the system be selected to make the 

pointer deflection z proportional to acceleration? 

Case 

Fig. 6.18 



CHAPTER 7 

Feedback Systems 

LEARNING OBJECTIVES 

After studying this chapter you should be able to: 

(i) determine the overall transfer function of an interconnected system, 

using block diagram reduction techniques; 

(ii) represent a given system by its signal now graph and use the techniques 

of signal flow graph reduction to determine its overall transfer function; 

(iii) determine the response of feedback systems and to control the twnsien! 

response by gain adjustment of the forward path; 

(iv) determine whether a given system is stable or unstable, using the Routh­

Hurwitz criterion; 

(v) calculate the steady-state error of feedback systems due to step. ramp. 

and parabolic inputs; and 

(vi) appreciate the advantages as well as the problems of feedback control 

systems. 

7.1 Interconnection of Systems 

Larger systems are usually made up of interconnected smaller systems, which are 

then called subsystems of the main system. The subsystems may themselves he 

interconnections of still smaller systems. Each one of these subsystems will be 

described by a transfer function relating its input and output variables. ThaI is, for 

the ith subsystem, we have 

Yi (s) = Xi (s) Hi (S). 

In this section we will study the methods for obtaining the transfer function of the 

overall system from a knowledge of the transfer function of its subsystems. We 

first start with only two subsystems. These two subsystems may be connected in 
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the following three ways: (i) series or cascade connectioll, Ui) parallel connection 
and (iii) feedback connection. 

Series connection: 

The series connection of two subsystems is shown in Fig. 7.1. This connection 
arises when the output of one subsystem is the input to the next subsystem. 

Fig. 1 Series Connection of Two Subsystems 

The output Yes) = Y2 (s) = X2 (s) H2 (s). But X2 (s) = Y, (s) = X, (s) H, (s). 

Therefore, Y (s) = X,es) H, (s) H2 (s) = X (s) H, (s) H2 (s). Thus the overall transfer 
function of the system relating the input Xes) to the output Y (s) is, 

H(s) = H, (s) H2 (s) . (7.1 ) 

In deriving eqn. (7.1) and in drawing Fig. 7.1, it is tacitly assumed that the 
process of connecting the second subsystem to the output of the first subsystem· 
does not alter the relationships between the variables of the first subsystem. If this­
is not the case, we say that the second subsystem 'loads' the first subsystem. Equa­
tion (7.1) is then no longer valid. The overall transfer function of series-connected 
subsystems is equal to the product of the individual subsystem transfer functions 
only when a subsystem does not 'load' its preceding subsystem. This is illustrated 
in Fig. 7.2. The interconnection of the two tanks in Fig. 7.2(a) does not produce 
any 'loading effect' . Hence, the overall transfer function is the product of the trans­
fer functions of the individual tanks. In Fig. 7.2(b), however, the outflow rate of 
the first tank depends not only on its inflow rate but also on the liquid level in the 
second tank. Hence, the second tank 'loads' the first one, and the transfer function 
is not eql'al to the product of the individual transfer functions. For finding the 
transfer function in this case, the equations of the whole system will have to be 
considered together. Similarly, if two low pass filters are cascaded directly the 

lIl
qt r-W---L ---- ------- ------- ----

~ -- ---
-0-::-::-~ ~~: -!o 

Fig.7.2 Different Interconnections of Two Tanks 
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overall transfer function is not equal to the product of their individual transfer 

functions. However, if the two are connected through a buffer amplifier in be­

tween, no loading effect will be produced and H (s) = HI (s) H2 (s), as given by 
egn. (7.1) 

If two first order subsystems are cascaded, it is normal to assume that the over­
all system will be a second order system. However, in some cases it may not be so. 

For example, let, 

HI (s) = s+ I 

Then, H(s) = HI(s) H2(s) = I / (s + 2). 

s+ 1 
and H2 (s) = --. 

s+2 

The pole of the first subsystem at s = - I gets cancelled by the zero of the second 

subsystem at the same location. Thus, in this case, the order of the overall system 
transfer function is less than the sum of the individual subsystem orders. 

Parallel connection: 

As shown in Fig. 7.3, the two subsystems receive the same input X (5) in the case 
of a parallel connection. The two outputs, YI (5) and Yz (5) are summed up at a 
summing junction to produce output Y (s) = YI (s) + Yz (s). The symbol ® is used 
to mdicate the summing operation. 

x(s) 

Fig. 7.3 Parallel Connection 

Now, 

Y(s) = YI (s) + Yz (s) = X (s) HI (s) + X (s) Hz (s) 

= X (s) [HI (5) + Hz (s) ] . 

Thus, the overall transfer function for the parallel connection is, 

H(s) = HI (s) + H2 (s). (7.2) 

Feedback connection: 

In the feedback connection, shown in Fig. 7.4, the summing junction adds the input 
X(s) and the negative of the output Yz (s) of the second subsystem to produce the 
input to the first subsystem. In other words, XI (s) = X (s) - Yz (s). The output YI(s) 



188 Linear Systems Analysis 

Fig. 7.4 Feedback Connection 

of the first subsystem is the system output. That is Yes) = XI (s) HI (s). But XI (s) 

= X (.I') - Y (.I') H2 (.1'). Therefore, 

yes) = [X (.I') - Y (.I') H2 (.I') ] HI(s) 

or r I + HI (s) H2 (.I') I Y (.I') = X (s) HI (s) 

y (s) == X (s) HI (.I') 
I + HI (s) H2 (s) 

or 

Thus, the overall transfer function is, 

H(s) == Y (s) = HI (s) 
X (.I') I + HI (s) H2 (s) 

(7.3) 

In the system of Fig. 7.4, the output signal is 'fed back' to the input through 
H2 (s) . At the summing junction, this feedback signal is subtracted from the input 
signal. Hence, this is called a negative feedback system. In case Y2 (s) adds to the 
input X (s), we have positive feedback. It is straight forward to show that for posi­
tive feedback the overall transfer function is. 

(7.4) 

Use of feedback is the key to almost all modern automatic control systems. 
Feedback is also used in a variety of signal-processing applications, e.g., feedback 
in amplifier~. In such applications, the feedback path is added by the designer to 
some existing system as an external element. However, feedback may be inherent­
ly present in the modelling process of many physical systems. This is illustrated by 
the following example. 

Example 7.1 : - Develop a block diagram for a d.c. generator, used as a rotating 
amplifier, supplying current to a resistive load. 

Solution: The circuit diagram of the system is shown in Fig. 7.5. The input signal 
is V, (s) and the output, Vo (s). In addition, we have four intermediate variables­

field current if (s), armature current laCs), air gap flux cI>(s) and induced voltage 
E (.1'). Input Vi (s) produces the field current if (s), the two being related by the 

equation, 



Feedback Systems 189 

---(jIf 
Fig. 7.5 d.c. Generator 

( L, .I' + R,) Irs = Vi (s) . (i) 

The field current produces the field flux, 

(i i) 

The air gap tlux is the difference between the field flux and the armature reaction 

flux <1>", i.e., 

<1>(.1') = <1>r (s) - <1>" (s) . (iii) 

The air gap flux induces a voltages E(s) in the armature, which is linearly propor­

tional to it, i.e., 

E(s) = K" <1>(.1'). (iv) 

The induced voltage E(s) causes the armature current I" according to the relation, 

(s L" + R" + Rd I" (.I') = E (s) (v) 

The armature reaction flux is directly proportional to the armature current, i.e., 

<1>" (.\') = K3 la (s) 

And finally the output, 

(vi) 

(vii) 

The cause-effect relationships given mathematically by eqns. (i) to (vii) can be 

displayed more effectively by the block diagram shown in Fig. 7.6. Figure 7.6 

places in evidence the inherent feedhack action of the armature reaction flux. In 

fact, whenever a subsequent variable affects preceding variables in the cause- ef­

fect chain, we have a feedback action. 

4>a (s) 

Fig.7.6 Block Di:lgram of d.c. Generator 
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Vi (5) ~ la(5 ) 

LfstRf 
~.a(S) 

(a) 

Vt (s) ~ ~(s) K2 la(s) 
RL .. 

LtstRf Last-(Ra+RL+ K2K) 

(b) 

Vi (5) 

( c) 

Fig.7.7 Block Diagram Reduction of Fig. 7.6 

7.2 Block Diagram Reduction 

In situations like that of Example 7.1, the overall transfer function of the system 
may be obtained either by combining the system equations or by reducing the 

block diagram to a single block. The expression in this single block will be the 

system transfer function. In this section we study the techniques for reducing com­

plex block diagrams into a single block. 

Three types of reductions for combining blocks connected in series, parallel, or feed­

back contigurations have already been described in the previous section. The steps in­

volved in simplifying a block dia),JfaITI, when these three reduction methods are sufficient, 

are shown by simplifying the block diagram of Fig. 7.6 in Figs. 7.7 (a), (b) and (c). 

When the loops are intertwined in the case of more complex block diagrams, 

we need additional techniques tor block diagram simplification. The techniques 

required for such cases are illustrated by the next example. 

Example 7.2: - Simplify the block diagram shown in Fig. 7.S. 

1--____ :'( (5) 

L-____ -l Hi ~------' 

Fig. 7.8 A Complex Block Lliagram 



Feedback Systems 191 

It is not possible to use anyone of the three previous combinations because of 
the intertwining loops. 

Movement of pick-offpoints: If the 'pick-off points of the feedback loops could 
be altered by moving them forward (i.e., towards the input) or backward, some 
simplification could result. For example, if the pick-off point of Hr, could be 
moved back to location 2 from location 3, the H3 block and the feedback around it 

could be combined into one block. However, this shift should not alter the feed­

back signal being received at the summing junction A. To ensure this, the transfer 

function H(, should be altered to H6 IH3• The shifting of pick-off point and the 
subsequent reductions are shown in Figs. 7.9 (a), (b), and (c) . 

.-------~ H 5 14------, 

( a) 

I--*:--V (S) 

(b) 

f---~V(s) 

(d 

Fig.7.9 Reduction of Block Diagram of Fig. 7.8 
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For further reduction, one more shift in the pick-off point is needed. We cou ld 

shift either pick-off point of HI> IH, backwards to location I or shift pick-off point 

of H, forward to location 2. Let us follow the second alternative. Once again, the 

process of shitiing the pick-off point should not alter the signal being received at 

the summing junction B. To ensure this, the transfer function H, should be multi­

pi ied by H4 • This shift and the resulting simplitlcations are shown in Fig. 7.10. 

xes) yes) 

(a) 

xes) yes) 

(b) 

Xes) + A yes) 

2 

(c) 

xes) H1HzH3 HI, Y (s) 

l-H)+H,HfistHZHJ H~H.: -
(d) 

"'ig. 7.10 Further Reduction ofI'ig. 7.8 
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Movement of summing junctions: The block diagram reduction of Fig. 7.8 has 
been achieved in Figs. 7.9 and 7.10 by the movement of pick-off points. In a 

similar fashion we could move summing junctions also. For example, let us move 

the summing junction into which HI feeds from B to A. The process of shifting 

should not alter the signal received at the input of H2 . To ensure this the feedback 

block H5 should be divided by HI. This shift and further reductions are shown in 
Fig.7.11. 

It should be noted that the locations of the two summing junctions at the input 
end of fig. 7.11 (a) have been interchanged in Fig. 7.11 (b). This is quite permis­
sible as it does not alter the signal being received at the input of the next block. The 
overall transfer function arrived at in Fig. 7.11 (d) is the same as the transfer func­
tion in Fig. 7.10 (d). 

X(s).A + -
V(s) 

B 

(a) 

H IH1 

Xes) + + V(s) 

X(S)~ 1-*' f-I --<l~--.~v(s) 
(c) 

X(s) H, H2 H3 H4 I------.V(s) 
l-H)+H, HiH6+H2H)HI.H~ 

( d) 

Fig.7.11 Reduction of Fig. 7.9 by Movement ofSwnmingJunction 
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7.3 Signal Flow Graph 

A block diagram shows the interconnected parts through which the input signal 

moves towards the output. The characteristics of the different elements of the path 

are shown by the transfer function blocks. The same information can be displayed, 

somewhat more neatly, by a line diagram in which the summing junctions and 

pick-off points are represented simply as nodes: the paths are indicated by lines; 

the direction of flow of the signal by arrows; and the path characteristic by its 

transfer function, written along the line. Such a line diagram is called a signal flow 
graph. The signal flow graphs for Example 7.1 (Fig. 7.6) and Example 7.2 (Fig. 

7.8) are shown in Figs. 7.12 (a) and (b). 

Fig. 7.12 Si~nal Flow Graph for (a) Fig. 7.6 and (b) Fig. 7.8 

A system variable is associated with each node. The line joining any two nodes 

is called a directed branch. The transfer function relating the variable at the output 

end of the line to the variable at its input end is called the branch transmittance. 
The signal going to all the outward directed branches from a node is the sum of the 

signals coming on incoming branches. For example, for the node <I> in Fig. 7.12 

(a), the incoming signal is K,lf - K31a = <1>. The outgoing signal is this sum. 

Therefore, E = K2 (K, Ir - K3/u). If we write similar eq'uations for each node, we 

gct the original system eqns. (i) to (vii) of Example 7. J, written out in a slightly 

different form: 

For node If 

For node <I> 

For node E 
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For node /" 
E 

For node \01 : /" RL = Vo. 

The signal tlow graph may, therefore, be thought of as a graphical repre­

sentation for a set of algebraic equations. Instead of simplifying the algebraic 

equations step by step to obtain a single equation relating the input to the output, 

i.e., the transfer function of the system, we simplify the signal flow graph to obtain 

a single equivalent branch connecting the input node to the outpul node. 

The rules for si mplification of a signal tlow graph are similar to those for block 

diagram manipulations. Four of these basic rules, which follow straightaway from 
the basic definitions, are summarised in Table 7.1 for quick reference. 

Table 7.1 ~ules for Simplification ofSignall<'low Graph 

Series connection: 

2. Parallel connection: 

= 

1. Feedback connection: 

4. Removal of a node: 

Xl 

X 
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The following example illustrates the use of these rules for simplifying signal 

flow graphs. 

Example 7.3: - Simplify the signal flow graph of Fig. 7.12 (b) to obtain the 

transfer function between X and Y. 

Solution: The signal flow graph is reproduced in Fig. 7.13 (a). The subsequent 

step-ny-step reduction of the graph is shown in Fig. 7.13 (b) to (g). 
-Hs 

~0~>----5-11" __ ~OV ~H3 H4 1 

-H6 
(a) Signal flow graph 

Xo ~I 

-H4 HS 

Xo ~1~4~4 OY X~ ~1 
H1 H6 

(b) Removal of nodes X I and X5 

(c) Removal of node X2 

(d) Addition of parallel branches 

(e) Removal of node X4 
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~-H1HiH&-H2H)H~HS 

XO~~~~--~--~~-----oY 
H1HZ X3 H3H4 

(I) Addition of parallel loops 

X O--------t .. ------------O
y 

H, H2 H3 H4 

(g) Final graph 

Fig. 7.13 Reduction of Signal Flow Graph 

The transfer function derived from the signal flow graph reduction is the same as 
that obtained by the block diagram reduction in Example 7.2. 

The sequence of steps for reduction of a signal flow graph to a single branch. 
as illustrated above, is not a unique one. It is usually not possible to ascertain 
beforehand which sequence will involve minimum computation. A major ad­
vantage of the signal flow grapb technique is the availability of a formal procedure 
for reduction of a flow graph from mere inspection. This procedure is called 
Mason'sformula. Certain terms need to be defined before this formula can be 
used. These terms are as follows. 

Source node: The node at the input end which has only outward branches, e.g., 
node X in Fig. 7.13 (a). 

Sink node: The node at the output end which has only inward branches, e.g., node 
Y in Fig. 7.13 (a). 

Forward path (or simple path): A sequence of outward directed branches from 
source node to sink node such that no node is encountered more than once. Figure 
7.13 (a) has only one forward path (X, XI> X2, X3, X4, Ys, Y). Other graphs may have 
more than one forward path. 

Forward path transmittance: The product of all the individual branch transmit­
tances in a forward path, e.g., in Fig. 7. 13(a) the forward path transmittance is H, 
H2 H, H4. 

Loop: It is a path starting at a node and terminating at the same node. Figure 7.13 
(a) has three loops: (i) {X" X2, X3, Xd; (ii) {X3, X4, X3,}; (iii) {X2, X3, X4, X5, X2 }. 
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Loop transmittance: The product of branch transmittances in a loop. The three 
loop transmittances of Fig. 7.13 (a) are: (i) - HI Hz H6 ; (ii) H3; (iii) - Hz H3 H4 Hs. 

Non-touching or disjoint loops: Loops which do not have any common nodes. 

In Fig. 7.13 (a) none of the three loops is disjoint. 

Determinant of a graph, ~ = I - (sum of all loop transmittances) + (sum of the 

products of all possible pairs of non-touching loop transmittances) - (sum of the 

products of all possible triplens of non-touching loop transmittances) + ..... 

C()factor with respect to a particular forward path k, ~k =: I - (sum of all loop 

transmittances of the loops that do not touch the k th forward path) + (sum of the 

products of aJl possible pairs of non-touching loop transmittances of loops which 
do not touch the kth forward path) - (sum of the products aJl possible triplens of 
non-touching loop transmittances of loops which do not touch the kth forward 
path) + .... Thus, 11k is the cofactor of the element corresponding to the kth forward 

path in the graph determinant 11, with the transmittance of all the loops touching 
the kth path removed. 

Mason's formula gives the net transmittance or the graph transmittance from a 
source node to a sink node. In our terminology, this graph transmittance is the 
transfer function relating the output to the input. The formula is, 

(7.5) 

where 

H =: graph transmittance or the transfer function; 

11 =: the determinant of the graph; 

Gk = transmittance of the kth forward path; and 

11k =: cofactor of the kth forward path, as defined avove. 

The procedure for using this formula is illustrated by applying it to Example 7.3. 
By an inspection of Fig. 7.13 (a), we note that there is only one forward path with a 

transmittance HI H2 H3 H4. There are three loops with transmittances (i) - HI H2 H(" 
(ii) H3 and (iii) - H2 H3 H4 Hs . All the loops touch each other, so there are no non­
touching loops. Further, all the loops touch the forward path. Hence, 

~ =: 1 - H3 + HI Hz H6 + Hz H3 H4 H6 

11k I. 

Therefore, H 
HI H2H3H4 

=: 

1 - H3 + HI H2 H6 + H2 H3 H4 H6 
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Thus, Mason's formula permits reduction of the graph in almost a single step, 
without the need for a step-by-step graphical reduction procedure. This is a great 
help, especially in the case of more complex graphs. 

Example 7.4 : - Find the overall transfer function of the'system whose signal 
flow graph is shown in Fig. 7.14. 

Solution: There are three forward paths: 

G I == HI H2 H3 H4 Hs Hr,; G2 == HI H7 H4 Hs H6 and G3 = HI H2 HR Ho. 

There are three loops: 

LI == - H4 Hill; L2 == - HR H6 H9 and L3 = - H3 H4 H5 H6 H9 . 

Out of these, LI and L2 do not have any node in common and hence are non-touch­
ing loops. Therefore, the determinant of the graph is, 

~ == I + H4 HiO + Ho HR H9 + H3 H4 H5 Ho H9 + H4 Hill Hx H6 Hg. 

For path G" all the loops touch it. Therefore its cofactor ~I = I. 

Fig.7.14 A Signal Flow Graph 

Similarly, ~2 = I. However, for the third path G3, loop L, is non-touching. Hence 

~J = I + H4H IIl • 

The overall transfer function, according to eqn. (7.5) is, 

HI H2 H3 H4 H5 He, + HI H7H4 Hs H6 + HI H2 Hx H6 + HI H2 Hx Ho H4 Hw 
I + H4 Hw + H6 Hx Hg + H3 H4 H6 H9 + H4 HIO Hg H6 Hg 

It has been mentioned earlier that the signal tlow graph may also be viewed as 
a graphical representation for simultaneous algebraic equations. The variables in 
these algebraic equations may be Laplace transforms of the system variables, or 
any other set of algebraic variables. Thus, the process of simplification of a graph 
is eq u i valent to sol ving a set of algebraic equations. Mason's formula for the signal 
flow graph corresponds to Crammer's rule for solving algebraic equations. This is 
demonstrated by the following example. 



200 Linear Systems Analysis 

Example 7.5 : - Simplify the tlow diagram of Fig. 7.15 to obtain the graph trans­

mittance. Verify it by using Crammer's rule. 

Solution: There are two forward paths: 

H4 

x~2 .. 0'( 
~ H) 

-HS 

Fig. 7.15 

There is only one loop; LI = - H2 H3 • Therefore, ~ = I + H2 Hs and 

~ I = ~ 2 = t. Therefore, 

HI H2 H3 + H, H4 
J +H2 H5 

Now, let us write the algebraic equations for the given graph: 

Rewriting these equations in the matrix form we get, 

The determinant for Crammer's rule is, 

which is the same as the determinant of the signal flow graph. Cofactor for the 

output Y. 

Hs HI 
~ y - H2 I H4 = H, H4 + HI H2 H5 

o -HJ 0 

and 

which is the same result as that obtained by the signal flow graph. 
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7.4 Feedback Control Systems 

Automatic control action is vital to the modern technological achievements like 

space programmes, aviation, as well as to the established industries like power 

generation, chemical processing, paper mills, and steel mills. The basis of this 

automatic action is the feedback principle of control. 

As an example of a feedback control system, let us consider the speed control 

of a d.c. motor for application in a paper mill. Paper from primary paper rolls (15-

to 20-£t. wide paper) is passed through a number of rollers in a 'rewinder' mill to 

give it the required surface finish or to cut it into rolls of desired width. Paper is 

'reeled out' by one d.c. motor and 'reeled in' at the other end of the roller bank 

by another d.c. motor. As the roll diameters change at these two ends, the 

paper tension also changes. The motor speeds have to be controlled continuously 

to keep the paper tension constant. If the tension is less, the quality of the surface 

finish gets altered. There is also a chance of warping and fouling of the paper line. 

If the tension is more, the paper may tear up leading to loss of paper and processing 
time. 

Depending on the roll diameters and the required paper tension, the drive con­

troller generates a signal for the desired motor speed. This signal, called the refer­

ence signal or the desired output, is the input to the speed controller. The actual 
motor speed is measured by a tachogenerator which gives a voltage proportional 
to the instantaneolls speed. This is called the output signal. The input and the out­

put signals are compared in a summing junction in the speed controller which 

generates a signal proportional to the difference between them. This signal is 

called the error signal. The voltage applied across the motor armature is propor­

tional to this error signal. If the error is zero, i.e., the output is equal to the input, 

110 control action is called for and the armature voltage remains unaltered at its 

previous value. If the error is positive, indicating that the output speed is less than 

the desired value, the armature voltage is increased to speed up the motor. When 
the input and output speeds match again, the voltage is not altered. In this fashion, 

by constantly comparing the input and the output signals, and then initiating ap­

propriate control action, the motor speed automatically follows the set reference 

value. Since the output is fed back to the input, such a system is called afeedback 
control system. 

Let us represent the speed control system in terms of the block diagram of 

Fig.7.16. The d.c. motor with its associated thyristor power converter and 

mechanical load connected to it (in this case, the paper roll) is called the 'plant' to 

be controlled. The input to this plant will be the thyristor firing angles (which, in 

turn, sets the armature voltage level) and the output will be the motor speed. The 

relationship between the input and the output of the plant will be given by its 

transfer function G(s). The input to this plant will be given by the 'controller'. 

Actually, the summing junction is also a part of the controller only. The dynamics 
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Output 

c(s) 

l'ig.7.16 Block Diagram of a I<'eedback Control System 

of the controller are given by its transfer function Ge(s). The output is sensed by 

some transducer which generates a signal proportional to the output. The charac­

teristics of this sensor and other components in the feedback path are given by the 
transfer function H(s). The block diagram of Fig. 7.16 is the representation for any 
general feedback control system. The symbols for the variables -C (s) for the 
output; R (s) for the reference input, U (s) for the control signal; and E (05) for the 
error signal-are also standard symbols in control theory. 

Many a time the dynamics of the controller and/or feedback sensor can be 
neglected. Then the transfer functions GJs) and H(s) become constants. In many 

cases, the controller transfer function is simply the gain of some amplifier, 
i.e.,G,(05) = K. Again, in many cases the feedback transfer function is simply unity. 

Such systems are called unity feedback systems and represented by the block 
diagram of Fig. 7.17. Note that Fig. 7.17 is a special case of Fig. 7.16 with 
G,{s) = K and H (s) = 1. 

Fig.7.17 Unity Feedback System 

Let us now introduce some of the terms in control theory terminology. The 
'open loop' transfer function of Fig. 7. J 6 is GJs) G(05) H(s). The 'forward path' 

transfer function is G,(s) G(s), The 'closed loop' transfer function, according to 

egn. (7.3), is given by, 

C (s) _ Gc (s) G (s) 
R (s) - I + G, (s) G (s) H (s) 

(7.6) 

The closed loop transfer function of the unity feedback system of Fig. 7.17 is given 
by, 

C (s) = 
R (s) 

KG(s) 

I + KG (s) 
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As mentioned in Chapter 6, since G(s) is a ratio of two polynomials in s, eqn. (7.6) 

or eqn. (7.-) will also be a ratio of two polynomials. That is, 

C (s) 

R (.I') 
= 

N (.I') 

D (.I') 
= 

C'" .1'''' + C",_I .1'",-1 + ... + CIS + CII 

.1'" + dn _ I .1'" I + ... + dl S + dll 

(7.8) 

with m s n . The denominator is called the characteristic polynomial and the 

equation, 

s" + d" _ I .1''' - I + . . . + ds + do = 0 (7.9) 

is called the characteristic equation of the closed loop system. The roob of eqn. 

0.9) are the closed loop poles and their locations determine the form of the 

systclll's natural response. 

SOIllC of the important problems in the analysis of feedback control systems 

are: (i) transient response; (ii) stability; (iii) accuracy; and (iv) sensitivity. In the 

following sections, we investigate the main points concerning these problems. 

7.5 Transient Response 

The unit step signal serves as a standard test signal for characterising the transient 

response of linear systems. The procedure for determining the complete response 

to a step input, using the Laplace transform method has already been described in 

Chapter 6. 

Let us first investigate the effect of feedback on the transient response of a first 

order system. Consider the system shown in Fig. 7.18. The closed loop transfer 

fu nction of the system is, 

C(s) K 

R (.I') S + 1 + Ka 

Fig.7.18 A First Order System 

The step response of the system is given by, 

K 
C(~) -

. - s (s + I + Ka) 
AI A2 -+ 
S S + 1 + Ka 

with AI = K / (1 + Ka) and A2 = - K / (1 + Ka). 

The Laplace inversion of C(s) gives, 

c(t) = A,u(t) + A2 exp [ - (1 + Ka) f]. 
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The first term gives the steady-state component and the second term the transient 

component of the response. The transient term is a decaying exponential term with 

a time constant equal to I / (I + Ka), which can be controlled by a proper choice 

of K and a. K may be the gain of an amplifier and a the gain (rather the attenua­

tion) of a potentiometer. By controlling these two constants, the time constant of 

the closed loop system can be made as small as desired. A smaller time constant 
means a faster acting system. Thus, even a slow acting plant can be made quick 
acting by the action offeedback. 

The transient or the dynamic properties of a first order system are all summed 

up in a single factor; the time constant of the system. We now take up the more 
interesting case of a second order system. 

Transient response of second order systems: 

Second order systems are important because of two reasons. First. a number of 

physical systems give rise to second order models, e.g .. R-L-C electrical circuit. 
mass-spring-dashpot mechanical system, etc. Second, the response of even higher 
order systems can usually be approximated by a second order system. In fact, the 
design specifications of most of the control systems are usually given in teflno' ',f 

performance criteria of second order systems. 

As mentioned in Section 3.6, the general equation for a second order system 
with output c(t) is given by, 

d 2c dc 2 
~2 + 2 S ron -d + ron C = ro~ r (t) . 
dt t 

(7.10) 

The in;:mt r(t) has been multiplied by a constant ro~ so that when ret) is constant, 

lhe steady-state output is equal to ret). In other words, the steady state gain of the 
system is unity. The transfer function of the system is, 

C (s) _ ro; 
R (s) - i + 2 S rons + ro~ 

(7.11 ) 

The system is overdamped when S > 1, .critically damped when S I and under­
damped when S < I. The underdamped case is more important and henceforth, 
we assume the system to be underdamped. 

The unit step response of eqn. (7.11) is, 

2 
C(s) = ron 

s (S2 + 2 S roll s + ro~) 

Expanding by partial fractions we get, 

2 
C() ____ ro~,, _____ ~ 

s = s (S2 + 2 S ron s + ro~) 

Multiplying both sides by the denominator we get, 
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or 

(AI + A2) S2 + (2 ~ <.On Al + A3) s + Al <.O~ = <.O~. 

Equating coefficients of like powers of s on both sides of the above equation we 
get, 

A I == I , 2 S <.OnA I + A, = 0 and A I + A2 = o. 

From the above we get, 

A I == I, A2 = - 1 and A3 = - 2 S <.On . 

Therefore, 

C(s) =1 _ s + 2 1; <.On 

S s2+2~<.Ons+<.O~ 

We now take the Laplace inver'>e of the above expression to get c(t). For this 
purpose the second term on the r.h.s. is rewritten as, 

= (s + S <.On)2 + (<.On ~ I - V) 2 

1 (COn~) I; + (s + I; COn) ..fl-r 
= -J 1 - ~2· (s + 1; COn)2 + (COn ~ 1 - 1;2f 

1 (COn ~)cos e + (s + 1; COn) sin e 
= '1 1 _ 1;2 (s + 1; (0,,)2 + (COn 'Jl=--~2y 

where cos 8 = ~ and sin e = ~. 

The above expression now corresponds to item 12 of Table 6.1 and its Laplace 
inverse is given by, 

'1 1 ~ r/ exp (- 1; con t) sin 1 COn ( ~) t + e I 

Therefore, 

c(t) = 1 - '\j 1 exp ( - ~ con t) sin 1 (0" ( ~) t + e I 
I - t;2 ~ 

where e = tan -- I ~ / ~ . 

Replacing COn ~ by <.Od we get, 

1 
c(t) = 1 - .~ exp(1 - t;<.Ont) sin (<.Odt + 8) (7.12) 

'11 _1;2 

Notice that relation (7.12) is the same as eqn. (3.31). 
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The first term on the r.h.s. of eqn. (7.12) is the steady-state response and the 
second term the transient response. The transient response is oscillatory, i.e., a 

decaying sinusoid with frequencyw" ~J _ r/ . Here, 00" is the natural frequency of 

undamped oscillations and 00/1 .y I _ 1;2 = 00", the frequency of damped oscilla­

tions. If the damping ratio is zero, the system will have oscillations of constant 

amplitude. However, such systems are called unstable systems and this condition 
is avoided. A plot of the transient response and its characteristics have already 

been described in Section 3.6. 

In the design of control systems the transient behaviour is specified by the fol· 
lowing measures: (i) rise time, t,; (ii) percentage overshoot, PO; and (iii) settling 

time t,. The expressions for these are (Section 3.6); 

The parameters under control are I;, and Wn . As the PO depends only on 1;" the 

damping ratio is selected first to satisfy the PO requirement. The value of Wn is 

then chosen to satisfy either the t, or the tr requirement. Usually I; is selected be­

tween 0.4 and 0.7; 0.4 gives an overshoot of 25% and 0.7 about 5%. 

Correlation between transient response and location (]fpoles: 

As mentioned earl ier, the shape of the transient response (i.e., the naturallesponse) 
of a system is determined by the roots of its characteristic equation, i.e. the poles 
of the system. From eqn. 7.11, the characteristic equation of a second order system 
is S2 + 21; (0/1.1' + (O~ == O. The roots of this equation are, 

s, , S2 == - (On ± j (On ~. 

Thus, the location of the system poles in the s-domain is dependent on the 
parameters r, and W n• Figure 7.19 shows this dependence. The distance of the poles 

from the origin is equal to 00/1 and the intercept on the jO}-a~is equal to the damped 

Increasing t.ln 

Increasinq Wct=Wn h-f;J. 

Sin-1 t. 

Fig. 7.19 Pole Locations in Terms of 1; and ron 
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frequency of oscillation (I)d. As ~ is varied keeping (1)/1 fixed, the poles move along 

the arc of a circle with radius (I)" and centre at origin. When S == 0, both the poles 

lie on the j(l)-axis, giving steady-state oscillations. When ~ = I, hoth the poles 

move on to the same location on the a-axis. Increasing ~ beyond I moves the 

poles apart but they remain on the real axis. Thus, poles on the real axis give an 

overdamped response and complex poles give an underdamped oscillatory 

response. Poles nearer the jw axis cause more oscillations than those away from 

jw axis. Of course, poles in the right half of the s-plane will make the system 

unstable. 

We now take up an example of a feedback control system, study its basic com­

ponents and their functions, ohtain its mathematical model and study its transient 

hehaviour. 

Example 7.6 : - The schematic diagram of a position control system is shown in 

Fig. 7.20. The objective is to control the angular position 8" of the output shaft. The 

input, i.e., the desired angular position e, is set on the potentiometer PI. Poten­

tiometer P1 is coupled to the output shaft. The pair PI and P2 act as the error detec­

tor, generating a voltage proportional to 8; - 80 . The ampliJ-ier amplifies this 

voltage to drive the armature of a d.c. motor. 

Fig. 7.20 Schematic Diagram of a Position Control System 

The motor armature is coupled to the mechanical load through a gear train which 
reduces the speed in the ratio n : I (n > I). Develop the transfer function of the 

system and find its step input response. 

Solution: Let us first determine the transfer function relating the error signal e to 

the output 6". The cause-effect chain, relating e to 8m may be written as, 

Armature voltage: V(J = Ae. 

Armature current: 

Torque: 'to = K2 i" . 

These three equations can be combined into one as follows: 
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K2A K, K2 n 
't" (s) = Ra E (s) - R" s 80 (s) 

= K3 E (s) - K4 S 80 (s) . (i) 

The motor output torque 't" will drive the mechanical load; the armature inertia 

J" plus the load inertia and viscous friction, referred to the armature shaft. The load 

inertia JI. and viscous friction BI. will be multiplied by n2 when referred to the 

armature shaft. Thus, the total inertia at the motor shaft is, 

Similarly, the total viscous friction at the motor shaft is, 

Thus, the equation of the mechanical motion is, 
.. . 

J' 8a + Bf 8a = 't" 

or 
.. . 

Jf n 9" + Bf n 9" = 't" . 

Taking the Laplace transform, and replacing Jfn = J and Bfn = B, we get, 

Js2 8" (s) + Bs 8" (s) = 'ta (s). (ii) 

Replacing 'tu(s) in eqn. (ii) by the expression (i) we have, 

(Js2 + Bs) 80 (s) = K3 £(s) - K 4s8" (s) (iii) 

Therefore, the plant transfer function is, 

90 (s) _ K3 
£(s) - s [Js + (B + K4 )] 

(iv) 

Now, the effect of feedback is to make 

E(s) = Ks [8 i(s) - 9,,(s)]. 

Substituting this expression in eqn. (iii) we get, 

Thus, the closed loop transfer function is, 

90 (s) _ K3KS 

8;(s) - Js2 + (B + K4)S + K3KS 
(v) 

Expression (v) can be rewritten in the standard form as, 

C(s) ffi~ 
-- = 2 ' 
R(s) s + 2Sffi"S + ffi~ 

where, 
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W = ~K K / J. r = B + K4 
n .1 5 , '0 2 ~K K / J ' 

3 5 

Let the system parameters be so chosen that S = 0.5 and ron = 4 rad/sec, The 

performance measures of the step input response can then be calculated according 
to the eqns. (3.32) to (3.55) as follows: 

'-II - 1;2 e = tan - I S = tan - I 1.735 = 1.065 rad 

W" = w" ~ = 3.47 rad/sec. 

Therefore, 

11:-9 
t, = 3.47 = 0.6 sec. 

t" = 11: / w" = 0.785 sec. 

PO = 100 exp (- S1l: /~) = 16.4% 

t, = 3 / SWn = 1.5 sec. 

Control of transient response through feedback: 

Figure 7.21 shows a second order overdamped plant. Feedback control is 
employed around it with a feedback gain a and forward path gain K. We now 
show that by controlling K and a, the system may be made to have any desired 
dynamic response. 

C(5) 

H (5) 

Fig. 7.21 Second Order Ovcrdamped Plant 

The closed loop transfer function is, 

C(s) _ __K G_(,--,s )'---_ 2K 

R(s) - I + KG(s) H(s) (s + I) (s + 2) + 2Ka 

or 

C(sl _ 2K 
R(s) - S2 + 35 + (2 + 2Ka)· 

Comparing with the standard form, 
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2Sw" = 3 and w~ = 2 + 2Ka. 

Therefore, 

Thus, by suitably selecting the values of K and a, we can get any desired transient 
response. 

The roots of the characteristic polynomial of the closed loop system are, 

. __ }. + '>/9 - 4 (2 + 2Ka) . 
.II, .1'2 - 2 - 2 

By suitably selecting K and G, the poles can be located anywhere on the real axis 

or on a vertical line passing through cr = - 312. Thus, the feedback can be used to 
control the transient response of a feedback control system. 

7.6 Stability 

The transient response of linear systems consists of exponential terms of the form 

1", exp (r, t), where the coefficients r, in the exponent are the roots of the charac­

teristic equation of the system. In the transfer function representation of systems, 

the characteristic equation is the denominator polynomial equated to zero, and the 

roots rj are the same as the poles of the system. If all the roots are negative (or have 

negative real parts in the case of a complex root), the transient response decays to 

zero as f increases to infinity. On the other hand, if even a single root is positive 

(or has a positive real part in the case of a complex root), the transient response 
will go on increasing without bounds. We then say that the system is unstable. 
Thus, the condition for stability of a linear system is that all the rools of its char­

acteristic equation should be negative (or have negative real parts in the case of the 

complex roots) or all the system poles must lie in the left half of the s-plane. 

When a pair of complex poles lie on thejw-axis, a step input response produces 
sinusoidal oscillations of constant magnitude. Such a system is on the borderline 

between stable and unstable conditions and is called a marginally stable system. 
However, even a slight change in the parameters may push the poles into the right 
hal f of the s-plane, making the system unstable. Hence, for practical purposes a 

marginally stable system is also classified as an unstable system. 

The use of feedback usually has a tendency to destabilise a stable plant. The 
reason for this is as follows. A prime requirement of any control system is that it 
should have a low steady-state error. As we shall see later, this requires that the 

gain of the open loop transfer function, I KG(s) H(s) I, be high. This gain can easily 
be increased by increasing the forward path gain K, which is usually the gajn of an 
amplifier. However, increasing K shifts the closed loop poles to the right, leading 
the system towards instability. This is illustrated by the following example. 
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Example 7.7: - The open loop transfer function of a unity feedback system is, 

G(s) = K _ K . 
(s+l)(s+2)(s+3) - s3+6s2 +11s+6 

Determine the location of it~ closed loop poles for increasing values of K. Also 

determine the limiting value of K beyond which the closed loop system with unity 

feedback becomes unstable. 

Solution: All the three poles of the plant, Sl = - I, S2 = - 2 and S3 = - 3, are 

negative. Hence, the plant, i.e., the uncontrolled system (without feedback) is 

stable. The transfer function of the closed loop system is, 

C(s) _ G(s) K 
R(s) - I + G(s) 

The characteristic equation of the closed loop system is, 

1+ G(s) = 0 

or 

S3 + 6s2 + II s + 6 + K == O. 

In order to obtain the roots or the poles of the closed loop system, we must 
factorise the above closed loop characteristic equation for different values of K. 

This is done as follows. 

( I ) K = 0: The closed loop characteristic equation becomes the plant char­
acteristic equation. Hence, the closed loop poles will be the same as the open loop 

poles. That is, 

SI = - I, S2 = - 2, S3 == - 3. 

(2) K == 6: The characteristic equation is 

Thai is, 

(3) K=24: 

That is, 

SI, S2 - 0.5 ±j m 12 and S3 = - 5. 

(4) K=60: 

That is, 
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The locus of the closed loop poles for increasing values of K is shown in Fig. 

7.22 Such a diagram, showing the movement of the roots of the closed loop char­

acteristic equation, is also called a root locus diagram. This figure shows that for 

values of gain K greater than 60, the closed loop poles will enter the r.h.s. of the 

,I'-plane. The system will then become unstable. 

K=6 

K= 60=24=6 

-6 -5 - 4 -3 -2 

K=G 

2 3 4 

Fig.7.22 LOClls of Closed Loop Poles (Root Loclls) 

It is quite obvious that an unstable system cannot perform any useful function. 

Not only that. unstable operation is dangerous and may damage the plant. There­

fore, it is absolutely necessary that the feedback control sY!ol1em be so designed that 
it does not become unstable under any condition of operation. The methods of 

determining whether a feedback system is stable or not form an important part of 
the study of control systems. 

The most direct method for determining the stability is to factorise the closed 

loop characteristic polynomial I + G(s) H(s) in order to determine the roots of the 

characteristic equation I + G(s) H(s) == O. If all the roots have negative real parts, 

i.e., if all the closed loop poles lie in the I.h.s. ofthe ,I'-plane, the system is stable. 

Otherwise it is unstable. However, factorising a polynomial is a tedious work and 

becomes almost impossible if the order of the polynomial is high. Therefore, dif­

ferent techniques have been developed for predicting the stability without the need 

for factorising the characteristic polynomial. In the fl)lIowing subsection we study 

one of these techniques. 
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The Routh-Hurwitz stability criterion: 

For testing the stability of a system, we need not know the exact location of its 

poles. All that we need to test is whether all the system poles are in the l.h.s. of the 

s-plane or not. Routh Hurwitz criterion is a method for such a testing. 

The characteristic equation of an nth order closed loop system is, 

(7.13) 

Let the roots of this equation be Sl, S2, ... , Sn- Then, from the properties of the 

roots of algebraic equations, we have, 

(i.e., the sum of the products of roots, taken two at a time) 

(i.e., the sum of the products of roots, taken three at a time) 

(7.14) 

From the relations (7.14), we can derive the following necessary condition for all 
the roots SI • ..•• Sn to be negative (or have negative real parts): all the coefficients 

lIlI-l, .. , d" must be non-zero and positive. If this condition is violated, one or 

more of the roots will be positive and the system unstable. However, this is only a 
necessary condition and not a sufficient condition. If it is satistied, we proceed to check 
fix the Routh-Hurwitz criterion which is both a necessary and a sufficient condition. 

We first form a Routh array as fOllows. The tirst two rows are made up of the 
coefficients of the characteristic eqn. (7.13) as, 

Row I, s" I I dn - 2 nn-4 ... 

Row 2, s"- I d" _ I d" - 3 dn - 5 ... 

Let us denote the elements of row 3 by d31 , d32 , •••• Then, 

and so on. Thus, the array up to the third row is, 

Row 1,5" d,,-2 d,,-4 
Row2,s"-1 d,,_1 d,,-.1 d,,_ 5 

Row 3, S,,-2 d31 d32 d33 

The elements of the fourth row, d41 , d42 , ... are formed as, 
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dn
-

3
1 

d32 

dn
-

5
1 

d" 

and so on. Thus a new row is formed out of the elements of the precedi ng two rows 

according to the formula given above. This procedure is continued till we reach the 

(n + 1 )th row corresponding to s". The Routh-Hurwitz criterion is stated in terms 
of the first column of this array. It states: the characteristic polynomial (7.13) has 
no roots outside the I.h.s. of the s-plane if all the elements of the first column of the 
Routh array are non-zero, positive numbers. Further, the number of roots in the 
r.h.s. of the s-plane is equal to the number of sign reversals in the first column. 

Example 7.8 : - Examine the stability of a system having the characteristic poly­

nomial S4 + J Os' + 35052 + 50s + 24. 

Solution: Since all the coefficients of the given characteristic polynomial are 
positive we can proceed to perform the Routh-Hurwitz test. The tirst two rows of 
the Routh array are, 

35 24 
50 0 

The missing elements are assumed to be zero. The elements of the third row are 
calculated according to the rule given above as, 

d11 = - /0 \16 ;~ \ = 30; d,2 = - I~ \ [6 2~ \ = 24. 

The Routh array up to the third row is, 

S4 I 35 24 
Sl 10 50 0 
S2 30 24 

The elements of the fourth row are 

I \10 50 \ d41 = - 30 30 24 = 42; d42 = O. 

Thus the array up to the fourth row is, 

S4 1 35 24 
S3 10 50 0 
i 30 24 
s 42 0 

The element in the last row is, 



Thus, the complete array is, 

S4 I 35 24 
S3 10 50 0 
S2 30 24 
s 42 

SO 24 
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Examining the first column of the Routh array we find that there is no change in 
the sign of the elements. All the elements in the first row are non-zero positives. 
Hence, all the roots lie in the l.h.s. of the s-plane and the system is stable. We can 
verify this result by factorising the given polynomial as 
(s + I) (s + 2) (s + 3) (s + 4). 

The results of the Routh-Hurwitz analysis are not altered if all the elements of 
a row are multiplied or divided by a positive constant. For example, in Example 
7.8, the second row could be divided by to to give 

35 24 
5 0 

This helps in simplifying the numerical work. The third row remains the same, i.e. 
(30,24). Dividing each element by 6, we get (5, 4). The fourth row then becomes 
(21/5, 0), which can be written as (I, 0). The last row becomes 4. The complete 
array becomes 

S4 I 35 24 
S·l 5 0 
/ 5 4 
s 1 0 

Sll 4 

The result about stability is the same since it is dependent only on the sign of the 
terms in the first column and not their numerical values. 

Example 7.9 : - Let us now alter one of the poles from - 1 to + I in the previous 
example. The polynomial then becomes, 

(s - I) (s + 2) (s + 3) (s + 4) = S4 + 8s3 + 17s2 
- 2s - 24. 

Since two of the terms have negative signs, it violates the necessary condition, and 

we can at once conclude that one or more roots are outside the l.h.s. s-plane and 
the system is unstable. Developing the Routh array we get, 

S4 1 17 -24 
.1'3 8 -2 

(= 4 - 1 ) , 
18 -24 s-

(= 3 -4) 
s 13/3 

Sll -4 
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There is one sign reversal in the first column, from + \3/3 to - 4. Hence, we cor­

rectly conclude that one of the roots is in the r.h.s. s-plane. 

Example 7.10 : - Let us now shift one of the poles to the origin. The charac­

teristic polynomial then becomes S4 + 9s' + 26 S2 + 24s + Ojl. 

Since one of the coefficients is zero, we may directly conclude that the system 

is unstable. However, let us continue with the development of the Routh array . 

.\"4 26 0 

.\".1 9 24 
(=3 8 ) , 
70/3 0 s-

ol" 8 
SO 0 

Sincc one of the elements in the first column is zero, the system is unstable. 
AI~() the array tells us that one of the roots is at the jro-axis. 

Example 7.11 : - Develop the Routh array for the polynomial, 

Solution: The first two rows are, 

s' II 
s" I 

Then the first element of the third row, 

dl1 == - I I : I = O. 

We cannot proceed any further if the first element of any row is 0, because the 

next term will have an impermissible multiplier - I/O. To avoid this difficulty let 

us replace d.11 by a small number £. Then array up to the third row becomes, 

.1'.1 

.\,2 ) 

.I' £ 0 

Proceeding further, 

I ! )1 I d41 = - 1/£ L 

and the complete array is, 

, 
s-
s £=0 

.I'll I 

I, 
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We conclude that the system is unstable because one of the elements in the first 
column is zero. We also derive another property. If the sign of the elements (in the 

first column) before and after a zero element is the same, then the system has a pair 

of poles on the j(J)-axis. In this case, the poles are located at ±j. Another property 

of the Routh array is that if the last element in the first column is zero, (Example 

7.10), the polynomial has a root at the origin. 

Example 7.12 : - Develop the Routh array for the polynomial, 

S5 + 2s4 + S3 + 2S2 - 2s - 4 = (S2 - 1) (S2 + 2) (s + 2). 

Solution: The first two rows are, 

I -2 
2 -4 

Since the second row is equal to the first row multiplied by 2, all the elements in 
the next derived row, i.e., the third row, will be O. Replacement of the zeros by E 

will not help in this case. The procedure to be followed in such cases is as follows.: 

Form an auxiliary polynomial P (s) with the coefficient of the second row: in 

this case, P (~') = 2s4 + 2.1'2 - 4. Then take the derivative of P (.I') to get dP (.I') / ds 

= 8.1'3 + 4.1'. The elements of the third row are the coefficients of this derivative. 

That is, 

.1'5 I I -2 

.1'4 2 2 -4 

.1'" 8 4 
(=2 I) 

Proceeding further we complete the array as, 

.1'5 I -2 

.1'4 2 2 -4 

.1'3 2 I 

.1'2 1 -4 
s 5 

S° -4 

Since there is one sign reversal in the first column, the array correctly tells us that 
one of the roots is in the r.h.s. of the s-plane. 

A situation like this, i.e., when all the elements of a derived row become equal 
to zero or when a row can be obtained by multiplying the preceding row by a 
constant, arises when the polynomial has pairs of roots located diagonally opposite 

to each other in the s-plane. In the present problem, we have two pairs of such 
roots: .I' = ± I and .I' = ±j 12. These roots are found by the auxiliary polynomial 

P (.1'). In the present problem, 

p (.I') := 2i + 2.1'2 - 4 := 2 (i - 1) (.1'2 + 2). 
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As far as stability is concerned, we conclude that if the elements of the second row 
of the Routh array are obtained by multiplying the elements of the first row by a 

constant, then the system is unstable. 

7.7 Accuracy 

The accuracy of a feedback system is measured by its steady-state error, i.e., by the 
difference between the input and the output under steady-state conditions. The 
smaller the error, the more accurate the system is. From the basic feedback con­
figuration shown in Fig. 7.23, the expression for the error E (s) is. 

E (s) = R (s) - C (s) H (s). 

R(s) + C(s) 

Fig. 7.23 Basic Feedback Configuration 

The closed loop transfer function is, 

C (5) KG (5) 

R (s) 1 + KG(s) H(s) 

Therefore, 

c (s) H (s) R (s). KG(s) H(s) 
J + KG(s) H(s) 

Hence, 

E (5) = R (5) [ 1 _ KG(s) H(s) ]. 
I + KG(s) H(s) 

I 
0= R (s) __ --C..-__ 

1 + KG(s) H(s) 
(7.15) 

The expression for steady-state error can be derived by using the final value 
theorem in eqn. (7.15). Then, 

e.,;, = lim e (t) = lim sE (5) = lim 1 ;~/~) H ( ) 
t-.~ .. -.0 .,-.() + s s 

(7.16) 

For evaluation of e." in eqn. (7.16) the input function R (s) must be known. How­

ever, the input can be any function of time. For the purpose of error analysis, i.e., 
for defining the steady-state accuracy of the system. we settle down to three basic 



Feedback Systems il9 

input functions: the step, the ramp and the parabolic function. Analytically, these 

test functions are l', t l and t2
• 

For the unit step input r(t) = u (t), R (s) = lis and eqn. (7.16) gives, 

1
• sIs 

e" = 1m 
.. .H(i I + KG (s) H (s) I + KG (0) H (0) 

The constant term KG (0) H (0) is given a special symbol K" and the name posi­

tion error coefficient. In terms of Kp , 

e =--
.'.' I+K" 

(7.17) 

To get a small steady-state error to a step input, Kp must be made high. This can 

be achieved by increasing the forward path gain K. Thus, the higher the gain, the 

smaller the error. 

For a unit ramp input r (t) = t, R (s) = 1 I S2 and eqn. (7.16) gives, 

S Is2 1 
e'J = lim = lim ----

.,->0 1 + KG(s) H(s) HO sKG(s) H(s) 

The constant term, 

lim sKG(s) H(s) 
.\'~() 

is called the velocity error coefficient Kv. In terms of K", the steady-state error due 

to a ramp input is, 

e,., = 
K, 

(7.18) 

Similarly, for a parabolic input r (I) = f 12, R(s) = 1 I S3 and, 

. sls3 I. I 
e. = lIm ------ = 1m 2 • 

" .,->0 I +KG(s)H(s) HO s KG(s)H(s) 

Calling 

lim S2 KG(s) H(s) 
.\ -4 (J 

the acceleration error coefficient Ka. the steady-state error due to a parabolic input 

is given by, 

(7.19) 

In all the three cases, the steady-state error is inversely proportional to the error 
coefficient. This error coefficient can be increased, and consequently the error 

reduced, by increasing the gain K. However, increasing K may lead to instability. 
The main challenge of control system design is to reconcile these contradictory 
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requirements of increasing K to reduce error and yet maintain a proper stability 
margin. 

In most of the cases, it is required that the steady-state error of the closed loop 
system due to a step input be zero. For this to be so, 

KI' ::: lim KG(s) H(s) 
\~tl 

must be infinite. Now, KG(s) H(s) is the open loop transfer function, with a 

numerator polynomial and a denominator polynomial. In the factored form it can 
be written as, 

KG(s) H(s) 
K (5 + al) (of + a2) ... 

S" (s + bl) (5 + b2) •.• 

If the power n of the free s term, s", in the denominator is zero, then it is clear 
that 

K" ::: lim KG(s) H(s) 
\ .-~ () 

will not be infinite. However, if n::: I or more, KI' will always be infinite. Thus, the I 

power n of the term :,-" in the denominator of KG(s) H(s) is important in deciding 

whether one or more of the error coefficients will be infinite (i.e., the correspond­
ing steady-state error will be zero). Therefore, the open loop systems are classified 
according to the power n of the free s term, s", in the denominator of their transfer 
function. A system is called type 0 if n = 0, type 1, if n = I, type 2, if 11 = 2 and so 
on. (Note that the order of a system is an entirely different entity from the type of 

a system.) For unity feedback systems, the type of the open loop transfer function 
is the same as the type of the plant transfer function. Let us now study the error 
coefficients and the steady-state errors for different types of systems. 

Type 0 systein: For ease of computation, let us assume unity feedback, i.e. H(s) 

= I. Also, let G(s) = 1/(s + I). The position error coefficient is KI' = K and the 

steady-state error e,x = lI( I + K). By making K large, e.t< can be reduced but it can­
not be completely eliminated. Hence, a type 0 system will always have some 

steady-state c:rror due to a step input. 

The velocity error constant, 

Kv ::: lim s KG(s) H(s) = lim Ks I (s + 1) = o . 
. \ -? 0 

Hence, steady-state error due to a ramp input will be infinite. That is, a type 0 

system cannot follow a ramp input. Similarly, the steady-state error to a parabolic 
input will also be infinite. Thus, from the accuracy point of view, the type 0 system 
is not very effective. 

Type I system: Let H(s) = I and G(s) = lis (s + 1). Then, 
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K" '= lim K/s (s + I) = DO. 

I--i-O 

Hence, the steady-state error due to a step input will be zero. The velocity error 

coefficient, 

K, = lim K/(s+ I) '= K 
I--tO 

will he finite. Therefore, the system will follow a ramp input with a finite steady­

state error which can be made small by increasing K, but cannot be totally 

eliminated. The acceleration error coefficient K" will be zero and, hence, the type 

I system cannot follow a parabolic input. 

Trpe 2 system: It is straightforward to show that both K" and K,. will be intinite 

for a type 2 system. Thus, the system will accurately follow step and ramp inputs 

without any steady-state error. However, Ka will be tinite and therefore there will 

he some steady state error to a parabolic input. 

The free s term in the denominator represents integration of the input. A plant 

with a single s term in the denominator has one integration; with .1'2 it has two 

integrations, and so on. Such integrations arise naturally in physical systems. For 

example, in an armature-controlled d.c. motor with the angular position of the 

shaft as the output, a constant voltage across the armature results in a continuously 

increasing output. Thus, the plant integrates the input once to produce the output 

and hence is of type I leqn. (iv), Ex. 7.61. However, if the shaft velocity is con­

sidered the output, there is no integratio~ and the transfer function is type O. 

The terms 'position', 'velocity' and 'acceleration', used with error co-effi­

cients, are derived from position control systems (or position 'servomechanism') 

where a step input produces a fixed output position; a ramp input gives a fixed 

output velocity; and a parabolic input gives a constant acceleration. However, the 

same terms are used for all control systems, whether the output is temperature or 

pressure or any other physical quantity. 

Example 7,13 : - Determine the steady-state error due to step and ramp inputs 

for a unity feedback system with plant transfer function, 

K (s + \) 
G(s) '= s (s + 2) (s + 3) 

for K'= I, 6 and 60. 

Solution: As the plant is type I, K,. '= 00 and the steady-state error due to a step 

input will be zero. So, we consider only the ramp input (Fig. 7.24). From the 

definition of K" 

. ( ) H() I' K (s + 1) K 
K,. = 11m s KG s s = lin (. 2) ( . 3) 6 . 

,-.0 .,--)0 ,\ + ~ + 

The steady-state error e" = I / K, 6/ K. 
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Fig. 7.24 Steady-state Error due to Ramp Input 

ForK == I, e,,,, 6. 

For K = 6, e,.. == 1. 

For K = 60, e" == 0.1. 

7.8 Sensitivity 

Theoretically any desired dynamic response can be obtained from a plant by cas­
cading a series contr011er with a proper transfer function Gc (s), without using any 

feedback. Such a control is called 'open loop' control. However, the performance 
of an open loop control will change due to any change in its parameter values. The 
parameters may change because of environmental conditions or becat'se of 
ageing; the resistance of coils change with temperature, the gain of transistors 
change with time, and the friction of a bearing is dependent upon the level of 
lubrication. In many cases, the parameter values may not even be known accurate­
ly or may be very much different from the values assumed at the design stage. The 
performance of the open loop system will also change because of unwanted 'noise' 
signals which will always be affecting any physical system. We then say that the 
performance of the system is 'sensitive' to parameter variations and to unwanted 
noise signals. One of the prime reasons for using feedback is that it reduces the 
sensitivity of the system to both parameter variations and external noises or distur­
bances. 

To demonstrate the effect of feedback in reducing the sensitivity to parameter 
variations, consider a two-stage amplifier, each stagc having a gain of 100, con­
stant over the frequency range of interest. The transfer functions GI(s) and G2(s) 

of each stage are then just 100. The overall transfer function is 10,000. Now, sup­
pose the gain of the second stage changes by 10%, to become 90. Then, the overall 
gain also changes by 10% to become 9000. Since a 10% change in the gain of one 
of the components causes a 10% change in the overall gain, we say that the sen­
,itivity of the system is 1. 
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Now, suppose we put a feedback around the second unit with a resistive poten­
tial divider so that the feedback H(s) = 0.5. Then, the closed loop transfer function 
of the second unit becomes, 

G2c (.I') = r I + G
2
(s) H(s)] ::: 

100 
I + 100 x.5 ::: 1.965 

The overall gain of the system becomes, O(s) ::: OI(S) O2,(.1') ::: 100 x 1.965 

= 1965. With a change in the open loop gain of the second unit, the changed gain 

of the closed loop is Of 2'(S) ::: 90/( I + 90 x 0.5) = 90/46 ::: 1.955 and the overall 

gain Of (s) ::: 1955. The overall gain variation is now only 10, from 1965 to 1955, 
or lOx 100/1965 = 0.512%, as compared to 10% in the system without feedback. 
The sensitivity of the feedback system is only 0.51211 0 ::: 0.0512 as compared to 
in I the previous case. This demonstrates the effect of feedback in reducing the 
sensitivity of the system to parameter variations. Of course, the net gain of the 

amplifier has been reduced because of the feedback. To regain the original gain, 
one more stage (with appropriate gain) may be added to the amplifier. 

For any feedback amplifier with a forward path gain A and feedback factor ~, 

the closed loop gain is A/( I + ~A). If the loop gain ~A is much larger than I, then 
the overall gain is simply 1/~, which is independent of the forward path gain A. 

Hence, any variation in the value of A does not affect the overall gain. In other 

words the system becomes totally insensitive to changes in A. 

Let us now consider any plant with a transfer function 0(.1'), input R(s) and 
output C(s). Then, for the open loop system without feedback, C(s) ::: 0(.1') R(s). 

Now, suppose that the plant transfer function changes to O(s) + L1 O(s) because of 
I)arameter variations. Then, the open loop output becomes, C(s) ::: [O(s) + 
L1 0(.1')] R(s). The change in the output is, 

fC(s) - C(s)] ::: L1 C(s) ::: L1 0(.1') R (.1'). 

Let us now use a feedback around the plant with a transfer function H(s). The 

closed loop transfer function (without parameter variation) is 0(.1') / [I + (O(s) 

H(s) I and the output, 

C(s::: G(s) R(s) 
) I + 0(.1') H(s) 

With G(s) changed to O(s) + L1 G(s), the changed output becomes, 

C (.1')::: [OCs) + L1 O(s)] R(s) 
1+ lO(s) + L1 0(.1')1 H(s) 

With I L1 0(01') I « I O(s) I, the change in the output is, 

f. L1 G(s) 
C (s) - C(s) ::: L1 C(s) ::: I + 0(.1') H(s) R(s). 
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Thus the effect of feedback is to reduce the change in the output by a factor of 

I / II + G(s) H(s)]. If the loop gain G(s) H(s) is kept large, which can easily be 

done by increasing the forward path gain K, the change in output due to changes 

in G(s) can be kept as small as desired. 

Let us now compare the effect of noise in the open loop and in the closed loop 

systems. In the open loop system of Fig. 7.25 (a), the transfer function from the 

noise to the output is. 

C(s) := Go(s) . 
N(s) -

C(s) 

(a) 

R(s)+ c (5) 

Fig.7.25 Reduction of Noise by Feedback 

For the closed loop system of Fig. 7.25 (b), input R(s) is assumed to be zero for 

considering the transfer function from N(s) to C(s). Then. 

C(s) = IN(s) - GI(s) H(s) C(s)J G"(s) 

or. 

or, 

G2(s) _ 

1+ GI(s) G2(s) H(s)' 

Once again. by keeping the loop gain GI(s) G 2(s) H(s) large, the effect of noise on 

the output can be reduced. 

Concluding comments: In this chapter. we have given a brief account of the im­
portant aspects of the feedback systems. These aspects are, transient response. 

stability. accuracy and sensitivity. All these aspects are affected by feedback. 

However, these requirements place conflicting demands on the feedback system. 
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Reconciling these conflicting demands is the interesting. though challenging. task 
of control system design. 

GLOSSARY 

Feedback: The process of comparing the output signal with the input signal to produce the control 

signal applied to a plant is called feedback. If the output signal opposes the input, it is called 
nexativefeedback; if it aids the input it is called positivefeedback. 

Block Diaxram: Each subsystem in a large system is depicted graphically by a functional block, 

showing the input, the output and the transfer function relating the two. A diagram showing the 
interconnections of such functional blocks of a system is called a block diaxram. 

Signal Flow Graph: This is a line diagram, consisting of nodes and directed branches, which shows 
the flow of signals in a system. Each node represents a variable and each branch a subsystem 
with a specified transfer function. The overall transfer function of the system is obtained by 
simplifying its signal flow graph into a single branch between the input and the output nodes. 
Mason's formula gives a general method for signal flow graph reduction. 

Stability: If the output of a system grows without bounds, it is called an unstable system. For the 
system to be stable all the roots of its characteristic equation must have only negative real parts. 
In other words, all the system poles must lie in the left half of the .I-plane. The Routh-Hurwitz 
method is a technique for determining the stability of a system without finding the roots of its 
characteristic equation. 

Error Coefficients: They determine the steady-state accuracy of a feedback system: 

Position error coefficient: Kf> = lim KG(s) H(s). 
:;-----lO 

Velocity error coefficient: K" = lim s KG(s) H(s). 
,\'-to 

Acceleration error coefficient: Ka = lim i KG(s} H(s) . 
.\"---)0 

The steady-state error of a system due to a unit step input is 1/(1 + Kp}, due to a ramp input, 

11K", and due to a parabolic input (a t\ IIKa. 

Type "fa System: In the factored form, if the denominator of KG(s) H(s) has no free s term, it is called 
a type 0 system, if it has a free s terms it is called a type I system, and if it has a free i term it 
is called a type 2 system. A type 0 system will have a finite steady-state error due to a step input. 
A type I system will have zero steady-state error due to a step input but a finite steady-state 
elTor due to a ramp input. A type 2 system will have zero steady-state error for both step and 

ramp inputs and a finite steady-state error due to a parabolic (a t2
) input. 

Sensitivity: The sensitivity of a performance measure p of a system to variations in the parameter II is 

defined a', 

Sf' _ % change in p 
u - % change in a' 

PROBLEMS 

7.1 Figure 7.26 shows an interconnection of two RC low pass filters. Treating each filter as a 
subsystem, de vel up a block diagram representation for this circuit. This problem illustrates 
that when loading effects are present, the overall transfer function of series-connected sub­
systems is not equal to the product of their individual transfer functions. 
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R R 

I 
x(s) _C C_ I V(s) 

1 1 
I 

0 
I 

Filter 1 Filter 2 /0 
I 

J<'ig.7.26 

7.2 Develop the block diagram representation for the two-tank system shown in Fig. 7.2 (b). 
Use block diagram reduction techniques to obtain its transfer function. 

73 Simplify the block diagram in Fig. 7.27 to determine the overall transfer functioll of the 
system. 

x(s)+ f-+-'-'(S) 

Fig. 7.27 

7.4 Draw the signal flow graph for the network shown in Fig. 7.28. Determine the transfer 
function relating V,,(s) and Vi(s) by simplifying the flow graph. 

Vi (5) 

Fig. 7.28 

7.5 Determine and sketch the unit impulse response of a second order system. 

7.6 A first order plant has a time constant of 2 seconds. Discuss how its time constant can he 
halved using feedback. 
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7,7 Determine and sketch the unit ramp response of a second order system, 

7,8 When supplied from a 200 V d,c. source, an armature-controlled d,c, motor develops a 

torque of 10 N-m and runs at a steady-state speed of 100 r,p,m, The supply is then switched 

off and the speed plotted as a function of time, This speed-time curve is a decaying exponen­

tial with a time constant of 2 seconds. From these experimental data, obtain the transfer 

function of the d,c, motor. 

7,9 The forward path transfer function of a plant is, 

K 
G(s) := ---

S (s + I) 

The constant feedback factor is 0.5, Show the location of closed loop poles for K:= 1,2 and 

10. Sketch the step response of the closed loop system from a knowlt:dge of pole locations, 

7, lOA tachogenerator feedback is often used in position control system~ to reduce the magnitUde of 
transient osciUations, The effect of this feedback on the system is shown in Fig, 7,29, The 

forward path plant is such that it has a steady-state gain of 10, damping ratio 0, I and Wn = 4 

rad/sec, Detemnne the tachogenerator gain K T to make the closed loop damping ratio = 0,6, 

60(5 ) 

Fig, 7.29 
7, I I Determine whether the closed loop systems, whose characteristic polynomials are given 

below. are stable or not. Also give information about the number of closed loop poles in the 

left half of the s-plane, on the jUl-axis and in the right half of the s-plane: 

(i) s3 + 2s +.< + 2, 

(ii) ,,4 + 5s3 + 13,,2 + 19s + 10. 

(iii) .<4+.<3_,,2+ S _ 2, 

7,12 The plant transfer function of a unity feedback system is, 

G(.I) = K 
" (s + I) (s + 2) 

Determine the range of K for stable operation of the closed loop system. 

7, I:> The characteristic polynomial of a third order system is given by s3 + d2S2 + diS + do, Deter­

mine the relations to be satisfied by the coefficients do. dl and d2 for stable operation of the 

system, 

7,14 Feedback can also be used to stabilise an unstable plant. Determine the range of K for stable 

operation of the closed loop system having plant transter function. 

G(s) = K(s+2)/s(s-l) 

and unity feedback, 

7.1.'i A unity feedback system has the plant transfer function, 

K 
G(s) '" , 

s (s + I) (s + 10) 

The input to tlje system is r (1) 

state error 01'1), I, 
I + t, Deternrine the value of K which will give a steady-



CHAPTER 8 

State Variables 

LEARNING OBJECTIVES 

After studying this chapter you should be able to: 

(i) formulate state variable equations for systems from their differential 
equation and transfer function models; 

(ii) obtain the transfer function from a given state variable representation; 

(iii) determine the state transition matrix and solve state variable equations; 
and, 

(iv) diagonaJise a matrix and derive the normal, or the standard, form of 
state variable representation. 

As illustrated by many previous examples, the modelling process of linear sys­
tems involves setting up a chain of cause-effect relationships, beginning from the 
input variable and ending at the output variable. This case-effect ehain includes a 
number of internal variables. These variables are eliminated, both in the differen­
tial equation model and in the transfer function model, to obtain the final relation­
ship between the input and the output. Analysis of systems with this input-output 
relationship model will not give any information about the behaviour of the inter­
nal variables for different operating conditions. For example, the analysis of a 
vibration table (Ex. 6.2) with the transfer function model [eqn. (6.30)], gives no 
clue as to when the coil current will saturate the magnetic path or exceed its safe 
operating limit. Therefore, for a better understanding of the system behaviour its 
mathematical model should include the internal variables also. The state variable 
techniques of system representation and analysis make the internal variables an 
integral part of the system model and thus provide more complete information 
about the system behaviour. In order to appreciate how these internal variables are 
included in the system representation, let us once again examine the cause-effect 
chain, i.e., the mathematical modelling process, by means of a specific example. 
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Example 8.1 :- Field-controlled d.c. motor. Field-controlled d.c. motors are 
used as actuators in low power instrument servos, e.g., for controlling the position 
of a pointer over a dial. The control signal is applied across the field winding while 
the armature is supplied from a constant current source. This arrangement is more 

convenient because the field winding requires much less current than the armature. 

(However, for large power motors it becomes difficult to supply the required 
amount of constant armature current through a constant current source, and then 
armature control is used instead of field control.) The input signal is the voltage 
across the field winding, e, and the output is the angular position of the armature 
shaft, e. The schematic ~ram of such a systCP1 is shown in Fig. 8.1. 

Fig. 8.1 Field-controlled d.c. motor 

Treating input voltage e as the cause, the effect it produces is the field current 
i, the two being related by the equation, 

L di R' dt + ! = e. (i) 

We now treat current i as the cause. The effect it produces is the field flux 1». 
Making the usual assumption of linear magnetic relation we get, 

(ii) 

where kl is a constant. The field flux inleracts with the constant armature current 

I, to produce a torque 'to This relation is given by, 

(iii) 

The torque produces angular velocity co. The relation between 't and co is given by, 

dco 
j-+Boo='t 

dt 
(iv) 

where j and B are, respectively, the net moment of inertia and the coefficient of 
viscous friction on the armature shaft. And, finally the output is related to the 
angular velocity co by the relation, 

de ... _. = ro. 
dt 

(v) 
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The set of eqns. (i) to (v) gives the complete cause-effect chain. relating the 

input e to output 9, through the internal variables i. 41. t and co. The differential 

equation model. or the transfer function model. can be easily obtained by eliminat­

ing the internal variables and combining these five equations into one. But that is 

not our intention here. We would like to develop a model which includes the inter­

nal variables also. 

8.1 State VariabltlS 

In Example 8.1. there lire four internal variables and one output variable. As there 

is nothing to distinguish the internal variables from the output variables. we shall 
call the combined set of the internal variables and the output variables as system 
variables. Thus, for the field-controlled d.c. motor there are five system variables. 

{i. ell. 17, co. 9}. 

We also notice that in this set of five system variables, some are related to 
others through linear algebraic equations [eqns. (ii) and (iii)]. This means that their 
values (at all instants of time) can be obtained from the knowledge of other system 
variables, merely by linear combinations. In other words, even if the number of 
variables is reduced. this reduced set can still represent the system completely. For 

the purpose of finding a mathematical model to represent a system, we will 
naturally choose a set of variables with the minimum possible number of elements. 
Such a set would be obtained when none of the selected variables is related to the 
others through linear algebraic equations, i.e., when the variables are linearly in­
dependent." 

A little consideration shows that the number of linearly independent variables 
in Example 8.1 is only three. However. the set of three linearly independent vari­
ables is not unique. The sets { i , CO • a }. {~. co • a } and (17. co • e ) are all 
linearly independent and anyone of these could be used to represent the system. 
Choosing the first set Ii . co, 91. we can write the system equations as. 

and 

L di R' di R. e -+ l;eor-=--l+-
dt dt L L 

d9 
= 00, 

de 

(vi) 

(vii) 

(viii) 

• A set of variables (XI, X2, ... , x.) are called linearly independent if a linear algebraic equation. 
such as, 

al XI+a2X2+ ... +a.x.=O 
. does not exist between them for any non-zero values of constants a I. a2 . .... an. 
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The set of eqns. (vi), (vii) and (viii) constitutes a mathematical model for the 

system. It is a set of three first order differential equations. Its complete solution 

for any given input e(t) applied at t = 0, will require a knowledge of the value of 

selected variables ji , OJ, ef at t = O. To put it differently, we can say that if the 

values of ji , co, e) at t = 0 are known, then the values of these variables at any time 

t > 0, in response to a given input e (t), can be obtained by the solution of eqns. (vi), 

(vii) and (viii). A set of system variables having this property is called a set of state 
variables. The set of values of these variables at any time II is called the state of 

the system at time t l • The set of first order differential equations-like egns. (vi), 

(vii) and (viii), relating the first derivative of the state variables with the variables 

themselves-is called a set of state variable equations and constitutes the state 
variable model of the system. It is also to be noted that the number of state vari­
ables needed to form a correct and complete model of the system is equal to the 
order of the system. 

8.2 Standard Form of State Variable Equations 

In the state variable method of analysis, standard symbols are used for state vari­

ables. The notations for writing state variable equations have also been stand­
ardised. To understand these, we start with eqns. (vi),(vii) and (viii) of the previous 
section. 

Let the state variables be represented as, e = X" (J) = X2 and i = X~. Then, 
the state equations can be written as, 

. R 1 
X1 = - - x, + - e. - L - L 

These three equatIOns can be written more systematically in the matrix form as, 

[ ~~ 1 + [~ 1 e 
X3 IlL 

(ix) 

The output variable is simply equal to one of the state variables in this problem. 
In general, the output can be any linear combination of the state variables. To 
provide for this generality, the output is also written in the matrix form as, 

e ~ x, ~ [I 0 of: 1 
Equations (ix) and (x) constitute the state variable model of the field-controlled 

d.c. motor. 
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In the standard form the input variable is designated by the symbol u and the 

output hy the symbol y. The state variable model for an nth order system is written 
as. 

x = Ax + bu 

y = ex 

(8.1 ) 

(8.2: 

where x is n x I vector, cailed the state vecror, A is II X II matrix called the statt 

matrix, b is II X I input matrix, e = I x n output matrix, and u and yare the scala! 
input and output In the expanded form, we have, 

x 

XI all al2 

X2 a21 an 
, A == 

aln] 
Q2n 

a:,,, \1' 

hi 
h2 

h = (8.3 

hn 

The system variables x, u and y are functions of time while matrices A, band c 
consist (If constant coefficients. Equation (8. I) is called a vector differential equa­

lion and is a compact way of writing a set of n first order differential equations. 

In the standard form of e'lns. (8.1) and (8.2), the variables are x, u and y while 
the parameters are the matrices A, b amI c. Assuming the standard form repre­
sentation, a system is completely defined by these matrices. Therefore, many a 
I;me a system is referred to simply as the set {A, b, cl. 

Equations (8.1) and (8.2) represent a linear, time invariant, single-input-single­
output system. However, the state variable technique provides an easy and general 
method of representing other classes of systems also. For example, if the system is 
not linear, the vector state equation is written as a general functional relationship 
between x and x and u, i.e., 

x = f (x, u) (8.4) 

where f may be a set of non-linear relations. 

State variable representation is also convenient for multivariable systems, 
where the number of inputs and outputs is more than one. Let there be m inputs and 
r outputs. Then the scalar u becomes a vector u with dimension m and output y 

becomes y with dimension r. The order of the system, that is, the number of state 
variables remains II. The representation for such a multivariable system is then, 

x = Ax+Bu (8.5: 
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y = Cx (8.6) 

where the dimensions of parameter matrices A, B, C and variables x, u and yare: 

dim A = n X n x=nxl 

dim B Il X m u = mx I 

dimC r X n y = rX 1 

The output eqn (8.6) means that the output is a linear combination of state 
variables. The state variables, in turn, are effected by the input u. Thus, the input 

affects the output only through the state variables in these equations. However, it 

is possible that for some systems the input affects the output directly also. To allow 
the standard form of state variable representation to have sufficient generality to 
include this possibility also, the output equation is written as, 

y = Cx + Du, with dim D = r X m . 

Thus. the most general form of the state variable model for linear systems is the 
pair of equations, 

x Ax + Bu (8.7) 

y Cx + Du. (8.8 ) 

As seen from Example (S.l), the set of linearly independent system variable:­
which can be selected as state variables to represent a system is not unique. For 
field-controlled d.c. motor at least three different sets could be selected as state 
variables. Thus, the selection of state variables to represent any given system is not 
unique. Theoretically, the number of possible state variable sets for a system is 
infinite. For example, if {Xl, h x,} is a set of state variables, then {(alxl + a2x2), 

x,, X3} is also a set of state variables, for all different values of al and a2. 

8.3 Phase Variables 

In the state variable representation of Example 8.1, we had selected physically 
meani ngful variables like current, velocity, angular displacement, as the state vari­
ables. From the engineering viewpoint, such a choice is obviously very desirable. 
HO\lieVer, from the mathematical point of view this is not necessary. The selected 
state variables may not correspond directly with any physical quantity. From a 
possible infinite number of state variable sets, we choose only those whieh give 
some desirable advantages. One such choice of state variables leads to mathemati­
cally convenient forms of matrices A, b, and c. In this choice, the output and its 
first (Il - I) derivatives (the system is assumed to be of order n) are chosen as the 
state variables. Such a special set of state variables is called h set of phase vari­
ahles. To illustrate the state variable representation of systems using phase vari­
ahles. we again consider the field controlled d.c. motor. 
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Example 8.2:- Obtain the phase variable representation of the field-controlled 
d.c. motor. 

Solution: Combining eqns. (i) to (v) of Example 8.1, the differential equation 
representation of the system is given by, 

where, 

a2 == ( 7 + z l ~I == 0 

RB b == k, k2 
UI == JL ' JL 

Since it is a third order system, three state variables will be needed for its repre­
sentation. Define them as, 

de J2e dro 
x == e xo == - == CJ) and x == - == -. , ,- dt 3 dt dt 

Then the state equations become, 

In the matrix form the state equations become, 

The output y == e == Xl. Therefore the output equation becomes, 

y " [I 0 01 [ ~ 1 
This is the desired state variable representation. 

Generalising on the basis of Example 8.2, for an nth order system with a dif­
ferential equation model, 

dn x ([,-I X d.x 
dt + U,,_, dt-' + ... + a, dt + aox =f(t), 

the phase variables will be, 
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dx dt, 
x" - = , 

dt dt 
rfx dxz 

Xl = 
df = 

dt 

t;'or this choice of state variables, the system matrices will be, 

r 0 I 0 0 
() 0 0 

A 
0 0 0 0 

-a" -a, -a2 

r () and c = II 0 0 ... 01 

l 0 
b (8.9) 

Matrix A has a particul<)r structure which is also called a canonicaljorm. Given 

the system differential equation, the state variable representation in terms of phase 

variables can be written out directly by mere inspection of the differential equa­

tion. The particular forms of the matrices in eqn. (8.9) are helpful in many mathe­

matical manipulations. The phase variable form of representation is also very 

convenient to derive if the initial system description is in the form of a transfer 

function. 

Example 8.3:~- The transfer function of a system is, 

2 
G(s) = (5 + I) (5 + 2) 

Obtain a state variable representation for the system. 

Solution: F h · t' f . Y(s) 2 rom t e given trans er unctIOn, -( ) = -2--3--2 
U 5 5 + 5+ 

or 

(S2 + 35 + 2) Y (5) = 2U (5) . 

Taking the Laplace inverse of the above equation, the differential equation model 

of the system is, 
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cf v dv 
=--.L + 3 =-d + 2v = 2u (t) . 
dt2 t-

Choosing phase variables y and y as the state variables, the system matrices are, 

In general, the transfer function may include zeros also. In that case, the 
numerator of the transfer function will also be a polynomial in s. The general form 
of the transfer function of an nth order system is, 

h",s'" + b",_IS",-1 + ... + bls + bo G (s) = , -."_~I----------- ,m < n 
s' + a" _ I 5 +. .. + a I S + CIt} 

(8.10) 

To obtain a state variable representation for this transfer function we proceed as 
follows. 

Let us break up the expression for G(s) into two parts as, 

Let 

.\"" + a. _ I s" 1+ ... + als + ao 
(8.11 ) 

and 

Y(s) I '" h III - I h b - - == )", S + '" _ I S + ... + IS + o· 
XI(s) 

(8.12) 

Now, expression (8.11) does not contain any zeros. Therefore, its state variable 
description, using phase variables as state variables, can be obtained directly by 
the method described earlier. From expression (8.12) we get, 

Yes) == (b", s'" + b",_1 s'" - I + ... + bls + bo) X I(S) 

or 

y(t) 

(where XI. X2, ... , X"" X",+ I, ... , x" are the phase variables) or, 
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y (t) (8.13) 

Hence, the effect of zeros is to .alter the c matrix in the state variable representation 

as in expression (8.13). Matrices A and b remain the same as in eqn. 8.9. 

As stated at the beginning of this section, though phase variable representation 

. is convenient, the phase variables may not correspond to physically meaningful 
variables. For example, in a thermal system with temperature as the output, the 
phase variables will be first and higher derivatives of temperature. Now, the nth 

derivative of temperature is not a very meaningful physical quantity. 

8.4 State Variables for Electrical Networks 

The number of state variables needed for correct representation of a system is 

equal to the 'order' of the dynamic system. The order of a system, in turn, is equal 
to the number of independent energy storage elements, particularly in 
electromechanical systems where the concept of energy is valid. In electrical sys­
tems, energy is stored in the magnetic field of an inductor and in the electrical field 
of a capacitor. Therefore, it is natural to select the variables associated with induc­

tors and capacitors as the state variables. These are the currents through the induc­
tors and the voltages across the capacitors. The set consisting of currents in 
inductors and voltages across capacitors will be linearly independent. Also, if the 
values of these variables at time t ::: 0 are known, then their values for any instant 
t> 0 c,m be calculated for any given input. Thus, the set of currents in inductors 
and voltages across capacitors meets the conditions required to make it a set of 
state variables. 

Example 8.4:- Find a state variable model for the circuit in Fig.S.2. Voltage v, 

across the capacitor is the output and e(t) is the input. 

Fig. 8.2 RLC Series Circuit 

Solution: Let the state variables be defined as XI = Vc and X2 :;:: iL. Then, the sys­

tem equations are, 

dv, . edt:;:: Ie :=: h or XI 
1 C X2. (j) 
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Applying Kirchhoff's voltage law around the loop we get, 

or 

VL = L dil dt = e - Rh - Vc 

or 

(ii) 

Writing eqns. (i) and (ii) in the standard matrix form, we get the state equations as, 

[
XI 1 [0 1/ C 1 [XI 1 [0 1 
X2 = - 1/ L - R / L X2 + IlL e. 

The output equation is, 

Vc = Y = [1 0] [ :~ ] 
Example 8.5:- In the circuit shown in Fig. 8.3, the inputs are el and e2 and the 
outputs are VI , V2 and Vc' Obtain a state variable model for this system. 

RZ 

c + 

Fig. 8.3 

Solution: We note that in this problem the number of input variables and the 
output variables is more than one. Hence, it is a multi variable system. The object 
of this example is to demonstrate that making a state variable model for a multi­
variable system is almost as easy as that for a single variable system. 

As there are three independent energy storage elements, LI , L2 andC, three 
state variables will be required for a correct representation of the system. There are 
three outputs and two inputs. 

Let the state variables be selected as, 
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The state equations will be the expressions for derivatives of selected state vari­
ables as functions of the state variables themselves. To obtain these expressions, 
we first apply Kirchhoffs voltage law to the-two loops to get, 

. R L di l 
II I + I dt + v< == el 

From these equations we get, 

For the third state equation, we apply Kirchhoffs current law to the central node 
to get, 

or 

In the standard matrix form the state equations are, 

RI 
0 

LI LI 0 
XI 

[ X, 
LI 

0 
R2 

+ [ :: 1 X2 
~ L2 

X2 
0 L2 

X3 
I I 

X3 0 0 
- - 0 
C C 

The outputs, as linear combinations of state variables, are given by the relations, 

or 

YI == - X3 + el ; Y2 == - X3 + e2; and Y3 = X3' 

In the standard form, the output equations are, 
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Note that in this problem, the system representation uses the D matrix of eqp. (8.8), 

8.5 Transfer Function and State Variables 

Both the transfer function and the state variable methods are alternate ways of 

representing the same physical system. Therefore, it may be required to obtain one 

type of representation from the other. Let us first consider how to obtain the trans­

fer function representation from a given state variable representation. 

Let us start with the standard from of state variable equations for single variable 

system [eqns. (8.1) and (8.2)], 

x = Ax + bu and y = ex. 

Taking the Laplace transform of both sides of these two equations we get, 

sX (s) - X (0) = AX (.I') + h U (s); and Y (.I') = eX (.I') . 

In the transfer function representation, all initial conditions are assumed to be 

zeros. Therefore, x(O) = O. Then, the above equation becomes, 

(s I - A) X (s) = hU (.I') 

or 

X (s) = (s I - Af 1 bU (s) . 

Substituting this expression for the Laplace transform of state variables into the 

output equation we get, 

y (s) = c (s I - Ar I bU (s) . 

The transfer function is then given by, 

G(s) = ~ ~~ = C (.I' I - A) - I b 

_ .. [ adj (d "- A)] b 
- det [.1'1 - A] 

(8.14) 

Thus, for any given state variable representation A, b, c, egn. (8.14) can be used 

to obtain its transfer function representation. 

From the expression (8.14) we note that the poles of the system are the roots of 

the equation det [sl - Al = O. This expression is called the characteristic equation 

of the matrix A and its roots the eigenvalues of A. Thus, the poles of a system are 

the same as the eigenvalues of its state matrix. 

Example 8.6:- Obtain the transfer function representation for a system repre­

sented by matrices, 



A = [ ~ 
-10 

"a/utian: The solution is as follows: 

[ 

s -1 
[sl-A] = 0 s 

10 2 
o 1 - I 

s+3 

I S2 + 3s + 2 -10 -lOs 
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[2 I OJ. 

adj [sl - AJ 
= l 5+3 52 + 3s - 2s - 10 r 1 5 52 

=[ 
52 + 3s + 2 s+3 ;,] -10 52 + 3s 

-lOs -2s-1O 

c fad; (51 - A)] b [2 1 OJ [ ;, 1 = H 2 

Therefore, 

G(5) 
5+2 

53 + 3s2 + 25 + 10· 

As illustrated by example 8.6, it is easy to see that the transfer function cor­
responding to a given state variable representation will always be unique. How­
ever, since there is an element of choice in the selection of the state variables, 
starting from a given transfer function, we can arrive at different state variable 
representations. The method of deriving the state variable model from a given 
transfer function, with phase variables selected as state variables, is straightfor­
ward and has been described in Section 8.3. However, should we wish to choose 
physically meaningful state variables or any other set of state variables, a 
knowledge of the transfer function alone is not sufficient. We must know the 
details of the system in terms of all the equations in the cause-effect chain relating 
the input to the output or the corresponding block diagram representation. 

8.6 Solution of State Equations 

For the purpose of analysis, we have to solve the state equation (8.1), which is in 
the form of a vector differential equation. The solution is to be obtained for any 
arbitrary input function u(t) for a given set of initial values of state variables, vec­

tor x 1'=0 = x(O). 
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The method of solution for the vector differential equation IS similar to that for 
the scalar differential equation. Therefore, let us first review the steps in the solu­
tion of a scalar first order differential equation, 

x = a.x+bu with xl,:o = Xo. (8.15) 

Transferring the ax term of eqn. (8.15) to l.h.s. and multiplying both sides by the 
integrating factor e- at we get, 

The I.h.s. of the above equation is the derivative of e- a
, x. Therefore, 

or, 

where CI is the constant or integration. Thus, 

x = f (; ea(t-t) bu ('t) d't + Cl ea, • 

At t = 0, X 1':0 = Xo. Therefore, CI == Xo. Hence, the complete solution for eqn. 
(8.15) is, 

x=xoe'" + f' ea(,-t)bu('t)d't. 
() 

(8.16) 

The first term on the r.h.s. of eqn. (8.16) is the transient response and the second 
term the steady-state response, which is the convolution of the impulse response 
ea

, and the forcing function bu (t). 

The integrating factor used above is, by definition, 

(8.17) 

It could be used as an integrating factor to obtain the solution given by eqn. (8.16) 
because of the property, 

d ea, 
-- = ae"' 

dt 

which can be verified directly from eqn. (8.17) 

(8.18) 

It appears reasonable to assume that a similar vector version of the integrating 
factor can be used to solve the vector differential equation, 

x == Ax + bu (8.19) 
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for any given scalar input u = u(t) and initial condition vector x (0). For this, we 

must tirst define the vector exponential function, analogous to the scalar (;"' as 
follows: 

[ 
Al r A3 f ] 

[exp (At)] = I + At + 2! + 3! + .... (8.20) 

Differentiating the series in eqn. (8.20) term by term we get, 

d exp (At) _ [0 A Al A
3 r ] 

dt - + + t + 2! + ... 

= [ A ( I + At + ~2r + ... J] 
= [( I + At + A; t + ... J A ] 
= [A exp (At)] = [{ exp (At) } A] (8.21 ) 

Equation (8.21) is the vector version of result (8.18). Thus, we can use exp (-At) 

as the integrating factor for solving the vector differential equation (8.19). 

Shifting the term Ax to the I.h.s. in eqn. (8.19) and then premultiplying both 
sides by the integrating factor exp ( - At) we get, 

[exp ( - At)] x - [exp ( - At) ] Ax = [exp (- At) ] bu 

or, 

d 
dt [exp(-At)'Xl = [exp(-At)Jbu. 

Integrating both sides of the above equation W.r.t. time and following the same 
steps as in the scalar case, we get the solution of eqn. (8.19) as, 

x (t) = exp (A t) x(O) + J I exp [A (t - 1: ) 1 bu (1:) d1: 
(I 

(8.22) 

Equation (8.22) is the desired solution of the state equation. It is expressed in 
terms of the matrix function exp (At). Because of its importance in linear systems 
analysis, this function is given a special name, the state transition matrix, and 
assigned the symbol cI> (t). Thus, 

[ 
A2r] cI> (t) = exp (At) = I + A t + 2! + .,. . (8.23) 

In tenns of cI> (t), the solution of the state equation is written as, 

/ X (t) = <l> (t) x (0) + J ;) <l> (t - 1:) bu (1:) d1: . (8.24) 
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The elements of matrix <l>(t), as defined by eqn. (8.23), will be in the form of 
infinite series. Therefore, the solution of the state equation x(t), given by eqn. 

(8.24), will also be in terms of infinite series. Presence of such terms will make it 

difficult to appreciate the characteristics of the solution or to use it for further 

analysis. Hence, it is imperative that we develop methods to compute the elements 

of <l>(t) in a closed from. There are a number of methods available for this purpose. 

In the following sections, we will study some of the more useful and commonly 

used methods. It may be mentioned that the function exp (At) has many interesting 

properties and the study of these properties is an important area in the theory of 
functions of matrices (see problem 8.10). 

8.7 Determination of <l>(t) Using Caley-Hamilton Theorem 

Let us first recall some of the basic results from the theory of matrices. For an 
n x n matrix A, and a scalar A., the equation, 

deqA - A.I] == 0 (8.25) 

is called the characteristic equation of A. Expanding the l.h.s. of eqn. (8.25), the 
characteristic equation can be written as, 

(8.26) 

The n roots of this nth order polynomial equation, A.h A.2, ... , A.m are called the 
eigenvalues of matrix A. The Caley-Hamilton theorem states that every matrix 

satisfies its own characteristic equation. In other words, eqn. (8.26) will be satis­
tied if A is replaced by A, i.e. 

A" + an _ IAn - I + .. , + a I A + ao I = 0 (8.27) 

We will verify this result for a particular case, without proving the Caley-Hamilton 
theorem. 

Example 8,7 :-Show that the Caley-Hamilton theorem is satisfied by the matrix, 

[ 

3 0 
A = 0 -2 

o 4 

Solution: The characteristic equation is given by, 

[ 

3 - A 
det g 

o 
-2-A 

4 

The roots of the characteristic equation are AI = 3, ~ = 2 and A..J = - 3. Now, 

[
9 0 0] [ 27 

A2 == 0 8 - 1 and A3 = 0 
0-4 5 0 

o 
-20 

28 
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Substituting these values in the characteristic equation, we get 

[

27 0 0] [9 0 o - 20 7 - 2 0 8 
o 28 I 0 -4 

-~ ~]+ 18[~ ~ 
4 1 0 0 

which verifies the theorem. 

Our interest in the Caley-Hamilton theorem is because it provides a method for 
expressing the higher powers of a matrix A in terms of its lower powers. This can 

be better understood with reference to Example 8.7. Substituting A for A in the 
characteristic equation we get, 

or 

Then. 

AJ-2Al-9A+ 181 = 0 

AJ = 2Al + 9A - 181. 

A4 = AAJ = A(2A2 +9A-181) 

= 2A3 + 9A2 
- 18A. 

Substituting for A3 once again, we get, 

A4 = 2(2A2 +9A-181)+9A2 -18A = 13A2 -361 

and so on for other higher powers of A. That is, A" A 4 and all other higher powers 
of A can be written in terms of a polynomial in A with the highest power term A2. 
Generalising this result for a matrix of dimension n, we can say that An and other 
higher powers of A can be expressed as a polynomial in A with highest power 
term An -I by the use of Caley-Hamilton theorem. 

Now, in the infinite series expression (8.20) for <ll(t) = exp (At), we have all 
powers of A, right up to infinity. The result of the previous paragraph means that 
all these higher powers of A, An , An + I, ... , can be expressed as polynomials in A 
with the highest power (n - 1). Therefore, it follows that the i.nfinite series (8.20) 
can be written with only fi nite number of terms as, 

A2f A3 z3 
exp (At) = I + At + 2! + 3! + ... 

= fo (t) I + fl (t) A + fdt) A2+ ... + fn-I (t) An-I (8.28) 

wherefo (f),fl (t), ., .,J" - I (t) are scalar functions of time. The highest power of A 

in eqn. (8.28) is only n - 1 as opposed to infinity in eqn. (S.20). 

Our next problem is the determination offo {t),ji (t), ... ,f" (t). The difficulty 
associated with a direct evaluation of these functions may be illustrated by con-
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sidering the matrix A of Example 8.7. Using the expressions for A3, A 4, ... , deter­
mined earlier, we can write, 

(A) - I A A2f2 (2A2 + 9A - 181) ~ (13A1 
- 361)/4 

exp t - + t + 2! + 3! +. 4! + 

( l8f 36t
4 J ( 9f 

"'ll-T!-T!-oo.I+
l
t+3T+ O + 

( f 2t
1 

13t
4 

) 1 
+ l 2! + 3T + T! + 00. A 

Thus, the coefficient termsfi. (t)./, (t) andfi (t) of eqn. (8.28) become, 

( 
18~ 36t

4 
) fi. (t) '" I - T! - 4! - 00' 

Idt) = ( t + ~ + 0 + 00' J 

12 (t) = ( ;! + ~ + 11{ + .... )-

It is difficult to visualise the closed form expression for filt) , fi (t) andfi (t) from 

the above expressions. Therefore, we will have to try some other approach for the 
determination of these functions. 

Consider the expansion of function eAl where A is an eigenvalue of the state 

matrix A. This infinite series is given by, 

A2f A3f 
e A' = 1 + At + -~ + - + 

2! 3! 

Using eqn. (8.26), powers of A equal to and greater than n can be written in terms 
of a polynomial of A with the highest power equal to n - 1. Then, following the 

same procedure as that for exp (At), we can express eAl in terms of a polynomial in 

A with the highest power An - I. A little observation will show that the coefficients 

of this polynomial will be the same functions fi. (t)./I (t)./2 (t), 00., I. _ I (t) as in 

eqn. (8.28). That is, 

eAl = fi.(t) + II (t) A+ 12 (t) A2 + 00. +1.-1 (t) An-I. 

Equation (8.29) is valid for every eigenvalue of matrix A. Hence, 

exp 0"1 t) = fi. (t) + II (t) AI + fi (t) AI + ... + In - 1 (t) Ai - I 

exp (A2 t) = fi. (t) + II (t)t..z + 12 (t) ~ + .,. +1.- I (t) ~ - I 

exp (A. t) '" A. (t) +11 (t)f... + fi (t) A; + 00. +1.- I (tP,,~ - I 

(8.29) 

(8.30) 
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In the set of n equations given by eqn. (8.30), the numerical values of 
A" A2, ... , A" are known. Hence, these are essentially n algebraic equations in n 
unknowns /n(t),iI(t), .. . ,fn (t), which can be straightaway obtained by solving 

equations (8.30). 

Example 8.8:- Determine the state transition matrix for the matrix A in Ex­
ample 8.7. 

Solution: Since A is a 3 x 3 matrix, n = 3. Therefore, the expansion of exp (At) 
will contain A2 as the highest power of A. Thus, 

exp (At) = /1) (t) 1+/1 (t) A + h (t) A2. 

The eigenvalues of A have already been determined In Example 8.7 as, 

Al == 3, ~ = 2 and A3 = - 3. Therefore, eqn. (8.30) gives, 

e
31 == /n (t) + 3/1 (t) + 9/2 (t) 

e21 == /n (t) + 2/, (t) + 412 (t) 

e- 31 = In (t) - 3/1 (t) + 9/2 (t). 

Solving these three equations we get, 

f (t) = I e31 _ I e 2t + J... e- 31 

2 6 5 30 . 

Suhstituting these relations, and already calculated values of A and A2
, in the ex­

pression for exp (At) we get, 

[ 

e31 

cI> (t) = exp (A t) = : 

o 
I (e 21 + 4 e- 3

,) 
5 

4( 21 3- 3') 5" e - e 

- e - e 1 (° 21 -3,) I 
~ (4,," + e-') 

Example 8.9:- Determine the state transition lIlatrix for the state matrix, 

[

-1 1 
A == 0 -] 

o 0 

Solution: Let us first determine A2. 
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Now, 

-2 
I 
o 

exp (At) := fll (t) I + j; (t) A + Ji (t) A2 

The characteristic equation is given by, 

(i) 

[ 

-I-A 
det lA - All := ~ 

I 
-I-A 

o 
~ 1 == (A + I f (A + 2) == O. 

-2-A 

The eigenvalues are AI := 1..2 := - I and A3 := - 2. Thus, unlike in Example 8.8, 

where all the roots were distinct, here we have a case of repeated roots. In this case, 

two of the equations in eqn. (8.30) will be indentical. The method for obtaining 
three independent equations is as follows. 

The first equation in (8.30), corresponding to AI> is, 

(ii) 

Take the derivative of this equation W.r.t. AI to get, 

(iii) 

This is treated as the second equation in (8.30). The third equation corresponding 
to A3 is, of course, 

exp (A3t) == fll (t) + fl (t) '" + fz (t) A~ 

Substituting the values of AI and A3 in eqns. (ii), (iii) and (iv) we get, 

e- I == III (t) - fl (t) + Iz (t) 

te- I 
:= .fi (1) - 2Iz (1) 

e- 21 := fo (t) - 211 (t) + 4fz(t) . 

Solving these three equations we get, 

II (t) == (3t - 2) e- I + 2e- 21 

12 (t) := (t - I) e- I + e- 21
• 

Substituting the values of A and A2 in eqn. (i) we get, 

[ 

I 0 01 
$(t) == exp (At) :=.fr., (t) ° 1 0 +.fi (t) 

001 
-I 

o 

(iv) 

I ~ 1 
-2 



State Variables 249 

/1- 212 
/11-/1 +/2 

o 
12 1 j; -312 

/11-2/1 +412 

Substituting the expression for /n (t),fl (t) andh (t) in eqn. (v) we get, 

o 

8.8 Determination of <1>(t) by Diagonalising A 

(v) 

Let us first assume that matrix A is given in a diagonal form to begin with. In the 
case of a third order matrix, for example, A may be, 

The characteristic equation will be, 

Thus, the eigenvalues are AI = d l , ~ = d2 and A3 = d3, assuming distinct eigen­
, values. In other words, the diagonal elements of A will be the eigenvalues them­

selves. That is, 

[ 

/"1 

A = ~ 

The mathematical operations involved in determining the expression, 

A2f 
exp (At) = I + A t + 2! + ... 

become quite straight forward when A is diagonal. For example, 

[ A' 
0 

~l' [ A' 
0 

~l A2 = ~I AJ A3 = ~I A~ 
0 A2 0 /,.~ 3 

and so on. Thus, 

exp (At) = l - (Alt)i 0 

~A,ti 1 
l: . , ("-zt)i ,;11 I . l: 

0 
. , 

i;1I I . l: 
0 0 

., 
i--=O I . 
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(8.31 ) 

Thus, if A is given in the diagonal form, <I>(t) can be written by mere inspection of 

A. Substitution of eqn. (8.31) in eqn. (8.24) will give the solution of the sate equa­
tion as, 

XI = exp ( AI t) XI (0) + I' 
II 

exp [AI (t - 't)] hi U ('t) d t 

X2 = exp ( A2 t ) X2 (0) + I' 
II 

exp [A2 (t - 't) ] h2 U ('t) d t (8.32) 

and so on. 

When matrix A is diagonal, it means that the state equation are in a 'decoupled' 
from: 

Xn = An Xn + bnu 

That is, the expression for XI contains only XI and no other state variable. Each of 

the first order state equations can then be solved independently, resulting in the 

same expressions as those in eqn. (8.32). Determination of <D (t), and expression 

of the solution in the form of eqn. (8.24) are then supert1uous. 

The assumption made at the beginning of this section that matrix A is given in 

the diagonal form is a bit too drastic. In system modelling, we seldom get the state 

matrix A in a diagonal form. Thus, in order to benefit from the simple procedure 
for obtaining <D (t) described so far in this section, we must first establish a method 
for diagonalising a given non-diagonal matrix A. For this purpose we recall some 
more results of matrix theory. 

The effect of multiplying a matrix by a vector (i.e., a column matrix) is to 
produce another vector whose elements are linear combinations of the original 
vector. That is, if u and v are two n-dimensional vectors such that, 

Av=u, 

then the n x n matrix A is called a linear tram/ormation which 'transforms' vector 

v to vector u. If u is looked upon as a vector in some n-dimensional space, the 
effect of the linear transformation is to produce a new vector in the same space. If 
the effect of this transformation on a vector is such that its direction does not get 
alter~d but only the magnitude changes by a factor equal to an eigenvalue of A, 
i.e., 
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Av = IqV (8.33) 

then vector v is called an eigenvector of A. There will be one eigenvector tin each 

distinct root Ai. Let us assume that all the roots of A are distinct. Then there will be 

11 eigenvectors, VI, V2, ' .. Vn' Let us call the matrix formed by these eigenvectors as 

P. That is, 

Then it is clear that, 

AP = A P = PA (8.34) 

where, 

A [~1~2 ~1 
o 0 An 

Premultiplying eqn.(8.34) by p. l
, we have, 

p-I AP = A. (!U5) 

Equation (8.35) shows how to transform a given matrix A, with distinct eigen­

values, into a diagonal matrix with eigenvalues as diagonal elements. The eigen­
vectors v" i = 1,2, ... n, can be obtained from eqn. (8.33) by first writing it as, 

(A - Ai I) Vi = 0, i = 1,2, ... , tI 

and then solving it for each Ai to get the elements of Vi. (8.36) 

Example 8.10:- Find the linear transformation P for diagonalising the matrix, 

A =[_~ _~] 
Solution. The characteristic equation is, 

[
-A 

det fA - AI] = Jet _ 2 

or 

A2 + 3 A + 2 = (A + I) (A + 2) = o. 
Therefore, the eigenvalues are Al = -I and A2 = -2. Let the eigenvectors be 

VI and V2. Then 

[A - AI I] VI 0 or[_; ; ] VI = 0; " VI = [ :] 
[ A - Al I] Vl = 0 or [ _ ~ - ~ J V2 = 0; ., V2 [-n 
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Therefore, 

P = [l'l V2] = [ - : - ~] 
p-I = 

adj P 
= _, [- 2 - : ] detP - I 1 =[-7-:] 

p- I AP - [ _ 2 - :] [ - ~ -n [- -n= [- 1 0] o - 2 . 

This verities the result of egn. (8.35). 

We now come back to the main job of determining the state transition matrix 

<l> (t) == exp (At). Having diagonalised the matrix A by the linear transformation 
P, we can write from eqn. (8.35), 

(8.37) 

Replacing expression (8.37) for A in the infinite series for exp (At), we get, 

_ 1 (P A p-I )2 r 
exp (A t) - I + PAP- t + 2 ! + ... 

the kth term being [(P A p-I)* f] / k !. However, we can write the kth matrix 
power as, 

Therefore, 

exp (A t) [ 
A2 r A3 f ] 1 

P IAt+2"!+T!+'" p-

I exp 0"1 t) 0 

= P l : exp ~ ~ t) o 1 o p_1 

exp ( An t ) 

Example 8.11:- Determine the state transition matrix for the state matrix A 
given in Example 8.10. 

Solution: The linear transformation P for diagonalising A has already been 
developed in Example 8.10 as 

The eigenvalues are AI = -I and ~ = -2. Substituting these values in eqn. 

(8.38) we get, 

<l> (t) = exp (At) = [_! _12] [~ e~21] [ _ i _\ ] 
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-I -21] e - e 
- e-I + 2e-21 

Remark: The methods for determining the state transition matrix, described in 

Sections 8.7 and 8.8, are purely time domain methods and well suited for computer 

implementation. However, they are not very suitable for hand calculations. For 
this purpose, the technique using the Laplace transform of state equations is much 

better. This technique is described in the next section. 

8.9 Determination of <1>(/) Using Laplace Transform 

Taking the Laplace transform of the state equation, 

x = Ax + bu 

we get, s X (s) - x (0) = AX(s) + bU (s) 

or X (s) = (s I - At' x (0) + (s I - Af' b U (s) . 

The matrix (sf - Af' is called the resolvent matrix and given the symbol <I>(s), 

i.e., 

<I>(s) = (sI - Ar'. 
The solution for the state equation can then be written as, 

Xes) = <I>(s) xeD) + <I> (s) bU(s) . 

I Taking the Laplace inverse of eqn. (8.39), we get, 

xU) = D' Xes) = DI [<D(s)] x(O) + DI [<I>(s)bU(s)] 

<I>(t) x(O) + J I <I> (t - T) bu (T) d't , 
(I 

which is the same expression as eqn. (8.24). Thus we have, 

<I>(t) = .c l [<D(s)] = .c l [sf - Arl. 

(8.39) 

Example 8.12:- Determine <D(t) for the state matrix A = [0 1 ] - 2 - 3 . 

Solution: This is the same matrix as used in Examples 8.10 and 8.11. 

r sI - A] = [ ~ -I] 
s+3 

Jet lsi - Al = s (s + 3) + 2 : i + 3 s + 2 =: (s + l)(s + 2) 

adj I.\'I-AI =[S+3 _2]7 =[S+3 
I s - 2 .~ ] 
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Therefore, 

ct>(s) = [sI-Af' = adj [sl - A] 
det [s I - A] 

(s + I) (s + 2) 

Taking the Laplace inverse of each term we get, 

[ 
2 -, -2' 

I e - e 
ct> (t) = E <l> (s) = 2 -, 2 -2' - e + e 

which is the same expression as derived in Example 8.11. 

8.10 Linear Transformation of State Variables 

-, -2'] e - e 
e-' + 2 e-2, 

It has already been mentioned that the same physical system can be represented by 

different sets of state variables. For example, the field-controlled d.c. motor can be 

represented by three different set~ ~r physical variables {i, 0), e I, {<l>, 0), e I, 
{ 't , 0) , e I or phase variables {e, e , e}. The system matrices A, band c cor­

responding to these different sets of state variables will, of course, be different. 

However, since these different sets of state variables are the different repre­

sentations of' the same system, they must obviously be related to each other. A 

comparison of the four different sets of state variables for the field-controlled d.c. 

motor shows that one set can be obtained from the other by means of' a linear 
combination. For example, in the sets Ii, (I),e} and l't, (I) , e}, two of the state 

variables are the same while the third ones are related by the linear equation 

'! = k, k2 i. Thus, 

In genera!, if two sets of state variables, say, x and z represent the same system, 

they must be related to each other by a linear transformation, 

x=Qz (8.40) 

where Q is a non singular constant matrix. 

Let the system matrices associated with set x be lA, b, c} and those with z be 

{ A', b', c'}. The question we now ask is: how are these two sets of matrices re­

lated to each other when x and z are related by eqn. (8.40)? 

For the choice x, the system representation is, 

x Ax+ bu (8.41 ) 

y ex 



State Variables 255 

Differentiating both sides of eqn. (8.40) we get, 

x = Qz 
Substituting eqns. (8.40) and (8.42) in egn. (8.41) we get, 

Qz AQz + bu 

y cQz 

(8.42) 

(8.43) 

Since Q is a non-singular matrix, premultiplying both sides of eqn. (8.43) by Q-I 

we get, 

z = Q-I AQz + Q-I bu 

y cQz 

Comparing eqn. (8.44) with the standard form of representation we have, 

A' = Q-I AQ; b' = Q-I b; and c' = cQ 

(H.44 ) 

(8.45) 

Equation (8.45) is the answer to the question of the previous paragraph. It shows 
the relationship between two sets of system matrices corresponding to two dif­
ferent choices of state variables. 

We now derive an important property of the state variable representation: the 
eigenvalues of a system remain unaltered under linear transformation of its state 
variables. That is, for the linear transformation (8.40), the eigenvalues of. 
A and A' = Q-I AQ are the same. To prove this result, we note that the eigen­
values of A arc the roots of the characteristic eqn. (8.25): 

det [A - AI] = O. 

Hence, if we can show that, 

det [A - AI] = det [A' - AI] 

the above result wilI be proved. Now, Q-I Q = I. Therefore, 

det [A' - AI] det [Q-I AQ - AQ-' Q] 

det Q-I [A - AI]Q 

det Q-I . det [A - All. det Q 

because the determinant of a product is equal to the product of the determinants. 
Since the determinant is a scalar quantity, we can rewrite the above expression as, 

det [A' - AIJ = det [A - AI] det Q-I. detQ. 

But the product of determinants is equal to the determinant of the product. There­

fore, 

det Q-I . det Q = det Q-I Q = det I == I. 

Therefore, 
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det [A' - AI] = det[ A - AI]. 

Hence the above result. This result shows that the eigenvalues of a system repre­
sent its truly invariant properties. being the same whatever be the state variable 

representation. These eigenvalues are therefore called the natural modes of the 
system. 

In Section 8.8. we used a particular linear transformation P with the property of 
diagonalising matrix A (eqn.8.35), i.e., 

p- I AP = A. 

With this transformation. the new state variable set z = p-I x. with systern 
matrices detined as. 

A' = P-' AP = A; b' = P-' band c' = cP 

gives state equations which are 'decoupled·. as explained in Section 8.8. This form 
of state variable representation is called the normalform representation. At times. 
it is also called the canonical form, though some authors call the phase variable 
form as the canonical form. 

The state variable representation can also be given a geometrical interpreta­

tion. The state of a system at any time tl is an ordered set [X,(tl). X2(t l), ...• xn(t,)]. 

where XI (tl) is the value of the state variable XI at time fl. This set defines a point 
in an n-dimensional space. called the state space. As the time advances. the state 
of the system changes, either due to its stored energy alone, i.e. due to the initial 
conditions alone, or due to an external forcing function (the input) along with the 
initial conditions. The succession of these changing states generates a path in the 
state space. called the state trajectory. Since the matrix <I> (t) determines these 
successions. it is called the state transition matrix. 

Every point in the state space when joined to the origin. gives rise to a state 
vector. The representation of any vector space is always with respect to a set of 
unit reference vectors. For example. in a two-dimensional space a common choice 
of reference vectors is a set of two unit vectors at right angles to each other, i.e .. 
orthogonal to each other. The set of these reference vectors is called the basis of 
the vector space. There is no sanctity about a particular basis. We choose the basis 
according to some need and change it when the need changes. The same vector 

will be represented by different sets, e.g.lx,(t,). X2(tl) •... Xn(tn) \ and 

lx; (td , Xl (td , ... . x~ (tl)\ when the basis is changed. The linear transformation 
discussed in this section can thus be seen to be a change in the basis of the state 

space. 

8.11 Analysis with State Variables 

Example 8.13:- For the R-L-C circuit shown in Fig. 8.4. the output is the voltage 
across the inductance. Determine the output for: 



Fig. 8.4 

(i) i (0) = 0, v, (0) = 10 and e (t) = O. 

(ii) i (0) = I, v, (0) = 0 and e (t ) = unit step. 

(iii) i (0) = v, (0) = 0 and e (t) = unit impulse. 
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Solution: This circuit has already been discussed in Example 8.4. As shown 
there, with state variables XI = v, and Xz = h, the state equations are, 

[ XI] [0 1/ C ] [XI] [0] 
Xl = - 1 / L - R / L Xz + 1 / L e 

However, the output equation in the present problem will be different. Application 
of Kirchhoffs voltage law gives, 

VII = e - (iR + v,) = - XI - RXl + e. 

I n the standard matrix form, 

Vo = [- I - R 1 [XXZI] + e 

For the sake of numerical simplicity, let us choose the parameters as C = 0.5, L = 
I and R = 2. The system matrices then become, 

A = [ _ ~ _; l b = [i] ; c = [-I - 2]. 

In the present problem the expression for output Vo contains not only the state 
variables XI and xz but also the input e. The direct effect of input on the output is 
expressed by the matrix D in a multivariable system [eqn. (8.8)]. In the case of 
single variable systems, matrix D reduces to a single constant d. Here d = 1. 

Let us determine the state transition matrix cl> (t) by first determining the resol­
vent matrix cl> (s) and then taking its Laplace inverse: 

[sI-A]= 
[

s -2] 
I s+2 

det [s I - A 1 = Sl + 2 s + 2 = (s + 1)2 + 12. 

The eigenvalues of A are (-I + j) and(-I -j) . 
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Therefore, 

ctl(s) = [sl _ Arl = adj[sl - A] = [(s: 1~22+ 12 (s + I~,~ + 121 
det [ s I - A] - I ~ 

(s + 1)2 +)2 (s + 1)2 + 12 

Taking the Laplace inverse term by term we get, 

ctl(t) = [ e-
I 
\sin t + cos t) 2 e-

f 
sin t. ] 

- e-r sm t e- I (cos t - sm t) 

(i) i (0) = 0, Vc (0) = ) 0 and e (t ) = 0: In this case the input or the forcing 
function is zero. Therefore, the state equations become homogeneous, i.e., 
x = Ax. In control terminology, such systems are also called autonomous sys­
tems. The solution of state equations, given by eqn. (8.24), reduces to 
x (t) = ctl (t) x (0). In this case, 

x (0) = [ ~O] 
Therefore, 

[
XI J = [ 10 e~ (~in t + cos t) J 
X2 - 10 e f sm t 

From the output equation we have, 

V(\ = - XI - 2 X2 = 10 e-I (sin t - cos t). 

A plot ofthe state variables XI. X2 and the output Vo as functions oftime is shown 
in Figs. 8.5(a), (b) and (c). Further, Fig. 8.6(a) shows the state space trajectory for 
this problem. Since it is a second order system, the state space reduces to a state 
plane which can be easily drawn on paper. This ~iagram shows the transition of 
the state from its initial value x(O) to the final value, which is the origin in this case. 
This diagram is quite helpful in appreciating the dynamic properties of the system. 
The present system is only slightly underdamped. Therefore, the state plane 
trajectory goes only slightly into the negative XI region before reaching the origin. 
A system with much less damping may have a trajectory like Fig. 8.6(b). A system 
without damping will have a closed curve like Fig. 8.6(c) as its state trajectory, 
while an unstable system may have a trajectory like Fig. 8.6(d). When the state 
variables are phase variables, such figures are called the phase-plane diagrams . 

. For non-linear systems, where the analytical methods are difficult to use, the 
phase-plane analysis is an important tool for their study. 
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Fig.8.S Plot of State Variables and the Output 
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J!'ig. 8.6 State Plane Trl\jectories 
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(ii) i (0) = I, VC (0) = 0 and e ( t ) = u ( t): Here we have to determine the 

complete response. According to eqn. (8.24) we have, 

[ ~~] = [ t: ~~~ :~~ ~~~] [~~ ~~~ ] 
J' [ $11 (t - 't) $12 (t - 't) ] [bb

2

1 ] U ('t) d't. 
+ II $21 (1 - 't) <1>22 (t - 't) 

In the present problem XI (0) = 0 and X2(0) = I. Therefore, the response due to 

the initial conditions is, 

[ t~ ~~n = [~~-~:~~ ~ - sin t) ] 

Since bl = 0 and b2 = 1, the respons~ due to the forcing function is, 

r 

l' 2e-(f-t) sin(t - 't}u('t}d't 1 
J:: e-(r-t) {cos (t-'t) - sin (t-'t) } u('t)d't 

Let (1- 't) = X in the above expression. Then d't = - dx, and the limits of in­

tegration become 't = 0 ~ x = I and 't = t ~ X = O. The expression fix response 

due to the forcing function then becomes, 

r 
Jill - 2 e-' sin x dx 

- J:I 
f e-X cos x dx + J:I 

e-> sin x dx 

The above integrals can be evaluated using the formulas: 

J -x' d e-x (sin x + cos x) 
e sm x x = - -- 2 

J -, d e-X (sin x - cos x) 
e" cos x x = 2 

Thus, tl--e response due to the forcing function is, 

[ 
1_ - .e-' (sin t + cos t)] 
e ' sm t 

Summing the responses due to the initial conditions and the forcing function, we 

get the total response: 

[
XI] = [2e-' sin t + 1. - e-' (~n.t + cos t) ] 
X2 e-1 (cos t - sm t) + e 'sm t 

= [ ,_ + e-1 sin t - e-' cos t] 
e I cos t 
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The output Vo is given by, 

Vo = - XI - 2 X2 + e (t) 

Therefore, 

Vo j I + e-r sin t - e-r cos t I - 2e-r cos t + I 

= - e-' (sin t + cos t) = - f2 e-r sin( t + ~ J 

(iii) Impulse response with zero initial conditions: The output without initial 
conditions will be given by combining eqn. (8.24) with the output equation, i.e .• 

VII = f r C <I> (t - 't) b () ('t) d't + () (t) . 
o 

Since the convolution of a function with an impulse is the function itself, we get, 

Vo = c <I> (t) b + () (t) 

Substituting the values of the matrices in the above expression we get, 

VII = [_ I _ 2] [<PI I (l) <P12 (t)] [0] + () (t) 
<P21 (t) <Pdt) 1 

- <1>12 (t) - 2 <1>22 (t) + 8 (t) 

- 2 e-r cos t + () (t) 

8.12 Concluding Comments 

An examination of Example 8.13 indicates that the system response due to initial 
conditions and due to forcing function can be calculated separately. once <I> (l) has 
been determined. In the transfer function approach, since the initial conditions are 
assumed to be zero, the presence of initial conditions necessitates additional steps 
of converting the transfer function back into the differential equation form. Thus, 
the state variable technique is more efficient in handling initial conditions. 

The state variable technique gives not only the output response but the variation 
of all the state vai ;:lbles as functions of time. In Example 8.13, we know not only 

the output v,,(t) hut also i(t) and vcCt). Thus, when the current will reach its maxi­
mum value. or what this maximum value will be, can easily be found from the 
solution. Such information is almost always necessary in practical problems. 

State variable analysis is in the time domain, and hence, is well suited for 
numerical and computer techniques. Frequency domain techniques, I~ke the 
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Fourier transform or the Laplace transform, are not very amenable to computer 

handling. The computer technique for solving a higher order differential equation 

is to first convert it into a set of first order differential equations, just like the state 

variable representation. Therefore, state variable techniques are very well suited 

for computer simulation and analysis of large interconnected systems. However, 

for pen and paper analysis, the transfer function methods are more appropriate. 

The state variable formulation handles single variable as well as multivariable 

systems with about equal ease. Many of the important properties of such systems, 

as well as their design, are studied through state variable techniques. Similarly, the 
representation of dIscrete time, time varying as well as non-linear systems can 
easily be done in the state variable framework. And finally, the vector differential 
equation form of state variable technique provides a very compact form for writing 
a large number of equations for real life systems. 

However, the above arguments do not mean that the state variable techniques 
are the best for all problems. For many problems, Fourier transform or Laplace 
transform methods are easier to use and provide a much better insight into the 
problem. We conclude by saying that an engineer should have mastery over all the 
different tools of analysis, so that he can select the one best suited for a particular 
problem or solve the same problem with two or more different techniques to get a 
hettcr understanding of the problem. 

GLOSSARY 

Stale Variables: A set of minimum number of linearly independent system variables. such that their 

valul:s for any time t > 0 can be calculated from a knowledge of their values at I '" 0 for any 
given input, is called a sel o(slale variables. The state of a system at any time II is the set of 

values of its state variables at time I,. The set of state variahles representing a system is not 

unique; however. their number is always equal to the order of the system. 

PI/as,' Varill/JIes: When the set Df state variables consists of the output and its first (n-I) derivatives 

(for an nth order system). they arc called phase variables. 

Slale Vcmabie Equalions: The standard form of state variable equations for an nth order system. with 

111 inputs and r outputs, is. 

x Ax + Bu (the state equation) 

y Cx + Du (the output equation) 

wht,,"" the vectors x, u and y have dimensions, nx I. mx I and rx I. respectively, and the 

dimensions of matrices are: dim A", nxn, dim B '" nxm. dim C '" rXII. 

Jim n '" r x 111. POI· single variablc system matrices. B. C and D become column matrix b with 

dimension f/ x I. row matrix c with dimension I x II and constant d, respectively. 

CII/toll/("I Form: The special structure of matrix A, given in eqn. (8.9), for pluLse variable repre­

,entation is called the callonical/i}rm. Sometimes. this term is also used to designate the 

diagonal state matrix, with diagonal elements as the eigenvalues of the system. 

SI(lle TUllISil/o/l Matrix: It is the name given to the matrix exp (AI) and is designated by 

<1'(1). te .. <l>(I) = exp (AI). 
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Linear Truns/ilrmation of State Variables: Let x be a set of state variables for a system, represented 

by system equatior, X = Ax + bu, y = ex. If a new set of state variables z is defined, then 

it must be related to the set x by a linear transformation x = Qz, where Q is a constant, non-sin­

gular, n x n matrix.lfthe system equations for representation with z are i = A * z + b' u, then 

the system matrices of these two representations are relnted by, 

A' = Q-t AQ; b' = Q-I b; e* = eQ. 

The eigenvalues of a system remain unaltered under linear transformation of its state variables. 

Normal Form Representation: When the state variables are so selected that the state matrix is 

diagonal, with diagonal clements equal to the eigenvalues (distinct eigenvalues), the repre­

sentation is called the normaltflrm representation. 

Sf(lle Space: The n-dimensional vector space, where the values of n stale variables x at a lime define 

a point. is called the stale space. 

Phase Plane: Whcn the number of state variables is only two, the state space becomes a two-dimen­

sional state plane, which can be easily drawn on paper. When the two state variables are phase 

variabks, this plane is called the phase plane. 

PROBLEMS 

R.I. Develop a state variable model for the loudspeaker, described in Chapter I, Section 1.4. 

treating displacement x of the cone as the output and voltage v to the voice coil as the input. 

Comment on the different possihle choices of state variahles. 

8.2. Determine a state variable model for two water tanks. interconnected through a ground 

pipeline with a valve. Assume hoth tanks to have inflows from the top, with inflow rates ql 

and q2, and outflow from the bottom, with outflow rates, q'l and q'2, respectively. 

8.3. Ohtain a state variable model for a system described by the following differential equation: 

~ 6 !!1 _ dx 
10 dt3 + 5 dt 2 + 2 dt + 3y - 20 dt + lOx. 

8.4. Ohtain the state equations for a system described by a pair of simultaneous differential 

equations. 

.VI + al CYI - Yl) + 112 (YI - Y2) = 0 

Y2 + bl (V2 - .YI) + b2 (Y2 - YI) = k [j{t) - Y21. 

8.5. Develop a state variahle represt."l)tation for the system shown by the block diagram of 
Fig. 't..7. Choose the state variables as the physical variables shown at the output of each 

hlock. 

~I--S_:_5---,t--_X=-3 ---l·:I_s_s+_+_~-----, x, -G ~:' 

Fig.S.7 

~.(). Obtain a state variable model for the electrical circuit shown in Fig. 8.8. Can there he a 

combination of circuit parameters such that the output voltage is identically zero for any 

input v,(t)'? 
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+ 
Vi 

Fig. 8.8 

8.7. A system is described by the matrices, 

A = [~ _ ~ _ n; b = [n; c = [I 2 0]. 

Determine its transfer function. 

8.8 The system matrices for the state variable representation of a system are, 

A = [ - ~ _ i l b = [~l c = [1,0]. 

Determine the complete state response and the output response of the system for the initial 
state 

and a ramp input, applied at I = I. Sketch the time response and also the state space trajec­

tury. 

8.9 Find the linear transformation for diagonalising the state matrix A of Prohlem 8.8. Obtain 
the normal state variable ;epresentation for Problem 8.8, using this linear transformation. 

8.10 Prove the following properties of the state transition matrix: 

(i) If>~l(l) = cl> (-I) 

(ii) If>(tl + 12) = If> (II) cl>(12). 

8.11 Obtain the unit impulse response of a system with system matrices 

[0 -2J [2 -2J [I IJ [0 A= 1-3 ;8= 0 -3 ;c= 0 -3 ;D= I 

8.12 Develup a phase variable representation for the system shown in figure 8.7 (problem 8.5). 
The physical variable representation for this system has already been derived in Problem 
B.S. Determine the linear transformation Q which relates these two representations. 



CHAPTER 9 

Discrete-time Systems 

LEARNING OBJECTIVES 

After studying this chapter you should be able to: 

(i) model a discrete-time system by difference equation, by z-transfer func­
tion and by state variables, 

(ii) solve the system model to obtain response for different types of com­
mon test signals. 

Discrete-time systems were introduced in Chapter 2. Section 2.4 gave a brief 
description of discrete-time signals. A mathematical model for a computer con­
trolled furnace in terms of a difference equation was also presented. This chapter 
develops the modelling and analysis techniques for discrete-time systems. 

9.1 Discrete-time Signals 

As opposed to a continuous-time signal which is defined for all instants of time, a 
discrete-time signal is defined only at discrete instants of time 1,,12, ... , In. ... There­
fore it is represented by the symbol x (tn) or simply x (n), x being the magnitude of 
the signal at the nIh instant. Such signals occur in many engineering and non-en­
gineering systems. A common example is the signal given out by a computer or 
any other digital system used in control and instrumen~ation applications. It may 
also result because of sampling of a continuous-time signal at discrete instants of 
time. The time interval between two successive discrete instants. 

may in general be variable, but in this study we will assume it to be fixed. 

A discrete-time signal may be defined for both positive and negative integral 
values of n, as shown in figure 9.1. However in the study of physical systems it is 
generally assumed that a signal starts after some specified instant, which is taken 



Discrete-time Systems 267 

x(n) 

T r 
-2 -1 o 2 3 4 5 n 

Fig.9.1 Graphical representation of a discrete-time signal. 

as instant 11 = O. This fact is explicitly indicated by writing x(n) = () for n < O. 

Unless stated otherwise this fact will be implicitly assumed in this study. 

Figure 9.2 shows another kind of signal which can be characterised by discrete­

lime sequence x(n). Actually it is a continuous-time signal whose values can 

change only at discrete instants of time. The value ofx(n) is the magnitude during 

the n'h time interval. Thus the discrete sequence x(n) is x( I), x(2), x(3), .. , as shown 

in this figure. 

x(n) 

6 n 

Fig. 9.2 A continuous-time signal modelled as discrete-time signal 

Figure 9.3 illustrates graphically the effect ofshijioperations on a discrete time 

signal. A {eji shift by one step advances the signal by one step as shown hy figure 

!J.2(b). Similarly a right shift retards the signal (figure 9.2(c». MathellJatically, 

if there is left shift by k steps, x(n) is replaced by X(II + k) and for a right shift, hy 

X(II - k). 

The transpose of a discrete-time signal is obtained by replacing - n for It in its 

mathematical description. The transpose of 
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4.48 

-4 -3 

1..1.8 

2.72 

-4 -3 

-I, -3 

x(n)=e5n 

2.72 

1.65 

·61 

r 
-2 -1 0 

(.a) 

x (n+ 1 ) 

1.65 

I ·61. ·38 

1 
-2 -1 0 

(b) 

'.'8 x(n-1) 

2.72 

-2 -1 

·1.65 

o 
(c) 

'y .22 , 
2 3 

.~2 

2 3 

r 
2 3 

Fig. 9.3 Shift operation on a discrete-time signal; 
(a) original signal x (n) = e -. 5 n 

4 

4 

.22 
T 
4 

(b) advance operation x (n + I) = e - . 5 (n + I) 

(e) retard operation x (n - l) = e - . S (n - I) 

x (- n) == e+· 5 n 

and is shown in figure (9.4). 

n 

n 

n 
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4.48 
+e5n 

2.72 

1.65 

. .~2 'ra T 
-4 -3 -2 -1 0 2 3 4 n 

Fig. 9.4 Transpose of x (n) = e -.5 n 

The integration operation of continuous-time signal x(t) is equivalent to the 
summation operation for discrete-time signal x(n). The result of summation is also 
a discrete-time signal and its value at any instant Il is equal to, 

L x(k). 
k = () 

The difference operation corresponds to the differential operation on con­
tinuous-time signals. It is of two kinds, 

forward difference A x (n) = x (n + 1) - x (n ) 

and backward difference V x (n) = x (n) - x (n - 1) . 

9.2 Modelling of Discrete-time Systems 

In a discrete-time system the input is a discrete-time signal x(n) and the output 
another discrete-time signal yen), as shown in figure 9.S. In other words, the sys-
tem receives a sequepce x (n) = (x (1), x (2) •...• x (n ), ... } as input and proces-
ses it to produce another sequence y (n) = {y (1), y (2) .... , y (n ), ... } as the 

output. 

Input 
x(n) 

Discrete 
time 

system 
~---.. Out put 

yen) 

Fig.9.S Block diagram of a discrete-time system 

A mathematical model of a discrete-time system in terms of difference equation 
was derived in section 2.4. We now consider some more examples of modelling 
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engineering as well as non-engineering discrete-time systems using difference 

equations. 

Example 9.1:- A bank pays an interest of a% per month on a1ll0unts standing for 

one full month. Part of a month and the date of deposit are not counted for interest 

calculation. A person makes regular deposits of Rs x (n) in the nth month. What 

will be the standing amount to his credit at the beginning of a month? 

Treating the bank account as a discrete-time system, its input is x (n) and output 

y (n), the standing amount at the beginning of a month. This amount will be a sum 

of three components: (i) standing amount at the beginning of the previous month, 

y (n - \); (ii) interest for one month on y (n - \); (iii) deposit during the (n - \)'h 

month, x (n - \). Writing it mathematically, 

a 
y (n) = y (n - \) + 100 y (n - I) + x (n - \) 

Or, rearranging, 

y (n) - ( \ + I~O ) y (n - 1) = x (n - \) (9.1 ) 

This first order difference equation is the required mathematical model of the 

given system. We note that if we had started with a consideration of y (n + I), the 

standing amount at the be.ginning of ( n + \)'h month, instead of y (n), we would 

have got, 

y (n + \) - ( I + I ~O ) y (n) = x (n ) (9.2) 

as the mathematical model of the system. It is quite straight forward to see that 

equations (9.\) and (9.2) are equivalent. 

Example 9.2:- A problem of pattern recognition. 

A specified pattern, say 11 I, is said to occur at the nth digit in a binary sequence 

if the pattern is recognised when the nth digit is scanned, when scanning from left 

to right. For example, in the tive digit sequence \0 Ill, the pattern I II is said to 

occur at the fifth digit. After one such successful recognition the search starts 

afresh. For example, in the eight digit sequence II 110 III, the pattern III is 

recognised at the third and the eighth digits but not at the fourth. The problem is 

to find the number of n digit sequences y (n) where the pattern II I occurs at the 

nth place. 

It is obvious that one and two digit binary sequences cannot contain the three 

digit pattern Ill. Therefore, we have y (I) = y (2) = O. There is only one three 

digit sequence in which III will be recognised at the third place. Therefore 

y (3) = I. Similarly, 0111 is the only four digit sequence for which the given 

pattern will be recognised at the fourth place. Thus y (4) = I. For 11 = 5 there are 
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two sequences 00 III and 10 III where III will be recognised at the fifth place. 

Thus y (5 ) == 2. Proceeding on these line we can establish by direct enumeration 

that y(6):= 5, y(7):= 9, y(8) == 18. Thus the elements ofsequencey(n) are, 

y (I) == 0 

y (2) == 0 

y (3) == 

Y (4) := 

y (5) := 2 

y (6) := 5 

y (7) := 9 

.1'(8) == 18 

The above pattern has the relationship, 

y (3) + y (2) + y (I) = I := 2() 

)'(4) + y(3) + y(2) = 2 = 21 

Y (5) + y (4) + y (3) = 4 == 22 

That is, for the n bit sequence we have the relation, 

.I' (n) + )' (II-I) + )' (n - 2) := 2"-" n = 3,4,5, .. , (9.3) 

The solution of this second order difference equation will be the answer to our 

pattern recognition problem. 

Example 9.3:- The ladder network shown in figure 9.6 is called on R-2R net­

work because of its special topology. The network has (r + J) nodes, with node 

voltages ranging from 1'0 to v,. The problem is to find a general expression for 

determining the voltage v" of the d h node. 

Applying Kirchhoff's current law at the node v (n - I) we get, 

v(n-2)-v(n-l) v(n-I) v(n-I)-v(n) - --- -~- - - = ------ + - - - -
R 2R R 

Multiplying both sides by 2R and rearranging we get, 

5 2 V (/I ) - 2, V (II - I) + V (II - ) == 0, n 2,3, ... ," (9.4 ) 
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v (0) v (1) v(n-2 ) v(n-n v(r-1) vIr) 

R R R R R 

2R 2R 2R 

Fig. 9.6 A ladder network 

For n = 0, v (0) = V, the given source voltage. To determine v (I) we write the 

Kirchhoff s loop equation around the first loop to get, 

3 R i = V or i = ~ 
3R 

where i is the loop current. Now, 

Therefore, 

v(I)=2Ri 

2 
v (\) = - V 

3 

The values of v (0) and v ( I) are the initial conditions for the second order dif­

ference equation (9.4) whose solution will be the answer to the given problem. 

9.3 Solution of Difference Equation 

The method for solving difference equation is analogous to that for differential 

equation. Let us consider a first order difference equation without any forcing 

function, 

y (n + 1) - a y (n) = 0 (9.5) 

where a is a constant. This equation can also be written as, 

y (n + 1) 
=a 

y (n) 

which mean the ratio of two successive values of the sequence y(n) is a constant. 

Such a sequence is a geometric sequence with ratio a. The value of an element in 

such a sequence is given by, 

y (n) = Ka" (9.6) 

where K is a constant. That (9.6) is the solution of (9.5) can be readily verified by 

direct substitution. To determine K, put 11 = 0 in (9.6). Then, 

2R 
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y (0) = K 

Therefore the solution of the first order homogeneous difference equation (9.5) is, 

y (n) = y (0) an. (9.7) 

Let us now include a forcing function of the form, 

X (n) = c b" 

where (' and b are constants. The difference equation then becomes, 

y (n + I) = a y (n) + C bn (9.8) 

The solution of equation (9.8) will be the sum of two components, the 

homogeneous solution or the unforced response given by (9.7) and a particular 

solution whose general form depends on the forcing function x (n). For the given 

forcing function, the general form of the particular solution can be assumed as, 

y" (n) = P b" (9.9) 

where P is another constant to be determined. Substituting (9.9) into (9.8) we get, 

P bn ; I = a P b" + c bn 

P= 
c .. --

b-a 

and, 

y" (n) 
c b" 

---

b-a 

The solution of (9.9) then is, 

For 

y (n) K n c b
n 

a +--
b-a 

n =0, 

c 
yeO) = K +-­

b-a 

K = y (0) 
c 

b-a 

Hence the complete solution is, 

)' (/1 ) = {Y (0) _ __ c_} 
. b - a 

c bn 

an +--
b-a 

(9.10) 

(9.11 ) 

Example 9.4:- Let us use the above result to solve the bank account problem of 

example 9. I. Let the interest rate be I % per month and the monthly deposit Rs 

100/-. With these values equation (9.1) becomes, 
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yen) - 1.0Iy(n-l) = 100 

which can also be written as, 

y (n + I) = 1.01 y (n) + 100.1 n 

Comparing (9.12) with (9.8) the parameters of the latter are, 

a = 1.0 I, b = I, c = 100 

Further we see that y(o) =0. 

Substituting these values in (9.l1) we get the solution as, 

100 n 100 
y (n) = 0.01 (1.01) ~ .01 

= 10,000 [(1.01)" - 1] 

(9.12) 

(9.13) 

Equation (9.12) can also be solved directly by calculating the values of y (n) 

step-by-step. 

for n = 0, y (I ) :::; 1.01 y (0) + 100 :::; 100 

n :::; I, y (2) = 1.0 1 y (1) + 100 

= 1.01 X 100 + 100 = 201 

n = 2, Y (3) :::; 1.0Iy(2)+IOO 

1.01 X 201 + 100 :::; 303.01 

and so on. Verify that the same values are given by the analytical solution (9.13) 
also. 

We now study the method for solving difference equations of higher orders. 
The general form of a difference equation of order r can be written as, 

yen) + 01 y(n-I) + a2 y(n-2) + ... + ar-I y(n-r+ I) + ary(n-r) 

== bo x(n) + b l x(n-I) + ... + bm _ 1 x(n-m+1) + b",x(n-m) (9.14) 

Since the input is applied at the instant n = 0, x (n) = a for n < O. Also, in a 
causal system m ~ r. 

Equation (9.14) means that the value of the output (or the response) at the nth 
instant of the system described by this equation, is dependent on the values of the 
output at (n - r) previous instants, and the values of the input at the nth instant and 
at m previous instants. 

Analogous to the differential equation the solution of the difference equation 
(9.14) also has two parts: the homogeneous or the complementary solution y, (n) 

and the particular solution YP (n). The complete solution is the sum of these two 
parts. 
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HOf1lo[?eneous solution:- It is the solution of the homogeneous equation cor­

responding to (9.14), which is obtained by equating the right hand side to zero. 
That is, 

Y (II) + al Y (n - I) + ... + a, y (n - r) ::: 0 (15) 

Let us assume that the solution of equation (9. 15) is of the form, 

y (n ) == A U" 

where A is a constant and u some appropriutdy chosen complex numher. Suh­

stituting this assumed solution in (9.15) we get, 

A u" + a I A u" - I + ... + a,- A u" -,. ::: 0 

or 

a" + alal,,-I) + '" + a,a},,->l::: 0 

Taking out u"-,. as the common factor, 

a" - I (a" + a I u,. - I + _.. + a, ) 0 

or 

a ' + al u ' - I + ... + a, ::: 0 (9.16) 

Equation (9.16) is called the characteristic equation of (9. I 5). 

Let UI, U2, ... , u,. be the distinct roots of this characteristics equaton. Then the 

solution of (9. I 5) is given by, 

y, (n) ::: CI a'! + C2 U2 + ... + c,. u;~ (9.17) 

where ('I, C2, ... , c,. are constants which are determined by the given initial condi­

tions. 

Example 9.5:- Solve the homogeneous difference equation, 

y (n) - y (n - I) - y (n - 2) ::: 0 

The corresponding characteristic equation is, 

u 2 
- U - I = O. 

Its roots are, 

::: I + 15- and I - {5 
UI 2 U2 ::: --2--- . 

Therefore the solution is, 

yen) == ('I [l+2~J + ('2 [I ~ 15J 

where the unknown constants ('I and C2 can be found from the initial conditions. 
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The form of solution is different if the characteristic equation has repeated 

roots. Let 0: 1 be a root of multiplicity k. The term corresponding to 0:1 in the 

solution will then have the form, 

Example 9.6:- Solve the homogeneous equation, 

y (n) - 3 y (n - 2) - 2 Y (n - 3) = O. 

The corresponding characteristic equation is, 

Factorising, 

(0:+ 1)2 (0:-2) = O. 

The roots are -I, -I and 2. Thus the root -I is of multiplicity two. Therefore the 

solution is, 

yen) = CI (_I)" + C2 n(-I)" + C3 (2)" 

= (CI + C2 n) (- I)" + C3 (2)". 

Compare this example with example 3.1 of Chapter 3 to see the similarity in the 
solutions of differential and difference equations. 

Particular Solution:- The form of particular solution Yl' (n ) depends on the forc­

ing function x(n). The fonn of Yl' (n ) to be assumed is given in table 9.1 for some 

simple cases. 

Table 9.1 

Forcing function x(n) Form of particular solution YI' (n) 

an A an, if a is not a root of the characteristic equation. 

AI nan + A2 an, if a is a distinct root of the characteristic equation. 

A I n2 a2 + A2 n an + A3 an, if a is a r~t of multiplicity 2, and so on. 

The values of the unknown constants An, At. .. , etc. in the assumed fonn of 

Yl' (n ) are determined by substituting the assumed expression in the given equa­

tion. 

Complete Solution:- It is obtained by adding the complementary and the par­

ticular solutions and then finding the unknown constants Cl, C2, .•. etc. from a 

knowledge of given initial or boundary conditions. The process is illustrated with 

the ~eJp of the following example. 
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Example 9.7:- Solve the difference equation, 

y (n) + 3 y (n - I) + 2 y (n - 2) = u (n ) 

with initial conditions y (0) = I and y (- I) = O. 

or, 

or, 

The character equation is, 

a 2 + 3 a + 2 = 0 

(a + I) (a + 2) = 0 

Therefore the roots of the characteristi"c equation are, 

al = - I and a2 = - 2. 

Then the homogeneous solution is, 

Y,(n) = CI (-I)" + c2(-2)". 

The forcing function u (n ), a discrete-time unit step function, can be written as, 

u (n) = nO. 

Therefore the form of particular soluti~n is, 

YP (n) = Ao 

Substituting it in the given equation, 

Ao + 3 Ao + 2 Ao = 

I 
An ="6 

The form of complete solution is, 

.y (n) = y, (n) + YP (n ) 

1 
= CI (- I)" + C2 (- 2)" + "6 

At n =0, 

I 
Y (0) = Cl + C2 + - = 

6 

At n=-l, 

Solving the above two simultaneous equations we get, 
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I 4 
Cl = - - and C2 = -

2 3 

The complete solution is therefore, 

141 
y (n) = - - (- I)" + - (- It + -

236 

9.4 Discrete-time Convolution 

Convolution is a powerful technique for finding the response of a linear, discrete­

time system to any arbitrary input. Application of this technique for continuous­

time systems was given in section 5.4. On parallel lines we develop the 

convolution technique for discrete-time systems. 

A unit function or deltafunction () (n), analogous to the impulse function for 

continuous time systems, is defined as, 

() (n) = 1 for n = 0 

= 0 for n :F (0) (9.18) 

A delta function occurring at instant j and having a magnitude aj will be repre­

sented by, 

aj 0 (n - j) = aj for n = j 

= 0 for n :;:. j 

Let the response of a discrete system to the unit delta function () (n ) be represented 

by the sequence hen). Then its response to aj () (n - J) will be aj h (n - j), i.e. 

hen) is shifted to the right by j instants and its magnitude multiplied by aj. 

Now, let x (j) be a discrete-time sequence. It is easy to see that x (j) is a train of 

delta functions. Since superposition is applicable for linear systems, the response 

y (n) of the system to x (j) will be the sum of responses due to the individual ele­

ments of this train. In other words, 

y (n) = L x (j) h (n -j) . (9.19) 
j=O 

Relation (9.19) is called the discrete-time convolution or the convolution sum 

between the input sequence x (j) and the system's response h (n), and is symboli­

cally represented as, 

y (n) = x (j) * h (n ) . (9.20 

Example 9.8:- The delta response of a system is given by, 

1 
h (n) = 3" . 
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Determine its response to an input sequence x (j) described by, 

x (j) = I for j = 0, I, 2, 3, and 

= 0 for j ~ 4. 

Applying the convolution technique, the response is given by, 

y (n) = L x (j) h (n - j) . 
i=() 

= x (0) h (n) + x (I) h (n - 1) + x (2) h (n - 2) + x (3) h (n - 3) 

= h (n) + h (n - I) + (n - 2) + h (n - 3) . 

From this expression, the response can be calculated sequentially starting from n 

= O. It should be noted that in this step-by-step calculation h (n) = 0 for n < O. 
Proceeding in this manner we get, 

1 
Y (0) = h (0) = 3() = 

1 4 
Y (1) = h (1) + h (0) = "3 + 1 - 3 

Y (2) = h (2) + h (1) + h (0) = ;2 + t + 1 
13 
9 

1 1 1 
Y (3) = h (3) + h (2) + h (1) + h (0) = 33 + 32 + "3 + 

40 
27 

1 I 1 I 40 
Y (4) = h (4) + h (3) + h (2) + h (1) = 34 + 33 + 32 + "3 = 81 

1 1 1 1 40 
Y (5) = h (5) + h (4) + h (3) + h (2) = 35 + 34 + 33 + 32 = 243 

and so on. It is easy to develop an algorithm for computer solution. A plot of 
h (n), x (j) and y (n) is shown in figure 9.7. 

It should be noted that the delta response is defined for an initially relaxed 
system only, i.e. for a system with zero initial conditions. Therefore the response 
obtained by the convolution technique is the zero-state response. If the system has 
initial conditions, the response due to them alone is obtained by 'solving the sys­
tems homogeneous difference equation, as discussed earlier. This response is 
called the zero-input response. The complete response is the sum of zero-state and 
zero-input responses. 

Application of the convolution technique requires a knowledge of the systems \ 
delta response. This response could be determined experimentally. The response 
to any arbitrary input can then be detennined by either numerical or graphical 
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hen) 

o 
x(i) 

o 

y(n) 

o 

1/3 

1/9 

2 

13/9 

413 

2 

6 n 

( a) 

3 4 5 6 

(b) 

40/27 

"0/81 

40/243 

1 n 

3 4 5 6 

(C ) 

Fig.9.7: (a) Delta response of the system, h (n) (b) given input x (j) 
(c) output y (n) =: X (j) * h (n) 

convolution. However if the systems model is given mathematically, its delta 
response needs to be derived analytically. For a first order system described by its 
difference equation model this derivation is straight-forward. Let the system 
model be, 
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y (n) = a y (n - I) + x (n), y (n) = 0 for n ~ O. 

For obtaining its delta response, input x(n) is replaced by the unit delta function 
(5 (n ). The output then becomes the delta response h (n). The system equation can 
then be written as, 

h (n) = a h (n - I) + (5 (n ). 

Solving this equation sequential, starting with n = 0 we get, 

Thus, 

h (0) = a h (- I) + (5 (0) = a.O + I = 1 

h (I) = a h (0) + (5 (I) = a.1 + 0 = a 

h (2) = a h (I) + (5 (2) = a.a + 0 = a2 

h (n) = d' . 

The derivation of delta response of higher order systems is easier if we use the 
z-transform technique. This technique is illustrated by example 9.11 in section 9.7. 

9.5 The z-Transform 

The z-transform is as powerful a tool of analysis for discrete-time systems as 
Laplace transform is for continuous-time s~stems. The z-transform of a discrete­
time sequencef(n) is defined as, 

Zf(n) = F(z) =f(O) +f(l )Z-I +f(2) Z-2 + ... 

where z is a complex variable. The above relation can also be written as, 

F (z) = L f(n) z-n (9.21) 
n=O 

Compare this definition for z-transform with that of Laplace transform, 

L f(t) = F(s):; [ f(t) e-" dt, 
o 

as given by tquation (6.3). 

1£ the lower limit of summation in (9.21) is made n = - 00 we get the double­
sided z-transform. In physical systems the signal is applied at some specified in­
stant which is treated as n :; 0 and it is assumed that f(n) = 0 for n < O. 
Therefore we will discuss here only the single-sided z-transform as defined by 
(9.21 ). 

z-Transform of some common discrete sequences:-

I. Deltafunction: 

It is defined as, 
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Using definition (9.21), 

2. Discrete unit step: 

It is defined as, 

Using definition (9:21), 

() (n) ::::; I for n ::::; 0 

::::; 0 for n -;!:. 0 

Z 8 (n) = 'r () (n) C 
n::O 

= 0 (0) zl) + 5 (1) Z-I + 5 (2) Z-2 + 

::::; I. 

u (n) ::::; 1 for n ~ 0 

::::; 0 for n < O. 

Z u (n) = V (z) ::::; L I 1 
u (n) z-· ::::; I + - + - + 

Z Z2 
.=1) 

(9.22) 

The infinite series (9.22) converges if I z I > 1, and in that case it can be written in 

the closed form as, 

V(z) =: I-Z-I (9.23a) 

z 
== z-I 

(9.23b) 

Since z is a complex variable, the region of convergence of V(z) given by (9.23) 
is represented graphically in the z-plane as the region outside the unit circle, as 
shown in figure 9.8. z-p!ane 

Fig. 9.8 Region of convergence of the z-transform for the discrete unit step function. 
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3. Geometric sequence: 

Let .t (n) = U J for n ~ 0 

o for 11 < 0 

Its z.-transform is, 

F (z) 
II=() 

1 1 = +-+--,+ ... 
az (oz)-

az. 

az ---
az-l 

=_Z-forlzl>l 
1 a z -
a 

for .tCn) = an, this gives, 

FCz) = _z_ 
z-a 

4. FUllction f (n ) 
n! 

Then. F (2 ) 
II~O 

n::::O 

- I' - az 
I z I > a. 

an - z-n 
n! 

= I + ~ + ~ (~J2 + 
Z 2! l z 

=: exp [~}I z I > 0 
Tn this case the region of convergence is entire z-plane except the origin. 
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Properties of z-tranforms 

I. Linearity:- It is straightforward to show that the z-transform is a linear 
operator. Thus if, 

Ji (n) H F, (z) and h (n) H F2 (z) 

are two z-transform pairs, then, 

[AJi (n) + Bfz (n)J ~ [AF,(z) + BF2 (z)J (9.24) 

2. Right shift:- Let a sequencef(n) with z-transform F (z) be shifted one step to 
the right. The shifted signal is represented by f (n - l). The z-transform of the 
shifted signal is, 

2f(n-I)= I f(n-I)z-n 
n=() 

=f(-I) +f(O)z-1 +f(l)z-Z +f(2)z-3 + ... 

= f(- 1) + z-' [f(O) + f(l) z-' + f(2) Z-2 + ... J 
=: z-' F(z) + f(-I). 

Iff(- I) = 0, as will be the case iff (n) = 0 for < 0, then, 

2f(n-l) = Z-I F(z) 

Generalising this result for right shift by k steps, 

2f(n-k) = Z-k F(z) + Z-k+1 f(-I) + Z-k+2 f(-2) + .... 

+ z-' f(-k+ 1) + f(-k) 

and iff(n) = 0 for n < O. 

2 f(n - k) = Z-k F (z ) 

(9.25) 

(9.26) 

3. L~ft shifi:-Let F( z) be the z-transform of.f( n). Then the z transform off (n + I) 
is. 

Zf(n + 1) = I f(n+ I) z-n 
n=:O 

=f(l) +f(2)z-1 +f(3) Z-2 + 

=: z[f(l) [I + f(2)z-2 + f(3) Z-3 + ... J 
= z[ F(z) - f(O)] 

If the shift is k steps to the left, 

Zf(l1+k) :: l [F(z) - f(O) - Z-I f(1) ... _Z-(k-I) f(k-l) 1 (9.27) 
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4. Initial value andfinal value theorems:­

In the defining equation, 

F (z) = L f(n) z-'1 
/1=0 

= f(O) + fell Z-I + f(2) ;::-2 + 

if z ~ 00, then all other terms of the r.h.s. except the tirst become zero. 

Therefore, 

f(O) == Lim F (z) 

This is the initial value theorem for the discrete-time function. 

To derive the more useful final value theorem consider ,he expression. 

L If(n) -f(n-I)J C, fen) == 0 for f/ < 0 
,,=0 

Using the right shift theorem we can write, 

(9.28) 

L [fen) -f(n-I)] z-'1 = F(z) - [I F(z) = (I-z-I) F(::.) (9.2<1) 
11=f) 

If we expand the I.h.s. of (9.29) and let Z ~ I, all other terms will cancel out 
exceptf(oo). Therefore we have, 

f(oo)= Lim(l-z-I)F(z) (9.30) 
z .... 1 

which is the tinal value theorem. Equation (9.30) can also be written as, 

f(oo) == Lim (z-l) F(z) '.U!' 
z .... 1 

For (9.30) or (9.3\) to be meaningful the indicated limits must exist. Otherwise 
the final value theorem is not applicable. 

5. Multiplication by n:- Letf (n) H F (z ) be az-transform pair. Iff(n) is mul­
tiplied by fl, the z-transform of the product is given by, 

Z nf(n) = L nf(n) z-'1 
n=O 

- z L f (n) (- II Z( - n -II ) 

/1=0 

The term - n Zl- '1 - I) is the derivati ve of z- n. Therefore, 
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1/ :::0 

d 
f (n) dz ([ ") Znf(n) == - z 

-z r = ] ~ l L f(n) C 
11~1J 

Example 9.8:- Find the z-transfonn of a discrete ramp function with unit slope. 

A discrete ramp is obtained by multiplying a discrete unit step function by II. 

That is, 

Then 

Since. 

fen) == IIU(II). 

Zf(n) 

u (z) 

d 
Z n II (II) == - z - u (z ) . dz 

Z t (1/) == - Z -- --. d ( I J . dz I -z I 

(I - z If 

Example 9.10:- Find the z-transform of a discrete sinusoidal signal. 

Let the exponential signal. 

cos W t + j sin w t, t ?:: 0 

he sampled with a sampling :nterval T. The sampled sequence is, 

Treating it a~; geometric sequence of fonn a", 

Z le/("f)" == z 

z 
( cos (j) T + j sin w T) 



Discrete-time Systems 287 

z 
(z - cos U) T) - j sin U) T 

Z2 - Z cos U) T z sin U) T ::: - j ---"--'~'=-:'----
Z2 - 2 z cos U) T + I l - 2 Z cos U) T + 

Expanding the I.h.s. of the above equation, 

Z [ T' . T] Z2 - Z cos U) T . z sin U) T 
cos U) n + J SIn U) n = i _ 2 z cos U) T + I - J Z2 - 2 z cos U) T + I 

Equating the real and the imaginary parts we get, 

Z2 - Z cos U) T 
z [ cos n U) T] = Z2 _ 2 z cos U) T + 

and Z [ . T] z sin U) T 
SIn n ill = 

Z2 - 2 Z cos U) T + 

A list of z-transforms for commonly used discrete-time functions is given in 
table 9.2 

Table 9.2: Commonly used z-Transfonn Pairs 

Functionf(n), n ~ 0 

l. Unit delta 1) (n) 

2. Unit step u(n) 

3, Unit ramp n u (n) 

4, an 

:;, nan 

6. (n + \) an 

7. 
d' 
n! 

8, sin an 

9. cos a n 

9.6 The z-Transfer Function 

z-Transform F (z ) 

z I 
--0£-­
Z - \ \ _ 7,-1 

-1 
__ Z_ or _-"Z,-' --0-"'7 

(z - 1)2 ( \ _ z - 1 )2 

Z I 
--or 
z - a 

az 
(z - a)~ 

L 
z - a 

z sin a 

- az 

i - 2zcosa + 

-1 

Z1 - l,cosa 

i - 2zcosIl + \ 

As discussed in section 9.4, if h (n) is the delta response of a discrete-time system, 
then its response to any input x (n) is given by the convolution sum (9.19). That 
IS, 
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y (n) = L x (j) h (n - j) . 
J=O 

The z-transform ofy(n) is, 

Y(z) =- L yen) Z-11 
n.:::O 

= ,~, [ ~ xU) h (n - 1] 1 z" 

= .~, ,-' [~ xU) h (n - j) 1 
Interchanging the order of summation, 

Y (z) = L x (j) L [" h (n - j) 
i=O ncO 

(9.32) 

From the shifting property (9.26), the second summation in the above equation is, 

L z-n h (n - j) = Z h (n - j) 

where H(z} is the z-transform of h(n}. 

Substituting this result in (9.32) we get, 

= z-J Z h (n ) 

= Z-i H(z) 

Y (z) = L x (j) Z-i H (z) 
)=0 

= X (z) . H (z) (9.33) 

Equation (9.33) means that the convolution of two discrete-time sequences results 
in the multiplication of their z-transforms in the z-domain. Similar result for the 
Laplace transform of continuous-time signals is given by equation (6.27). 

From equation (9.33) we have, 

H (7) = Y(z) 
" X (z) 

(9.34) 

H(z) is called the z-transfer function of the discrete-time system. As seen from 
(9.34), it is the ratio of the z-transform of the output to the z-transtorm of the input. 
It has the same important role as the transfer function in the Laplace transform 
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analysis of continuous-time linear systems. Note that H (z) is the z-transfonn of 

the delta response h (n) of an initially relaxed system, i.e., a system with zero initial 

conditions. Hence the z-transfer function is a mathematical model of an initially 

relaxed system. From a knowledge of this model the output of the system to any 

input can be obtained by using the relation (9.33) and then taking the z-inverse to 

obtain yen). 

Determination oJthe z-transJer Junction:-

The initial analysis of a given discrete-time system usually results in its difference 
equation model. To use the more convenient z-transfer function method of 
analysis we need to derive the system's z-transfer function from this difference 
equation model. 

Let the system be described by a general r'h order difference equation, 

y (n ) + al Y (n - 1) + .. , + a, y (n - r) = bn x (n) 

+ b l x (n - I) + ... + bm x (n - m ) (9.35) 

with m:SO; r. Now we take the z-transform of both sides of equation (9.35). To do 
so we recall the shifting property (9.26), 

ZJ(n - k) = Z-I F (z ) 

where F(z) is the z-transform offen). Using this property we get, 

[ 1 + al Z-I + ... + a, z-' 1 Y (z) = [bn + bl Z-I + ... + bm z-m 1 X (z ) 

or 

H (z) = Y (z) = bo + b l [I + ... + bm z-m 
X(z) l+alzi+ ... +a,z-' 

(9.36) 

Equation (9.36) gives s straightforward method of obtaining the z-transfer function 

from the given difference equation description of a system. 

9.7 Analysis with z-Transform 

The use of z-transform and the z-transfer function for fin~ing the response of dis­
crete-time systems is illustrated by the following example. 

Example 9.11:- The z-transfer function of a system is given as, 

H(z) = 3 1 
Z2_- Z +-

4 8 

Find its (i) delta response and (ii) discrete unit-step response with zero initial con­
ditions. 

(i) Delta response:- The output is given by the relation. 
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y (z) = X (z) . H (z ) 

If the input is a delta function then X (z) = 1 from table 9.2, and 

y (z) = H (z) = 3 1 
Z2_- Z +-

4 8 

To obtain, 

h (n) = Z- 1 Y (z ) 

we expand Y(z) in partial fractions as, 

=---
I z--
2 

I 
z--

4 

To find the inverse z-transform of terms like these we note that, 

I _I Z -- = Z 
z-a z-a 

The inverse z-transform of the second factor on the r.h.s. is an and multiplication 
by z- 1 means it is shifted one step to the right. Therefore, 

Z -I 1 n-I -- =a . 
z-a 

Applying this result we get, 

h (n) == Z-1 H (z) == 4 i - 4 i ( In-I ( )"-1 
(ii) For the c\iscrete unit-step function, table 9.2 gives, 

Therefore, 

z 
Zu(n) =­

z-1 

z 
y(z) =-

z-1 

Az Bz Cz =--+--+--
z - 1 1 1 

z-2 z - 4" 

Multipying both sides (z-l) and then putting z = 1, 



Similarly, 

Therefore, 
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A 

16 
B == -8 and C ==-, 3 

8 z z 16 z y (z) == - -- - 8 -- + - --
3 z-l 1 3 I 

z-2 z-4" 

Taking inverse z-transform, using table 9.2, we get the required solution, 

8 (IJn 16 (IJn 
y (n) == 3" u (n) - 8 l2 + 3 l4" . 

Example 9.12:- Find the unit-step response in the prevIOus example with initial 
conditionsy(O) == 0, y(l) == I. 

Since the z-transfer function is defined with zero initial conditions, we first 
convert the systems z-transfer function model into difference equation model to 
include the effect of initial conditions. The given model is, 

H(z) == y(z) == ----
X (z) 2 3 I 

z -4"z+g-

or [ Z2 - ~ Z + t ] y (z) == X (z) - z ~ I 
Taking inverse z-transform of both the sides, 

Y (II + 2) - ~ y (II + I) + t y (n ) '== U (II ) 

Now, to find its z-transform with non-zero initial conditions we use equation 
(9.27) to get, 

[Zl Y (z)- Z2 Y (0) - z y (I) I - -4
3 [z Y (z) - z y (0) I + ~ Y (z) == _z_ 

" z- I 

Regrouping, 

[Z' - ~.:: + ~ ] y (z) == [ (Z2 - ~ z) y (0) + z y (I) ] + z ~ I 



292 Linear Systems Analysis 

or, 

3 
(Z2 - 4" z) y (0) + z Y (1) z 

Y (z) = -----'--3--1 -- + [ J 
Z2 - 4" z + 8 (z - I) . Z2 - ~ z + i 

= Y[ (z) + Y2 (z ) 

YI (z ) is the zero-input response due to initial conditions alone and Y2 (z ) the zero­

state response due to forcing function alone. Substituting the given values of ini· 

tial conditions yeO) and y( 1) we get, 

Y[ (z) = 3 I 
Z2_- Z +-

4 8 

z 

Taking inverve z-transform, 

(IJ" [IJ" YI (n) = Z- 1 Y1 (z) = 4lz - 4 4" . 

The inverse z-transform of ylz) is already found in the previous example as, 

8 (-21 
J" + 13

6 (-41 
J" yz<n) = 3" u (n) - 8 

Adding these two compcnents, 

y (n) = YI (n) + Y2 (n ) 

Regrouping, 

y (n) = ~ u (n) - 4 U J + ~ (i J. 
9.8 State-Variable Description 

We have seen the advantages of state-variable technique for the analysis of con­
tinuous-time systems in chapter 8. This technique is even more advantageous for 
discrete-time systems. One reason for thi~ advantage is that many discrete-time 
systems can be directly modelled in terms of state-variable description, as il­
lustrated by the following example. 

Example 9.13:- LeI XI (n) be the number of small fish in an area during the nIh 

time interval. In the absence of any predator fish, their rate of growth is dependent 
on their number and the amount of food available. The small fish population can 
then be described as, 
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XI (n + I) = a XI (n) + b F (9.37) 

where, F = amount of food available 

and a, b = constants. 

Let us now assume that the same area also has predator fish which eat the small 

fish. Let their number be X2 (n ) during the nih time interval. The biological law 

that the rate of growth of the species is dependent on their number and the amount 

of available food, is applicable to the predator fish also. Since the small fish is the 

food for them, the predator fish population can be described as, 

X2 (n + I) = C X2 (n) + d XI (n ) (9.38) 

where c, d are constants. 

The presence of predator fish will reduce the small fish population, the reduc­

tion being proportional to the number of predator fish. Therefore equation (9.37) 
is altered as. 

(9.39) 

Let us further assume that the economic worth of the total fish population y(n) is 
given by, 

y (n) = g XI (n) + h X2 (n ) (9.40) 

Treating XI (n) and X2 (n ) as the state-variables and yen) as the output, the 

state-variable description of the system is, 

[XI (n+ 1)] = [a -e] [XI (n)] + [b]F 
X2 (n + I) d C X2 (n ) 0 

, (n) = r h 1 [XI (n ) ] 
.> g X2 (n ) 

In general, the output expression may contain a term directly proportional to the 
input. Including this generalisation, the standard form of state-variable repre­

sentation for an r'h order discrete-time system is written as, 

where. 

x (n + I) = A x (n) + b u (n ) 

y (II) = C x (n) + d u (n ) 

A r X r state matrix 

b r X I column matrix 

C 0= I x r row matrix 

u (n ) = input sequence 

(9.41 ) 
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y (n ) = output sequence 

I Note that in the context of state-variable analysis the symbol u(n) represents 

any input sequence and not just the unit discrete-step sequence.] 

State-variable model/rom difference equation 

If the given description is in terms of a difference equation, the technique for ob­

taining the state-variable model is shown in the following example. 

Example 9.14:- Obtain a state-variable model of the system represented by the 

difference equation, 

3 Y (n) - 2 y (n - I ) + 2 Y (n - 2) = 5/ (n ). 

This second order difference equation will need two state-variables for ib 

proper representation. Let us choose them as, 

XI (n) = y (n - 2) and X2 (n) = y (n - I ). 

From the given difference equation we get, 

XI (n + I ) = y (/1 - I) = X2 (n ) 

X2 (II + I ) = y (n) = ~ y (n - I) - ~ Y (II - 2) + ':"'3
5 f (n ) 3 3 _ 

= ~ X2 (n) - ~ XI (n) + ~f(ll) 

Writing the above equations in the standard matrix form of state-variable equa­

tions we get, 

XI (n + !) = _ ~ ~ + 2 / (n ) [ ] [ 0 I j [XI (n ) 1 [01 
X2 (n + I) 3, 3 X2 (n ) 3 

[ -~ ~l [XI (n ) 1 5 Y (n) = 3 3 + "3 fen) . 
Xl (n ) 

This procedure can be generalised for an r'h order system. Let the given r'h order 

difference equation be, 

y (n ) + al Y (n - I) + (/2 Y (n - 2) + ... 

+ a,_ly(n-r+ 1) + a,y(n-r) = bf(n) (9.42) 

Define state-variables as, 

XI (1/) = Y (n - r ) 



xdn) ::::: y (n - r + 1 ) 

X,_ I (n) ::::: y (n - 2 ) 

x, (n) ::::: y (n - 1 ) 

Then the state equations are, 

XI (n + I) ::::: v'(n - r + I) :::::X2 (n ) 

Xl (n + I) ::::: y (n - r + 2) ::::: X] (n ) 

X,_I (11+ I) = y(n-2+ I) ::::: x,(n) 

x, (1/ + I) :;:: Y (II ) 
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:;:: -Q, XI (II) - a'_1 xl(n) - ... - alxr(n) + bf(n) 

In the standard matrix form the state-equation is, 

X (11+ I) :;:: A x(n) + b fen) 

and the output equation, 

y (n) :;:: C x (n) + df(n) 

where, 

0 1 0 0 0 
0 0 0 0 

A::::: b::::: 

0 0 0 0 
- ar -a"_1 -ar-2 - al b 

c :;:: [-ar -ar_1 ... -al] ;d:::::b 

As with continuous-time systems, the state-variable model derived above is not 
unique. There are severale ways of choosing state-variables, and each choice will 

give a different state-variable model. 

State- variable model from z-transfer function 

Let us tirst consider the case where the given z-transfer function has no zeros, as 
in the following example. 

Example 9.15:- Obtain the state-variable model of the system described by the 

z-transfer function, 
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We first convert the z-transfer function model to a difference equation model. For 
this let, 

Then, 

H ( ) = f(z) 
Z F(z) 

Taking its inverse z-transform we get, 

yen) + aly(n-I) + a2y(n-2) + aj y(n-3) =f(n) 

Using the procedure of the previous example we get the state-variable model as, 

x (n) = [g ~ ~ 1 x (n) + [~l fen ) 
-a3 -a2 -al I 

yen) = [-a3 -a2 -all x(n) +f(n) 

_ where, 

[

y(n-3)] 
x (n) = y (n - 2) 

y (n - 1) 

Let us now consider the general case where the given z-transfer function has 
hoth poles and zeros. Let, 

H (z) = hI) + hi Z-I + ... + hOI z-m 
1+ alz- I + .,. + a,.z-r 

m :s: r 

Let us express H(z) as a product of two z-transfer functions. That is, 

H (z) = f (z) = a (z) . .r.k2. 
F (z ) F (z ) a (z ) 

where, 

a (z) ___ ---;,......-___ _ 
F(z)-I+a,z + ... +arz- r 

and, 

y (z ) b b' -Ibm -- = Il + I Z + ". + mZ-a (z) 

(9.43) 

(9.44) 

(9.45) 
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The z-transfer function (9.44) is written as, 

( I + al z- I + ... + ar z- I) G (z) = F (z ) 

Taking the inverse z-transform of both the sides, 

g(n) + alg(n-I) + ... + arg(n-r) =J(n) (9.46) 

which is the same as equation (9.42) with b = 1 and variable y replaced by R. 

Therefore the state-variables model of (9.46) will be the same as that for (9.42) 

with state-variables defined as, 

XI (n) = g (n - r) 

X2 (n) = g (n - r + 1 ) 

X, (n) = g (n - 1 ) 

Now consider the z-transfer function given by (9.45). 

It can he written as, 

Y(z) = [bo + biZ-I + .. , + b",_,Z-(m-') + hmz- m ] G(z) 

Taking z-inverse of both the sides we get, 

yen) = bo1dn) + blg(n-I) + ... + bmg(n-m). 

Substituting for g(f!) from (9.46) we get, 

Y(I1) = -boalg(n-I) - ... - hoarg(n-r) + bojen) 

+ hi g (11 - I) + .,. + bm g (n - m) 

-boam + 1 x,-m(n) - ... - boa,xl (n) + boJ (n) 

In the matrix form the output equation above can be written as, 

X,-men) 
X,-m+ I (n) 

x, (n ) J 
+ boJ(n) (9.47) 

The presence of zeros thus alters the output equation as given by (9.47). The state 
equations remain the same as that for the case without zeros. 
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As pointed out earlier also, the state-variable model derived here is not unique. 

There are other procedures for choosing state-variables and they give different 

state-variable models. 

9.1 I) Solution of State-variable Equations 

We now look at the problem of solving state-variable equations to obtain the 

response of a discrete-time system to a given input. As for a continuous-time sys­

tem, the response consists of two parts, the unforced or the zero-input response and 

the forced response. 

fhe UJ!forced response:- The state equation for an unforced system is, 

x (n + I) =: A x (n) 

This ctjuation can be solved sequentially, starling with n=O. 

For fl =: 0, x (I) =: A x (0) 

11 =: I, x (2) =: A x(1) =: A2 x (0) 

n =: 2, x (3) =: A x (2) =: A' x (0) 

Thus if the initial state is x (0), the state at any instant n is, 

x (n) =: An X (0) 

(9.48) 

This is the vector version of the unforced response of a first order difference 

ctjuation given by (9.7). The r x r matrix An is called the state transition matrix 

for the discrete-time system and given the symbol <I> (n). Thus, 

x (n) =: An X (0) =: <l> (n) x (0) (9.49) 

The Forced response:- With a forcing function (i.e. input) present the system 
\ 

state cquations are, 

x (n + I) =: A x (n) + b u (n ) (9.50) 

where u (n) is the external forcing function. Following the sequential procedure 

once again we get, 

x (l) = A x (0) + b u (0) 

x (2) =: Ax(l) + bu(l) =: A2 x (0) + A b u(O) + b u(l) 

x(3) =: Ax(2) + bu(2) =: A'x(O) + A2 bu(O) + A b u(l) + b u(O) 

X(II) =: A"x (0) + A"-'bu(O) + A,,-2bu(l) + .,. + AObu(n-1) 
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.-1 

= A'x(O) + L A·-(j+I)buU) (9.51) 
j=(J 

Using the notation of the state transition matrix this result can also be written as, 

"-I 

x (n) = $ (n) x (0) + L $ (n -j + 1) b u U) (9.52) 
j=1I 

The tirst term on the r.h.s. of (9.52) is the zero-input or the unforced response 
which will be the system response with u (n) = O. The second te~m is the 
response which will result if the initial state x (0) = O. Therefore it is called the 
zero-state response. The complete response is the sum of these two, zero-state and 
zero-input, responses. 

Example 9.16:- The assets of an electric power distribution company can be 
divided into two parts; (i) low voltage (LV) equipment and (ii) high voltage (HV) , 

equipment. The company earns a profit of 20% on its total current assets. All the' 
profit is reinvested for purchasing additional equipment; 50% for LV and 50% for HV 
equipment. The company raises additional investment of Rs u(n) million in the nih 
year of its operation. 75% of this in\estment goes for purchasing LV equipment and 
25% for HV equipment. The company starts from a scratch with an initial investment 
of Rs 800 million. The investment in succeeding years reduces as, 

u(n) = 200(2-.+ 2
), n'<? 0 

The rate of depreciation for LV equipment is 20% and 10% for HV equipment. 
Calculate the assets of the company for the first three years of its operation. 

Let XI (n) and X2 (n) be the worth of LV and HV equipments in the nth year. 
Then the profit earned in the nth year is 0.2 {XI (n) + X2 (n ) I . The worth of the 

L V equipment in the (n+ I )Ih year will be equal to the sum of three components: 

(i) The discounted value of worth of LV equipment in the nlli year. 

(ii) The worth of LV equipment purchased out of profit of nIh year 

(iii) The worth of LV equipment purchased out of fresh investment in the nth 
year. 

That is, 

XI (n + 1) = 0.8 XI (n) + OJ {XI (n) + X2 (n) I + 0.75 u (n). 

Similarly the worth of HV equipment is, 

Xz (n + 1) = 0.9 xz(n) + 0.1 {XI (n) + xz(n) } + 0.25 u (n ) . 

Rearranging in matrix form, 

(9.53) 
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with initial state, 

[
XI(O)] = rO] and u(n) = 200(Tn+2) 
xdO) L ° 

and output (net worth) y (n) = XI (n) + X2 (n) .. 

The state-variable equation (9.53) is solved sequentially, starting with n=O. 

(i) Forn:::: 0, [X(I)] = [0.90.1] [XI (0)] + [0.75] 200(21-11+2» 
X (2) 0.1 1.0 X2 (0) 0.25 

:::: [ ~:~ ~:~ ] [ ~ ] + [ ~:i;] 800 

= [~~] 
(ii) For n = 1, [XI (1)] = [0.90.1] [XI (1)] + [0.75J 200(21-1+2)f 

X2 (2) 0.1 1.0 X2 (I) 0.25 

:::: [0.9 0.1] [600J + [0.75] 400 
0.1 1.0 200 0.25 

:::: [ ;~g] + [ ~gg ] = [ ~~g ] 
(iii) For n :::: 2 [XI (3)] = [0.9 0.1 ] [XI (2)] + [0.75] 200(21- 2 + 2» 

, X2 (3) 0.1 1.0 X2 (2) 0.25 

:::: [0.9 0.1] [860 J + [0.75] 200 
0.1 1.0 360 0.25 

[ 
810 ] [ 150] [ 960 ] == 446 + 50 :::: 515 

Thus the net asset (in millions of rupees) of the company, y (n) :::: {XI (n) 

+ X2 (n) ) is, 

y (0) :::: X, (0) + X2 (0) = ° 
y (I) = XI (I) + X2 (I) = 800 

y (2) = X, (2) + X2 (2) = 1220 

y (3) = XI (3) + ,":2 (3) = 1475 

We now look at the analytical solution (9.51) or (9.52) of the state-variable 
equation for calculating x(n) for any n without the necessity oftirst calculating the 

value of x(ll) of all the previous instants of n. To be able to do so we need a method 
to calculate the state-transition matrix ct> (n) :::: An. In chapter 8 we had studied 
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three methods for computing the state-transition matrix cJ> (t) for continuous-time 

systems. Note that the definition of this matrix is different for discrete-time sys­

tems. However the method of calculating <I> (n ) is similar to the method for 

<I> (t ) f()I' continuous-time systems. 

Calrulatiotl of state-transition matrix <I> (n ) using Caley-Hamilton thcorem:­

The objective is to determine A" from the knowledge of its lower order charac­

teristic polynomial. 

Let q (A) be the rth order characteristic polynomial of the r x r matrix A. Then, 

q (A) == det [A I - AJ == A' + al 1.,-1 + ... + a, (9.54) 

[,et AI, 1.2, ... , A, be the roots of the characteristic equation, 

q CA) == A' + al A' - I + ... + (/, == 0 (9.55 ) 

Now let us take the term A", n ~ r, and divide it by q (A). This gives, 

A" N (A) 
q (A) = M (A) + q (A) (9.56 ) 

where M (A) is the quotient polynomial and N (A) the remainder polynomial. 

Equation (9.56) can be written as, 

A" == q (A) M (A) + N CA) (9.57) 

AI any of its roots Ai (== Ab A2, ... , A,) the characteristic polynomial is zero. 

That is, 

lj (A,) = 0 for Ai == AI, A2 ... , A,. 

Therefore substituting A, in (9.57) we get, 

Ai = N (Ai) 

The remainder polynomial N (A) has order(r-I) and a form, 

N(A) == po + PIA + P2A2 + ... + Pr-I Ar- I 

Therefore. 

i = \,2, ... , r 

(9.58) 

(9.59) 

Now let us take recourse to the Caley-Hamilton theorem which states that every 

matrix satisfies its own characteristic equation. Therefore we can substitute A for 

A in the characteristic equation (9.55), i.e., 

q (A) == Ar + al Ar-I + ... + ar-I A + ar I = 0 

Similarly we can also substitute A for A in equation (9.57) to get, 
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An = q (A) M (A) + N (A) 

and since q (A) = 0, we have 

An == N(A) 

(9.60) 

This is the desired result, which shows how to tind <I> (n) = An from a polynomial 
of lower order (r- [). 

To be able to use (9.60) we need to know the values of coefficients 

~o, /3" ... , ~r- I. These are obtained from equation (9.59). For each value of char­

acteristic root Ai, equation (9.59) will give one algebraic equation. Thus for r 

roots A" 1..,2, ... , A" their will be r equations. Knowing the values of the roots, 

these r equations are solved to get the values of coefficients /30, /31> ... ~r-I. 

The use of this method is illustrated by the following example. 

Example 9.17:- A nuclear reactor has two types of particles, a and~. The 

reaction is such that every second an a particle breaks-up into three /3 particles, 
and a ~ particle into one a and two /3 particles. How many particles of each type 

will be present in the reactor after n seconds if initial!)- there is only one a particle 
in it? 

Let XI (n) and X2 (n ) be the numbers of a and /3 particles after n seconds. 

From the given description of the system we can write the system's state equations 
as, 

Xl (n + I) == X2 (n ) 

xdn + 1) == 3Xl (n) + 2 X2 (n ) 

with 

XI (0) = 1 and Xl (0) = O. 

The solut,ion of this homogeneous system is given by equation (9.49). How­
ever to use it we need to determine the state transition matrix <I> (n). In the present 

problem the state matrix A is, 

A = [~ ; ] 

The characteristic equation for this A is, 

det [_\ ~ ~ 2 ] = 1..,2 - 2 A - 3 == 0 

The roots of the characteristic equation are AI == - 1 and 1..,2 == 3. 

We now need to calculate the coefficients /30 and /31 of equation (9.60) for this 

second order system. Using equation (9.59) for each of the roots we get, 
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anu 

~o + 3 ~I = 3" 

Solving these two simultaneous equations we get, 

3" + 3 (- I)" 
~iI = 4 and ~I 

3" - (- I)" 

4 

The state-transition matrix given by (9.60) is, 

<1> (n) = A" = ~II I + ~I A 

with values of ~II and ~I as calculated above. 

Let us now use the knowledge of <1> (n ) to calculate the number of particles, say 

after two seconds. For n = 2, 

3' :) ( 1)7 32 __ - (-___ I_)'>_~ _ ~Il (2) = ----=---±. 4-=-~ = 3 and ~I (2) == 4 - 2 

Therefore, 

A 2 = ~o (2) I + ~I (2) A 

= [3 0 ] [0 2] = [3 2 ] 03+6467 

(Check this result by direct multiplication A2 = A x A. ) 

The number of particles after two seconds is 

[
XI (2)] == [3 2] [I ] = [3]. 
Xl (2) 6 7 0 6 

Let us now determine the number of particles after 8 seconds. A direct calcula­

tion of AX in this case would be tedious. Using the analytical method developed 

here, 

~II (8) 

1640 

Therefore, 

A x = ~o (8) I + ~I (8) A 

0] 1640 [0 ~] 1640 + 3 ~ 
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Then, 

[
X, (8) J 
X2 (8) 

[
1641 1640J 

- 4920 4921 

An X (0) =[16411640][1] 
4920 4921 0 

= [164! ] 
4920 

PROBLEMS 
9.1 A hatch process in a chemical plant has a mixing tank of 100 litre capacity with an inlet and 

an outlet valve. At the beginning of the nth cycle of operation, 10 litres of solution with a 

fractional concentration ofy(n) is drawn out and an equal amount with fractional cOl)ccntra­

tion x(n) is added to the tank. The contents of the tank are then thoroughly mixed for a 

specified tixed time. The next cycle is started by drawing another I () litres of solution, and 

the process is repeated. 

(a) Derive the difference equation model of the process, relating outputy(n) with input·-· 

x(n). 

(h) Solve the difference equation if the initial concentration y (0) = 0.1 and the input 

concentration is x (n ) = 0.8. 

9.2 Solve the following difference equations. 

(a) y (n ) + 2 y (n - I) = x (n) - x (n - I) with initial conditiun yeO) = I and x(n) = 
2 

n. 

(b) yen) +- 3y(n-l) + 2y (n-2) = x(n) + x(n-I)with initial conditions 

yeO) = y(l) = 0 and x(n) = (_2)" for n ~ Oand 

= 0 for n < O. 

9.3 Tbe input sequence x(n) to a discrete-time system is x (0) = I ,x (1) = 2, x (2) = 3 and 

X (II ) = 0 for n ~ 3. The resulting output sequence is, yeO) = I, y(l) = -I, 

y(2) = 3,y(3) = -1, y(4) = 6andy(n) = a for n ~ 5. 

Determine the impulse :esponse hen) of the system. 

9.4 Find the z-transform of the following functions. 

(i) x(n) = n (n + I) 

(ii) x (n ) = n 
2 

(iii) x (n ) = sin 2n 

(iv) x(n) = '1 
2 -n 

II 

9.5 Find the sum of the sequence, 

UJ (n) = 2(1· 3n + 2' . 3" -, + 22. 3n - 2 + ... + 2" - , . 3' + 2" 3° 

[Hint: Use convolution and z-transform.] 

9.6 Solve the difference equations of problem 9.2 using the z-transform. 

9.7 Two discrete-time systems, each halving a delta response of, 

hen) = rn 
are connected ill cascade. Find the response of the composite system for inputs (i) unit delta 

function and (ii) unit discrete-step. 
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9.g The z-transfer function of a system is given as, 

H (2) = 2 (72 - 2) 
(z - 0.2) (2 - 0.5) 

Find its response to a unit discrete-step input with zt:ro initial conditions. 

IJ.IJ The mathematical model of a discrete-time system is dcsclibcd by the cquation, 

yen) + 3Y(II-I) + 2),(11-2) =I(n) -f(Il-I). 

Find a state-variable model of the system and solve it to obtain the response to a unil della 

function with zero initial conditions. 

9.10 Show thaI 

A" = [2" 11 ill - I)] 
o 2n 

if A = [~ n 
9.1 I Show how 10 usc Z-Iransform to find the stalc-transition matrix for a discrele-lime systcm. 

Use Ihis melhod to determine the state-transition matrix for Ihe state-matrix, 

A=[_~_!J 
9.12 Show how 10 obtain the l-transfer function H(l) from a given stalc-variable model. Use this 

method to obtain H(zl for a system described by, 

A = [ -~ _ ~], b = [ : ], c = [I - 4]. 
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