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## Preface

In these days and age, when the sheer number of publications in numerical mathematics increases so rapidly, it is surely necessary to provide valid justification to a new publication. The reason for Acta Numerica is, paradoxically, to counteract the information explosion by presenting selected and important developments in numerical mathematics and scientific computation on an annual basis.

Each year, the Editorial Board of Acta Numerica poses itself the question 'what are recent significant developments in our subject, developments that are important enough to merit interest by the numerical community as a whole'. Having selected a shortlist of topics, we ask named individuals to write survey papers. The purpose of the exercise being to disseminate knowledge outside restricted professional boundaries, the authors are expected to pitch their exposition so that it can be understood and appreciated by all practitioners of the numerical art, and not just by workers in a narrow subdiscipline. We are guided in our choice of authors both by their contribution to the underlying topic and by their track record as expositors.

Numerical analysts, like other professionals in a competitive world, are busy with their own research, academic and administrative duties. It is difficult (and sometimes impossible) to keep up with developments outside one's narrow experience. This, we believe, is an unhealthy and undesirable situation, not only because of broader cultural considerations but also since developments in different parts of numerical mathematics frequently impinge upon each other. We hope that Acta Numerica will play a role in bridging gaps and presenting many new and exciting ideas - algorithms and mathematical analysis alike - to a wider audience.
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## 1. Introduction

The subject of 'wavelets' is expanding at such a tremendous rate that it is impossible to give, within these few pages, a complete introduction to all aspects of its theory. We hope, however, to allow the reader to become sufficiently acquainted with the subject to understand, in part, the enthusiasm of its proponents toward its potential application to various numerical problems. Furthermore, we hope that our exposition can guide the reader who wishes to make more serious excursions into the subject. Our viewpoint is biased by our experience in approximation theory and data compression; we warn the reader that there are other viewpoints that are either not represented here or discussed only briefly. For example, orthogonal wavelets were developed primarily in the context of signal processing, an application upon
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Fig. 1. An example of functions $\phi$ and $\phi\left(2^{k} \cdot-j\right)$.
which we touch only indirectly. However, there are several good expositions (e.g. Daubechies (1990) and Rioul and Vetterli (1991)) of this application. A discussion of wavelet decompositions in the context of Littlewood-Paley theory can be found in the monograph of Frazier et al. (1991). We shall also not attempt to give a complete discussion of the history of wavelets. Historical accounts can be found in the book of Meyer (1990) and the introduction of the article of Daubechies (1990). We shall try to give sufficient historical commentary in the course of our presentation to provide some feeling for the subject's development.

The term 'wavelet' (originally called wavelet of constant shape) was introduced by J. Morlet. It denotes a uni-variate function $\psi$ (multi-variate wavelets exist as well and will be discussed subsequently), defined on $\mathbb{R}$, which, when subjected to the fundamental operations of shifts (i.e. translation by integers) and dyadic dilation, yields an orthogonal basis of $L_{2}(\mathbb{R})$. That is, the functions $\psi_{j, k}:=2^{k / 2} \psi\left(2^{k} .-j\right), j, k \in \mathbb{Z}$, form a complete orthonormal system for $L_{2}(\mathbb{R})$. In this work, we shall call such a function an orthogonal wavelet, since there are many generalizations of wavelets that drop the requirement of orthogonality. The Haar function $H:=\chi_{[0,1 / 2)}-\chi_{[1 / 2,1)}$, which will be discussed in more detail in the section that follows, is the simplest example of an orthogonal wavelet. Orthogonal wavelets with higher smoothness (and even compact support) can also be constructed. But before considering that and other questions, we wish first to motivate the desire for such wavelets.

We view a wavelet $\psi$ as a 'bump' (and think of it as having compact support, though it need not). Dilation squeezes or expands the bump and translation shifts it (see Figure 1). Thus, $\psi_{j, k}$ is a scaled version of $\psi$ centred at the dyadic integer $j 2^{-k}$. If $k$ is large positive, then $\psi_{j, k}$ is a bump with small support; if $k$ is large negative, the support of $\psi_{j, k}$ is large.

The requirement that the set $\left\{\psi_{j, k}\right\}_{j, k \in \mathbb{Z}}$ forms an orthonormal system means that any function $f \in L_{2}(\mathbb{R})$ can be represented as a series

$$
\begin{equation*}
f=\sum_{j, k \in \mathbf{Z}}\left\langle f, \psi_{j, k}\right\rangle \psi_{j, k} \tag{1.1}
\end{equation*}
$$

with $\langle f, g\rangle:=\int_{\mathbb{R}} f \bar{g} \mathrm{~d} x$ the usual inner product of two $L_{2}(\mathbb{R})$ functions. We view (1.1) as building up the function $f$ from the bumps $\psi_{j, k}$. Bumps corresponding to small values of $k$ contribute to the broad resolution of $f$; those corresponding to large values of $k$ give finer detail.
The decomposition (1.1) is analogous to the Fourier decomposition of a function $f \in L_{2}(\mathbb{T})$ in terms of the exponential functions $e_{k}:=\mathrm{e}^{\mathrm{ik} \cdot}$, but there are important differences. The exponential functions $e_{k}$ have global support. Thus, all terms in the Fourier decomposition contribute to the value of $f$ at a point $x$. On the other hand, wavelets are usually either of compact support or fall off exponentially at infinity. Thus, only the terms in (1.1) corresponding to $\psi_{j, k}$ with $j 2^{-k}$ near $x$ make a large contribution at $x$. The representation (1.1) is in this sense local. Of course, exponential functions have other important properties; for example, they are eigenfunctions for differentiation. Many wavelets have a corresponding property captured in the 'refinement equation' for the function $\phi$ from which the wavelet $\psi$ is derived, as discussed in Section 3.1.
Another important property of wavelet decompositions not present directly in the Fourier decomposition is that the coefficients in wavelet decompositions usually encode all information needed to tell whether $f$ is in a smoothness space, such as the Sobolev and Besov spaces. For example, if $\psi$ is smooth enough, then a function $f$ is in the $\operatorname{Lipschitz} \operatorname{space} \operatorname{Lip}\left(\alpha, L_{\infty}(\mathbb{R})\right)$, $0<\alpha<1$, if and only if

$$
\begin{equation*}
\sup _{j, k} 2^{k\left(\alpha+\frac{1}{2}\right)}\left|\left\langle f, \psi_{j, k}\right\rangle\right| \tag{1.2}
\end{equation*}
$$

is finite, and (1.2) is an equivalent semi-norm for $\operatorname{Lip}\left(\alpha, L_{\infty}(\mathbb{R})\right)$.
All this would be of little more than theoretical interest if it were not for the fact that one can efficiently compute wavelet coefficients and reconstruct functions from these coefficients. Such algorithms, known as 'fast wavelet transforms' are the analogue of the Fast Fourier Transform and follow simply from the refinement equation mentioned earlier.
In many numerical applications, the orthogonality of the translated dilates $\psi_{j, k}$ is not vital. There are many variants of wavelets, such as the pre-wavelets proposed by Battle (1987) and the $\phi$-transform of Frazier and Jawerth (1990), that do not require orthogonality. Typically, for a given function $\psi$, one wants the translated dilates $\psi_{j, k}, j, k \in \mathbb{Z}$, to form a stable basis (also called a Riesz basis) for $L_{2}(\mathbb{R})$. This means that each $f \in L_{2}(\mathbb{R})$ has a unique series decomposition in terms of the $\psi_{j, k}$, and that the $\ell_{2}$
norm of the coefficients in this series is equivalent to $\|f\|_{L_{2}(\mathbb{R})}$ (this will be discussed in more detail in Section 3.1). In other applications, when approximating in $L_{1}(\mathbb{R})$, for example, one must abandon the requirement that $\psi_{j, k}, j, k \in \mathbb{Z}$, form a stable basis of $L_{1}(\mathbb{R})$, because none exists. (The Haar system is a Schauder basis for $L_{1}([0,1])$, for example, but the representation is not $L_{1}([0,1])$-stable.) For such applications, one can use redundant representations of $f$, with $\psi$ a box spline, for example.

We have, to this point, restricted our discussion to uni-variate wavelets. There are several constructions of multi-variate wavelets but the final form of this theory is yet to be decided. We shall discuss two methods for constructing multi-variate wavelets; one is based on tensor products while the other is truly multi-variate.

The plan of the paper is as follows. Section 2 is meant to introduce the topic of wavelets by studying the simplest orthogonal wavelets, which are the Haar functions. We discuss the decomposition of $L_{p}(\mathbb{R})$ using the Haar expansion, the characterization of certain smoothness spaces in terms of the coefficients in the Haar expansion, the fast Haar transform, and multi-variate Haar functions. Section 3 concerns itself with the construction of wavelets. It begins with a discussion of the properties of shift-invariant spaces, and then gives an overview of the construction of uni-variate wavelets and prewavelets within the framework of multi-resolution. Later, mention is made of Daubechies' specific construction of orthonormal wavelets of compact support. We finish with a discussion of wavelets in several dimensions.

Section 4 examines how to calculate the coefficients of wavelet expansions via the so-called Fast Wavelet Transform. Section 5 is concerned with the characterization of functions in certain smoothness classes called Besov spaces in terms of the size of wavelet coefficients. Section 6 turns to numerical applications. We briefly mention some uses of wavelets in nonlinear approximation, data compression (and, more specifically, image compression) and numerical methods for partial differential equations.

## 2. The Haar wavelets

### 2.1. Overview

The Haar functions are the most elementary wavelets. While they have many drawbacks, chiefly their lack of smoothness, they still illustrate in the most direct way some of the main features of wavelet decompositions. For this reason, we shall consider in some detail their properties which make them suitable for numerical applications. We hope that the detail we provide at this stage will render more convincing some of the later statements we make, without proof, about more general wavelets.

We consider first the uni-variate case. Let $H:=\chi_{[0,1 / 2)}-\chi_{[1 / 2,1)}$ be the Haar function that takes the value 1 on the left half of $[0,1]$ and the value
-1 on the right half. By translation and dilation, we form the functions

$$
\begin{equation*}
H_{j, k}:=2^{k / 2} H\left(2^{k} \cdot-j\right), \quad j, k \in \mathbb{Z} \tag{2.1.1}
\end{equation*}
$$

Then, $H_{j, k}$ is supported on the dyadic interval $I_{j, k}:=\left[j 2^{-k},(j+1) 2^{-k}\right)$.
It is easy to see that these functions form an orthonormal system. In fact, given two of these functions $H_{j, k}, H_{j^{\prime}, k^{\prime}}, k^{\prime} \geq k$ and $(j, k) \neq\left(j^{\prime}, k^{\prime}\right)$, we have two possibilities. The first is that the dyadic intervals $I_{j, k}$ and $I_{j^{\prime}, k^{\prime}}$ are disjoint, in which case $\int_{\mathbb{R}} H_{j, k} H_{j^{\prime}, k^{\prime}}=0$ (because the integrand is identically zero). The second possibility is that $k^{\prime}>k$ and $I_{j^{\prime}, k^{\prime}}$ is contained in one of the halves $J$ of $I_{j, k}$. In this case $H_{j, k}$ is constant on $J$ while $H_{j^{\prime}, k^{\prime}}$ takes the values $\pm 1$ equally often on its support. Hence, again $\int_{\mathbb{R}} H_{j, k} H_{j^{\prime}, k^{\prime}}=0$.

We want next to show that $\left\{H_{j, k} \mid j, k \in \mathbb{Z}\right\}$ is complete in $L_{2}(\mathbb{R})$. The following development gives us a chance to introduce the concept of multiresolution, which is the main vehicle for constructing wavelets and which will be discussed in more detail in the section that follows. Let $\mathcal{S}:=\mathcal{S}^{0}$ denote the subspace of $L_{2}(\mathbb{R})$ that consists of all piecewise-constant functions with integer breakpoints; i.e. functions in $\mathcal{S}$ are constant on each interval $[j, j+1)$, $j \in \mathbb{Z}$. Then $\mathcal{S}$ is a shift-invariant space: if $S \in \mathcal{S}$, each of its shifts, $S(\cdot+k)$, $k \in \mathbb{Z}$, is also in $\mathcal{S}$. A simple orthonormal basis for $\mathcal{S}$ is given by the shifts of the function $\phi:=\chi_{[0,1]}$. Namely, each $S \in \mathcal{S}$ has a unique representation

$$
\begin{equation*}
S=\sum_{j \in \mathbb{Z}} c(j) \phi(\cdot-j), \quad(c(j)) \in \ell_{2}(\mathbb{Z}) \tag{2.1.2}
\end{equation*}
$$

By dilation, we can form a scale of spaces

$$
\mathcal{S}^{k}:=\left\{S\left(2^{k} \cdot\right) \mid S \in \mathcal{S}\right\}, \quad k \in \mathbb{Z}
$$

Thus, $\mathcal{S}^{k}$ is the space of piecewise-constant $L_{2}(\mathbb{R})$ functions with breakpoints at the dyadic integers $j 2^{-k}$. The normalized dyadic shifts $\phi_{j, k}:=2^{k / 2} \phi\left(2^{k} \cdot-\right.$ $j)=2^{k / 2} \phi\left(2^{k}\left(\cdot-j 2^{-k}\right)\right)$ with step $j 2^{-k}, j \in \mathbb{Z}$, of the function $\phi\left(2^{k} \cdot\right)$, form an orthonormal basis for $\mathcal{S}^{k}$. However, to avoid possible confusion, we note that the totality of all such functions $\phi_{j, k}$ is not a basis for the space $L_{2}(\mathbb{R})$ because there is redundancy. For example, $\phi=\left(\phi_{0,1}+\phi_{1,1}\right) / \sqrt{2}$.

Clearly, we have $\mathcal{S}^{k} \subset \mathcal{S}^{k+1}, k \in \mathbb{Z}$, so the spaces $\mathcal{S}^{k}$ get 'thicker' as $k$ gets larger and 'thinner' as $k$ gets smaller. We are interested in the limiting spaces

$$
\begin{equation*}
\mathcal{S}^{\infty}:=\overline{\bigcup \mathcal{S}^{k}} \quad \text { and } \quad \mathcal{S}^{-\infty}:=\bigcap \mathcal{S}^{k} \tag{2.1.3}
\end{equation*}
$$

since these spaces hold the key to showing that the Haar basis is complete. We claim that

$$
\begin{equation*}
\mathcal{S}^{\infty}=L_{2}(\mathbb{R}) \quad \text { and } \quad \mathcal{S}^{-\infty}=\{0\} \tag{2.1.4}
\end{equation*}
$$

The first of these claims is equivalent to the fact that any function in $L_{2}(\mathbb{R})$ can be approximated arbitrarily well (in the $L_{2}(\mathbb{R})$ norm) by the piecewise-
constant functions from $\mathcal{S}^{k}$ provided $k$ is large enough. For example, it is enough to approximate $f$ by its best $L_{2}(\mathbb{R})$ approximation from $\mathcal{S}^{k}$. This best approximation is given by the orthogonal projector $P_{k}$ from $L_{2}(\mathbb{R})$ onto $\mathcal{S}^{k}$. It is easy to see that

$$
P_{k} f(x)=\frac{1}{\left|I_{j, k}\right|} \int_{I_{j, k}} f, \quad x \in I_{j, k}, j \in \mathbb{Z}
$$

To verify the second claim in (2.1.4), we suppose that $f \in \cap \mathcal{S}^{k}$. Then, $f$ is constant on each of $(-\infty, 0)$ and $[0, \infty)$, and since $f \in L_{2}(\mathbb{R})$, we must have $f=0$ a.e. on each of these intervals.

Now, consider again the projector $P_{k}$ from $L_{2}(\mathbb{R})$ onto $\mathcal{S}^{k}$. By (2.1.4), $P_{k} f \rightarrow f, k \rightarrow \infty$. We also claim that $P_{k} f \rightarrow 0, k \rightarrow-\infty$. Indeed, if this were false, then we could find a $C>0$ and a subsequence $m_{j} \rightarrow-\infty$ for which $\left\|P_{m_{j}} f\right\|_{L_{2}(\mathbb{R})} \geq C$ for all $m_{j}$. By the weak-* compactness of $L_{2}(\mathbb{R})$, we can also assume that $P_{m_{j}} f \rightarrow g$, weak-*, for some $g \in L_{2}(\mathbb{R})$. Now, for any $m \in \mathbb{Z}$, all $P_{m_{j}} f$ are in $\mathcal{S}^{m}$ for $m_{j}$ sufficiently large and negative. Since $\mathcal{S}^{m}$ is weak-* closed, $g \in \mathcal{S}^{m}$. Hence $g \in \cap \mathcal{S}^{m}$ implies $g=0$ a.e. This gives a contradiction because by orthogonality

$$
\int_{\mathbb{R}}\left|P_{m_{j}} f\right|^{2} \mathrm{~d} x=\int_{\mathbb{R}} \bar{f} P_{m_{j}} f \mathrm{~d} x \rightarrow \int_{\mathbb{R}} \bar{f} g \mathrm{~d} x=0
$$

It follows that each $f \in L_{2}(\mathbb{R})$ can be represented by the series

$$
\begin{equation*}
f=\sum_{k \in \mathbf{Z}}\left(P_{k} f-P_{k-1} f\right)=\sum_{k \in \mathbf{Z}} Q_{k} f, \quad Q_{k-1}:=P_{k}-P_{k-1} \tag{2.1.5}
\end{equation*}
$$

because the partial sums, $P_{n} f-P_{-n} f$, of this series tend to $f$ as $n \rightarrow \infty$.
To complete the construction of the Haar wavelets, we need the following simple remarks about projections. If $Y \subset X$ are two closed subspaces of $L_{2}(\mathbb{R})$ and $P_{X}$ and $P_{Y}$ are the orthogonal projectors onto these spaces, then $Q:=P_{X}-P_{Y}$ is the orthogonal projector from $L_{2}(\mathbb{R})$ onto $X \ominus Y$, the orthogonal complement of $Y$ in $X$ (this follows from the identity $P_{Y} P_{X}=$ $\left.P_{Y}\right)$. Thus, the operator $Q_{k-1}:=P_{k}-P_{k-1}$ appearing in (2.1.5) is the orthogonal projector onto $W^{k-1}:=\mathcal{S}^{k} \ominus \mathcal{S}^{k-1}$. The spaces $W^{k}$ are the dilates of the wavelet space

$$
\begin{equation*}
W:=\mathcal{S}^{1} \ominus \mathcal{S}^{0} \tag{2.1.6}
\end{equation*}
$$

Since the spaces $W^{k}, k \in \mathbb{Z}$, are mutually orthogonal, we have $W^{k} \perp W^{j}$, $j \neq k$, and (2.1.5) shows that $L_{2}(\mathbb{R})$ is the orthogonal direct sum of the $W^{k}$ :

$$
\begin{equation*}
L_{2}(\mathbb{R})=\bigoplus_{k \in \mathbb{Z}} W^{k} \tag{2.1.7}
\end{equation*}
$$

How does the Haar function fit into all this? Well, the main point is that $H$ and its translates $H(\cdot-k)$ form an orthonormal basis for $W$. Indeed, $H=2 \phi(2 \cdot)-P_{0}(2 \phi(2 \cdot))$, which shows that $H$ is in $\mathcal{S}^{1} \ominus \mathcal{S}^{0}=W$. On the
other hand, the identities $H+\phi=2 \phi(2 \cdot)$ and $\phi-H=2 \phi(2 \cdot-1)$ show that the shifts of $\phi$ together with the shifts of $H$ will generate all the half-shifts of $\eta:=\phi(2 \cdot)$. Since the half-shifts of $\sqrt{2} \eta$ form an orthonormal basis for $\mathcal{S}^{1}$, the shifts of $H$ must be complete in $W$.

By dilation, the functions $H_{j, k}, j \in \mathbb{Z}$, form a complete orthonormal system for $W^{k}$. Hence, we can represent the orthogonal projector $Q_{k}$ onto $W^{k}$ by

$$
Q_{k} f=\sum_{j \in \mathbb{Z}}\left\langle f, H_{j, k}\right\rangle H_{j, k}
$$

Using this in (2.1.5), we have for any $f \in L_{2}(\mathbb{R})$ the decomposition

$$
\begin{equation*}
f=\sum_{k \in \mathbb{Z}} \sum_{j \in \mathbb{Z}}\left\langle f, H_{j, k}\right\rangle H_{j, k} . \tag{2.1.8}
\end{equation*}
$$

In other words, the functions $H_{j, k}, j, k \in \mathbb{Z}$, form an orthonormal basis for $L_{2}(\mathbb{R})$.

### 2.2. The Haar decomposition in $L_{p}(\mathbb{R})$

While the Haar decomposition is initially defined only for functions in $L_{2}(\mathbb{R})$, it is worth noting that Haar decompositions also hold for other spaces of functions. In this section, we shall discuss the Haar representation for functions in $L_{p}(\mathbb{R}), 1 \leq p<\infty$. A similar analysis can be given when $p=\infty$ if $L_{\infty}(\mathbb{R})$ is replaced by the space of uniformly continuous functions that vanish at $\infty$, equipped with the $L_{\infty}(\mathbb{R})$ norm.

If $f \in L_{p}(\mathbb{R})$, the Haar coefficients $\left\langle f, H_{j, k}\right\rangle$ are well defined and we can ask whether the Haar series (2.1.8) converges in $L_{p}(\mathbb{R})$ to $f$. To answer this question, we fix a value of $1 \leq p<\infty$ and a $k \in \mathbb{Z}$ and examine the projector $P_{k}$, which is initially defined only on $L_{2}(\mathbb{R})$. For any $f \in L_{2}(\mathbb{R})$, we have $P_{k} f=\sum_{I \in D_{k}} f_{I} \chi_{I}$ where $D_{k}$ denotes the collection of dyadic intervals of length $2^{-k}$, and where $f_{I}:=(1 /|I|) \int_{I} f \mathrm{~d} x, I \in D_{k}$, is the average of $f$ over $I$. In this form, the projector $P_{k}$ has a natural extension to $L_{p}(\mathbb{R})$ and takes values in the space $S^{k}\left(\chi, L_{p}(\mathbb{R})\right)$ of all functions in $L_{p}(\mathbb{R})$ that are piecewise-constant functions with breakpoints at the dyadic integers $j 2^{-k}$, $j \in \mathbb{Z}$.

In representing $P_{k}$ on $L_{p}(\mathbb{R})$, it is useful to change our normalization slightly. We fix a value of $p$ and consider the $L_{p}(\mathbb{R})$-normalized characteristic functions $\phi_{j, k, p}:=2^{k / p} \phi\left(2^{k} \cdot-j\right), \phi:=\chi_{[0,1]}$, which satisfy $\int_{\mathbb{R}}\left|\phi_{j, k, p}\right|^{p} \mathrm{~d} x=1$. Then,

$$
P_{k} f=\sum_{j \in \mathbb{Z}}\left\langle f, \phi_{j, k, p^{\prime}}\right\rangle \phi_{j, k, p}, \quad \frac{1}{p}+\frac{1}{p^{\prime}}=1
$$

From Hölder's inequality, we find $\left|\left\langle f, \phi_{j, k, p^{p}}\right\rangle\right|^{p} \leq \int_{I_{j, k}}|f|^{p} \mathrm{~d} x$ and so

$$
\left\|P_{k} f\right\|_{L_{p}(\mathbb{R})}^{p}=\sum_{j \in \mathbb{Z}}\left|\left\langle f, \phi_{\left.j, k, p^{p}\right\rangle}\right\rangle\right|^{p} \leq \sum_{j \in \mathbb{Z}} \int_{I_{j, k}}|f|^{p} \mathrm{~d} x=\int_{\mathbf{R}}|f|^{p} \mathrm{~d} x .
$$

Therefore, $P_{k}$ is a bounded operator with norm 1 on the space $L_{p}(\mathbb{R})$.
If $f \in L_{p}(\mathbb{R})$, then since $P_{k}$ is a projector of norm 1 ,

$$
\begin{equation*}
\left\|f-P_{k} f\right\|_{L_{p}(\mathbb{R})}=\inf _{S \in \mathcal{S}^{k}}\left\|\left(I-P_{k}\right)(f-S)\right\|_{L_{p}(\mathbb{R})} \leq 2 \operatorname{dist}\left(f, \mathcal{S}^{k}\right)_{L_{p}(\mathbb{R})} \tag{2.2.1}
\end{equation*}
$$

It follows that $P_{k} f \rightarrow f$ in $L_{p}(\mathbb{R})$ for each $f \in L_{p}(\mathbb{R})$.
On the other hand, consider $P_{k} f$ as $k \rightarrow-\infty$. If $f$ is continuous and of compact support then at most two terms in $P_{k} f$ are nonzero for $k$ large negative and each coefficient is $\leq C 2^{k / p^{\prime}}$. Hence $\left\|P_{k} f\right\|_{L_{p}(\mathbb{R})} \rightarrow 0$ provided $p^{\prime}<\infty$, i.e. $p>1$. This shows that

$$
\begin{equation*}
f=\sum_{k \in \mathbb{Z}}\left(P_{k} f-P_{k-1} f\right)=\sum_{k \in \mathbb{Z}} \sum_{j \in \mathbb{Z}}\left\langle f, H_{j, k}\right\rangle H_{j, k} . \tag{2.2.2}
\end{equation*}
$$

in the sense of $L_{p}(\mathbb{R})$ convergence. We see that the Haar representation holds for functions in $L_{p}(\mathbb{R})$ provided $p>1$.
But what happens when $p=1$ ? Well, as is typical for orthogonal decompositions, the expansion (2.2.2) cannot be valid. Indeed, each of the functions appearing on the right in (2.2.2) has mean value zero. If $g \in L_{1}(\mathbb{R})$ has mean value zero and $f$ is an arbitrary function from $L_{1}(\mathbb{R})$, then

$$
\int_{\mathbb{R}}|f-g| \geq\left|\int_{\mathbb{R}} f-\int_{\mathbb{R}} g\right|=\left|\int_{\mathbb{R}} f\right| .
$$

This means that the sum in (2.2.2) cannot possibly converge in $L_{1}(\mathbb{R})$ to $f$ unless $f$ has mean value zero.
This phenomenon is typical of decompositions for orthogonal wavelets $\psi$ : They cannot represent all functions in $L_{1}(\mathbb{R})$. However, if $\psi$ is smooth enough, the representation (2.2.2) will hold for the Hardy space $H_{1}(\mathbb{R})$ used in place of $L_{1}(\mathbb{R})$, and in fact this representation will then hold for functions in the Hardy spaces $H_{p}(\mathbb{R})$ for a certain range of $0<p<1$ that depends on the smoothness of $\psi$. We shall not discuss further the behaviour of orthogonal wavelets in $H_{p}$ spaces but the interested reader can consult Frazier and Jawerth (1990) for a corresponding theory in a slightly different setting.

### 2.3. Smoothness spaces

We noted earlier the important fact that wavelet decompositions provide a description of smoothness spaces in terms of the wavelet coefficients. We wish to illustrate this point with the Haar wavelets and the Lipschitz spaces in $L_{p}(\mathbb{R}), 1<p<\infty$.

The Lipschitz spaces $\operatorname{Lip}\left(\alpha, L_{p}(\mathbb{R})\right)$ of $L_{p}(\mathbb{R}), 0<\alpha \leq 1,1 \leq p \leq \infty$, consist of all functions $f \in L_{p}(\mathbb{R})$ for which

$$
\|f-f(\cdot+h)\|_{L_{p}(\mathbb{R})}=\mathcal{O}\left(h^{\alpha}\right), \quad h \rightarrow 0
$$

A semi-norm for this space is provided by

$$
|f|_{\operatorname{Lip}\left(\alpha, L_{p}(\mathbb{R})\right)}:=\sup _{0<h<\infty} h^{-\alpha}\|f-f(\cdot+h)\|_{L_{p}(\mathbb{R})}
$$

The relationship between the smoothness of $f$ and the size of its Haar coefficients rests on three fundamental inequalities. The first of these says that, for a fixed $k \in \mathbb{Z}$, the Haar functions $H_{j, k}, j \in \mathbb{Z}$, are $L_{p}(\mathbb{R})$-stable. Because of the disjoint support of the $H_{j, k}, j \in \mathbb{Z}$, stability takes the following particularly simple form: for any sequence $(c(j)) \in \ell_{p}(\mathbb{Z})$ and $S=\sum_{j \in \mathbb{Z}} c(j) H_{j, k}$, we have

$$
\begin{equation*}
\|S\|_{L_{p}(\mathbb{R})}=\left(\sum_{j \in \mathbb{Z}}|c(j)|^{p} 2^{k p(1 / 2-1 / p)}\right)^{1 / p} \tag{2.3.1}
\end{equation*}
$$

This follows by integrating the identity

$$
|S|^{p}=\sum_{j \in \mathbb{Z}}|c(j)|^{p}\left|H_{j, k}\right|^{p}
$$

The other two inequalities are related to the approximation properties of $\mathcal{S}^{k}$ and the projectors $P_{k}$ :
(J) $\left\|f-P_{k} f\right\|_{L_{p}(\mathbb{R})} \leq 2 \cdot 2^{-k \alpha}|f|_{\operatorname{Lip}\left(\alpha, L_{p}(\mathbb{R})\right)}, \quad 0<\alpha \leq 1,1 \leq p \leq \infty$.
(B) $|S|_{\text {Lip }\left(1 / p, L_{p}(\mathbb{R})\right)} \leq 2 \cdot 2^{k / p}\|S\|_{L_{p}(\mathbb{R})}, \quad S \in \mathcal{S}^{k}\left(\chi, L_{p}(\mathbb{R})\right), 1 \leq p \leq \infty$.

The first of these, often called a Jackson inequality (after similar inequalities established by D. Jackson for polynomial approximation), tells how well functions from $\operatorname{Lip}\left(\alpha, L_{p}(\mathbb{R})\right)$ can be approximated by the elements of $\mathcal{S}^{k}$. The second inequality is known as a Bernstein inequality because of its similarity with the classical Bernstein inequalities for polynomials, established by S. Bernstein.

We shall prove (2.3.2J) and (2.3.2B) for $1 \leq p<\infty$. If $I \in D_{k}$ and $h:=|I|=2^{-k}$, then, for all $x \in I$, we obtain

$$
\begin{aligned}
\left|f(x)-f_{I}\right| & \leq \frac{1}{|I|} \int_{I}|f(x)-f(y)| \mathrm{d} y \\
& \leq\left(\frac{1}{|I|} \int_{I}|f(x)-f(y)|^{p} \mathrm{~d} y\right)^{1 / p} \\
& \leq\left(\frac{1}{|I|} \int_{-h}^{h}|f(x)-f(x+s)|^{p} \mathrm{~d} s\right)^{1 / p}
\end{aligned}
$$

If we raise these last inequalities to the power $p$, integrate over $I$, and then sum over all $I \in D_{k}$, we obtain

$$
\left\|f-P_{k} f\right\|_{L_{p}(\mathbb{R})}^{p} \leq \frac{1}{h} \int_{-h}^{h} \int_{\mathbb{R}}|f(x)-f(x+s)|^{p} \mathrm{~d} x \mathrm{~d} s \leq 2|h|^{\alpha p}|f|_{\operatorname{Lip}\left(\alpha, L_{p}(\mathbf{R})\right)}^{p}
$$

which implies the Jackson inequality.
The Jackson inequality can also be proved from more general principles. Since the $P_{k}$ have norm 1 on $L_{p}(\mathbb{R})$ and are projectors, we have

$$
\begin{equation*}
\left\|f-P_{k} f\right\|_{L_{p}(\mathbb{R})} \leq\left(1+\left\|P_{k}\right\|\right) \operatorname{dist}\left(f, \mathcal{S}^{k}\right)_{L_{p}(\mathbb{R})} \leq 2 \operatorname{dist}\left(f, \mathcal{S}^{k}\right)_{L_{p}(\mathbb{R})} \tag{2.3.3}
\end{equation*}
$$

Thus, the Jackson inequality follows from the fact that functions in

$$
\operatorname{Lip}\left(\alpha, L_{p}(\mathbb{R})\right)
$$

can be approximated by the elements of $\mathcal{S}^{k}$ with an error not exceeding the right-hand side of (2.3.2J).

To prove the Bernstein inequality, we note that any $S=\sum_{j \in \mathbb{Z}} c(j) \chi_{I_{j, k}}$ in $\mathcal{S}^{k}\left(\chi, L_{p}(\mathbb{R})\right)$ has norm:

$$
\begin{equation*}
\|S\|_{L_{p}(\mathbb{R})}^{p}=\sum_{j \in \mathbb{Z}}|c(j)|^{p}\left|I_{j, k}\right|=\sum_{j \in \mathbb{Z}}|c(j)|^{p} 2^{-k} \tag{2.3.4}
\end{equation*}
$$

We fix an $h>0$. If $h \geq 2^{-k}$ (i.e. $h^{-1 / p} \leq 2^{k / p}$ ), then
$h^{-1 / p}\|S(\cdot+h)-S\|_{L_{p}(\mathbb{R})} \leq 2^{k / p}\left(\|S(\cdot+h)\|_{L_{p}(\mathbb{R})}+\|S\|_{L_{p}(\mathbb{R})}\right)=2 \cdot 2^{k / p}\|S\|_{L_{p}(\mathbb{R})}$. If $h<2^{-k}$ then

$$
|S(x+h)-S(x)|= \begin{cases}0, & x \in\left[j 2^{-k},(j+1) 2^{-k}-h\right) \\ |c(j+1)-c(j)|, & x \in\left[(j+1) 2^{-k}-h,(j+1) 2^{-k}\right)\end{cases}
$$

Therefore

$$
\begin{aligned}
h^{-1 / p}\|S(\cdot+h)-S\|_{L_{p}(\mathbb{R})} & =h^{-1 / p}\left(\sum_{j \in \mathbb{Z}}|c(j+1)-c(j)|^{p} h\right)^{1 / p} \\
& =2^{k / p}\left(\sum_{j \in \mathbb{Z}}|c(j+1)-c(j)|^{p} 2^{-k}\right)^{1 / p} \\
& =2^{k / p}\left\|S\left(\cdot+2^{-k}\right)-S\right\|_{L_{p}(\mathbb{R})} \leq 2 \cdot 2^{k / p}\|S\|_{L_{p}(\mathbb{R})}
\end{aligned}
$$

With the Jackson and Bernstein inequalities in hand, it is now easy to show that

$$
\begin{equation*}
|f|_{\operatorname{Lip}\left(\alpha, L_{p}(\mathbb{R})\right)} \approx \sup _{k \in \mathbb{Z}} 2^{k(\alpha+1 / 2-1 / p)}\left(\sum_{j \in \mathbb{Z}}\left|\left\langle f, H_{j, k}\right\rangle\right|^{p}\right)^{1 / p}, \quad 0<\alpha<1 / p \tag{2.3.5}
\end{equation*}
$$

(It will be convenient to use the notation $A \approx B$ to mean that the two ratios $A / B$ and $B / A$ of the functions $A$ and $B$ are bounded from above
independently of the variables; in (2.3.5), independently of $f$.) First, from the Jackson inequality,

$$
\begin{aligned}
\left\|P_{k} f-P_{k-1} f\right\|_{L_{p}(\mathbb{R})} & \leq\left\|f-P_{k} f\right\|_{L_{p}(\mathbb{R})}+\left\|f-P_{k-1} f\right\|_{L_{p}(\mathbb{R})} \\
& \leq C 2^{-k \alpha}|f|_{\operatorname{Lip}\left(\alpha, L_{p}(\mathbb{R})\right)}
\end{aligned}
$$

If we write $P_{k} f-P_{k-1} f=\sum_{j \in \mathbf{Z}}\left\langle f, H_{j, k-1}\right\rangle H_{j, k-1}$ and replace $\| P_{k} f-$ $P_{k-1} f \|_{L_{p}(\mathbf{R})}$ by the sum in (2.3.1) (with $c(j)=\left\langle f, H_{j, k-1}\right)$ ), we obtain that the right-hand side of (2.3.5) does not exceed a multiple of the left.

To reverse this inequality, we fix a value of $h$ and choose $n \in \mathbb{Z}$ so that $2^{-n} \leq h \leq 2^{-n+1}$. We write $f=\sum_{k \in \mathbb{Z}} w_{k}$ with $w_{k}:=\left(P_{k+1} f-P_{k} f\right)$ and estimate

$$
\begin{align*}
\| f(\cdot+h)- & f \|_{L_{p}(\mathbb{R})} \\
& \leq \sum_{k \geq n}\left\|w_{k}(\cdot+h)-w_{k}\right\|_{L_{p}(\mathbb{R})}+\sum_{k<n}\left\|w_{k}(\cdot+h)-w_{k}\right\|_{L_{p}(\mathbb{R})} . \tag{2.3.6}
\end{align*}
$$

The first sum does not exceed

$$
\left(\sup _{k \geq n} 2^{k \alpha}\left\|w_{k}\right\|_{L_{p}(\mathbb{R})}\right)\left(\sum_{k \geq n} 2^{-k \alpha}\right) \leq C h^{\alpha} \sup _{k \geq n} 2^{k \alpha}\left\|w_{k}\right\|_{L_{p}(\mathbb{R})}
$$

Similarly, using the Bernstein inequality, the second sum does not exceed

$$
\begin{aligned}
h^{1 / p} \sum_{k<n}\left|w_{k}\right|_{\operatorname{Lip}\left(1 / p, L_{p}(\mathbb{R})\right)} & \leq C h^{1 / p} \sum_{k<n} 2^{k / p}\left\|w_{k}\right\|_{L_{p}(\mathbb{R})} \\
& \leq C h^{1 / p}\left(\sup _{k<n} 2^{k \alpha}\left\|w_{k}\right\|_{L_{p}(\mathbb{R})}\right)\left(\sum_{k<n} 2^{k(1 / p-\alpha)}\right) \\
& \leq C h^{\alpha} \sup _{k<n} 2^{k \alpha}\left\|w_{k}\right\|_{L_{p}(\mathbb{R})}
\end{aligned}
$$

If we write $w_{k}=\sum_{j \in \mathbb{Z}}\left\langle f, H_{j, k}\right\rangle H_{j, k}$ and use (2.3.1) to replace $\left\|w_{k}\right\|_{L_{p}(\mathbb{R})}$ by

$$
2^{k(1 / 2-1 / p)}\left(\sum_{j \in \mathbb{Z}}\left|\left\langle f, H_{j, k}\right\rangle\right|^{p}\right)^{1 / p}
$$

in each of these expressions, and then use the resulting expression in (2.3.6), we obtain

$$
\|f(\cdot+h)-f\|_{L_{p}(\mathbb{R})} \leq C h^{\alpha} \sup _{k \in \mathbb{Z}} 2^{k(\alpha+1 / 2-1 / p)}\left(\sum_{j \in \mathbb{Z}} \mid\left\langle f, H_{j, k}\right\rangle^{p}\right)^{1 / p}
$$

which shows that the left-hand side of (2.3.5) does not exceed a multiple of the right.

The restriction $\alpha<1 / p$ arises because the Haar function is not smooth; for smoother wavelets, the range of $\alpha$ can be increased.

### 2.4. The fast Haar transform

In numerical applications of the Haar decomposition, one must work with only a finite number of the functions $H_{j, k}$. The choice of which functions to use is often made as follows. Given a function $f \in L_{2}(\mathbb{R})$, we choose a large value of $n$, compatible with the accuracy we wish to achieve, and we replace $f$ by $P_{n} f$ with $P_{n}$, as before, the $L_{2}(\mathbb{R})$ projector onto $\mathcal{S}^{n}$, the space of piecewise-constant functions in $L_{2}(\mathbb{R})$ with breakpoints at the dyadic integers $j 2^{-n}, j \in \mathbb{Z}$. If $f$ has compact support then $P_{n} f$ is a finite linear combination of the characteristic functions $\chi_{I}, I \in D_{n}$. If $f$ does not have compact support, it is necessary to truncate this sum (which is justified because $\left.\int_{\mathbb{R} \backslash[-a, a]}|f|^{2} \mathrm{~d} x \rightarrow 0, a \rightarrow \infty\right)$.

We can now write

$$
\begin{equation*}
P_{n} f=\left(P_{n} f-P_{n-1} f\right)+\cdots+\left(P_{1} f-P_{0} f\right)+P_{0} f=P_{0} f+\sum_{k=0}^{n-1} Q_{k} f \tag{2.4.1}
\end{equation*}
$$

which is a finite Haar decomposition. We have started this decomposition with $P_{0} f$ but we could have equally well started at any other dyadic level.

The fast Haar transform gives an efficient method for finding the coefficients in the expansions

$$
\begin{equation*}
Q_{k} f=\sum_{j \in \mathbb{Z}} d(j, k) H_{j, k}, \quad d(j, k):=\left\langle f, H_{j, k}\right\rangle \tag{2.4.2}
\end{equation*}
$$

and

$$
\begin{equation*}
P_{k} f=\sum_{j \in \mathbb{Z}} c(j, k) \phi_{j, k}, \quad c(j, k):=\left\langle f, \phi_{j, k}\right\rangle \tag{2.4.3}
\end{equation*}
$$

These coefficients are related to the integrals of $f$ over the intervals $I_{j, k}:=$ $\left[j 2^{-k},(j+1) 2^{-k}\right)$ :

$$
\begin{aligned}
c(j, k) & =2^{k / 2} \int_{I_{j, k}} f \mathrm{~d} x \\
d(j, k) & =2^{k / 2}\left(\int_{I_{2 j, k+1}} f \mathrm{~d} x-\int_{I_{2 j+1, k+1}} f \mathrm{~d} x\right)
\end{aligned}
$$

Therefore, if the coefficients $c(j, k+1), j \in \mathbb{Z}$, are known, then

$$
\begin{align*}
& c(j, k)=\frac{1}{\sqrt{2}}(c(2 j, k+1)+c(2 j+1, k+1)) \\
& d(j, k)=\frac{1}{\sqrt{2}}(c(2 j, k+1)-c(2 j+1, k+1)) \tag{2.4.4}
\end{align*}
$$

In other words, starting with the known values of $c(j, n)$ at level $n$, we can iteratively compute all values $d(j, k)$ and $c(j, k)$ needed for (2.4.1) from (2.4.4). The computation of the $c(j, k)$ at dyadic levels $k \neq 0$ is necessary
for the recurrence even though we are, in the end, not interested in their values.

There is a similar formula for reconstructing a function from its Haar coefficients. Now, suppose that we know the coefficients appearing in (2.4.1), i.e. the values $c(j, 0), j \in \mathbb{Z}$, and $d(j, k), j \in \mathbb{Z}, k=1, \ldots, n$, and we wish to find $c(j, n)$, i.e. to reconstruct $f$. For this we need only use the recursive formulae

$$
\begin{aligned}
c(2 j, k+1) & =\frac{1}{\sqrt{2}}(c(j, k)+d(j, k)) \\
c(2 j+1, k+1) & =\frac{1}{\sqrt{2}}(c(j, k)-d(j, k))
\end{aligned}
$$

More information on the structure of the fast Haar transform can be found in Section 5.

### 2.5. Multi-variate Haar functions

There is a simple method to construct multi-variate wavelets from a given uni-variate wavelet, which, for the Haar wavelets, takes the following form. Let $\phi_{0}:=\phi=\chi_{[0,1]}$ and $\phi_{1}:=\psi=H$ and let $V$ denote the set of vertices of the cube $\Omega:=[0,1]^{d}$. For each $v=\left(v_{1}, \ldots, v_{d}\right)$ in $V$ and $x=\left(x_{1}, \ldots, x_{d}\right)$ from $\mathbb{R}^{d}$, we let $\psi_{v}(x):=\prod_{i=1}^{d} \phi_{v_{i}}\left(x_{i}\right)$. The functions $\psi_{v}$ are piecewise constant, taking the values $\pm 1$ on the $d$-tants of $\Omega$. The set

$$
\Psi:=\left\{\psi_{v} \mid v \in V, v \neq 0\right\}
$$

is the set of multi-dimensional Haar functions; there are $2^{d}-1$ of them. They generate by dilation and translation an orthonormal basis for $L_{2}\left(\mathbb{R}^{d}\right)$. That is, the collection of functions $2^{k d / 2} \psi_{v}\left(2^{k} \cdot-j\right), j \in \mathbb{Z}^{d}, k \in \mathbb{Z}, v \in V \backslash\{0\}$, forms a complete orthonormal basis for $L_{2}\left(\mathbb{R}^{d}\right)$.

Another way to view the multi-dimensional Haar functions is to consider the shift-invariant space $\mathcal{S}$ of piecewise-constant functions on the dyadic cubes of unit length in $\mathbb{R}^{d}$. A basis for $\mathcal{S}$ is provided by the shifts of $\chi_{[0,1]^{d}}$. Note that the space $\mathcal{S}$ is the tensor product of the uni-variate spaces of piecewise-constant functions with integer breakpoints. The collection of all shifts of the Haar functions $\psi_{v} \in \Psi$ forms an orthonormal basis for the space $W:=\mathcal{S}^{1} \ominus \mathcal{S}^{0}$. Properties of the multi-variate Haar wavelets follow from the uni-variate Haar function. For example, there is a fast Haar transform and a characterization of smoothness spaces in terms of Haar coefficients. We leave the formulation of these properties to the reader.

## 3. The construction of wavelets

### 3.1. Overview

We turn now to the construction of smoother orthogonal wavelets. Almost all constructions of orthogonal wavelets begin by using multi-resolution,
which was introduced by Mallat (1989) (an interesting exception, presented by Strömberg (1981), apparently gave the first smooth orthogonal wavelets). We begin with a brief overview of multi-resolution that we will expand on in later sections.

Let $\phi \in L_{2}\left(\mathbb{R}^{d}\right)$ and let $\mathcal{S}:=\mathcal{S}(\phi)$ be the shift-invariant subspace of $L_{2}\left(\mathbb{R}^{d}\right)$ generated by $\phi$. That is, $\mathcal{S}(\phi)$ is the $L_{2}\left(\mathbb{R}^{d}\right)$ closure of finite linear combinations of $\phi$ and its shifts $\phi(\cdot+j), j \in \mathbb{Z}^{d}$. By dilation, we form the scale of spaces

$$
\begin{equation*}
\mathcal{S}^{k}:=\left\{S\left(2^{k} \cdot\right) \mid S \in \mathcal{S}\right\} \tag{3.1.1}
\end{equation*}
$$

Then $\mathcal{S}^{k}$ is invariant under dyadic shifts $j 2^{-k}, j \in \mathbb{Z}^{d}$. In the construction of Haar functions, we had $d=1$, and $\mathcal{S}$ was the space of piecewise-constant functions with integer breakpoints. That is, $\mathcal{S}=\mathcal{S}(\phi)$ with $\phi:=\chi:=\chi_{[0,1]}$. Other examples for the reader to keep in mind, which result in smoother wavelets, are to take for $\mathcal{S}$ the space of cardinal spline functions of order $r$ in $L_{2}(\mathbb{R})$. A cardinal spline is a piecewise polynomial function defined on $\mathbb{R}$, of local degree $<r$, that has breakpoints at the integers and has global smoothness $C^{r-2}$. Then $\mathcal{S}=\mathcal{S}\left(N_{r}\right)$ with $N_{r}$ the (nonzero) cardinal B-spline that has knots at $0,1, \ldots, r$. These B-splines are easiest to define recursively: $N_{1}:=\chi$ and $N_{r}:=N_{r-1} * N_{1}$, with the usual operation of convolution

$$
f * g(x):=\int_{\mathbb{R}} f(x-y) g(y) \mathrm{d} y
$$

For example, $N_{2}$ is a hat function, $N_{3}$ a $C^{1}$ piecewise quadratic, and so on. In the multi-variate case, the primary examples to keep in mind are the tensor product of uni-variate B-splines: $N(x):=N\left(x_{1}, \ldots, x_{d}\right):=N\left(x_{1}\right) \cdots N\left(x_{d}\right)$, and the box splines, which will be introduced and discussed later.

Multi-resolution begins with certain assumptions on the scale of spaces $\mathcal{S}^{k}$ and shows under these assumptions how to construct an orthogonal wavelet $\psi$ from the generating function $\phi$. The usual assumptions are:

$$
\begin{equation*}
\mathcal{S}^{k} \subset \mathcal{S}^{k+1}, \quad k \in \mathbb{Z} \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
\overline{\bigcup \mathcal{S}^{k}}=L_{2}\left(\mathbb{R}^{d}\right) \tag{ii}
\end{equation*}
$$

$$
\begin{equation*}
\bigcap \mathcal{S}^{k}=\{0\} \tag{iii}
\end{equation*}
$$

$$
\begin{equation*}
\{\phi(\cdot-j)\}_{j \in \mathbb{Z}^{d}} \text { forms an } L_{2}\left(\mathbb{R}^{d}\right) \text {-stable basis for } \mathcal{S} \text {. (3.1.2) } \tag{iv}
\end{equation*}
$$

We have already seen the role of (ii) and (iii) in the context of Haar decompositions. The assumption (iv) means that there exist positive constants $C_{1}$ and $C_{2}$ such that each $S \in \mathcal{S}$ has a unique representation

$$
\begin{equation*}
S=\sum_{j \in \mathbb{Z}^{d}} c(j) \phi(\cdot-j), \quad \text { and } \tag{i}
\end{equation*}
$$

$$
\begin{equation*}
C_{1}\|S\|_{L_{2}\left(\mathbb{R}^{d}\right)} \leq\left(\sum_{j \in \mathbb{Z}^{d}}|c(j)|^{2}\right)^{1 / 2} \leq C_{2}\|S\|_{L_{2}\left(\mathbb{R}^{d}\right)} \tag{ii}
\end{equation*}
$$

If $\phi$ has $L_{2}\left(\mathbb{R}^{d}\right)$-stable shifts then it follows by a change of variables that for each $k \in \mathbb{Z}$, the function $2^{k d / 2} \phi\left(2^{k} \cdot\right)$ has $L_{2}\left(\mathbb{R}^{d}\right)$-stable $2^{-k} \mathbb{Z}^{d}$ shifts. We shall mention later how the assumption ((3.1.2)(iv)) can be weakened.

Assumption ((3.1.2)(i)) is a severe restriction on the underlying function $\phi$. Because each space $\mathcal{S}^{k}$ is obtained from $\mathcal{S}$ by dilation, we see that $((3.1 .2)(\mathrm{i}))$ is satisfied if and only if $\mathcal{S} \subset \mathcal{S}^{1}$, or, equivalently, if $\phi$ is in the space $\mathcal{S}^{1}$. From the $L_{2}\left(\mathbb{R}^{d}\right)$-stability of the set $\{\phi(\cdot-j)\}_{j \in \mathbb{Z}^{d}}$, this is equivalent to

$$
\begin{equation*}
\phi(x)=\sum_{j \in \mathbb{Z}^{d}} a(j) \phi(2 x-j) \tag{3.1.4}
\end{equation*}
$$

for some sequence $(a(j)) \in \ell_{2}\left(\mathbb{Z}^{d}\right)$. Equation (3.1.4) is called the refinement equation for $\phi$, since it says that $\phi$ can be expressed as a linear combination of the scaled functions $\phi(2 \cdot-j)$, which are at the finer dyadic level. We shall discuss the refinement equation in more detail later and for now only point out that this equation is well known for the B-spline of order $r$, for which it takes the form

$$
\begin{equation*}
N_{r}(x)=2^{-r+1} \sum_{j=0}^{r}\binom{r}{j} N_{r}(2 x-j) \tag{3.1.5}
\end{equation*}
$$

Because of ((3.1.2)(i)), the wavelet space

$$
W:=\mathcal{S}^{1} \ominus \mathcal{S}^{0}
$$

is a subspace of $\mathcal{S}^{1}$. By dilation, we obtain the scaled wavelet spaces $W^{k}$, $k \in \mathbb{Z}$. Then, $W^{k}$ is orthogonal to $\mathcal{S}^{k}$ and

$$
\begin{equation*}
\mathcal{S}^{k+1}=\mathcal{S}^{k} \oplus W^{k} \tag{3.1.6}
\end{equation*}
$$

Since $W^{j} \subset \mathcal{S}^{k}$ for $j<k$, it follows that $W_{j}$ and $W_{k}$ are orthogonal. From this and ((3.1.2)(ii)) and ((3.1.2)(iii)), we obtain

$$
\begin{equation*}
L_{2}\left(\mathbb{R}^{d}\right)=\bigoplus_{k \in \mathbb{Z}} W^{k} \tag{3.1.7}
\end{equation*}
$$

We find wavelets by showing that $W$ is shift invariant and finding its generators. For example, when $d=1, W$ is a principal shift-invariant space, that is it can be generated by one element $\psi$, i.e. $W=\mathcal{S}(\psi)$. Of course, there are many such generators $\psi$ for $W$. In the multi-variate case, the space $W$ will be generated by $2^{d}-1$ such functions.

We find an orthogonal wavelet in one dimension by determining a $\psi$ whose shifts form an orthonormal basis for $W$. Indeed, once such a function $\psi$ is found, the scaled functions $\psi_{j, k}:=2^{k / 2} \psi\left(2^{k} \cdot-j\right)$ will then form an orthonormal basis for $L_{2}(\mathbb{R})$.

Generators $\psi$ for $W$ whose shifts are not orthogonal are nonorthogonal wavelets. For example, if $\psi$ has shifts that are $L_{2}(\mathbb{R})$-stable (but not orthonormal), the functions $\psi_{j, k}:=2^{k / 2} \psi\left(2^{k} .-j\right)$ form an $L_{2}(\mathbb{R})$-stable basis for $L_{2}(\mathbb{R})$. While they do not form an orthonormal system, they still possess orthogonality between levels,

$$
\int_{\mathbb{R}} \psi_{j, k} \psi_{j^{\prime}, k^{\prime}} \mathrm{d} x=0, \quad k \neq k^{\prime}
$$

which is enough for most applications. After Battle (1987), we call such functions $\psi$ pre-wavelets.
The construction of (uni-variate) orthogonal wavelets introduced by Mallat (1989), begins with a function $\phi$ that has orthonormal shifts (rather than just $L_{2}(\mathbb{R})$-stability). Mallat shows that the function

$$
\begin{equation*}
\psi:=\sum_{j \in \mathbb{Z}}(-1)^{j} \overline{a(1-j)} \phi(2 \cdot-j), \tag{3.1.8}
\end{equation*}
$$

with $a(j)$ the refinement coefficients of (3.1.4), is an orthogonal wavelet. (It is easy to check that $\psi$ is orthogonal to the shifts of $\phi$ by using the refinement equation (3.1.4).) A construction similar to that of Mallat was used by Chui and Wang (1990) and Micchelli (1991) to produce pre-wavelets. In the construction of pre-wavelets, they begin with a function $\phi$ that has $L_{2}(\mathbb{R})$-stable shifts (but not necessarily orthonormal shifts). Then a formula similar to (3.1.8) gives a pre-wavelet $\psi$ (see (3.4.15)).
To find generators for the wavelet space $W$, we shall follow the construction of de Boor et al. (1991b), which is somewhat different from that of Mallat. We simply take suitable functions $\eta$ in the space $\mathcal{S}^{1}$ and consider their orthogonal projections $P \eta$ onto the space $\mathcal{S}$. The error function $w:=\eta-P \eta$ is then an element of $W$. By choosing appropriate functions $\eta$, we obtain a set of generators for $W$. In one dimension, only one function is needed to generate $W$ and any reasonable choice for $\eta$ results in such a generator. The most obvious choices, $\eta:=\phi(2 \cdot)$ or $\eta:=\phi(2 \cdot-1)$, lead to the wavelet (3.1.8) or its pre-wavelet analogue.

If we begin with the orthonormalized shifts of the B-spline $\phi=N_{r}$ as the basis for $\mathcal{S}$, the construction of Mallat gives the spline wavelets $\psi$ of Battle-Lemarié (see, e.g., Battle (1987)), which have smoothness $C^{r-2}$. The support of $\psi$ is all of $\mathbb{R}$, although $\psi$ does decay exponentially at infinity. More details are given in Section 3.4. If we do not orthonormalize the shifts, we obtain the spline pre-wavelets of Chui and Wang (1991), which have compact support (in fact minimal support among all functions in $W$ ).
It is a more substantial problem to construct smooth orthogonal wavelets of compact support and this was an outstanding achievement of Daubechies (1988) (see Section 3.5). Daubechies' construction depends on finding a compactly supported function $\phi \in C^{r}$ that satisfies the assumptions of multi-
resolution and has orthonormal shifts. In this way, she was able to apply Mallat's construction to obtain a compactly supported orthogonal wavelet $\psi$ in $C^{r}$.

The construction of multi-variate wavelets by multi-resolution is based on similar ideas. We want now to find a set of generators $\Psi=\{\psi\}$ for the wavelet space $W$. There are typically $2^{d}-1$ functions in $\Psi$. This is an orthogonal wavelet set if the totality of functions $\psi_{j, k}, j \in \mathbb{Z}^{d}, k \in \mathbb{Z}, \psi \in \Psi$, forms an orthonormal basis for $L_{2}\left(\mathbb{R}^{d}\right)$. For this to hold, it is sufficient to have orthogonality between $\psi(\cdot-j)$ and $\tilde{\psi}\left(\cdot-j^{\prime}\right),(j, \psi) \neq\left(j^{\prime}, \tilde{\psi}\right)$. If the shifts of the functions $\psi \in \Psi$ form an $L_{2}\left(\mathbb{R}^{d}\right)$-stable basis for $W$, we say this is a pre-wavelet set. In this case, we shall still have the orthogonality between levels: $\psi_{j, k} \perp \tilde{\psi}_{j^{\prime}, k^{\prime}}$ if $k \neq k^{\prime}$. Sometimes we also require orthogonality between $\tilde{\psi} \in \Psi$ and all of the $\psi(\cdot-j), j \in \mathbb{Z}^{d}, \psi \neq \tilde{\psi}$. Because the construction of multi-variate wavelets is significantly more complicated and more poorly understood than the construction of wavelets of one variable, we shall postpone the discussion of multi-variate wavelets until Section 3.6.

In the following sections, we shall show how to construct wavelets and pre-wavelets in the setting of multi-resolution. These constructions depend on a good description of the space $\mathcal{S}:=\mathcal{S}(\phi)$ in terms of Fourier transforms, which is the topic of the next section.

### 3.2. Shift-invariant spaces

Because multi-resolution is based on a family of shift-invariant spaces, it is useful to have in mind the structure of these spaces before proceeding with the construction of wavelets and pre-wavelets. The structure of shiftinvariant spaces and their application to approximation and wavelet construction were developed in a series of papers by de Boor et al. (1991a,b,c); much of the material in our presentation is taken from these references.
We recall that a closed subspace $\mathcal{S}$ of $L_{2}\left(\mathbb{R}^{d}\right)$ is shift invariant if $S(\cdot+j)$, $j \in \mathbb{Z}^{d}$, is in $\mathcal{S}$ whenever $S \in \mathcal{S}$. We have already encountered the space $\mathcal{S}(\phi)$, which is the $L_{2}\left(\mathbb{R}^{d}\right)$-closure of finite linear combinations of the shifts of $\phi$. We say that such a space is a principal shift-invariant space (in analogy with principal ideals). More generally, if $\Phi$ is a finite set of $L_{2}\left(\mathbb{R}^{d}\right)$ functions, then the space $\mathcal{S}(\Phi)$ is the $L_{2}\left(\mathbb{R}^{d}\right)$-closure of finite linear combinations of the shifts of the functions $\phi \in \Phi$. Of course, a general shift-invariant subspace of $L_{2}\left(\mathbb{R}^{d}\right)$ need not be finitely generated.

We are interested in describing the space $\mathcal{S}(\Phi)$ in terms of its Fourier transforms. We let

$$
\hat{f}(x):=\int_{\mathbf{R}^{d}} f(y) \mathrm{e}^{-\mathrm{i} x \cdot y} \mathrm{~d} y
$$

denote the Fourier transform of an $L_{1}\left(\mathbb{R}^{d}\right)$ function $f$. The Fourier transform has a natural extension from $L_{1}\left(\mathbb{R}^{d}\right) \cap L_{2}\left(\mathbb{R}^{d}\right)$ to $L_{2}\left(\mathbb{R}^{d}\right)$ and, more generally,
to tempered distributions. We assume that the reader is familiar with the rudiments of Fourier transform theory.

The Fourier transform of $f(\cdot+t), t \in \mathbb{R}^{d}$, is $e_{t} \hat{f}$; we shall use the abbreviated notation

$$
e_{t}(x):=\mathrm{e}^{\mathrm{i} x \cdot t}
$$

for the exponential functions. Now, suppose that the shifts of $\phi$ form an $L_{2}\left(\mathbb{R}^{d}\right)$-stable basis for $\mathcal{S}(\phi)$. Then from (3.1.3), each $S \in \mathcal{S}(\phi)$ can be written as $S=\sum_{j \in \mathbb{Z}^{d}} c(j) \phi(\cdot-j)$ with $(c(j)) \in \ell_{2}\left(\mathbb{Z}^{d}\right)$. Therefore,

$$
\begin{equation*}
\hat{S}(y)=\sum_{j \in \mathbb{Z}^{d}} c(j) e_{-j}(y) \hat{\phi}(y)=\tau(y) \hat{\phi}(y), \quad \tau(y):=\sum_{j \in \mathbb{Z}^{d}} c(j) e_{-j}(y) \tag{3.2.1}
\end{equation*}
$$

Here $\tau$ is an $L_{2}\left(\mathbb{T}^{d}\right)$ function (i.e. of period $2 \pi$ in each of the variables $\left.y_{1}, \ldots, y_{d}\right)$. The $L_{2}\left(\mathbb{R}^{d}\right)$-stability of the shifts of $\phi$ can easily be seen to be equivalent to the statement

$$
\begin{equation*}
\|\tau\|_{L_{2}\left(\mathrm{~T}^{d}\right)} \approx\|S\|_{L_{2}\left(\mathbf{R}^{d}\right)} \tag{3.2.2}
\end{equation*}
$$

The characterization (3.2.1) allows one to readily decide when a function is in $\mathcal{S}(\phi)$. Even when the shifts of $\phi$ are not $L_{2}\left(\mathbb{R}^{d}\right)$-stable, one can characterize $\mathcal{S}(\phi)$ by (see de Boor et al. (1991a))

$$
\begin{equation*}
\widehat{\mathcal{S}(\phi)}=\left\{\hat{S}=\tau \hat{\phi} \in L_{2}\left(\mathbb{R}^{d}\right) \mid \tau \text { is } 2 \pi \text {-periodic }\right\} \tag{3.2.3}
\end{equation*}
$$

By dilation, (3.2.3) gives a characterization of the scaled spaces $\mathcal{S}^{k}, \mathcal{S}=$ $\mathcal{S}(\phi)$. For example, the functions in $\mathcal{S}^{1}$ are characterized by $\hat{S}=\tau \hat{\eta} \in$ $L_{2}\left(\mathbb{R}^{d}\right), \eta:=\phi(2 \cdot)$, with $\tau$ a $4 \pi$-periodic function.

A similar characterization holds for a finite set $\Phi$ of generators for a shiftinvariant space $\mathcal{S}(\Phi)$. We say that this set provides $L_{2}\left(\mathbb{R}^{d}\right)$-stable shifts if the totality of all functions $\phi(\cdot-j), j \in \mathbb{Z}^{d}, \phi \in \Phi$, forms an $L_{2}\left(\mathbb{R}^{d}\right)$-stable basis for $\mathcal{S}(\Phi)$. In this case, a function $S \in \mathcal{S}(\Phi)$ is described by its Fourier transform

$$
\hat{S}=\sum_{\phi \in \Phi} \tau_{\phi} \hat{\phi}
$$

where the functions $\tau_{\phi}, \phi \in \Phi$, are in $L_{2}\left(\mathbb{T}^{d}\right)$ and

$$
\|S\|_{L_{2}\left(\mathbb{R}^{d}\right)} \approx \sum_{\phi \in \Phi}\left\|\tau_{\phi}\right\|_{L_{2}\left(\mathbb{T}^{d}\right)}
$$

It is clear that the values at points congruent modulo $2 \pi$ of the Fourier transform of a function $S$ in $\mathcal{S}(\phi)$ are related. If we know $\hat{\phi}(x)$ and $\hat{S}(x)$, then, because $\tau$ has period $2 \pi$, all other values $\hat{S}(x+\alpha), \alpha \in 2 \pi \mathbb{Z}^{d}$, are determined. It is natural to try to remove this redundancy. The following
bracket product is useful for this purpose. If $f$ and $g$ are in $L_{2}\left(\mathbb{R}^{d}\right)$, we define

$$
\begin{equation*}
[f, g]:=\sum_{\beta \in 2 \pi \mathbb{Z}^{d}} f(\cdot+\beta) \overline{g(\cdot+\beta)} \tag{3.2.4}
\end{equation*}
$$

Then $[f, g]$ is a function in $L_{1}\left(\mathbb{T}^{d}\right)$.
One particular use of the bracket product is to relate inner products on $\mathbb{R}^{d}$ to inner products on $\mathbb{T}^{d}$. For example, if $f, g \in L_{2}\left(\mathbb{R}^{d}\right)$ and $j \in \mathbb{Z}^{d}$, then

$$
\begin{equation*}
(2 \pi)^{d} \int_{\mathbb{R}^{d}} f(x) \overline{g(x-j)} \mathrm{d} x=\int_{\mathbb{R}^{d}} e_{j}(y) \hat{f}(y) \overline{\hat{g}(y)} \mathrm{d} y=\int_{\mathbb{T}^{d}} e_{j}(\theta)[\hat{f}, \hat{g}](\theta) \mathrm{d} \theta \tag{3.2.5}
\end{equation*}
$$

Thus, these inner products are the Fourier coefficients of $[\hat{f}, \hat{g}]$. In particular, a function $f$ is orthogonal to all the shifts of $g$ if and only if $[\hat{f}, \hat{g}]=0$ a.e., in which case one obtains that all shifts of $f$ are orthogonal to all the shifts of $g$ (which also follows directly by a simple change of variables).

Another application of the bracket product is to relate integrals over $\mathbb{R}^{d}$ to integrals over $\mathbb{T}^{d}$. For example, if $\hat{S}=\tau \hat{\phi}$ with $\tau$ of period $2 \pi$, then

$$
\begin{equation*}
\left.(2 \pi)^{d}\|S\|_{L_{2}\left(\mathbb{R}^{d}\right)}=\| \tau \hat{\phi}, \hat{\phi}\right]^{1 / 2} \|_{L_{2}\left(\mathbf{T}^{d}\right)} . \tag{3.2.6}
\end{equation*}
$$

Returning to $L_{2}\left(\mathbb{R}^{d}\right)$-stability for a moment, it follows from (3.2.6) and (3.2.2) that the shifts of $\phi$ are $L_{2}\left(\mathbb{R}^{d}\right)$-stable if and only if $C_{1} \leq[\hat{\phi}, \hat{\phi}] \leq C_{2}$, a.e., for constants $C_{1}, C_{2}>0$. Also, the shifts of $\phi$ are orthonormal if and only if $[\hat{\phi}, \hat{\phi}]=1$ a.e. For example, if we begin with a function $\phi$ with $L_{2}\left(\mathbb{R}^{d}\right)$-stable shifts, then the function $\phi_{*}$ with Fourier transform

$$
\begin{equation*}
\hat{\phi}_{*}:=\frac{\hat{\phi}}{[\hat{\phi}, \hat{\phi}]^{1 / 2}} \tag{3.2.7}
\end{equation*}
$$

has orthonormal shifts (this is the standard way to orthogonalize the shifts of $\phi$ ). Incidentally, this orthogonalization procedure applies whenever [ $\hat{\phi}, \hat{\phi}]$ vanishes only on a set of measure zero in $\mathbb{T}^{d}$, in particular for any compactly supported $\phi$. That is, it is not necessary to assume that $\phi$ has $L_{2}\left(\mathbb{R}^{d}\right)$-stable shifts in order to orthonormalize its shifts

The bracket product is useful in describing projections onto shift-invariant spaces. Let $\phi$ be an arbitrary $L_{2}\left(\mathbb{R}^{d}\right)$ function and let $P:=P_{\phi}$ denote the $L_{2}\left(\mathbb{R}^{d}\right)$ projector onto the space $\mathcal{S}(\phi)$. Then for each $f \in L_{2}\left(\mathbb{R}^{d}\right), P f$ is the best $L_{2}\left(\mathbb{R}^{d}\right)$ approximation to $f$ from $\mathcal{S}(\phi)$. It was shown in de Boor et al. (1991a) that

$$
\begin{equation*}
\widehat{P f}=\frac{[\hat{f}, \hat{\phi}]}{[\hat{\phi}, \hat{\phi}]} \hat{\phi} \tag{3.2.8}
\end{equation*}
$$

Here and later, we use the convention that $0 / 0=0$. We note some properties of (3.2.8). First, $[\hat{f}, \hat{\phi}]$ is $2 \pi$-periodic and therefore the form of $\widehat{P f}$ matches that required by (3.2.3). If $\phi$ has orthonormal shifts, then $[\hat{\phi}, \hat{\phi}]=1$ a.e.,
and in view of (3.2.5), the formula (3.2.8) is the usual one for the $L_{2}\left(\mathbb{R}^{d}\right)$ projector. If $\hat{\phi} /[\hat{\phi}, \hat{\phi}]$ is the Fourier transform of an $L_{2}\left(\mathbb{R}^{d}\right)$ function $\gamma$ (this holds, for example, if $\phi$ has $L_{2}\left(\mathbb{R}^{d}\right)$-stable shifts), then

$$
\begin{equation*}
P f=\sum_{j \in \mathbf{Z}^{d}} \gamma_{j}(f) \phi(\cdot-j), \quad \gamma_{j}(f):=\int_{\mathbb{R}^{d}} f(x) \overline{\gamma(x-j)} \mathrm{d} x \tag{3.2.9}
\end{equation*}
$$

as follows from (3.2.5). Whenever $\phi$ has compact support and $L_{2}\left(\mathbb{R}^{d}\right)$-stable shifts, the function $\gamma$ decays exponentially.

The bracket product is also useful in the description of the properties of the shift-invariant spaces $\mathcal{S}(\Phi)$ that are generated by a finite set $\Phi$ of functions from $L_{2}\left(\mathbb{R}^{d}\right)$. The properties of the generating set $\Phi$ are contained in its Gramian

$$
\begin{equation*}
G(\Phi):=([\hat{\phi}, \hat{\psi}])_{\phi, \psi \in \Phi} \tag{3.2.10}
\end{equation*}
$$

This is a matrix of $2 \pi$-periodic functions from $L_{1}\left(\mathbb{T}^{d}\right)$. For example, the shifts of the functions in $\Phi$ form an orthonormal basis for $\mathcal{S}(\Phi)$ if and only if $G(\Phi)$ is the identity matrix a.e. on $\mathbb{T}^{d}$. The generating set $\Phi$ provides an $L_{2}\left(\mathbb{R}^{d}\right)$-stable basis for $\mathcal{S}(\Phi)$ if and only if $G(\Phi)$ and $G(\Phi)^{-1}$ exist and are a.e. bounded on $\mathbb{T}^{d}$ with respect to some (and then every) matrix norm. For proofs, see de Boor et al. (1991c).

### 3.3. The conditions of multi-resolution

The question arises as to when the conditions (3.1.2) of multi-resolution are satisfied for a function $\phi \in L_{2}\left(\mathbb{R}^{d}\right)$. We mention, without proof, two sufficient conditions on $\phi$ for ((3.1.2)(ii)) and (iii) to hold. Jia and Micchelli (1991) have shown that if the shifts of $\phi$ are $L_{2}\left(\mathbb{R}^{d}\right)$-stable, if $\phi$ satisfies the refinement equation (3.1.4) with coefficients $(a(j))$ in $\ell_{1}\left(\mathbb{Z}^{d}\right)$, and if $\sum_{j \in \mathbb{Z}^{d}}|\phi(x+j)|$ is in $L_{2}\left(\mathbb{T}^{d}\right)$, then ((3.1.2)(ii)) and ((3.1.2)(iii)) are satisfied.

On the other hand, in de Boor et al. (1991b) it is shown that ((3.1.2)(ii)) and ((3.1.2)(iii)) are satisfied whenever $\phi \in L_{2}\left(\mathbb{R}^{d}\right)$ satisfies the refinement condition $((3.1 .2)(i))$ and, in addition, $\operatorname{supp}[\hat{\phi}, \hat{\phi}]=\mathbb{T}^{d}$; by this we mean that $[\hat{\phi}, \hat{\phi}]$ vanishes only on a set of measure zero. In particular, these conditions are satisfied whenever $\phi$ has compact support and satisfies the refinement condition. Since these conditions are satisfied for all functions $\phi$ that we shall encounter (in fact for all functions $\phi$ that have been considered in wavelet construction by multi-resolution), it is not necessary to verify separately ((3.1.2)(ii)) and ((3.1.2)(iii))-they automatically hold. We also note that in the construction of wavelets and pre-wavelets in de Boor et al. (1991b) it is not necessary to assume that $\phi$ has $L_{2}\left(\mathbb{R}^{d}\right)$-stable shifts.

We now discuss the refinement condition ((3.1.2)(i)). In view of the char-
acterization (3.2.3) of shift-invariant spaces, this condition is equivalent to

$$
\begin{equation*}
\hat{\phi}=A \hat{\eta}, \quad \eta:=\phi(2 \cdot) \tag{3.3.1}
\end{equation*}
$$

for some $4 \pi$-periodic function $A$. If $\phi$ has $L_{2}\left(\mathbb{R}^{d}\right)$-stable shifts then this condition becomes the refinement equation (3.1.4) and $A(y)=\sum_{j \in \mathbb{Z}^{d}} a(j) e_{-j / 2}$ in the sense of $L_{2}\left(2 \mathrm{~T}^{d}\right)$ convergence.

It was shown in de Boor et al. (1991b) that one can construct generators for the wavelet space $W$ even when ((3.1.2)(iv)) does not hold. For example, this condition can be replaced by the assumption that $\operatorname{supp} \hat{\phi}=\mathbb{R}^{d}$. We also note that if $[\hat{\phi}, \hat{\phi}]$ is nonzero a.e., then we can always find a generator $\phi_{*}$ for $\mathcal{S}$ with orthonormal shifts, so the condition ((3.1.2)(ii)) is satisfied for this generator (and the other conditions of multi-resolution remain the same). However, the generator $\phi_{*}$ does not satisfy the same refinement equation as $\phi$ (for example, the refinement equation for $\phi_{*}$ may be an infinite sum even if the equation for $\phi$ is a finite sum) and $\phi_{*}$ may not have compact support even if $\phi$ has compact support, so the construction that gives $\phi_{*}$ is not completely satisfactory. Furthermore, we would like to describe the wavelets and prewavelets directly in terms of the original $\phi$. This is especially the case when $\phi$ does not have $L_{2}\left(\mathbb{R}^{d}\right)$-stable shifts, since then we can say nothing about the decay of $\phi_{*}$ even when $\phi$ has compact support. In the remainder of this presentation, we shall assume that $\phi$ has $L_{2}\left(\mathbb{R}^{d}\right)$-stable shifts.

### 3.4. Constructions of uni-variate wavelets

In this section we restrict our attention to wavelets in one variable, because multi-resolution is simpler and better understood for a single variable than for several variables. We suppose that $\phi$ satisfies the assumptions (3.1.2) of multi-resolution and follow the ideas presented in de Boor et al. (1991b).

Fundamentally, the approach of de Boor et al. (1991b) is quite simple. We take a function $\eta \in \mathcal{S}^{1}$ and consider its error $w:=\eta-P \eta$ of best $L_{2}(\mathbb{R})$ approximation by the elements of $\mathcal{S}^{0}=\mathcal{S}=\mathcal{S}(\phi)$. Here $P$ is the $L_{2}(\mathbb{R})$ projector onto $\mathcal{S}(\phi)$ given by (3.2.8). Clearly $w \in W$ and we shall show that with any reasonable choice for $\eta$, the function $w$ is a generator of $W$, i.e. $W=\mathcal{S}(w)$. Thus, because of the characterization (3.2.3) of principal shift-invariant spaces, we can obtain all other generators for $w$ by operations on the Fourier transform side. Here are the details.

We take $\eta:=\phi(2 \cdot)$, which is clearly in $\mathcal{S}^{1}$. Then, $w:=\eta-P \eta$ is in $W$ and by virtue of (3.2.8) has Fourier transform

$$
\begin{equation*}
\hat{w}=\hat{\eta}-\frac{[\hat{\eta}, \hat{\phi}]}{[\hat{\phi}, \hat{\phi}]} \hat{\phi} \tag{3.4.1}
\end{equation*}
$$

It is convenient to introduce (for a function $f \in L_{2}\left(\mathbb{R}^{d}\right)$ ) the abbreviated
notation

$$
\begin{equation*}
\tilde{f}:=[\hat{f}, \hat{f}]^{1 / 2} \tag{3.4.2}
\end{equation*}
$$

since this expression occurs often in wavelet constructions. Another description of $\tilde{f}$ is

$$
\tilde{f}=\left(\sum_{j \in 2 \pi \mathbb{Z}^{d}}|\hat{f}(\cdot+j)|^{2}\right)^{1 / 2}
$$

We see that $\tilde{f}$ is a $2 \pi$-periodic function, and if $f$ has compact support then $\tilde{f}^{2}$ is a trigonometric polynomial, because of (3.2.5). The analogue of this function for half-shifts is

$$
\begin{equation*}
\tilde{\tilde{f}}:=\left(\sum_{j \in 4 \pi Z^{d}}|\hat{f}(\cdot+j)|^{2}\right)^{1 / 2} \tag{3.4.3}
\end{equation*}
$$

which is now a $4 \pi$-periodic function. In particular $f$ has orthonormal halfshifts if and only if $\tilde{\tilde{f}}=2^{-d / 2}$ a.e., and $L_{2}\left(\mathbb{R}^{d}\right)$-stable half-shifts if and only if $C_{1} \leq \tilde{\tilde{f}} \leq C_{2}$, a.e., for constants $C_{1}, C_{2}>0$.

We return now to the construction of wavelets. We can multiply $\hat{w}$ by any $2 \pi$-periodic function, and as long as the resulting function is in $L_{2}(\mathbb{R})$, it will be the Fourier transform of a function in $W$. We multiply (3.4.1) by $\tilde{\phi}^{2}$, which clears the denominator. The result is the function $w_{0}$ with Fourier transform

$$
\begin{equation*}
\hat{w}_{0}:=\tilde{\phi}^{2} \hat{\eta}-[\hat{\eta}, \hat{\phi}] \hat{\phi} \tag{3.4.4}
\end{equation*}
$$

We note that $w_{0}$ has compact support whenever $\phi$ does.
We can calculate the bracket products appearing in (3.4.4) by using the refinement relation $\hat{\phi}=A \hat{\eta}$ (see (3.3.1)) with $A$ a $4 \pi$-periodic function. For example, to calculate $\tilde{\phi}$,

$$
\begin{aligned}
\tilde{\phi}^{2} & =\sum_{j \in 2 \pi z}|\hat{\phi}(\cdot+j)|^{2} \\
& =\sum_{j \in 4 \pi z}\left(|A(\cdot+j)|^{2}|\hat{\eta}(\cdot+j)|^{2}+|A(\cdot+j+2 \pi)|^{2}|\hat{\eta}(\cdot+j+2 \pi)|^{2}\right) \\
& =|A|^{2} \tilde{\tilde{\eta}}^{2}+|A(\cdot+2 \pi)|^{2} \tilde{\tilde{\eta}}^{2}(\cdot+2 \pi) .
\end{aligned}
$$

Similarly, $[\hat{\eta}, \hat{\phi}]=\bar{A} \tilde{\tilde{\eta}}^{2}+\overline{A(\cdot+2 \pi)} \tilde{\tilde{\eta}}^{2}(\cdot+2 \pi)$. Therefore,

$$
\begin{aligned}
\hat{w}_{0}= & \left\{|A|^{2} \tilde{\tilde{\eta}}^{2}+|A(\cdot+2 \pi)|^{2} \tilde{\tilde{\eta}}^{2}(\cdot+2 \pi)-\bar{A} A \tilde{\tilde{\eta}}^{2}\right. \\
& \left.-\overline{A(\cdot+2 \pi)} A \tilde{\tilde{\eta}}^{2}(\cdot+2 \pi)\right\} \hat{\eta} \\
= & \{A(\cdot+2 \pi)-A\} \overline{A(\cdot+2 \pi)} \tilde{\tilde{\eta}}^{2}(\cdot+2 \pi) \hat{\eta}
\end{aligned}
$$

We can make one more simplification in the last representation for $\hat{w}_{0}$.

The function $\frac{1}{2} e_{1 / 2}\{A-A(\cdot+2 \pi)\}$ is $2 \pi$-periodic. Therefore, dividing by this function, we obtain the function

$$
\begin{equation*}
\hat{\psi}:=2 e_{-1 / 2} \overline{A(\cdot+2 \pi)} \tilde{\tilde{\eta}}^{2}(\cdot+2 \pi) \hat{\eta} \tag{3.4.5}
\end{equation*}
$$

It is easy to see (and is shown in (3.4.14)) that $\psi$ is in $L_{2}(\mathbb{R})$. It follows, therefore, that $\psi$ is in $W$ and $\mathcal{S}(\psi) \subset W$. The following argument shows that we really have $\mathcal{S}(\psi)=W$.

If we replace $\eta$ by $\eta_{1}:=\eta\left(\cdot-\frac{1}{2}\right)$ (which is also in $\mathcal{S}^{1}$ ) and repeat the previous construction, in place of $w_{0}$ we obtain the function $w_{1}$ whose Fourier transform is

$$
\hat{w}_{1}=e_{-1 / 2}\{A(\cdot+2 \pi)+A\} \overline{A(\cdot+2 \pi)} \tilde{\tilde{\eta}}^{2}(\cdot+2 \pi) \hat{\eta}
$$

Hence, dividing by $A(\cdot+2 \pi)+A$ (which is $2 \pi$-periodic), we arrive at the same function $\psi$. The importance of this fact is that we can reverse these two processes. In other words we can multiply $\hat{\psi}$ by a $2 \pi$-periodic function and obtain $\hat{\eta}-\widehat{P \eta}$ (respectively $\hat{\eta}_{1}-\widehat{P \eta_{1}}$ ). Hence, both of these functions are in $\mathcal{S}(\psi)$. Since $P \eta$ is in $\mathcal{S}(\phi), \eta=P \eta+(\eta-P \eta)$ is in $\mathcal{S}(\phi)+\mathcal{S}(\psi)$. Similarly, $\eta_{1}$ is in this space. Since the full shifts of $\eta$ and $\eta_{1}$ generate $\mathcal{S}^{1}(\phi)$, we must have $W=\mathcal{S}(\psi)$. This confirms our earlier remark that $W$ is a principal shift-invariant space. Since we can obtain $\psi$ from $w$ and $w_{0}$ by multiplying by $2 \pi$-periodic functions, both $w$ and $w_{0}$ are also generators of $W$.

We consider some examples that show that $\psi$ is the (pre)wavelet constructed by various authors.

Orthogonal wavelets To obtain orthogonal wavelets, Mallat (1989) begins with a function $\phi$ that satisfies the assumptions (3.1.2) of multi-resolution and whose shifts are orthonormal. This is equivalent to $\tilde{\phi}=1$ a.e., and (by a change of variables) to the half-shifts of $\sqrt{2} \eta$ being orthonormal, i.e. to $\tilde{\tilde{\eta}}=\frac{1}{2}$ a.e. When this is used in (3.4.5), we obtain

$$
\begin{equation*}
\hat{\psi}=e_{-1 / 2} \overline{A(\cdot+2 \pi)} \hat{\eta} \tag{3.4.6}
\end{equation*}
$$

which is the orthogonal wavelet of Mallat. To see that the shifts of $\psi$ are orthonormal, one simply computes

$$
\begin{equation*}
\tilde{\psi}^{2}=|A(\cdot+2 \pi)|^{2} \tilde{\tilde{\eta}}^{2}+|A|^{2} \tilde{\tilde{\eta}}^{2}(\cdot+2 \pi)=\frac{1}{4}\left\{|A(\cdot+2 \pi)|^{2}+|A|^{2}\right\}=1 \tag{3.4.7}
\end{equation*}
$$

where the last equality follows from the identity

$$
\begin{align*}
1=\tilde{\phi}^{2}=\tilde{\tilde{\phi}}^{2}+\tilde{\tilde{\phi}}^{2}(\cdot+2 \pi) & =|A|^{2} \tilde{\tilde{\eta}}^{2}+|A(\cdot+2 \pi)|^{2} \tilde{\tilde{\eta}}^{2}(\cdot+2 \pi) \\
& =\frac{1}{4}\left\{|A(\cdot+2 \pi)|^{2}+|A|^{2}\right\} \tag{3.4.8}
\end{align*}
$$

The Fourier transform identity (3.4.6) is equivalent to the identity (3.1.8).
We note that from the orthogonal wavelet $\psi$ of (3.1.8) (respectively (3.4.6)),
we obtain all other orthogonal wavelets in $W$ by multiplying $\hat{\psi}$ by a $2 \pi$ periodic function $\tau$ of unit modulus. Indeed, we know that any element $w \in W$ satisfies $\hat{w}=\tau \hat{\psi}$ with $\tau \in L_{2}(\mathbb{T})$. To have $[\hat{w}, \hat{w}]=1$ a.e., the function $\tau$ must satisfy $|\tau(y)|=1$ a.e. in $\mathbb{T}$.

As an example, we consider the cardinal B-spline $N_{r}$ of order $r$. To obtain orthogonal wavelets by Mallat's construction, one need only manipulate various Laurent series. First, one orthogonalizes the shifts of $N_{r}$. This gives the spline $\phi=\mathcal{N}_{r}$ whose Fourier transform is

$$
\begin{equation*}
\hat{\phi}=\hat{\mathcal{N}}_{r}:=\frac{\hat{N}_{r}}{\tilde{N}_{r}} \tag{3.4.9}
\end{equation*}
$$

It is easy to compute the coefficients in the expansion

$$
\begin{equation*}
\tilde{N}_{r}^{2}=\sum_{j \in \mathbb{Z}} \alpha(j) e_{-j} \tag{3.4.10}
\end{equation*}
$$

In fact, we know from (3.2.5) that this is a trigonometric polynomial whose coefficients are

$$
\begin{aligned}
\alpha(j) & =\int_{\mathbb{R}} N_{r}(x-j) N_{r}(x) \mathrm{d} x=\int_{\mathbb{R}} N_{r}(r+j-x) N_{r}(x) \mathrm{d} x \\
& =\left[N_{r} * N_{r}\right](j+r)=N_{2 r}(j+r), \quad j \in \mathbb{Z}
\end{aligned}
$$

because $N_{r}$ is symmetric about its midpoint.
The polynomial $\rho_{2 r}(z):=z^{r} \sum_{j \in Z} \alpha(j) z^{-j}$ is the Euler-Frobenius polynomial of order $2 r$, which plays a prominent role in cardinal spline interpolation (see Schoenberg (1973)). It is well known that $\rho_{2 r}$ has no zeros on $|z|=1$. Hence, the reciprocal $1 / \rho_{2 r}$ is analytic in a nontrivial annulus that contains the unit circle in its interior. One can easily find the coefficients of reciprocals and square roots of Laurent series inductively. By finding the coefficients of $\rho_{2 r}^{-1 / 2}$, we obtain the coefficients $\beta(j)$ appearing in the expansion

$$
\begin{equation*}
\phi(x)=\mathcal{N}_{r}(x)=\sum_{j \in \mathbb{Z}} \beta(j) N_{r}(x-j) \tag{3.4.11}
\end{equation*}
$$

Because $\rho_{2 r}$ has no zeros on $|z|=1$, we conclude that the coefficients $\beta(j)$ decrease exponentially. The spline $\mathcal{N}_{r}$ together with its shifts form an orthonormal basis for the cardinal spline space $\mathcal{S}\left(N_{r}\right)$. They are sometimes referred to as the Franklin basis for $\mathcal{S}\left(N_{r}\right)$.

Now that we have the spline $\phi:=\mathcal{N}_{r}$ in hand, we can obtain the spline wavelet $\psi=\mathcal{N}_{r}^{*}$ of Battle-Lemarié (Battle, 1987) from formula (3.1.8). For this, we need to find the refinement equation for $\phi$. We begin with the refinement equation (3.1.5) for the B-spline $N_{r}$, which we write in terms of

Fourier transforms as $\hat{N}_{r}=A_{0} \hat{\eta}_{0}$ with $\eta_{0}:=N_{r}(2 \cdot)$ and

$$
A_{0}=2^{-r+1} \sum_{j=0}^{r}\binom{r}{j} e_{-j / 2}
$$

a $4 \pi$-periodic trigonometric polynomial. It follows that

$$
\begin{equation*}
\hat{\phi}=A \hat{\eta}, \quad \eta:=\mathcal{N}_{r}(2 \cdot), \quad A(y)=\frac{\hat{\phi}(y)}{\frac{1}{2} \hat{\phi}(y / 2)}=\tilde{N}_{r}(y / 2) \tilde{N}_{r}^{-1}(y) A_{0}(y) \tag{3.4.12}
\end{equation*}
$$

In terms of the B-spline $N_{r}$, this gives

$$
\begin{equation*}
\hat{\psi}(y)=e_{-1 / 2}(y) \overline{A(y+2 \pi)} \hat{\eta}(y)=\frac{1}{2} e_{-1 / 2}(y) \overline{A(y+2 \pi)} \tilde{N}_{r}^{-1}(y / 2) \hat{N}_{r}(y / 2) \tag{3.4.13}
\end{equation*}
$$

In other words, to find the orthogonal spline wavelet $\psi$ of (3.4.13), we need to multiply out the various Laurent expansions making up $\overline{A(\cdot+2 \pi)} \tilde{N}_{r}^{-1}(\cdot / 2)$. This gives the coefficients $\gamma(j), j \in \mathbb{Z}$, in the representation

$$
\psi(x)=\sum_{j \in \mathbb{Z}} \gamma(j) N_{r}(2 x-j)
$$

We emphasize that each of the Laurent series converges in an annulus containing the unit circle. This means that the coefficients $\gamma(j)$ converge exponentially to zero when $j \rightarrow \pm \infty$.

Pre-wavelets For the construction of pre-wavelets, we do not assume that the shifts of $\phi$ are orthonormal, but only that they are $L_{2}(\mathbb{R})$-stable, i.e. we assume ((3.1.2)(iv)). Then, it is easy to see that the function $\psi$ defined by (3.4.5) is a pre-wavelet. Indeed, we already know that $\psi$ is a generator for $W$ and it is enough to check that it has $L_{2}(\mathbb{R})$-stable shifts. For this, we compute

$$
\begin{equation*}
\frac{\tilde{\psi}^{2}}{4}=|A(\cdot+2 \pi)|^{2} \tilde{\tilde{\eta}}^{4}(\cdot+2 \pi) \tilde{\tilde{\eta}}^{2}+|A|^{2} \tilde{\tilde{\eta}}^{4} \tilde{\tilde{\eta}}^{2}(\cdot+2 \pi) \tag{3.4.14}
\end{equation*}
$$

Since the shifts of $\phi$ are $L_{2}(\mathbb{R})$-stable, so are the half-shifts of $\eta$. This means that $C_{1} \leq \tilde{\tilde{\eta}} \leq C_{2}$ for constants $C_{1}, C_{2}>0$. Moreover, the formula

$$
\tilde{\phi}^{2}=|A|^{2} \tilde{\tilde{\eta}}^{2}+|A(\cdot+2 \pi)|^{2} \tilde{\tilde{\eta}}^{2}(\cdot+2 \pi)
$$

shows that $C_{1} \leq|A|^{2}+|A(\cdot+2 \pi)|^{2} \leq C_{2}$, again for positive constants $C_{1}, C_{2}$. Combining this information with (3.4.14) shows that $\tilde{\psi}$ is bounded above and below by positive constants, so that $\psi$ has $L_{2}(\mathbb{R})$-stable shifts. This also shows that $\psi$ is in $L_{2}(\mathbb{R})$. The pre-wavelet $\psi$ was introduced by Chui and Wang (1991) and independently by Micchelli (1991).

We can also find a direct representation for $\psi$ in terms of the shifts of $\phi(2 \cdot)$. For this we need the Fourier coefficients $\mu(j)$ (of $e_{-j / 2}$ ) for the $4 \pi$ -
periodic function $2 \bar{A} \tilde{\tilde{\eta}}$ :

$$
\begin{aligned}
\mu(j) & :=\frac{1}{4 \pi} \int_{-2 \pi}^{2 \pi} 2 \bar{A}_{\tilde{\eta}}{ }^{2} e_{j / 2}=\frac{1}{4 \pi} \int_{\mathbf{R}} 2 \overline{\hat{\phi}} \hat{\eta} e_{j / 2} \\
& =\int_{\mathbf{R}} \bar{\phi} \eta(\cdot+j / 2)=\int_{\mathbf{R}} \overline{\phi(x)} \phi(2 x+j) \mathrm{d} x
\end{aligned}
$$

Using this in (3.4.5), we find that

$$
\begin{equation*}
\psi=\sum_{j \in \mathbf{Z}}(-1)^{j+1} \mu(j-1) \phi(2 \cdot-j), \quad \mu(j):=\int_{\mathbb{R}} \overline{\phi(x)} \phi(2 x+j) \mathrm{d} x \tag{3.4.15}
\end{equation*}
$$

If $\phi$ has compact support, then clearly $\psi$ also has compact support. Chui and Wang (1990) posed the interesting question as to whether $\psi$ has the smallest support among all the elements in $W$, to which they gave the following answer. We assume that $A$ is a polynomial, i.e. that $\phi$ satisfies a finite refinement equation. Next, we note that because $W \subset \mathcal{S}^{1}$, any $w \in W$ is represented as

$$
\begin{equation*}
\hat{w}(y)=e_{-1 / 2}(y) \overline{B(y+2 \pi)} \hat{\eta}(y) \tag{3.4.16}
\end{equation*}
$$

with $B$ of period $4 \pi$. If $B=\sum_{j=m}^{M} b(j) e_{-j / 2}$ is a Laurent polynomial with $b(m) b(M) \neq 0$, then $w$ has compact support, and we define the length of $B$ to be $M-m$. We know that there are nonzero polynomials $B$ that satisfy (3.4.16) for some $w$ because $\tilde{\tilde{\eta}}^{2}$ is a polynomial (since $\eta$ has compact support) and (3.4.5) implies that for $B_{0}:=A \tilde{\tilde{\eta}}^{2}, w$ is the pre-wavelet $\psi \in W$.
$B_{0}$ may not have minimal length among all such polynomials; however, because it may be possible to cancel certain symmetric factors from $B_{0}$. To see this, we write $B_{0}(y)=e_{M}(y / 2) P\left(\mathrm{e}^{-\mathrm{i} y / 2}\right)$ with $P$ an algebraic polynomial, and we let $Q\left(z^{2}\right):=\Pi_{\lambda}(z-\lambda)$, with the product taken over all $\lambda$ with $\lambda$ and $-\lambda$ both zeros of $P$. Then, the factorization $P(z)=Q\left(z^{2}\right) P_{*}(z)$ gives the factorization $B_{0}(y)=\tau(y) B_{*}(y)$ with $\tau$ a trigonometric polynomial of period $2 \pi$ that does not vanish. Therefore, the function $\psi_{*}$ with Fourier transform

$$
\begin{equation*}
\hat{\psi}_{*}(y)=e_{-1 / 2}(y) \overline{B_{*}(y+2 \pi)} \hat{\eta}(y), \quad B_{*}(y):=\tau^{-1}(y) B_{0}(y) \tag{3.4.17}
\end{equation*}
$$

is in $W$ and has smaller length than $B_{0}$. A simple argument (which we do not give) shows that $B_{*}$ has smallest length. For most pre-wavelets of interest, $B_{*}=B_{0}$.

The problem of finding a wavelet $w$ in the form (3.4.16) with $B$ a polynomial of minimal length, which is solved by $w=\psi_{*}$, is not always equivalent to finding the wavelet with minimal support; here the word 'support' means the interval of smallest length outside of which $w$ vanishes identically. In general, there may be wavelets $w$ of compact support that can be represented by (3.4.16) with $B$ not a polynomial. However, Ben-Artzi and Ron (1990) show that this is impossible whenever the following property holds:


Fig. 2. The Chui-Wang spline pre-wavelet for $r=4$, which has support $[-3,4]$. The vertical scale is stretched by a factor of eight.

The linear combination $\sum_{j \in \mathbf{Z}} \gamma(j) \phi(\cdot-j)$ (which converges pointwise, since $\phi$ has compact support) is identically zero if and only if all the coefficients $\gamma(j)$ are 0 . Under these assumptions, the wavelet $\psi_{*}$ has minimal support (see de Boor et al. (1991b) for details).

For a pre-wavelet $\psi$, we have the wavelet decomposition

$$
\begin{equation*}
f=\sum_{k \in \mathbb{Z}} \sum_{j \in \mathbb{Z}^{d}} c_{j, k}(f) \psi_{j, k}, \quad c_{j, k}(f):=\int_{\mathbb{R}} f \overline{\gamma_{j, k}} \tag{3.4.18}
\end{equation*}
$$

where $\gamma$ has Fourier transform $\hat{\gamma}=\hat{\psi} /[\hat{\psi}, \hat{\psi}]$. This follows from the representation (3.2.9) for the projector $P$ from $L_{2}(\mathbb{R})$ onto $W$. It is useful to note that when $\psi$ has compact support, the function $\gamma$ will generally not have compact support because of the division by the bracket product $[\hat{\psi}, \hat{\psi}]$. Thus, there is in some sense a trade-off between the simplicity of the pre-wavelet and the complexity of the coefficient functional.

We consider the following important example. Let $\phi:=N_{r}$ be the cardinal B-spline of order $r$, which is known to have linearly independent shifts. Then, the function $\psi$ in (3.4.15) is a spline function with compact support. It is easy to see that $A \tilde{\tilde{\eta}}^{2}$ has no symmetric zeros so that $\psi$ has minimal support. We note also that it is shown in de Boor et al. (1991b) that the shifts of $\psi$ are themselves linearly independent. From formula (3.4.15), we see that $\psi$ is supported on $[1-r, r]$. Up to a shift, the spline $\psi$ is the minimally supported spline pre-wavelet of Chui and Wang (1991); see Figure 2.

### 3.5. Daubechies' compactly supported wavelets

The orthogonal spline wavelets of Section 3.4, which decay exponentially at infinity, can be chosen to have any specified finite order of smoothness. It is natural to ask whether orthogonal wavelets can be constructed that have both any specified finite order of smoothness and compact support. A
celebrated construction of Daubechies (1988) leads to such wavelets, which are frequently used in numerical applications. Space prohibits us from giving all the details of Daubechies' construction, but the following discussion will outline the basic ideas.

To construct a compactly supported wavelet with a prescribed smoothness order $r$ and compact support, one finds a special finite sequence $(a(j))$ such that the refinement equation (3.1.4) has a solution $\phi \in C^{r}$ with orthogonal shifts. The orthogonal wavelet $\psi$ of (3.4.5) will then obviously have compact support and the same smoothness. Before we begin, it is necessary to understand which properties of the sequence $(a(j))$ guarantee the existence of a function $\phi$ with the desired properties, i.e. we need to understand the nature of solutions to the refinement equation (3.1.4). This has been studied in another context, namely in subdivision algorithms for computer aided geometric design (see, for example, the paper by Cavaretta et al. (1991) for a discussion of subdivision). As was pointed out by Dahmen and Micchelli (1990), it is possible to derive part of Daubechies' construction from the subdivision approach. However, we shall describe Daubechies' original construction.

Let $r$ be a nonnegative integer that corresponds to the desired order of smoothness, and let $(a(j))$ with $a(j)=0,|j|>m$, and $a(m) \neq 0$, be the sequence of the refinement equation (3.1.4) for the function $\phi$ we want to construct. The sequence $(a(j))$ and the Fourier transform of $\phi$ are related by

$$
\begin{equation*}
\hat{\phi}(y)=\mathcal{A}(y / 2) \hat{\phi}(y / 2), \quad \mathcal{A}(y):=\frac{1}{2} \sum_{j=-m}^{m} a(j) \mathrm{e}^{-\mathrm{i} j y} \tag{3.5.1}
\end{equation*}
$$

Here we use a slightly different normalization for the refinement function $\left(\mathcal{A}(y)=\frac{1}{2} A(2 y)\right)$. If $\hat{\phi}$ is continuous at 0 and $\hat{\phi}(0)=1$, we can, at least in a formal sense, write

$$
\begin{equation*}
\hat{\phi}(y)=\lim _{k \rightarrow \infty} A_{k}(y) \tag{3.5.2}
\end{equation*}
$$

where

$$
\begin{equation*}
A_{k}(y):=\prod_{j=1}^{k} \mathcal{A}\left(y / 2^{j}\right) \tag{3.5.3}
\end{equation*}
$$

We note that $A_{k}^{*}(y):=A_{k}\left(2^{k} y\right)$ is a trigonometric polynomial of degree $\left(2^{k}-1\right) m$. The key to Daubechies' construction is to impose conditions on $\mathcal{A}$ (which are therefore conditions on the sequence $(a(j))$ ) that not only make (3.5.2) rigorous but also guarantee that the function $\phi$ defined by (3.5.2) has the desired smoothness and has orthonormal shifts.

We first note that if the shifts of $\phi$ are orthonormal then, as was shown
in (3.4.8),

$$
\begin{equation*}
|\mathcal{A}(y)|^{2}+|\mathcal{A}(y+\pi)|^{2}=1, \quad y \in \mathbb{T} \tag{3.5.4}
\end{equation*}
$$

The converse to this is almost true. Namely, Daubechies' construction shows that (3.5.4) together with some mild assumptions (related to the convergence in (3.5.3)) imply the orthonormality of the shifts of $\phi$. For this, the following identities, which follow from (3.5.4) by induction, are useful:

$$
\begin{equation*}
\sum_{j=0}^{2^{k}-1}\left|A_{k}^{*}\left(y+j 2^{-k} 2 \pi\right)\right|^{2}=1, \quad k=1,2 \ldots \tag{3.5.5}
\end{equation*}
$$

We next want to see what properties of $\mathcal{A}$ guarantee smoothness for $\phi$. The starting point is the following observation. If $\int_{\mathbb{R}} \phi(x) \mathrm{d} x \neq 0$, then integrating the refinement equation (3.1.4) gives $\sum_{j \in \mathbb{Z}} a(j)=2$. Hence, $\mathcal{A}(0)=1$ and $\mathcal{A}(\pi)=0$. We can therefore write

$$
\begin{equation*}
\mathcal{A}(y)=\left(1+\mathrm{e}^{\mathrm{i} y}\right)^{N} \alpha(y), \quad\|\alpha\|_{L_{\infty}(\mathbb{T})}=2^{-\theta}, \quad \alpha(0)=2^{-N} \tag{3.5.6}
\end{equation*}
$$

for a suitable integer $N>0$, a real number $\theta$, and a function $\alpha$.
By carefully estimating the partial products $A_{k}$, it can be shown that whenever $\mathcal{A}$ satisfies (3.5.6) for some $\theta>\frac{1}{2}$, the product (3.5.2) converges to a function in $L_{2}(\mathbb{R})$ that decays like $|x|^{-\theta}$ as $|x| \rightarrow \infty$. The limit function is the Fourier transform of the solution $\phi$ to the refinement equation (3.5.1). We see that the larger we can make $\theta$ in (3.5.6), the smoother $\phi$ is. For example, if $\theta>r+1$, then $\phi$ is in $C^{r}$.

What is the role of the integer $N$ in (3.5.6)? Practically, one must increase $N$ to find a function $\alpha(y)$ that satisfies (3.5.6) for large $\theta$. In addition, the local approximation properties of the spaces $\mathcal{S}^{k}(\phi)$ are determined by $N$; see Section 5.

Once it is shown that there is a function $\phi$ that satisfies the refinement equation for the given sequence $a(j)$, it remains to show that $\phi$ has compact support and orthonormal shifts. Here the arguments have the same character as those used to analyse subdivision algorithms for the graphical display of curves and surfaces. Assume that $\mathcal{A}$ satisfies (3.5.4) and (3.5.6) for some $\theta>\frac{1}{2}$ and let $\chi$ denote the characteristic function of $\left[-\frac{1}{2}, \frac{1}{2}\right]$. Then $\hat{\chi}(y)=(\sin y / 2) /(y / 2)$. We define $\phi_{k}$ to be the function whose Fourier transform is $\hat{\phi}_{k}(y):=A_{k}(y) \hat{\chi}\left(2^{-k} y\right)$. It can then be shown that

$$
\begin{equation*}
\int_{\mathbb{R}}\left|\phi(y)-\phi_{k}(y)\right|^{2} \mathrm{~d} y \rightarrow 0, \quad k \rightarrow \infty \tag{3.5.7}
\end{equation*}
$$

If $A_{k}^{*}=\sum_{j} a^{*}(j, k) e_{-j}$, then $\sum_{j} a^{*}(j, k) \hat{\chi}(x-j)$ has Fourier transform $A_{k}^{*}(y) \hat{\chi}(y)$ and $\hat{\phi}_{k}(y)=A_{k}^{*}\left(2^{-k} y\right) \hat{\chi}\left(2^{-k} y\right)$. Therefore,

$$
\begin{equation*}
\phi_{k}(x)=\sum_{j \in \mathbb{Z}} a^{*}(j, k) 2^{k} \chi\left(2^{k} x-j\right) \tag{3.5.8}
\end{equation*}
$$

Since the coefficients $a^{*}(j, k)$ of $A_{k}^{*}$ are 0 for $|j|>\left(2^{k}-1\right) m$, we obtain that $\phi_{k}$ is supported in $[-m, m]$. Letting $k \rightarrow \infty$, we obtain from (3.5.7) that $\phi$ is also supported on $[-m, m]$. From (3.5.8), (3.5.5), and the orthonormality of the functions $2^{k / 2} \chi\left(2^{k} .-j\right), j \in \mathbb{Z}$, we have

$$
\int_{\mathbb{R}} \phi_{k}(x) \phi_{k}(x-\ell) \mathrm{d} x=2^{k} \sum_{\mu-\nu=2^{k} \ell} a^{*}(\mu, k) a^{*}(\nu, k)=\delta(\ell), \quad \ell \in \mathbb{Z} .
$$

Here the last equality follows by expanding the identity (3.5.5). Letting $k \rightarrow \infty$, we obtain that $\{\phi(\cdot-j)\}_{j \in \mathcal{Z}}$ is an orthonormal system.
This outline shows that a $C^{r}$, compactly supported function $\phi$ with orthonormal shifts exists if (3.5.4) and (3.5.6) hold for a sequence ( $a(j)$ ) and two numbers $N$ and $\theta>r+1$. The following arguments show that such sequences exist.

We look for an $\mathcal{A}$ of the form (3.5.6) with $\alpha$ a trigonometric polynomial with real coefficients. Then, $|\alpha(y)|^{2}=\alpha(y) \overline{\alpha(y)}=\alpha(y) \alpha(-y)$ is an even trigonometric polynomial, and

$$
|\alpha(y)|^{2}=T(\cos y)=T\left(1-2 \sin ^{2} y / 2\right)=R\left(\sin ^{2} y / 2\right)
$$

with $R$ an algebraic polynomial. The identity (3.5.4) now becomes

$$
\left(\cos ^{2} y / 2\right)^{N} R\left(\sin ^{2} y / 2\right)+\left(\sin ^{2} y / 2\right)^{N} R\left(\cos ^{2} y / 2\right)=2^{-2 N} .
$$

With $t:=\sin ^{2} y / 2$, we have

$$
\begin{equation*}
(1-t)^{N} R(t)+t^{N} R(1-t)=2^{-2 N} . \tag{3.5.9}
\end{equation*}
$$

Therefore, to find $\mathcal{A}$, we must find an algebraic polynomial $R$ that satisfies (3.5.9). It is easy to see that the degree of $R$ must be at least $N-1$. We can find $R$ of this degree by writing $R$ in the Bernstein form

$$
R(t)=\sum_{k=0}^{N-1} \lambda_{k}\binom{N-1}{k} t^{k}(1-t)^{N-k-1} .
$$

Then, (3.5.9) becomes

$$
\begin{gather*}
(1-t)^{N} \sum_{k=0}^{N-1} \lambda_{k}\binom{N-1}{k} t^{k}(1-t)^{N-k-1}+t^{N} \sum_{k=0}^{N-1} \lambda_{k}\binom{N-1}{k}(1-t)^{k} t^{N-k-1} \\
=2^{-2 N}=2^{-2 N} \sum_{k=0}^{2 N-1}\binom{2 N-1}{k} t^{k}(1-t)^{2 N-1-k} \tag{3.5.10}
\end{gather*}
$$

We see that

$$
\lambda_{k}:=2^{-2 N} \frac{\left(\frac{2 N-1}{k}\right)}{\binom{N-1}{k}}, \quad k=0,1, \ldots, N-1,
$$

satisfies (3.5.10), and we denote the polynomial with these coefficients by $R_{N}$.

It is important to observe that $R_{N}(t)$ is nonnegative for $0 \leq t \leq 1$, because we wish to show that there is a trigonometric polynomials $\alpha(y)$ such that $R_{N}\left(\sin ^{2} y / 2\right)=|\alpha(y)|^{2}$, i.e. we somehow have to take a 'square root' of $R_{N}$. For this, we use the classical theorem of Fejer-Riesz (see, for example, Karlin and Studden (1966) p. 185) that says that if $R$ is nonnegative on $[0,1]$, then $R\left(\sin ^{2} y / 2\right)=|\alpha(y)|^{2}$ for some trigonometric polynomial $\alpha$ with real coefficients and of the same degree as $R$. We let $\alpha_{N}$ be the trigonometric polynomial corresponding to $R_{N}$.

We now set $\mathcal{A}_{N}(y):=\left(1+\mathrm{e}^{\mathrm{i} y}\right)^{N} \alpha_{N}(y)$ and note that $\mathcal{A}_{N}$ satisfies (3.5.4) because $R_{N}$ satisfies (3.5.9). Therefore, the function $\phi$ defined via the limit process (3.5.2) has compact support and orthonormal shifts. The corresponding orthogonal wavelet $\psi=: \mathcal{D}_{2 N}$ defined by (3.1.8) for the refinement coefficients $(a(j))$ is an orthogonal wavelet with compact support. It is easy to show that $\mathcal{D}_{2 N}$ is supported in $[-(N-1), N]$.

The question now is what is the smoothness of $\mathcal{D}_{2 N}$. Here the matter can become somewhat technical (see Daubechies (1988) and Meyer (1987)). However, the following 'poor man's' argument based on Stirling's formula at least shows that given any integer $r$, if we choose $N$ sufficiently large, the orthogonal wavelet $\mathcal{D}_{2 N}$ will have smoothness $C^{r}$.

Because the Bernstein coefficients of $R_{N}$ are monotonic, it follows that $R_{N}$ is increasing on $[0,1]$. Therefore, $\max _{0 \leq t \leq 1} R_{N}(t)=R_{N}(1)=\lambda_{N-1}=$ $2^{-2 N}\binom{2 N-1}{N}$. Therefore, $\left\|\alpha_{N}\right\|_{L_{\infty}(\mathbb{T})}^{2}$ is bounded by

$$
\begin{aligned}
2^{-2 N}\binom{2 N-1}{N} & \leq \frac{2^{-2 N} \sqrt{2 \pi(2 N-1)}(2 N-1)^{2 N-1} \mathrm{e}^{-(2 N-1)}}{\sqrt{2 \pi N} N^{N} \mathrm{e}^{-N} \sqrt{2 \pi(N-1)}(N-1)^{N-1} \mathrm{e}^{-(N-1)}} \\
& \leq C_{0} N^{-1 / 2}
\end{aligned}
$$

by Stirling's formula. We see that given any value of $\theta>0$, we can choose $N$ large enough so that (3.5.6) is satisfied for that $\theta$, and the function $\hat{\phi}$ satisfies $|\hat{\phi}(x)| \leq C(1+|x|)^{-\theta}$. Hence, for any $r<\theta-1, \phi$, and hence $\mathcal{D}_{2 N}$, is in $C^{r}$.

For $N=1$, the Daubechies construction gives $\phi=\chi_{[0,1]}$ and $\mathcal{D}_{2}$ is the Haar function. For $N=2$, the polynomial $R_{2}(t)=(1+2 t) / 16$ and

$$
\mathcal{A}_{2}(y)=\left(1+\mathrm{e}^{\mathrm{i} y}\right)^{2}\left(\frac{\sqrt{3}+1}{8}-\frac{\sqrt{3}-1}{8} \mathrm{e}^{-\mathrm{i} y}\right)=\left(1+\mathrm{e}^{\mathrm{i} y}\right)^{2} \alpha_{2}(y)
$$

Then $\alpha_{2}(y)$ satisfies $\left|\alpha_{2}(y)\right| \leq \sqrt{3} / 4<2^{-1}$. Therefore, the function $\phi$ and the wavelet $\mathcal{D}_{4}:=\psi$ corresponding to this choice is continuous. (See Figure 3 for a graph of $\phi$ and $\psi$.) A finer argument shows that $\mathcal{D}_{4}$ is in $\operatorname{Lip}\left(.55, L_{\infty}(\mathbb{R})\right)$. The reader can consult Daubechies (1988) for a table of


Fig. 3. The function $\phi$ and the Daubechies wavelet $\psi=\mathcal{D}_{2 N}$ when $N=2$.
the refinement coefficients of $\mathcal{D}_{2 N}$ for other values of $N$ and a more precise discussion of the smoothness of $\mathcal{D}_{2 N}$ in $L_{\infty}(\mathbb{R})$.

### 3.6. Multi-variate wavelets

There are two approaches to the construction of multi-variate wavelets for $L_{2}\left(\mathbb{R}^{d}\right)$. The first, the tensor product approach, we now briefly describe. In this section, $V$ will denote the set of vertices of the cube $[0,1]^{d}$ and $V^{\prime}:=V \backslash\{0\}$. Let $\phi$ be a uni-variate function satisfying the conditions (3.1.2) of multi-resolution and let $\psi$ be an orthogonal wavelet obtained from $\phi$. For $\phi_{0}:=\phi, \phi_{1}:=\psi$, the collection $\Psi$ of functions

$$
\begin{equation*}
\psi_{v}\left(x_{1}, \ldots, x_{d}\right):=\phi_{v_{1}}\left(x_{1}\right) \cdots \phi_{v_{d}}\left(x_{d}\right), \quad v \in V^{\prime} \tag{3.6.1}
\end{equation*}
$$

generates, by dilation and translation, a complete orthonormal system for $L_{2}\left(\mathbb{R}^{d}\right)$. More precisely, the collection of functions $\psi_{j, k, v}:=2^{k d / 2} \psi_{v}\left(2^{k} \cdot-j\right)$, $j \in \mathbb{Z}^{d}, k \in \mathbb{Z}, v \in V^{\prime}$, forms a complete orthonormal system for $L_{2}\left(\mathbb{R}^{d}\right)$ : each $f \in L_{2}\left(\mathbb{R}^{d}\right)$ has the series representation

$$
\begin{equation*}
f=\sum_{v \in V^{\prime}} \sum_{k \in \mathbb{Z}} \sum_{j \in \mathbb{Z}^{d}}\left\langle f, \psi_{j, k, v}\right\rangle \psi_{j, k, v} \tag{3.6.2}
\end{equation*}
$$

in the sense of convergence in $L_{2}\left(\mathbb{R}^{d}\right)$. This construction also applies to pre-wavelets, thereby yielding a stable basis for $L_{2}\left(\mathbb{R}^{d}\right)$.

Another view of the tensor product wavelets is the following. We let $\mathcal{S}$ be the space generated by the shifts of the function $x \longmapsto \phi\left(x_{1}\right) \cdots \phi\left(x_{d}\right)$. Then, the wavelets $\psi_{v}$ are generators for the wavelet space $W:=\mathcal{S}^{1} \ominus \mathcal{S}^{0}$.

The second way to construct multi-variate wavelets uses multi-resolution in several dimensions. We let $\phi$ be a function in $L_{2}\left(\mathbb{R}^{d}\right)$ that satisfies the
conditions (3.1.2) of multi-resolution for $\mathcal{S}:=\mathcal{S}(\phi)$, and we seek a set $\Psi$ of generators for the wavelet space $W:=\mathcal{S}^{1} \ominus \mathcal{S}^{0}$. For example, if we want an orthonormal wavelet basis for $L_{2}\left(\mathbb{R}^{d}\right)$, we would seek $\Psi$ such that the totality of functions $\psi(\cdot-j), j \in \mathbb{Z}^{d}, \psi \in \Psi$, forms an orthonormal basis for $W$. By dilation and translation, we would obtain the collection of functions $\psi_{j, k}:=2^{k d / 2} \psi\left(2^{k} .-j\right), \psi \in \Psi, j \in \mathbb{Z}^{d}, k \in \mathbb{Z}$, which together form an orthonormal basis for $L_{2}\left(\mathbb{R}^{d}\right)$. Each function $f$ in $L_{2}\left(\mathbb{R}^{d}\right)$ has the representation

$$
\begin{equation*}
f=\sum_{\psi \in \Psi} \sum_{k \in \mathbb{Z}} \sum_{j \in \mathbb{Z}^{d}}\left\langle f, \psi_{j, k}\right\rangle \psi_{j, k} . \tag{3.6.3}
\end{equation*}
$$

For a pre-wavelet set $\Psi$, we would require $L_{2}\left(\mathbb{R}^{d}\right)$-stability in place of orthogonality. Sometimes, we might require additionally that the shifts of $\psi$ and those of $\tilde{\psi}$ are orthogonal whenever $\psi$ and $\tilde{\psi}$ are different functions in $\Psi$.

Constructing orthogonal wavelets and pre-wavelets by this second approach is complicated by the fact that there does not seem to be a straightforward way to choose a canonical orthogonal wavelet set from the many possible wavelet sets $\Psi$.

The book of Meyer (1990) contains first results on the construction of multi-variate wavelet sets by the second approach. This was expanded upon in the paper of Jia and Micchelli (1991). These treatments are not always constructive; for example, the latter paper employs in some contexts the Quillen-Suslin theorem from commutative algebra. Several papers (Riemenschneider and Shen, 1991, 1992; Chui et al., 1991; Lorentz and Madych, 1991) treat special cases, such as the construction of orthogonal wavelet and pre-wavelet sets when $\phi$ is taken to be a box spline. The paper of Riemenschneider and Shen (1991) is particularly important, since it gives a constructive approach that applies in two and three dimensions to a wide class of functions $\phi$.

We shall follow the approach of de Boor et al. (1991b), which is based on the structure of shift-invariant spaces. This approach immediately gives a generating set for $W$, which can then be exploited to find orthogonal wavelet and pre-wavelet sets. De Boor et al. start with a function $\phi$ that satisfies the refinement relation ((3.1.2)(i)) and whose Fourier transform satisfies $\operatorname{supp} \hat{\phi}=\mathbb{R}^{d}$. It is not necessary in this approach to assume ((3.1.2)(ii)) and ((3.1.2)(iii)) - they follow automatically. It is also not necessary to assume ((3.1.2)(iv)). In particular, this approach applies to any compactly supported $\phi$. To simplify our discussion, we shall assume in addition to ((3.1.2)(i)) that $\phi$ has compact support and that the shifts of $\phi$ are $L_{2}\left(\mathbb{R}^{d}\right)$ stable; we refer the reader to de Boor et al. (1991b) for a discussion of the more general theory.

The usual starting point for the construction of multi-variate wavelets is
the fact that the dilated space $\mathcal{S}^{1}$ of $\mathcal{S}:=\mathcal{S}(\phi)$ is generated by the halfshifts of $\eta:=\phi(2 \cdot)$, and therefore also by the full shifts of the functions $\eta_{v}:=\eta(\cdot-v / 2), v \in V$. The assumption that $\operatorname{supp} \hat{\phi}=\mathbb{R}^{d}$ is important because it implies that the set $\Phi:=\left\{\phi_{v}:=\phi(x-v / 2) \mid v \in V\right\}$ is also a generating set for $\mathcal{S}^{1}$, i.e. $\mathcal{S}^{1}=\mathcal{S}(\Phi)$. $\Phi$ is more useful than $\left\{\eta_{v} \mid v \in V\right\}$ as a generating set because $\Phi$ contains a function that is in $\mathcal{S}^{0}$, namely $\phi$. In analogy with the uni-variate construction, we see that with $P$ the $L_{2}\left(\mathbb{R}^{d}\right)$ projector onto $\mathcal{S}$, the functions $\phi_{v}-P \phi_{v}, v \in V^{\prime}$, form a generating set for $W$. From (3.2.8), we calculate the Fourier transforms of these functions and multiply them by $[\hat{\phi}, \hat{\phi}]$ to obtain the functions $w_{v}$, with Fourier transform

$$
\begin{equation*}
\hat{w}_{v}:=[\hat{\phi}, \hat{\phi}] \hat{\phi}_{v}-\left[\hat{\phi}_{v}, \hat{\phi}\right] \hat{\phi}, \quad v \in V^{\prime} \tag{3.6.4}
\end{equation*}
$$

The set $\mathcal{W}:=\left\{w_{v} \mid v \in V^{\prime}\right\}$ is another generating set for $W$. We note that because we assume $\phi$ has compact support, the two bracket products appearing in (3.6.4) are trigonometric polynomials, and hence the functions $w_{v}$ also have compact support.

The set $T \mathcal{W}$, with $T=\left(\tau_{v, v^{\prime}}\right)_{v, v^{\prime} \in V^{\prime}}$ a matrix of $2 \pi$-periodic functions, is another generating set for $W$ if $\operatorname{det}(T) \neq 0$ a.e.

It is easy to find an orthogonal wavelet set by this approach. Because the functions in $\mathcal{W}$ have compact support, the Gramian matrix $\left(\left[\hat{w}_{v}, \hat{w}_{v^{\prime}}\right]\right)_{v, v^{\prime} \in V^{\prime}}$ has trigonometric polynomials as its entries. Since this matrix is symmetric and positive semi-definite, its determinant is nonzero a.e. We can use Gauss elimination (Cholesky factorization) without division or pivoting to diagonalize $G(\mathcal{W})$. That is, we can find a (symmetric) matrix $T=\left(\tau_{v, v^{\prime}}\right)_{v, v^{\prime} \in V^{\prime}}$ of trigonometric polynomials such that $\mathcal{W}^{*}:=T \mathcal{W}$ has Gramian $G\left(T \mathcal{W}^{*}\right)=$ $T G(\mathcal{W}) T^{*}$ that is a diagonal matrix with trigonometric polynomial entries. If $w_{v}^{*}$ are the functions in $\mathcal{W}^{*}$, then the functions $w_{v}^{* *}$ with Fourier transforms $\hat{w}_{v}^{* *}:=\hat{w}_{v}^{*} /\left[\hat{w}_{v}^{*}, \hat{w}_{v}^{*}\right]^{1 / 2}, v \in V^{\prime}$, have shifts that form an orthonormal basis for $W$. Indeed,

$$
\left[\hat{w}_{v}^{* *}, \hat{w}_{v^{\prime}}^{* *}\right]=\frac{\left[\hat{w}_{v}^{*}, \hat{w}_{v^{\prime}}^{*}\right]}{\left[\hat{w}_{v}^{*}, \hat{w}_{v}^{*}\right]^{1 / 2}\left[\hat{w}_{v^{\prime}}^{*}, \hat{w}_{v^{\prime}}^{*}\right]^{1 / 2}}
$$

which shows that the new set of generators $\mathcal{W}^{* *}$ has the identity matrix as its Gramian.

The disadvantage of the orthogonal wavelet set $\mathcal{W}^{* *}$ is that usually we can say nothing about the decay of the functions $w_{v}^{* *}$, since this construction may involve division by trigonometric polynomials that have zeros. However, when $\phi$ has $L_{2}\left(\mathbb{R}^{d}\right)$-stable half-shifts, this construction can be modified to give an orthogonal wavelet set whose elements decay exponentially (see de Boor et al. (1991b)).

While the assumption that the half-shifts of $\phi$ are $L_{2}\left(\mathbb{R}^{d}\right)$-stable is often not realistic, we shall assume it a little longer in order to introduce some new ideas that can later be modified to drop the stability assumption. Under the
half-shift stability assumption, we have that $\tilde{\tilde{\phi}}$ is a trigonometric polynomial of period $4 \pi$ that has no zeros. Therefore, $\hat{\phi}_{*}:=\hat{\phi} / \tilde{\tilde{\phi}}$ serves to define an $L_{2}\left(\mathbb{R}^{d}\right)$ function in $\mathcal{S}^{1}(\phi)$ that decays exponentially and has orthogonal halfshifts. Moreover, the function $w$ with Fourier transform $\hat{w}:=\hat{\phi} / \tilde{\tilde{\phi}}^{2}$ is also in $\mathcal{S}^{1}(\phi)$ and decays exponentially. Therefore, with $[\cdot, \cdot]_{1 / 2}$ the bracket product for half-shifts (which is defined as in (3.2.4) except that the sum is taken over $4 \pi \mathbb{Z}^{d}$ ), we have

$$
\begin{equation*}
[\hat{\phi}, \hat{w}]_{1 / 2}=\left[\hat{\phi}_{*}, \hat{\phi}_{*}\right]_{1 / 2}=1 \quad \text { a.e. } \tag{3.6.5}
\end{equation*}
$$

The Fourier coefficients (with respect to the $e_{-j / 2}, j \in \mathbb{Z}^{d}$ ) of $[\hat{\phi}, \hat{w}]_{1 / 2}$ are the inner products of $\phi$ with half-shifts of $w$. Hence, all nontrivial halfshifts of $w$ are orthogonal to $\phi$. This means that the functions in $\mathcal{W}_{0}:=$ $\left\{w(\cdot+v / 2) \mid v \in V^{\prime}\right\}$ are all in $W$. It is easy to see that they generate $W$, that is $W=\mathcal{S}\left(\mathcal{W}_{0}\right)$.

Thus, in the special case we are considering, $W$ is generated by the nontrivial half-shifts of a single function $w$. It is natural to ask whether this holds in general (i.e. when we do not assume stability of half-shifts). To see that this is indeed true, we modify the argument in (3.6.5). If we multiply
 supported function $w_{*} \in L_{2}\left(\mathbb{R}^{d}\right)$, with Fourier transform

$$
\begin{equation*}
\hat{w}_{*}:=\hat{\phi} \prod_{\lambda \in 2 \pi V^{\prime}} \tilde{\tilde{\phi}}(\cdot+\lambda)^{2} . \tag{3.6.6}
\end{equation*}
$$

We find that

$$
\begin{equation*}
\left[\hat{\phi}, \hat{w}_{*}\right]_{1 / 2}=\prod_{\lambda \in 2 \pi V} \tilde{\tilde{\phi}}(\cdot+\lambda)^{2} \tag{3.6.7}
\end{equation*}
$$

Because the right-hand side is $2 \pi$-periodic, we deduce that the inner product of $\phi$ with $w_{*}(\cdot-j / 2)$ is zero whenever $j=v+2 k$ with $v \in V^{\prime}$ and $k \in \mathbb{Z}^{d}$. Hence, the functions $w_{*}(\cdot+v / 2), v \in V^{\prime}$, are all in $W$ and it is easy to see that they are also a generating set for $W$.

While the nontrivial half-shifts of $w_{*}$ are a generating set for $W$, they have the drawback that they usually do not provide an $L_{2}\left(\mathbb{R}^{d}\right)$-stable basis. The usual approach towards constructing an $L_{2}\left(\mathbb{R}^{d}\right)$-stable basis for $W$ is to begin with the generating set $\left\{\eta_{v} \mid v \in V\right\}, \eta:=\phi(2 \cdot)$, for $\mathcal{S}^{1}(\phi)$. With this as a starting point, Meyer (1990) III, Section 6 and Jia and Micchelli (1991) have shown the existence of a set of generators for $W$ consisting of compactly supported functions whose shifts provide an $L_{2}\left(\mathbb{R}^{d}\right)$-stable basis for $W$. However, their proofs are not constructive. In one, two or three dimensions, and with an additional assumption on the symmetry of $\phi$, Riemenschneider and Shen (1991, 1992), have given a constructive proof for the existence of such a generating set, which we now describe.

We begin again with the function $\hat{w}:=\hat{\phi} / \tilde{\tilde{\phi}}^{2}$. If $\tau=\sum_{j \in \mathbb{Z}^{d}} c(j) e_{-j / 2}$ is a $4 \pi$-periodic function whose Fourier coefficients $c(j)=0$ whenever $j \in 2 \mathbb{Z}^{d}$, then the function with Fourier transform $\tau \hat{w}$ is in $W$ provided it is in $L_{2}\left(\mathbb{R}^{d}\right)$. The condition on these Fourier coefficients is equivalent to requiring that

$$
\begin{equation*}
\sum_{v \in 2 \pi V} \tau(\cdot+v)=0 \quad \text { a.e. } \tag{3.6.8}
\end{equation*}
$$

In particular, we can use this method to produce functions in $W$ as follows.
We assume that $\phi$ is real valued, has $L_{2}\left(\mathbb{R}^{d}\right)$-stable shifts, and satisfies the refinement equation (3.3.1) for a real valued function $A$. This assumption on $A$ is a new ingredient; it will be fulfilled for example if $\phi(-x)=\phi(x)$. (More generally, one only needs symmetry about the centre of the support of $\phi$.) If $\alpha \in V^{\prime}$ and $v_{\alpha} \in 2 \pi V$, then we claim that the function $\psi_{\alpha}$ with Fourier transform

$$
\begin{equation*}
\hat{\psi}_{\alpha}:=2 e_{\alpha / 2}\left(A \tilde{\tilde{\eta}}^{2}\right)\left(\cdot+v_{\alpha}\right) \hat{\eta} \tag{3.6.9}
\end{equation*}
$$

is in $W$, provided $e_{\alpha / 2}\left(v_{\alpha}\right)=-1$. Indeed, the refinement equation says that $\hat{w}=\hat{\eta} /\left(A \tilde{\tilde{\eta}}^{2}\right)$. We obtain $\hat{\psi}_{\alpha}$ from $\hat{w}$ by multiplying by $\tau_{\alpha}:=2 e_{\alpha / 2} A \tilde{\tilde{\eta}}^{2} A(\cdot+$ $\left.v_{\alpha}\right) \tilde{\tilde{\eta}}^{2}\left(\cdot+v_{\alpha}\right)$. The vertices $v$ and $v+v_{\alpha}$ (modulo $2 \pi$ ) contribute values in (3.6.8) that are negatives of one another. Hence, (3.6.8) is satisfied for $\tau_{\alpha}$ and $\psi_{\alpha} \in W$. The functions $\psi_{\alpha}$ have compact support when $A$ is a polynomial and $\phi$ has compact support.

We are allowed to make any assignment of $\alpha \longmapsto v_{\alpha}$ with $e_{\alpha / 2}\left(v_{\alpha}\right)=-1$. To obtain an $L_{2}\left(\mathbb{R}^{d}\right)$-stable basis for $W$, we need a special assignment with the property that $\alpha-\beta$ (modulo 2 ) is assigned $v_{\alpha}-v_{\beta}$ (modulo $2 \pi$ ). If such a special assignment can be made, then a simple computation shows that with $\mu:=2 A \tilde{\tilde{\eta}}^{2}$,

$$
\begin{equation*}
\left[\hat{\psi}_{\alpha}, \hat{\psi}_{\beta}\right]=\sum_{v \in 2 \pi V} e_{(\alpha-\beta) / 2}(\cdot+v) \mu\left(\cdot+v+v_{\alpha}\right) \mu\left(\cdot+v+v_{\beta}\right) \tilde{\tilde{\eta}}^{2}(\cdot+v) . \tag{3.6.10}
\end{equation*}
$$

For example, if the shifts of $\phi$ are orthonormal, then $\tilde{\tilde{\eta}}^{2}=\frac{1}{2}$. In this case, for $\alpha \neq \beta$, the terms of the sum in (3.6.10) are negatives of one another for the two values $v$ and $v+\left(v_{\alpha}+v_{\beta}\right)$ (this is where we need to assume that a special assignment exists), and hence the sum in (3.6.10) is 0 . When $\alpha=\beta$, this sum is

$$
\sum_{v \in 2 \pi V} A^{2}(\cdot+v) \tilde{\tilde{\eta}}^{2}(\cdot+v)=\sum_{v \in 2 \pi V} \tilde{\tilde{\phi}}^{2}(\cdot+v)=\tilde{\phi}^{2}=1 \quad \text { a.e. }
$$

Hence, the Gramian of $\Psi:=\left\{\psi_{\alpha} \mid \alpha \in V^{\prime}\right\}$ is the identity matrix. We obtain an orthonormal basis for $W$ in this way.
If we begin with a $\phi$ that has $L_{2}\left(\mathbb{R}^{d}\right)$-stable shifts then a slightly more complicated argument shows that the functions $\psi_{\alpha}, \alpha \in V^{\prime}$, are an $L_{2}\left(\mathbb{R}^{d}\right)$ stable basis for $W$.

This leaves the question of when we can make an assignment $\alpha \longmapsto v_{\alpha}$ of this special type. Such assignments are possible for $d=1,2,3$ but not for $d>3$. For example, when $d=2$, we can make the assignments as follows:

$$
\begin{array}{ll}
(0,0) \longmapsto 2 \pi(0,0), & (0,1) \longmapsto 2 \pi(0,1) \\
(1,0) \longmapsto 2 \pi(1,1), & (1,1) \longmapsto 2 \pi(1,0)
\end{array}
$$

This construction will give orthogonal wavelet and pre-wavelet sets for box splines. To illustrate this, we consider briefly the following special box splines on $\mathbb{R}^{2}$. Let $\Delta$ be the triangulation of $\mathbb{R}^{2}$ obtained from grid lines $x_{1}=k, x_{2}=k$, and $x_{2}-x_{1}=k, k \in \mathbb{Z}$. Let $M$ be the Courant element for this partition. Thus, $M$ is the piecewise linear function for this triangulation that takes the value 1 at $(0,0)$ and the value 0 at all other vertices. The Fourier transform of $M$ is

$$
\hat{M}\left(y_{1}, y_{2}\right)=\left(\frac{\sin \left(y_{1} / 2\right)}{y_{1} / 2}\right)\left(\frac{\sin \left(y_{2} / 2\right)}{y_{2} / 2}\right)\left(\frac{\sin \left(\left(y_{1}+y_{2}\right) / 2\right)}{\left(y_{1}+y_{2}\right) / 2}\right) .
$$

By convolving $M$ with itself, we obtain higher order box splines defined recursively by $M_{1}:=M$ and $M_{r}:=M * M_{r-1}$. Then $M_{r}$ is a compactly supported piecewise polynomial (with respect to $\Delta$ ) of degree $3 r-2$ and smoothness $C^{2 r-2}$. Since $\hat{M}$ is real, the box spline $M_{r}$ satisfies the refinement identity (3.3.1) with $A$ real. Therefore, if we take $\phi:=M_{r}$ and $\mathcal{S}=\mathcal{S}\left(M_{r}\right)$, the construction of Riemenschneider and Shen applies to give a pre-wavelet set $\Psi$ consisting of three compactly supported piecewise polynomials for the partition $\Delta / 2$. The set $\Psi$ provides an $L_{2}\left(\mathbb{R}^{d}\right)$-stable basis for the wavelet space $W$.

## 4. Fast wavelet transforms

It is easy to compute the coefficients in wavelet decompositions iteratively with a technique similar to the fast Haar transform. We shall limit our discussion to Daubechies' orthogonal wavelets with compact support in one dimension. However, the ideas presented here apply equally well to other orthogonal wavelets and to pre-wavelets. We let $\phi$ be a real-valued, compactlysupported function with orthonormal shifts that satisfies the conditions of multi-resolution and in particular the refinement equation (3.1.4). The function $\phi$ is real and the refinement coefficients are real and finite in number. The orthogonal wavelet $\psi$ is then obtained from $\phi$ by (3.1.8).

A numerical application begins with a finite representation of a function $f$ as a wavelet sum. This is accomplished by choosing a large value of $n$, commensurate with the numerical accuracy desired, and taking an approximation to $f$ of the form

$$
\begin{equation*}
S_{n}=\sum_{j \in \mathbb{Z}} f_{j} \phi_{j, n} \tag{4.1}
\end{equation*}
$$

with only a finite number of nonzero coefficients $f_{j}$. The coefficients $f_{j}$ are obtained from $f$ in some suitable way. For many applications, it suffices to take $f_{j}:=f\left(j 2^{-n}\right)$. The point $j 2^{-n}$ corresponds to the support of $\phi_{j, n}$.

Since $S_{n} \in \mathcal{S}^{n}$, we have

$$
\begin{equation*}
S_{n}=P_{n} S_{n}=P_{0} S_{n}+\sum_{k=1}^{n}\left(P_{k} S_{n}-P_{k-1} S_{n}\right)=P_{0} S_{n}+\sum_{k=0}^{n-1} \sum_{j \in \mathbb{Z}} c(j, k) \psi\left(2^{k} x-j\right) \tag{4.2}
\end{equation*}
$$

We will present an efficient algorithm for computing the coefficients $c(j, k)$ from the $f_{j}$ and an efficient method to recover $S_{n}$ from the coefficients $c(j, k)$.

The algorithm presented later has two main features. First, it computes the coefficients $c(j, k)$ using only $f_{j}$ and the coefficients $a(j)$ of the refinement equation (3.1.4) for $\phi$. In other words, one never needs to find a concrete realization of the functions $\phi$ and $\psi$. Second, the iterative computations are particularly simple to program and run very quickly-the complexity of the fast wavelet transform of $2^{n}$ coefficients is $\mathcal{O}\left(2^{n}\right)$; in contrast, the complexity of the Fast Fourier Transform is $\mathcal{O}\left(n 2^{n}\right)$.

During one step of our algorithm, we wish to find the coefficients of $P_{k-1} S$ when $S=\sum_{j \in \mathbb{Z}} s(j) \phi_{j, k}$ is in $\mathcal{S}^{k}$. The coefficients of $P_{k-1} S=$ $\sum_{i \in \mathbb{Z}} s^{\prime}(i) \phi_{i, k-1}$ are the inner product of $S$ with the $\phi_{i, k-1}$. We therefore compute, using (3.1.4),

$$
\begin{aligned}
s^{\prime}(i) & =\int_{\mathbb{R}}\left[\sum_{j \in \mathbb{Z}} s(j) \phi_{j, k}\right] \phi_{i, k-1} \\
& =\int_{\mathbb{R}}\left[\sum_{j \in \mathbb{Z}} s(j) \phi_{j, k}\right]\left[\frac{1}{\sqrt{2}} \sum_{\ell \in \mathbb{Z}} a(\ell) \phi_{2 i+\ell, k}\right]=\frac{1}{\sqrt{2}} \sum_{j \in \mathbb{Z}} a(j-2 i) s(j)
\end{aligned}
$$

In other words, the sequence $s^{\prime}:=\left(s^{\prime}(i)\right)$ is obtained from $s:=(s(i))$ by matrix multiplication:

$$
\begin{equation*}
\boldsymbol{s}^{\prime}=\boldsymbol{A s}, \quad \boldsymbol{A}:=\left(\alpha_{i, j}\right), \quad \alpha_{i, j}:=\frac{1}{\sqrt{2}} a(j-2 i), i, j \in \mathbb{Z} \tag{4.3}
\end{equation*}
$$

Let $Q_{k}$ be the projector onto the wavelet space $W^{k}$. A similar calculation tells us how to compute the coefficients $t=(t(i))$ of the projection $Q_{k-1} S=$ $\sum_{i \in Z} t(i) \psi_{i, k-1}$ of $S \in \mathcal{S}^{k}$ onto $W_{k-1}$ :

$$
\begin{equation*}
t=B s, \quad B:=\left(\beta_{i, j}\right), \quad \beta_{i, j}:=\frac{1}{\sqrt{2}} b(j-2 i), \quad i, j \in \mathbb{Z} \tag{4.4}
\end{equation*}
$$

where $b_{j}:=(-1)^{j} a(1-j)$ are the coefficients of the wavelet $\psi$ given in (3.1.8).

This gives the following schematic diagram for computing the wavelet coefficients $(c(j, k))$ :

$$
\begin{equation*}
 \tag{4.5}
\end{equation*}
$$

In other words, to compute the coefficients of $P_{k-1} S_{n}$ we apply the matrix $\boldsymbol{A}$ to the coefficients of $P_{k} S_{n}$, while to compute those of $Q_{k-1} S_{n}$ we apply the matrix $\boldsymbol{B}$ to the coefficients of $P_{k} S_{n}$. The coefficients $c(j, k), j \in \mathbb{Z}$, are the coefficients of $Q_{k} S_{n}$. This is valid because $Q_{k-1} P_{k} S_{n}=Q_{k-1} S_{n}$ and $P_{k-1} P_{k} S_{n}=P_{k-1} S_{n}$.
Now suppose that we know the coefficients of $P_{0} S_{n}$ and $Q_{k} S_{n}, k=$ $0, \ldots, n-1$. How do we reconstruct $S_{n}$ ? We need to rewrite an element $S \in \mathcal{S}^{k}, S=\sum_{j \in \mathbb{Z}} s(j) \phi_{j, k}$ as an element of $\mathcal{S}^{k+1}, S=\sum_{i \in \mathbb{Z}} s^{\prime}(i) \phi_{i, k+1}$. From the refinement equation (3.1.4), we find

$$
S=\sum_{j \in \mathbb{Z}} s(j)\left[\frac{1}{\sqrt{2}} \sum_{\ell \in \mathbb{Z}} a(\ell) \phi_{\ell+2 j, k+1}\right]=\sum_{i \in \mathbb{Z}}\left[\frac{1}{\sqrt{2}} \sum_{j \in \mathbb{Z}} a(i-2 j) s(j)\right] \phi_{i, k+1} .
$$

Therefore, we can express the computation of $\boldsymbol{s}^{\prime}$ from $\boldsymbol{s}$ as multiplication by the transpose $\boldsymbol{A}^{*}$ of $\boldsymbol{A}$ :

$$
\begin{equation*}
\boldsymbol{s}^{\prime}=\boldsymbol{A}^{*} s, \quad \boldsymbol{A}^{*}:=\left(\alpha_{i, j}^{*}\right), \quad \alpha_{i, j}^{*}:=\frac{1}{\sqrt{2}} a(i-2 j), i, j \in \mathbb{Z} . \tag{4.6}
\end{equation*}
$$

A similar calculation tells us how to rewrite a sum $S=\sum_{i \in \mathbb{Z}} t(i) \psi_{i, k}$ as a $\operatorname{sum} S=\sum_{i \in \mathbb{Z}} t^{\prime}(i) \phi_{i, k+1}:$

$$
\begin{equation*}
\boldsymbol{t}^{\prime}=\boldsymbol{B}^{*} \boldsymbol{t}, \quad \boldsymbol{B}^{*}:=\left(\beta_{i, j}^{*}\right), \quad \beta_{i, j}^{*}:=\frac{1}{\sqrt{2}} b(i-2 j), i, j \in \mathbb{Z} . \tag{4.7}
\end{equation*}
$$

The reconstruction of $S_{n}$ from $Q_{k} S_{n}, k=0, \ldots, n-1$, and $P_{0} S_{n}$ is then given schematically by

\[

\]

The matrices $\boldsymbol{A}, \boldsymbol{B}, \boldsymbol{A}^{*}$, and $\boldsymbol{B}^{*}$ have a small finite number of nonzero elements in each row, so each of the operations in (4.5) and (4.6) has computational complexity proportional to the number of unknowns.

The reconstruction algorithm can be used to display graphically a finite wavelet sum $S$. We choose a large value of $n$, and use the reconstruction algorithm to write $S=\sum_{j \in \mathbf{Z}} s(j, n) \phi_{j, n}$. The piecewise linear function with values $s(j, n)$ at $j 2^{-n}$ is an approximation to the graph of $S$. Such procedures
for graphical displays are known as subdivision algorithms in computer aided geometric design.

The matrices $\boldsymbol{A}$ and $\boldsymbol{B}$ have many remarkable properties summarized by

$$
\begin{gather*}
\boldsymbol{B} \boldsymbol{A}^{*}=\mathbf{0} \\
\boldsymbol{A} \boldsymbol{A}^{*}=\boldsymbol{I}, \quad \boldsymbol{B} \boldsymbol{B}^{*}=\boldsymbol{I} \\
\boldsymbol{A}^{*} \boldsymbol{A}+\boldsymbol{B}^{*} \boldsymbol{B}=\boldsymbol{I} \tag{4.9}
\end{gather*}
$$

The first equation represents the orthogonality between $W$ and $\mathcal{S}^{0}$, the second the fact that the shifts of $\phi$ and $\psi$ are orthonormal, and the third the orthogonal decomposition $\mathcal{S}^{1}=\mathcal{S}^{0} \oplus W$.

## 5. Smoothness spaces and wavelet coefficients

We have seen in Section 2 that one can determine when a function $f \in$ $L_{p}(\mathbb{R})$ is in a Lipschitz space $\operatorname{Lip}\left(\alpha, L_{p}(\mathbb{R})\right), 0<\alpha<1 / p$, by examining the coefficients of the Haar expansion of $f$. In fact, one can often characterize membership in general smoothness spaces in terms of the size of coefficients in general wavelet or pre-wavelet expansions. We do not have the space to explain in detail how such characterizations are proved, but we shall outline one approach, based on approximation, that parallels the arguments in Section 2 about Haar wavelets. A more complete presentation, much along the lines given here, can be found in the book of Meyer (1990). The article of Frazier and Jawerth (1990) gives a much more general and extensive treatment of wavelet-like decompositions from the viewpoint of LittlewoodPaley theory.

We shall suppose that $\phi$ satisfies the conditions (3.1.2) of multi-resolution. We also suppose that $\phi$ has compact support. This is not a necessary assumption for the characterizations given below (it can be replaced by suitable polynomial decay at infinity) but it will simplify our discussion. We shall also assume that $1<p<\infty$. The arguments that follow can be modified simply to apply when $p=\infty$; the analysis for $p \leq 1$ can also be developed as shown later, but then it must be carried out in the setting of the Hardy spaces $H_{p}\left(\mathbb{R}^{d}\right)$.

We fix a value of $p$ and let $\mathcal{S}:=\mathcal{S}\left(\phi, L_{p}\left(\mathbb{R}^{d}\right)\right)$ be the $L_{p}\left(\mathbb{R}^{d}\right)$ closure of the finite linear combination of shifts of $\phi$.

We assume that the shifts of $\phi$ form an $L_{p}\left(\mathbb{R}^{d}\right)$-stable basis for $\mathcal{S}$. For functions with compact support, this holds whenever the shifts of $\phi$ form an $L_{2}\left(\mathbb{R}^{d}\right)$-stable basis for $\mathcal{S}\left(\phi, L_{2}\left(\mathbb{R}^{d}\right)\right.$ ) (see Jia and Micchelli (1991)). It follows that the dilated functions $\phi_{j, k, p}:=2^{k / p} \phi\left(2^{k} \cdot-j\right), j \in \mathbb{Z}^{d}$, form an $L_{p}\left(\mathbb{R}^{d}\right)$ stable basis of $\mathcal{S}^{k}$, for each $k \in \mathbb{Z}$. That is, there are constants $C_{1}, C_{2}>0$ such that each $S \in \mathcal{S}^{k}$ can be represented as $S=\sum_{j \in \mathbb{Z}^{d}} c(j, k, p)(S) \phi_{j, k, p}$
with

$$
\begin{equation*}
C_{1}\left(\sum_{j \in \mathbb{Z}^{d}}|c(j, k, p)|^{p}\right)^{1 / p} \leq\|S\|_{L_{p}\left(\mathbb{R}^{d}\right)} \leq C_{2}\left(\sum_{j \in \mathbb{Z}^{d}}|c(j, k, p)|^{p}\right)^{1 / p} \tag{5.1}
\end{equation*}
$$

We will now show that the orthogonal projector $P$ from $L_{2}\left(\mathbb{R}^{d}\right)$ onto $\mathcal{S}\left(\phi, L_{2}\left(\mathbb{R}^{d}\right)\right)$ has a natural extension to a bounded operator from $L_{p}\left(\mathbb{R}^{d}\right)$ onto $\mathcal{S}$. We can represent $P$ as in (3.2.9):

$$
\begin{equation*}
P f=\sum_{j \in \mathbb{Z}} \gamma_{j}(f) \phi(\cdot-j), \quad \gamma_{j}(f):=\int_{\mathbb{R}^{d}} f(x) \overline{\gamma(x-j)} \mathrm{d} x \tag{5.2}
\end{equation*}
$$

The function $\gamma \in L_{\infty}\left(\mathbb{R}^{d}\right)$ decays exponentially at infinity and hence is in $L_{q}\left(\mathbb{R}^{d}\right)$ for $1 \leq q \leq \infty$. In particular, $\gamma \in L_{p^{\prime}}\left(\mathbb{R}^{d}\right)$, and (5.2) serves to define $P$ on $L_{p}\left(\mathbb{R}^{d}\right)$. The compact support of $\phi$ and the exponential decay of $\gamma$ then combine to show that $P$ is bounded on $L_{p}\left(\mathbb{R}^{d}\right)$. By dilation, we find that the projectors $P_{k}$ (which map $L_{p}\left(\mathbb{R}^{d}\right)$ onto $\mathcal{S}^{k}$ ) are bounded independently of $k$.

The projector $Q$ from $L_{2}\left(\mathbb{R}^{d}\right)$ onto the wavelet space $W$ is also represented in the form (5.2) and has an extension to a bounded operator on $L_{p}\left(\mathbb{R}^{d}\right)$ for the same reasons as before. We can also derive the boundedness of $Q$ from the formula $Q=P_{1}-P_{0}$.

Since the $P_{k}$ are bounded projectors onto $\mathcal{S}^{k}$, their approximation properties are determined by the approximation properties of the spaces $\mathcal{S}^{k}$. Consequently, we want to bound the error of approximation by elements in $\mathcal{S}^{k}$ of functions in certain smoothness classes. In particular, we are interested in determining for which spaces $\mathcal{S}^{k}$ it is true that

$$
\begin{equation*}
\operatorname{dist}\left(f, \mathcal{S}^{k}\right)_{L_{p}\left(\mathbb{R}^{d}\right)} \leq C 2^{-k r}|f|_{W^{r}\left(L_{p}\left(\mathbb{R}^{d}\right)\right)} \tag{5.3}
\end{equation*}
$$

here $W^{r}\left(L_{p}\left(\mathbb{R}^{d}\right)\right)$ is the Sobolev space of functions with $r$ (weak) derivatives in $L_{p}\left(\mathbb{R}^{d}\right)$ with its usual norm and semi-norm. This well-studied problem originated with the work of Schoenberg (1946), and was later developed by Strang and Fix (1973) for application to finite elements. Strang and Fix show that when $\phi$ has compact support, a sufficient condition for (5.3) to hold is that

$$
\begin{equation*}
\hat{\phi}(0) \neq 0 \quad \text { and } \quad D^{\nu} \hat{\phi}(2 \pi \alpha)=0,|\nu|<r, \alpha \in \mathbb{Z}^{d}, \alpha \neq 0 . \tag{5.4}
\end{equation*}
$$

This condition is also necessary in a certain context; see de Boor et al. (1991a) and de Boor and Ron (1991) for a history of the Strang-Fix conditions.

Schoenberg (1946) showed that (5.4) guarantees that algebraic polynomials of (total) degree $<r$ are contained locally in the space $\mathcal{S}^{k}$. This means that for any compact set $\Omega$ and any polynomial $R$ with $\operatorname{deg}(R)<r$, there is an $S \in \mathcal{S}$ that agrees with $R$ on $\Omega$.


Fig. 4. The function $0 \cdot \phi(x+1)+1 \cdot \phi(x)+2 \cdot \phi(x-1)$, with $\phi$ given by Daubechies' formula (3.5.1) with $N=2$; see Figure 3. Note the linear segment between $x=1$ and $x=2$.

In summary, the approximation properties of $P_{k}$ are determined by the largest value of $r$ for which (5.4) is valid. Because we usually know a lot about the Fourier transform of $\phi$, the best value of $r$ is easy to determine. For this $r$, we have (5.3). For example, for $\phi=N_{r}$, the B-spline of order $r, \hat{\phi}(y)=\left(1-\mathrm{e}^{-\mathrm{i} y}\right)^{r} /(\mathrm{i} y)^{r}$ satisfies (5.4) for this value of $r$. Similarly, the Daubechies wavelets satisfy (5.4) for $r=N$, with $N$ the integer appearing in the representation (3.5.6); see Figure 4.

Assume now that there are positive integers $r$ and $s$ such that the following Jackson and Bernstein inequalities hold:

$$
\begin{align*}
& \text { (J) }\left\|f-P_{k} f\right\|_{L_{p}\left(\mathbb{R}^{d}\right)} \leq C \cdot 2^{-k r}|f|_{W^{r}\left(L_{p}\left(\mathbb{R}^{d}\right)\right)}  \tag{J}\\
& \text { (B) }|S|_{W^{s}\left(L_{p}\left(\mathbb{R}^{d}\right)\right)} \leq C \cdot 2^{k s}\|S\|_{L_{p}\left(\mathbb{R}^{d}\right)}, \quad S \in \mathcal{S}^{k}\left(\phi, L_{p}\left(\mathbb{R}^{d}\right)\right), 1 \leq p \leq \infty \tag{5.5}
\end{align*}
$$

(Actually, $s$ need not be an integer.) The Jackson inequality is just a reformulation of (5.3), and the largest value of $r$ for which (J) holds is determined by (5.4). The Bernstein inequality holds if $\phi \in W^{s}\left(L_{p}\left(\mathbb{R}^{d}\right)\right)$ and in particular (since $\phi$ has compact support) whenever $\phi$ is in $C^{s}$. It is enough to verify (B) for $k=0$, since (B) would then follow for general $k$ by rescaling. The left semi-norm in (B) for $S=\sum_{j \in \mathbb{Z}^{d}} c(j) \phi(\cdot-j)$ is bounded by the $\ell_{p}\left(\mathbb{Z}^{d}\right)$ norm of the coefficients $(c(j))_{j \in \mathbb{Z}^{d}}$, which is bounded in turn by the right-hand side of $(\mathrm{B})$ by using the $L_{p}\left(\mathbb{R}^{d}\right)$-stability of the shifts of $\phi$.

Once the Jackson and Bernstein inequalities have been established, we can invoke a general procedure to characterize smoothness spaces in terms of wavelet coefficients. To describe these results, we introduce the Besov
spaces, which are a family of smoothness spaces that depend on three parameters. We introduce the Besov spaces for only one reason: They are the spaces that are needed to describe precisely the smoothness of functions that can be approximated to a given order by wavelets. The following discussion is meant as a gentle introduction to Besov spaces for the reader who instinctively dislikes any space that depends on so many parameters.

The Besov space $B_{q}^{\alpha}\left(L_{p}\left(\mathbb{R}^{d}\right)\right), \alpha>0$ and $0<q, p \leq \infty$, is a smoothness subspace of $L_{p}\left(\mathbb{R}^{d}\right)$. The parameter $\alpha$ gives the order of smoothness in $L_{p}\left(\mathbb{R}^{d}\right)$. The second parameter $q$ gives a finer scaling, which allows us to make subtle distinctions in smoothness of fixed order $\alpha$. This second parameter is necessary in many embedding and approximation theorems.

To define these spaces, we introduce, for $h \in \mathbb{R}^{d}$, the $r$ th difference in the direction $h$ :

$$
\Delta_{h}^{r}(f, x):=\sum_{j=0}^{r}(-1)^{r+j}\binom{r}{j} f(x+j h)
$$

Thus, $\Delta_{h}(f, x):=f(x+h)-f(x)$ is the first difference of $f$ and the other differences are obtained inductively by a repeated application of $\Delta_{h}$. With these differences, we can define the moduli of smoothness

$$
\omega_{\tau}(f, t)_{p}:=\sup _{|h| \leq t}\left\|\Delta_{h}^{r}(f, \cdot)\right\|_{L_{p}\left(\mathbf{R}^{d}\right)}, \quad t>0
$$

for each $r=1,2, \ldots$. The rate at which $\omega_{r}(f, t)_{p}$ tends to zero gives information about the smoothness of $f$ in $L_{p}\left(\mathbb{R}^{d}\right)$. For example, the spaces $\operatorname{Lip}\left(\alpha, L_{p}\left(\mathbb{R}^{d}\right)\right)$, which we have discussed earlier, are characterized by the condition $\omega_{1}(f, t)_{p}=\mathcal{O}\left(t^{\alpha}\right), 0<\alpha \leq 1$.

The Besov spaces are defined for $0<\alpha<r$ and $0<p, q \leq \infty$ as the set of all functions $f \in L_{p}\left(\mathbb{R}^{d}\right)$ for which

$$
|f|_{B_{q}^{\alpha}\left(L_{p}\left(\mathbb{R}^{d}\right)\right)}:= \begin{cases}\left(\int_{0}^{\infty}\left[t^{-\alpha} \omega_{r}(f, t)_{p}\right]^{q} \frac{\mathrm{~d} t}{t}\right)^{1 / q}, & 0<q<\infty  \tag{5.6}\\ \sup _{t \geq 0} t^{-\alpha} \omega_{r}(f, t)_{p}, & q=\infty,\end{cases}
$$

Because we allow values of $p$ and $q$ less than one, this 'norm' does not always satisfy the triangle inequality, but it is always a quasi-norm: There exists a constant $C$ such that for all $f$ and $g$ in $B_{q}^{\alpha}\left(L_{p}\left(\mathbb{R}^{d}\right)\right)$,

$$
\|f+g\|_{B_{q}^{\alpha}\left(L_{p}\left(\mathbb{R}^{d}\right)\right)} \leq C\left(\|f\|_{B_{q}^{\alpha}\left(L_{p}\left(\mathbb{R}^{d}\right)\right)}+\|g\|_{B_{q}^{\alpha}\left(L_{p}\left(\mathbb{R}^{d}\right)\right)}\right) .
$$

Even though the definition of the $B_{q}^{\alpha}\left(L_{p}\left(\mathbb{R}^{d}\right)\right)$ norm depends on $r$ through the modulus of smoothness, we have not parametrized the spaces by $r$, for two reasons. First, no one can stand spaces that are parametrized by more than three parameters. Second, it can be shown that all values of $r$ greater
than $\alpha$ give rise to equivalent norms, so the set of functions in $B_{q}^{\alpha}\left(L_{p}\left(\mathbb{R}^{d}\right)\right)$ does not depend on $r$ as long as $r>\alpha$.

We note that the family of Besov spaces contains both the Lipschitz spaces $\operatorname{Lip}\left(\alpha, L_{p}\left(\mathbb{R}^{d}\right)\right)=B_{\infty}^{\alpha}\left(L_{p}\left(\mathbb{R}^{d}\right)\right), 0<\alpha<1$, and the Sobolev spaces $W^{\alpha}\left(L_{2}\left(\mathbb{R}^{d}\right)\right)=B_{2}^{\alpha}\left(L_{2}\left(\mathbb{R}^{d}\right)\right)$, which are frequently denoted by $H^{\alpha}\left(\mathbb{R}^{d}\right)$.

We have mentioned that once Jackson and Bernstein inequalities have been established, there is a general theory for characterizing membership in Besov spaces by the decay of wavelet coefficients. This is based on results from approximation theory described (among other places) in the articles by DeVore et al. (1991d), DeVore and Popov (1988), and the forthcoming book by DeVore and Lorentz (1992). Among other things, this theory states that whenever (5.5) holds, we have that

$$
\begin{equation*}
|f|_{B_{q}^{\alpha}\left(L_{p}\left(\mathbb{R}^{d}\right)\right)} \approx\left(\sum_{k \in \mathbb{Z}}\left[2^{k \alpha}\left\|Q_{k}(f)\right\|_{L_{p}\left(\mathbb{R}^{d}\right)}\right]^{q}\right)^{1 / q} \tag{5.7}
\end{equation*}
$$

for $0<\alpha<\min (r, s), 1<p<\infty$, and $0<q<\infty$.
If $\Psi$ is a wavelet set associated with $\phi$, then

$$
Q_{k}(f)=\sum_{\psi \in \Psi} \sum_{j \in \mathbb{Z}^{d}} \gamma_{j, k, \psi, p}(f) \psi_{j, k, p},
$$

with $\psi_{j, k, p}:=2^{k d / p} \psi\left(2^{k} \cdot-j\right)$ the $L_{p}\left(\mathbb{R}^{d}\right)$-normalized (pre)wavelets, and the $\gamma_{j, k, \psi, p}$ the associated dual functionals. Using the $L_{p}\left(\mathbb{R}^{d}\right)$-stability of $\Psi$, we can replace $\left\|Q_{k}(f)\right\|_{L_{p}\left(\mathbb{R}^{d}\right)}^{p}$ by $\sum_{j \in \mathbb{Z}^{d}}\left|\gamma_{j, k, \psi, p}(f)\right|^{p}$ and obtain

$$
\begin{equation*}
|f|_{B_{q}^{\alpha}\left(L_{p}\left(\mathbb{R}^{d}\right)\right)} \approx\left(\sum_{k \in \mathbb{Z}}\left[2^{k \alpha p} \sum_{\psi \in \Psi} \sum_{j \in \mathbb{Z}^{d}}\left|\gamma_{j, k, \psi, p}(f)\right|^{p}\right]^{q / p}\right)^{1 / q} \tag{5.8}
\end{equation*}
$$

with the usual change to a supremum when $q=\infty$. This is the characterization of the Besov space in terms of wavelet coefficients. When $q=p,(5.8)$ takes an especially simple form:

$$
\begin{equation*}
|f|_{B_{p}^{\alpha}\left(L_{p}\left(\mathbb{R}^{d}\right)\right)}^{p} \approx \sum_{k \in \mathbb{Z}}\left[2^{k \alpha} \sum_{\psi \in \Psi} \sum_{j \in \mathbb{Z}^{d}}\left|\gamma_{j, k, \psi, p}(f)\right|^{p}\right] \tag{5.9}
\end{equation*}
$$

In particular, (5.9) gives an equivalent semi-norm for the Sobolev space $H^{\alpha}\left(\mathbb{R}^{d}\right)$ by taking $p=2$.

## 6. Applications

### 6.1. Wavelet compression

We shall present a few examples that indicate how wavelets can be used in numerical applications. Wavelet techniques have had a particularly significant impact on data compression. We begin by discussing a problem in nonlinear approximation that is at the heart of compression algorithms.

Suppose that $\Psi$ is a (pre)wavelet set and $f \in L_{p}\left(\mathbb{R}^{d}\right), 1 \leq p \leq \infty$, has the wavelet representation

$$
\begin{equation*}
f=\sum_{k \in \mathbb{Z}} \sum_{\psi \in \Psi} \sum_{j \in \mathbb{Z}^{d}} c_{j, k, \psi, p}(f) \psi_{j, k, p} \tag{6.1.1}
\end{equation*}
$$

with respect to the $L_{p}\left(\mathbb{R}^{d}\right)$-normalized functions $\psi_{j, k, p}:=2^{k d / p} \psi\left(2^{k} \cdot-j\right)$. In numerical applications, we must replace the sum in (6.1.1) by a finite sum, and the question arises as to the most efficient way to accomplish this. To make this into a well defined mathematical problem, we fix an integer $n$, which represents the number of terms we shall allow in the finite sum. Thus, we want to approximate $f$ in the $L_{p}\left(\mathbb{R}^{d}\right)$ norm by an element from the set

$$
\begin{equation*}
\Sigma_{n}:=\left\{S=\sum_{(j, k, \psi) \in \Lambda} d_{j, k, \psi} \psi_{j, k, p}| | \Lambda \mid \leq n\right\} \tag{6.1.2}
\end{equation*}
$$

where $d_{j, k, \psi}$ are arbitrary complex numbers. We have the error of approximation

$$
\begin{equation*}
\sigma_{n}(f)_{p}:=\inf _{S \in \Sigma_{n}}\|f-S\|_{L_{p}\left(\mathbb{R}^{d}\right)} \tag{6.1.3}
\end{equation*}
$$

In contrast to the usual problems in approximation, the set $\Sigma_{n}$ is not a linear space since adding two elements of $\Sigma_{n}$ results in an element of $\Sigma_{2 n}$, but not generally an element of $\Sigma_{n}$.

The approximation problem (6.1.3) has a particularly simple solution when $p=2$ and $\Psi$ is an orthogonal wavelet set. We order the coefficients $c_{j, k, \psi, 2}(f)$ by their absolute value. If $\Lambda_{n}$ is the set of indices $(j, k, \psi)$ corresponding to $n$ largest values (this set is not necessarily unique), then $S_{n}=\sum_{(j, k, \psi) \in \Lambda_{n}} c_{j, k, \psi, 2}(f) \psi_{j, k, 2}$ attains the infimum in (6.1.3). For prewavelet sets, this selection is optimal within constants, as follows from the $L_{2}\left(\mathbb{R}^{d}\right)$-stability of the basis $\psi_{j, k, 2}$.

It is somewhat surprising that the strategy of the preceding paragraph also is optimal (in a sense to be made clear later) for approximation in $L_{p}\left(\mathbb{R}^{d}\right)$, $p \neq 2$. To describe this, we fix a value of $1<p<\infty$ (slightly weaker results than those stated later are known when $p=\infty)$ and for $f \in L_{p}\left(\mathbb{R}^{d}\right)$, we let $\Lambda_{n}$ denote a set of indices corresponding to $n$ largest values of $\left|c_{j, k, \psi, p}(f)\right|$. We define $S_{n}:=\sum_{(j, k, \psi) \in \Lambda_{n}} c_{j, k, \psi, p}(f) \psi_{j, k, p}$ and $\tilde{\sigma}_{n}(f)_{p}:=\left\|f-S_{n}\right\|_{L_{p}\left(\mathbb{R}^{d}\right)}$. DeVore et al. (1991d) have established various results that relate $\sigma_{n}(f)_{p}$ with $\tilde{\sigma}_{n}(f)_{p}$ under certain conditions on $\psi$ and the generating function $\phi$. For example, it follows from their results that

$$
\begin{equation*}
\tilde{\sigma}_{n}(f)_{p}=\mathcal{O}\left(n^{-\alpha / d}\right) \Longleftrightarrow \sigma_{n}(f)_{p}=\mathcal{O}\left(n^{-\alpha / d}\right) \tag{6.1.4}
\end{equation*}
$$

for $0<\alpha<r$. Here, the integer $r$ is related to properties of $\phi$. Namely, the generating function $\phi$ should satisfy the Strang-Fix conditions (5.4) of this order and $\phi$ and $\psi$ should have sufficient smoothness (for example, $C^{r}$
is enough). It is also necessary to assume decay for the functions $\phi$ and $\psi$; sufficiently fast polynomial decay is enough. We caution the reader that the results in DeVore et al. (1991d) are formulated for one wavelet $\psi$ and not a wavelet set $\Psi$. However, the same proofs apply in the more general setting.

It is also of interest to characterize the functions $f$ that satisfy (6.1.4). That is, we would like to know when we can expect the order of approximation (6.1.4). This has not been accomplished in exactly the form of (6.1.4), but the following variant has been shown in DeVore et al. (1991d). The following are equivalent for $\tau:=\tau(\alpha, p):=(\alpha / d+1 / p)^{-1}$ :
(i) $\sum_{n=1}^{\infty}\left[n^{\alpha / d} \sigma_{n}(f)_{p}\right]^{\tau} \frac{1}{n}<\infty$,
(ii) $\sum_{n=1}^{\infty}\left[n^{\alpha / d} \tilde{\sigma}_{n}(f)_{p}\right]^{\tau} \frac{1}{n}<\infty$,
(iii) $f \in B_{\tau}^{\alpha}\left(L_{\tau}\left(\mathbb{R}^{d}\right)\right)$.

Some explanation regarding (6.1.5) is in order. First, ((6.1.5)(i)) is very close to the condition in (6.1.4). For example, ((6.1.5)(i)) implies (6.1.4), and if (6.1.4) holds for some $\beta>\alpha$ then ((6.1.5)(i)) is valid. So, roughly speaking, it is the functions $f \in B_{\tau}^{\alpha}\left(L_{\tau}\left(\mathbb{R}^{d}\right)\right)$ for which the order of approximation in (6.1.4) holds. Second, the characterization (6.1.5) says that it is those functions with smoothness of order $\alpha$ in $L_{\tau}\left(\mathbb{R}^{d}\right), \tau=(\alpha / d+1 / p)^{-1}$, that are approximated with order $\mathcal{O}\left(n^{-\alpha / d}\right)$ in $L_{p}\left(\mathbb{R}^{d}\right)$. This should be contrasted with the usual results for approximation from linear spaces (such as finite element methods), which characterize functions with this approximation order as having smoothness of order $\alpha$ in $L_{p}\left(\mathbb{R}^{d}\right)$. Since $\tau<p$, the nonlinear approximation problem (6.1.3) provides the approximation order (6.1.4) for functions with less smoothness than required by linear methods.

The fact that functions with less smoothness can be approximated well by (6.1.3) is at the essence of wavelet compression. This means that functions with singularities can be handled numerically. Intuitively this is accomplished by retaining in the sum for $S_{n}$ terms corresponding to functions $\psi_{j, k, p}$ that make a large contribution to $f$ near the singularity. Here the situation is similar to adaptive methods for piecewise-polynomial (finite element) approximation that have refined triangulations near a singularity. However, we want to stress that in wavelet compression, it is simple (almost trivial) to approximate optimally without encountering problems of triangulation. An overview of this approach to data compression using wavelets can be found in DeVore et al. (1991a).

### 6.2. Image compression

We explain next how a typical algorithm for compression is implemented from the theoretical results of the previous section. This has been accomplished for surface compression in DeVore et al. (1991b) and image compression in DeVore et al. (1991c). We shall discuss only image compression.
A digitized grey-scale image consists of an array of picture elements (pixels) represented by numbers that correspond to the brightness (grey scale) of each pixel, with $0 \equiv$ black, say, and $255 \equiv$ white. A grey-scale image has, say, $1024 \times 1024$ such numbers taking integer values between 0 and 255 . Thus, the image is given by a matrix $\left(p_{j}\right)_{j \in\{0, \ldots, 1023\}^{2}}$ with $p_{j} \in\{0, \ldots, 255\}$. It would take a data file of about one million bytes to encode such an image. For purposes of transmission or storage, it is desirable to compress this file.

To use wavelets for image compression, we proceed as follows. We think of the pixel values as associated with the points $j 2^{-m}, j \in\left[0,2^{m}\right)^{2}, m=10$, of the unit square $[0,1]^{2}$. In this way, we can think of the image as a discretization of a function $f$ defined on this square.

We choose a function $\phi$ satisfying the assumptions of multi-resolution, and a corresponding wavelet set $\Psi$ that provides a stable basis for $L_{2}\left(\mathbb{R}^{2}\right)$. Thus, $\Psi$ would consist of three functions, which we shall assume are of compact support.
We would like to represent the image as a wavelet sum. For this purpose, we select coefficients $\gamma_{j}$ and consider the function

$$
\begin{equation*}
f=\sum_{j \in \Omega} \gamma_{j} \phi_{j, m} \tag{6.2.1}
\end{equation*}
$$

with $\Omega$ the set of indices for which $\phi_{j, m}$ does not vanish identically on $[0,1]^{2}$. We think of $f$ as the image and apply the results of the preceding section to compress $f$.
The coefficients $\gamma_{j}$ are to be determined numerically from the pixel values; choosing good values of $\gamma_{j}$ is a nontrivial problem, which we do not discuss. A typical choice is to take $\gamma_{j}=p_{j}$ for $j 2^{-m} \in[0,1]^{2}$ and some extension of these values for other $j$.

Once the coefficients $\left(\gamma_{j}\right)$ have been determined, we use a fast wavelet transform to write $f$ in its wavelet decomposition

$$
\begin{equation*}
f=P_{0} f+\sum_{j, k, \psi} c_{j, k, \psi}(f) \psi_{j, k} \tag{6.2.2}
\end{equation*}
$$

with respect to the $L_{2}\left(\mathbb{R}^{2}\right)$-normalized $\psi_{j, k}:=2^{k} \psi\left(2^{k} .-j\right)$. We can find the coefficients of $f$ with respect to the $L_{p}\left(\mathbb{R}^{2}\right)$-normalized $\psi$ 's by the relation $c_{j, k, \psi, p}=2^{2 k(1 / p-1 / 2)} c_{j, k, \psi}$. The projection $P_{0} f$ has very few terms, which we take intact into the compressed representation at little cost.

To apply the compression algorithm of the previous section, we need to
decide on a suitable norm in which to measure the error. The $L_{2}\left(\mathbb{R}^{2}\right)$ norm is most commonly used, but we argue in DeVore et al. (1991c) that the $L_{1}\left(\mathbb{R}^{2}\right)$ is a better model for the human eye for error with high spatial frequency.

If one decides to use the $L_{p}\left(\mathbb{R}^{2}\right)$ norm to measure compression error, then the algorithm of the previous section orders the $L_{p}\left(\mathbb{R}^{2}\right)$-normalized wavelet coefficients $c_{j, k, \psi, p}$ and chooses the largest of these to keep. Optimally, one would send coefficients in decreasing order of size. Thus, we find a (small) set $\Lambda$ of ordered triples $\{(j, k, \psi)\}$ that index the largest values of $\left|c_{j, k, \psi, p}\right|$ and use for our compressed image

$$
g:=\sum_{(j, k, \psi) \in \Lambda} c_{j, k, \psi, p} \psi_{j, k, p}
$$

This sum has $|\Lambda|$ terms.
This method of sending coefficients sequentially across a communications link to allow gradual reconstruction of an image by the receiver is known as progressive transmission. Our criterion provides a new ordering for the coefficients to be transmitted that depends on the value of $p$. However, sorting the coefficients requires $\mathcal{O}\left(m 2^{2 m}\right)$ operations, while the fast wavelet transform itself takes but $\mathcal{O}\left(2^{2 m}\right)$ operations. Thus, a faster compression method that does not rely on sorting is to be preferred; we proceed to give one.

We discuss compression in $L_{2}\left(\mathbb{R}^{2}\right)$ for a moment. As noted earlier, the optimal algorithm is to keep the largest $L_{2}\left(\mathbb{R}^{2}\right)$ coefficients and to discard the other coefficients. The coefficients to keep can be determined by fixing any the following quantities:
(i) $N:=|\Lambda|$,
(ii) $\|f-g\|_{L_{2}\left(\mathbb{R}^{2}\right)}=\left(\sum_{(j, k, \psi) \notin \Lambda}\left|c_{j, k, \psi}\right|^{2}\right)^{1 / 2}$,
(iii) $\epsilon:=\inf _{(j, k, \psi) \in \Lambda}\left|c_{j, k, \psi}\right|$.

Setting any one of these quantities determines the other two, and by extension the set $\Lambda$, for any function $f$. In other words, we can prescribe either the number of nonzero coefficients $N$, the total error $\|f-g\|_{L_{2}\left(\mathbb{R}^{2}\right)}$, or $\epsilon$, which we consider to be a measure of the local error. If we determine which triples ( $j, k, \psi$ ) to include in $\Lambda$ by the third criterion, then we do not need to sort the coefficients, for we can sequentially examine each coefficient and put $(j, k, \psi)$ into $\Lambda$ whenever $\left|c_{j, k, \psi}\right| \geq \epsilon$. This is known as threshold coding to the engineers, because one keeps only those coefficients that exceed a specified threshold.

Even more compression can be achieved by noting that we should keep only the most significant bits of the coefficients $c_{j, k, \phi, p}$. Thus, we choose a
tolerance $\epsilon>0$ and we take in the compressed approximation for each $\psi_{j, k, p}$ a coefficient $\tilde{c}_{j, k, \psi, p}$ such that

$$
\begin{equation*}
\left|\tilde{c}_{j, k, \psi, p}-\boldsymbol{c}_{j, k, \psi, p}\right|<\epsilon \tag{6.2.3}
\end{equation*}
$$

with the proviso that $\tilde{c}_{j, k, \psi, p}=0$ whenever $\left|c_{j, k, \psi, p}\right|<\epsilon$. Then $\tilde{S}:=$ $\sum_{j, k, \psi} \tilde{c}_{j, k, \psi, p} \psi_{j, k, p}$ represents our compressed image, and (6.1.5) holds for this approximation.
This process of keeping only the most significant bits of $c_{j, k, \psi, p}$ is known in the engineering literature as scalar quantization. The dependence on the dyadic level $k$ and the space $L_{p}\left([0,1]^{2}\right)$ in which the error is measured is brought out more clearly when using $L_{\infty}\left(\mathbb{R}^{2}\right)$-normalized wavelets, i.e. when $\psi_{j, k}=\psi\left(2^{k} .-j\right)$. For these wavelets, as the dyadic level increases, the number of bits of $c_{j, k, \psi}$ taken in $\tilde{c}_{j, k, \psi}$ decreases. For example, if $p=2$, we would take one less bit at each increment of the dyadic level. On the other hand, if the compression is done in the $L_{1}\left([0,1]^{2}\right)$ norm, than we would take two fewer bits as we change dyadic levels. See DeVore et al. (1991c).

### 6.3. The numerical solution of partial differential equations

Wavelets are currently being investigated for the numerical solution of differential and integral equations (see, e.g., the papers of Beylkin et al. (1991) and Jaffard (1991)). While these applications are only now being developed, we shall consider a couple of simple examples to illustrate the potential of wavelets in this direction.

Elliptic equations The Galerkin method applied to elliptic partial differential equations gives rise to a matrix problem that involves a so-called stiffness matrix. We present a simple example that illustrates the perhaps surprising fact that the stiffness matrix derived from the wavelet basis can be preconditioned trivially to have a uniformly bounded condition number. In general, this property allows one to use iterative methods, such as the conjugate gradient method, to solve linear systems with great efficiency. The linear systems that arise by discretizing elliptic PDEs have a lot of structure and can in no way be considered general linear systems, and there are many very efficient numerical methods, such as multi-grid, that exploit the special structure of these linear systems to solve these systems to high accuracy with very low operation counts. We do not yet know of a complete analysis that shows that computations with wavelets can be more efficient than existing multi-grid methods when applied to the linear systems that arise by discretizing elliptic PDEs in the usual way.
Rather than consider Dirichlet and Neumann boundary value problems in several space dimensions, as discussed in Jaffard (1991), we shall present only a simple, periodic, second-order ODE that illustrates the main points. We shall consider functions defined on the one-dimensional torus $\mathbb{T}$, which
is equivalent to $[0,1]$ with the end-points identified, and search for $u=u(x)$, $x \in \mathbb{T}$, that satisfies the equation

$$
\begin{equation*}
-u^{\prime \prime}(x)+u(x)=f(x), \quad x \in \mathbb{T} \tag{6.3.1}
\end{equation*}
$$

with $f \in L_{2}(\mathbb{T})$. In variational form, the solution $u \in W^{1}\left(L_{2}(\mathbb{T})\right)$ of (6.3.1) satisfies

$$
\begin{equation*}
\int_{\mathbb{T}}\left(u^{\prime} v^{\prime}+u v\right)=\int_{\mathbb{T}} f v \tag{6.3.2}
\end{equation*}
$$

for all $v \in W^{1}\left(L_{2}(\mathbb{T})\right)$. We remark that we can take

$$
\|u\|_{W^{1}\left(L_{2}(\mathbf{T})\right)}^{2}:=\int_{T}\left(\left[u^{\prime}\right]^{2}+u^{2}\right) .
$$

To approximate $u$ by Galerkin's method, we must choose a finite-dimensional subspace of $W^{1}\left(L_{2}(\mathbb{T})\right)$, which we shall choose to be a space spanned by wavelets defined on the circle $\mathbb{T}$. We indicate briefly how to construct periodic wavelets on $\mathbb{T}$ from wavelets on $\mathbb{R}$.
For any $f$ with compact support defined on $\mathbb{R}$, the function

$$
f^{\circ}:=\sum_{j \in \mathbf{Z}} f(\cdot+j)
$$

is a function of period 1 , which we call the periodization of $f$. To obtain wavelets on $\mathbb{T}$, we apply this periodization to wavelets on $\mathbb{R}$. To be specific, we consider only the Daubechies wavelets $\psi:=\mathcal{D}_{2 N}$ with $N>2$ because they are contained in $W^{1}\left(L_{2}(\mathbb{T})\right.$ ). (The first nontrivial Daubechies wavelet, $\mathcal{D}_{4}$, is in $W^{\alpha}\left(L_{2}(\mathbb{T})\right.$ ) for all $\alpha<1$ (see Eirola (1992)), but we do not know if it is in $W^{1}\left(L_{2}(\mathbb{T})\right.$ ).) Let $\phi$ be the function of Section 3.5 that gives rise to $\psi$. For each $k \in \mathbb{Z}$, we let $\phi_{j, k}^{\circ}$ and $\psi_{j, k}^{\circ}$ be the periodization of the functions $\phi_{j, k}$ and $\psi_{j, k}$ respectively. We define $\tilde{\mathcal{S}}^{k}$ to be the linear span of the functions $\phi_{j, k}^{\circ}, j=0, \ldots, 2^{k}-1$. The functions in this space are clearly of period one. We also note that the $\phi_{j, k}^{\circ}$ are orthogonal. Indeed, because they are periodic,

$$
\begin{aligned}
\int_{0}^{1} \phi_{j, k}^{\circ} \phi_{j^{\prime}, k}^{\circ} & =\sum_{\ell \in \mathbb{Z}} \int_{0}^{1} \phi_{j, k}(\cdot+\ell) \phi_{j^{\prime}, k}^{\circ}=\sum_{\ell \in \mathbb{Z}} \int_{0}^{1} \phi_{j, k}(\cdot+\ell) \phi_{j^{\prime}, k}^{\circ}(\cdot+\ell) \\
& =\int_{\mathbf{R}} \phi_{j, k} \phi_{j^{\prime}, k}^{\circ}=\sum_{\ell \in \mathbf{Z}} \int_{\mathbb{R}} \phi_{j, k} \phi_{j^{\prime}, k}(\cdot+\ell)=\sum_{\ell \in \mathbf{Z}} \int_{\mathbf{R}} \phi_{j, k} \phi_{j^{\prime}+\ell 2^{k}, k} .
\end{aligned}
$$

If $j \neq j^{\prime}$, each integral in the last sum is zero, since we never have $j=$ $j^{\prime}+2^{k} \ell$. If $j=j^{\prime}$, then exactly one integral in the last sum is nonzero and its value is one. Similarly, we find that $\psi_{j, k}^{\circ}, j=0, \ldots, 2^{k}-1, k \geq 0$, is an orthonormal system for $L_{2}(\mathbb{T})$. It is easy to check that by adjoining $\phi_{0,0}^{\circ}$, which is identically one on $\mathbb{T}$, this orthonormal system is complete.

Returning to our construction of periodic wavelet spaces, we define $\tilde{W}^{k}$
to be the linear span of the functions $\psi_{j, k}^{\varrho}, j=0, \ldots, 2^{k}-1$. Then $\tilde{\mathcal{S}}^{k+1}=$ $\tilde{\mathcal{S}}^{k} \oplus \tilde{W}^{k}$. To simplify our notation in this section, in which we refer to periodic wavelets only, we drop the superscripts and tildes, and denote by $\phi_{j, k}, \psi_{j, k}, \mathcal{S}^{k}$, and $W^{k}$, the periodic wavelet bases and spaces.

Returning to the numerical solution of (6.3.1), we choose a positive value of $m$ and approximate $u$ by an element $u_{m} \in \mathcal{S}^{m}$ that satisfies:

$$
\begin{equation*}
\int_{\mathbb{T}}\left(u_{m}^{\prime} v^{\prime}+u_{m} v\right)=\int_{\mathbb{T}} f v, \quad v \in \mathcal{S}^{m} . \tag{6.3.3}
\end{equation*}
$$

We can write $u_{m}$ and $v$ as in (6.2.2). For example,

$$
\begin{equation*}
u_{m}=P_{0} u_{m}+\sum_{k=0}^{m-1} Q_{k} u_{m}=\gamma \phi_{0,0}+\sum_{k=0}^{m-1} \sum_{j=0}^{2^{k}-1} \beta(j, k) \psi_{j, k} \tag{6.3.4}
\end{equation*}
$$

Because $\phi_{0,0}$ is identically one on the circle $\mathbb{T}, \gamma$ is just the average of $u_{m}$ on $\mathbb{T}$. From (6.3.3) we see that with $v \equiv 1, \gamma=\int_{T} f$. Thus, we need to determine $\beta(j, k)$.

If we replace $u_{m}$ in (6.3.3) by its representation (6.3.4), we arrive at a system of equations

$$
\sum_{k=0}^{m-1} \sum_{j=0}^{2^{k}-1} \beta(j, k) \int_{T}\left(\psi_{j, k}^{\prime} \psi_{j^{\prime}, k^{\prime}}^{\prime}+\psi_{j, k} \psi_{j^{\prime}, k^{\prime}}\right)=\int_{T} f \psi_{j^{\prime}, k^{\prime}}
$$

for $j^{\prime}=0, \ldots, 2^{k^{\prime}}-1$ and $k^{\prime}=0, \ldots, m-1$, or, more succinctly,

$$
\begin{equation*}
T \boldsymbol{\beta}=\boldsymbol{f} \tag{6.3.5}
\end{equation*}
$$

where the typical entry in $T$ is

$$
\int_{\mathbf{T}}\left(\psi_{j, k}^{\prime} \psi_{j^{\prime}, k^{\prime}}^{\prime}+\psi_{j, k} \psi_{j^{\prime}, k^{\prime}}\right)
$$

and $\boldsymbol{f}$ a vector with components

$$
\int_{\mathbb{T}} f \psi_{j^{\prime}, k^{\prime}} ; \quad \boldsymbol{\beta}=(\beta(j, k))_{j=0, \ldots, 2^{k-1}, k=0, \ldots, m-1}
$$

is the coefficient vector of the unknown function.
The convergence rate of the conjugate gradient method, a popular iterative method for the solution of systems like (6.3.5), depends on the condition number, $\kappa(T)=\|T\|\left\|T^{-1}\right\|$, of the symmetric, positive definite, stiffness matrix $T$. Now,

$$
\|T\|=\sup _{\|\boldsymbol{\alpha}\|_{l^{2}}=1} \boldsymbol{\alpha}^{*} T \boldsymbol{\alpha} \quad \text { and } \quad\left\|T^{-1}\right\|^{-1}=\inf _{\|\boldsymbol{\alpha}\|_{\ell^{2}=1}} \boldsymbol{\alpha}^{*} T \boldsymbol{\alpha},
$$

where $\alpha:=(\alpha(j, k))_{j=0, \ldots, 2^{k-1}, k=0, \ldots, m-1}$. For any vector $\alpha$, we form the
function $S:=S(\alpha) \in \mathcal{S}^{m}$ by

$$
S=\sum_{k=0}^{m-1} \sum_{j=0}^{2^{k}-1} \alpha(j, k) \psi_{j, k}
$$

For example, $u_{m}=\gamma \phi_{0,0}+S(\boldsymbol{\beta})$. It follows easily that

$$
\begin{equation*}
\left|\alpha^{*} T \boldsymbol{\alpha}\right|=\int_{0}^{1}\left(\left[S^{\prime}\right]^{2}+S^{2}\right)=\|S\|_{W^{1}\left(L_{2}\left(\mathbf{R}^{d}\right)\right)}^{2} \approx \sum_{k=0}^{m-1} \sum_{j=0}^{2^{k}-1}\left|2^{k} \alpha(j, k)\right|^{2} \tag{6.3.6}
\end{equation*}
$$

The last equivalence in (6.3.6) is a variant of (5.9) (for $q=p=2$ ). In (5.9), we considered wavelet representations beginning at the dyadic level $k=-\infty$; we could have just as easily begin at the level $k=0$ (by including $P_{0}$ ) and arrived at the equivalence in (6.3.6).

Equation (6.3.6) shows that the matrix $D T D$, where $D$ has entries

$$
2^{-k} \delta_{j^{\prime}}^{j} \delta_{k^{\prime}}^{k}
$$

satisfies

$$
\left|\boldsymbol{\alpha}^{*} D T D \boldsymbol{\alpha}\right| \approx \sum_{k=0}^{m-1} \sum_{j=0}^{2^{k}-1}|\alpha(j, k)|^{2}
$$

i.e. the stiffness matrix $T$ can be trivially preconditioned to have a condition number $\kappa(D T D):=\|D T D\|\left\|D^{-1} T^{-1} D^{-1}\right\|$ that is bounded independently of $m$.

Because the subspace $\mathcal{S}^{m}$ of $L_{2}(\mathbb{T})$ generated by the Daubechies wavelet $D_{2 N}$ locally contains all polynomials of degree $<N$, we have that

$$
\inf _{v \in \mathcal{S}^{m}}\|u-v\|_{W^{1}\left(L_{2}(\mathbb{T})\right)} \leq C 2^{-m(N-1)}|u|_{W^{N}\left(L_{2}(\mathbb{T})\right)}
$$

Because of the special form of $(6.3 .1), u_{m}$ is in fact the $W^{1}\left(L_{2}(\mathbb{T})\right)$ projection of $u$ onto $S^{m}$, so we have

$$
\left\|u-u_{m}\right\|_{W^{1}\left(L_{2}(\mathbb{T})\right)} \leq C 2^{-m(N-1)}|u|_{W^{N}\left(L_{2}(\mathbb{T})\right)}
$$

One can treat in an almost identical way the equation (6.3.1) defined on the torus $\mathbb{T}^{d}$ with the left-hand side replaced by $-\nabla \cdot(a \nabla u)+b u$ with $a$ and $b$ bounded, smooth, positive functions on $\mathbb{T}^{d}$, and obtain the same uniform bound on the condition number. Of course, ultimately, one would like to handle elliptic boundary value problems for a domain $\Omega$. First results in this direction have been obtained by Jaffard (1991) and in a slightly different (nonwavelet) setting by Oswald (see for example Oswald (1991)). For example, Jaffard's approach to elliptic equations with Dirichlet boundary conditions is to transform the equation to one with zero boundary conditions by extending the boundary function into the interior of the domain $\Omega$. He then employs in a Galerkin method wavelets whose support is contained
strictly inside $\Omega$. However, there has not yet been an analysis of the desired relationship between the extension and the wavelets employed. Another approach is to develop wavelets for the given domain (which do not vanish on the boundary) (see Jaffard and Meyer (1989)).
Employing wavelets for elliptic problems as outlined earlier is similar to the use of hierarchical bases in the context of multi-grid. However, two points suggest that wavelet bases may be more useful than hierarchical bases. First, the wavelet bases are $L_{2}\left(\mathbb{R}^{d}\right)$-stable, while the hierarchical basis are not. Second, one can choose from a much greater variety of wavelet bases with various approximation properties (values of $N$ ).

Finally, we mention the great potential for compression to be used in conjunction with wavelets for elliptic problems in a similar way to adaptive finite elements (see also Jaffard (1991)).

### 6.4. Time-dependent problems

Wavelets have a potential application for the numerical solution of timedependent parabolic and hyperbolic problems. We mention one particular application where the potential of wavelets has at least a theoretical foundation.

We consider the solution $u(x, t)$ of the scalar hyperbolic conservation law

$$
\begin{array}{ll}
u_{t}+f(u)_{x}=0, & x \in \mathbb{R}, \quad t>0, \\
u(x, 0)=u_{0}(x), & x \in \mathbb{R}, \tag{6.4.1}
\end{array}
$$

in one space dimension. It is well known that the solution to (6.4.1) develops discontinuities (called 'shocks') even when the initial condition is smooth. This makes the numerical treatment of (6.4.1), and even more so its analogue in several space dimensions, somewhat subtle. The appearance of shocks calls for adaptive or nonlinear methods.

Considering the appearance of discontinuities in the solution $u$ to (6.4.1), the following regularity result of DeVore and Lucier (1990, 1988), is quite surprising. If the flux $f$ in (6.4.1) is strictly convex and suitably smooth, and $u_{0}$ has bounded variation, then it has been shown that, for any $\alpha>0$ and $\tau:=\tau(\alpha):=(\alpha+1)^{-1}$,

$$
\begin{equation*}
u_{0} \in B_{\tau}^{\alpha}\left(L_{\tau}(\mathbb{R})\right) \Longrightarrow u(\cdot, t) \in B_{\tau}^{\alpha}\left(L_{\tau}(\mathbb{R})\right), \tag{6.4.2}
\end{equation*}
$$

for all later time $t>0$. That is, if $u_{0}$ has smoothness of order $\alpha$ in $L_{\tau}(\mathbb{R})$ then so will $u(\cdot, t)$ for all later time $t>0$.
The regularity result (6.4.2) has an interpretation in terms of wavelet decompositions. We cannot use orthogonal wavelets in these decompositions because, as we pointed out earlier, they do not provide stable representations of functions in $L_{1}(\mathbb{R})$ because they have mean value zero. However, the characterization of Besov spaces can be carried out using other, nonorthogonal,
wavelets, such as $B$-splines. With this caveat, (6.4.2) says that whenever $u_{0}$ has a wavelet decomposition $\sum_{j, k \in \mathbb{Z}} \gamma_{j, k}\left(u_{0}\right) \psi_{j, k, 1}$, with certain $L_{1}(\mathbb{R})$ normalized wavelets $\psi$, whose coefficients satisfy

$$
\begin{equation*}
\sum_{k \in \mathbb{Z}} \sum_{j \in \mathbb{Z}}\left|\gamma_{j, k}(f)\right|^{\tau}<\infty \tag{6.4.3}
\end{equation*}
$$

then $u(\cdot, t)$ has a similar wavelet decomposition with the same control (6.4.3) on the coefficients. We want to stress that the results in DeVore and Lucier $(1990,1988)$ do not describe directly how to determine wavelet coefficients at a later time $t>0$ from those of the initial function $u_{0}$. That is, there is no direct, theoretically correct, numerical method known to us that describes how to update coefficients with time so that (6.4.3) holds. The regularity result (6.4.2) is proved by showing that whenever $u_{0}$ can be approximated well in $L_{1}(\mathbb{R})$ by piecewise polynomials with free (variable) knots, then $u(\cdot, t)$ can be approximated in the same norm by piecewise algebraic functions (of a certain type) with free knots.

Finally, we mention that the authors have also shown that the analogue of regularity result (6.4.3) does not hold in more than one space dimension. From the point of view of wavelet decompositions, our results seem to indicate that the wavelets described in this presentation are too symmetric to effectively handle the diverse types of singularities that arise in the solution of conservation laws in several space dimensions.
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## 1. Introduction

One of the fundamental building blocks of numerical computing is the ability to solve linear systems

$$
\begin{equation*}
A \mathbf{x}=\mathbf{b} \tag{1.1}
\end{equation*}
$$

These systems arise very frequently in scientific computing, for example from finite difference or finite element approximations to partial differential equations, as intermediate steps in computing the solution of nonlinear problems or as subproblems in linear and nonlinear programming.
For linear systems of small size, the standard approach is to use direct methods, such as Gaussian elimination. These algorithms obtain the solution of (1.1) based on a factorization of the coefficient matrix $A$. However, in practice linear systems arise that can be arbitrarily large; this is particularly true when solving partial differential equations. Fortunately, the resulting systems usually have some special structure; sparsity, i.e. matrices with only a few nonzero entries, is the most common case. Often, direct methods can be adapted to exploit the special structure of the matrix and then remain useful even for large linear systems. However, in many cases, especially for systems arising from three-dimensional partial differential equations, direct approaches are prohibitive both in terms of storage requirements and computing time, and then the only alternative is to use iterative algorithms.
Especially attractive are iterative methods that involve the coefficient matrix only in the form of matrix-vector products with $A$ or $A^{H}$. Such schemes naturally exploit the special structure of large sparse linear systems. They are also well suited for the solution of certain dense large systems for which matrix-vector products can be obtained cheaply. The most powerful iterative scheme of this type is the conjugate gradient method (CG) due to Hestenes and Stiefel (1952), which is an algorithm for solving Hermitian positive definite linear systems. Although CG was introduced as early as 1952, its true potential was not appreciated until the work of Reid (1971) and Concus et al. (1976) in the 1970s. Since then, a considerable part of the research in numerical linear algebra has been devoted to generalizations of CG to indefinite and nonHermitian linear systems.

A straightforward extension to general nonHermitian matrices is to apply CG to either one of the Hermitian positive definite linear systems

$$
\begin{equation*}
A^{H} A \mathbf{x}=A^{H} \mathbf{b} \tag{1.2}
\end{equation*}
$$

or

$$
\begin{equation*}
A A^{H} \mathbf{y}=\mathbf{b}, \quad \mathbf{x}=A^{H} \mathbf{y} . \tag{1.3}
\end{equation*}
$$

Solving (1.2) by CG was mentioned already by Hestenes and Stiefel (1952); we will refer to this approach as CGNR. Applying CG to (1.3) was proposed by Craig (1955); we will refer to this second approach as CGNE. Although
there are special situations where CGNR or CGNE are the optimal extensions of CG, both algorithms generally converge very slowly and hence they are not usually satisfactory generalizations of CG to arbitrary nonHermitian matrices.

Consequently, CG-type algorithms were sought that are applied to the original system (1.1), rather than (1.2) or (1.3). A number of such methods have been proposed since the mid-1970s, the most widely used of which is the generalized minimum residual algorithm (GMRES) due to Saad and Schultz (1986). While GMRES and related schemes generate at each iteration optimal approximate solutions of (1.1), their work and storage requirements per iteration grow linearly. Therefore, it becomes prohibitive to run the full version of these algorithms and restarts are necessary, which often leads to very slow convergence.

For this reason, since the late 1980s, research in nonHermitian matrix iterations has focused mainly on schemes that can be implemented with low and roughly constant work and storage requirements per iteration. A number of new algorithms with this feature have been proposed, all of which are related to the nonsymmetric Lanczos process. It is these recent developments in CG-type methods for nonHermitian linear systems that we will emphasize in this survey.

The outline of this paper is as follows. In Section 2, we present some background material on general Krylov subspace methods, of which CGtype algorithms are a special case. We recall the outstanding properties of CG and discuss the issue of optimal extensions of CG to nonHermitian matrices. We also review GMRES and related methods, as well as CGlike algorithms for the special case of Hermitian indefinite linear systems. Finally, we briefly discuss the basic idea of preconditioning. In Section 3, we turn to Lanczos-based iterative methods for general nonHermitian linear systems. First, we consider the nonsymmetric Lanczos process, with particular emphasis on the possible breakdowns and potential instabilities in the classical algorithm. Then we describe recent advances in understanding these problems and overcoming them by using look-ahead techniques. Moreover, we describe the quasi-minimal residual algorithm (QMR) proposed by Freund and Nachtigal (1990), which uses the look-ahead Lanczos process to obtain quasi-optimal approximate solutions. Next, a survey of transpose-free Lanczos-based methods is given. We conclude this section with comments on other related work and some historical remarks. In Section 4, we elaborate on CGNR and CGNE and we point out situations where these approaches are optimal. The general class of Krylov subspace methods also contains parameter-dependent algorithms that, unlike CG-type schemes, require explicit information on the spectrum of the coefficient matrix. In Section 5, we discuss recent insights into obtaining appropriate spectral information for parameter-dependent Krylov subspace methods. After that, we turn
to special classes of linear systems. First, in Section 6, we consider CGtype algorithms for complex symmetric and shifted Hermitian matrices. In Section 7, we review cases of dense large linear systems for which iterative algorithms are a viable alternative to direct methods. Finally, in Section 8, we make some concluding remarks.

Today, the field of iterative methods is a rich and extremely active research area, and it has become impossible to cover in a survey paper all recent advances. For example, we have not included any recent developments in preconditioning of linear systems, nor any discussion of the efficient use of iterative schemes on advanced architectures. Also, we would like to point the reader to the following earlier survey papers. Stoer (1983) reviews the state of CG-like algorithms up to the early 1980s. In the paper by Axelsson (1985), the focus is on preconditioning of iterative methods. More modern iterative schemes, such as GMRES, and issues related to the implementation of Krylov subspace methods on supercomputers are treated in the survey by Saad (1989). An annotated bibliography on CG and CG-like methods covering the period up to 1976 was compiled by Golub and O'Leary (1989). Finally, readers interested in direct methods for sparse linear systems are referred to the book by Duff et al. (1986) and, for the efficient use of these techniques on parallel machines, to Heath et al. (1991).

Throughout the article, all vectors and matrices are in general assumed to be complex. As usual, $\mathrm{i}=\sqrt{-1}$. For any matrix $M=\left[m_{j k}\right]$, we use the following notation:

$$
\begin{aligned}
\bar{M} & =\left[\overline{m_{j k}}\right]=\text { the complex conjugate of } M, \\
M^{T} & =\left[m_{k j}\right]=\text { the transpose of } M, \\
M^{H} & =\bar{M}^{T}=\text { the Hermitian of } M, \\
\operatorname{Re} M & =(M+\bar{M}) / 2=\text { the real part of } M, \\
\operatorname{Im} M & =(M-\bar{M}) /(2 i)=\text { the imaginary part of } M, \\
\sigma(M) & =\text { the set of singular values of } M, \\
\sigma_{\max }(M) & =\text { the largest singular value of } M, \\
\sigma_{\min }(M) & =\text { the smallest singular value of } M, \\
\|M\|_{2} & =\sigma_{\max }(M)=\text { the 2-norm of } M, \\
\kappa_{2}(M) & =\sigma_{\max }(M) / \sigma_{\min }(M) \\
& =\text { the } 2 \text {-condition number of } M, \text { if } M \text { has full rank. }
\end{aligned}
$$

For any vector $\mathbf{c} \in \mathbb{C}^{m}$ and any matrix $B \in \mathbb{C}^{m \times m}$, we denote by

$$
\mathcal{K}_{n}(\mathbf{c}, B)=\operatorname{span}\left\{\mathbf{c}, B \mathbf{c}, \ldots, B^{n-1} \mathbf{c}\right\}
$$

the $n$th Krylov subspace of $\mathbb{C}^{m}$, generated by $\mathbf{c}$ and $B$. Furthermore, we
use the following notation:

$$
\begin{aligned}
\|\mathbf{c}\|_{2} & =\sqrt{\mathbf{c}^{H} \mathbf{c}}=\text { Euclidean norm of } \mathbf{c}, \\
\|\mathbf{c}\|_{B} & =\sqrt{\mathbf{c}^{H} B \mathbf{c}} \\
& =B \text {-norm of } \mathbf{c}, \text { if } B \text { is Hermitian positive definite, } \\
\lambda(B) & =\text { the set of eigenvalues of } B, \\
\lambda_{\max }(B) & =\text { the largest eigenvalue of } B, \text { if } B \text { is Hermitian, } \\
\lambda_{\min }(B) & =\text { the smallest eigenvalue of } B, \text { if } B \text { is Hermitian. }
\end{aligned}
$$

Moreover, we denote by $I_{n}$ the $n \times n$ identity matrix; if the dimension $n$ is evident from the context, we will simply write $I$. The symbol 0 will be used both for the number 0 and for the zero matrix; in the latter case, the dimension will always be apparent. We denote by

$$
\mathcal{P}_{n}=\left\{\phi(\lambda) \equiv \sigma_{0}+\sigma_{1} \lambda+\cdots+\sigma_{n} \lambda^{n} \mid \sigma_{0}, \sigma_{1}, \ldots, \sigma_{n} \in \mathbb{C}\right\}
$$

the set of complex polynomials of degree at most $n$.
Throughout this paper, $N$ denotes the dimension of the coefficient matrix $A$ of (1.1) and $A \in \mathbb{C}^{N \times N}$ is in general nonHermitian. In addition, unless otherwise stated, $A$ is always assumed to be nonsingular. Moreover, we use the following notation:

$$
\begin{aligned}
\mathbf{x}_{0} & =\text { initial guess for the solution of (1.1) } \\
\mathbf{x}_{n} & =n \text {th iterate } \\
\mathbf{r}_{n} & =\mathbf{b}-A \mathbf{x}_{n}=n \text {th residual vector }
\end{aligned}
$$

If it is not apparent from the context which iterative method we are considering, quantities from different algorithms will be distinguished by superscripts, e.g. $\mathbf{x}_{n}^{\mathrm{CG}}$ or $\mathbf{x}_{n}^{\mathrm{GMRES}}$.

## 2. Background

In this section, we present some background material on general Krylov subspace methods.

### 2.1. Krylov subspace methods

Many iterative schemes for solving the linear system (1.1) belong to the class of Krylov subspace methods: they produce approximations $\mathbf{x}_{n}$ to $A^{-1} \mathbf{b}$ of the form

$$
\begin{equation*}
\mathbf{x}_{n} \in \mathbf{x}_{0}+\mathcal{K}_{n}\left(\mathbf{r}_{0}, A\right), \quad n=1,2, \ldots \tag{2.1}
\end{equation*}
$$

Here, $\mathbf{x}_{0} \in \mathbb{C}^{N}$ is any initial guess for the solution of (1.1), $\mathbf{r}_{0}=\mathbf{b}-A \mathbf{x}_{0}$ is the corresponding residual vector, and $\mathcal{K}_{n}\left(\mathbf{r}_{0}, A\right)$ is the $n$th Krylov subspace generated by $r_{0}$ and $A$. In view of

$$
\begin{equation*}
\mathcal{K}_{n}\left(\mathbf{r}_{0}, A\right)=\left\{\phi(A) \mathbf{r}_{0} \mid \phi \in \mathcal{P}_{n-1}\right\} \tag{2.2}
\end{equation*}
$$

schemes with iterates (2.1) are also referred to as polynomial-based iterative methods. In particular, the residual vector corresponding to the $n$th iterate $\mathbf{x}_{n}$ can be expressed in terms of polynomials:

$$
\begin{equation*}
\mathbf{r}_{n}=\mathbf{b}-A \mathbf{x}_{n}=\psi_{n}(A) \mathbf{r}_{0} \tag{2.3}
\end{equation*}
$$

where

$$
\begin{equation*}
\psi_{n} \in \mathcal{P}_{n}, \quad \text { with } \quad \psi_{n}(0)=1 \tag{2.4}
\end{equation*}
$$

Generally, any polynomial satisfying (2.4) is called an $n$th residual polynomial.

As (2.3) shows, the goal in designing a Krylov subspace method is to choose at each step the polynomial $\psi_{n}$ such that $\mathbf{r}_{n} \approx 0$ in some sense. One option is to actually minimize some norm of the residual $r_{n}$ :

$$
\begin{align*}
\left\|\mathbf{r}_{n}\right\| & =\min _{\mathbf{x} \in \mathbf{x}_{0}+\mathcal{K}_{n}\left(\mathbf{r}_{0}, A\right)}\|\mathrm{b}-A \mathbf{x}\|  \tag{2.5}\\
& =\min _{\psi \in \mathcal{P}_{n}: \psi(0)=1}\left\|\psi(A) \mathbf{r}_{0}\right\|
\end{align*}
$$

Here $\|\cdot\|$ is a vector norm on $\mathbb{C}^{N}$, which may even depend on the iteration number $n$ (see Section 3.3). Another option is to require that the residual satisfies a Galerkin-type condition:

$$
\begin{equation*}
\mathbf{s}^{H} \mathbf{r}_{n}=0 \quad \text { for all } \mathbf{s} \in \mathcal{S}_{n} \tag{2.6}
\end{equation*}
$$

where $\mathcal{S}_{n} \subset \mathbb{C}^{N}$ is a subspace of dimension $n$. Note that an iterate satisfying (2.6) need not exist for each $n$; in contrast, the existence of iterates with (2.5) is always guaranteed. The point is that iterates with (2.5) or (2.6) can be obtained from a basis for $\mathcal{K}_{n}\left(r_{0}, A\right)$ (and a basis for $\mathcal{S}_{n}$ in the case of (2.6)), without requiring any a priori choice of other iteration parameters.

In contrast to parameter-free schemes based on (2.5) or (2.6), parameterdependent Krylov subspace methods require some advance information on the spectral properties of $A$ for the construction of $\psi_{n}$. Usually, knowledge of some compact set $\mathcal{G}$ with

$$
\begin{equation*}
\lambda(A) \subseteq \mathcal{G} \subset \mathbb{C}, \quad 0 \notin \mathcal{G} \tag{2.7}
\end{equation*}
$$

is needed. For example, assume that $A$ is diagonalizable, and let $U$ be any matrix of eigenvectors of $A$. For the case of the Euclidean norm, it then follows from (2.3) and (2.7) that

$$
\begin{align*}
\frac{\left\|\mathbf{r}_{n}\right\|_{2}}{\left\|\mathbf{r}_{0}\right\|_{2}} & \leq \kappa_{2}(U) \max _{\lambda \in \lambda(A)}\left|\psi_{n}(\lambda)\right| \\
& \leq \kappa_{2}(U) \max _{\lambda \in \mathcal{G}}\left|\psi_{n}(\lambda)\right| \tag{2.8}
\end{align*}
$$

Ideally, one would like to choose the residual polynomial $\psi_{n}$ such that the
right-hand side in (2.8) is minimal, i.e.

$$
\begin{equation*}
\max _{\lambda \in \mathcal{G}}\left|\psi_{n}(\lambda)\right|=\min _{\psi \in \mathcal{P}_{n}: \psi(0)=1} \max _{\lambda \in \mathcal{G}}|\psi(\lambda)| \tag{2.9}
\end{equation*}
$$

Unfortunately, the exact solution of the approximation problem (2.9) is known only for a few special cases. For example, if $\mathcal{G}$ is a real interval, then shifted and scaled Chebyshev polynomials are optimal in (2.9); the resulting algorithm is the well-known Chebyshev semi-iterative method for Hermitian positive definite matrices (see Golub and Varga, 1961). Later, Manteuffel (1977) extended the Chebyshev iteration to the class of nonHermitian matrices for which $\mathcal{G}$ in (2.7) can be chosen as an ellipse. We remark that, in this case, Chebyshev polynomials are always nearly optimal for (2.9), but - contrary to popular belief - in general they are not the exact solutions of (2.9), as was recently shown by Fischer and Freund (1990, 1991). The solution of (2.9) is also known explicitly for complex line segments $\mathcal{G}$ that are parallel to the imaginary axis and symmetric about the real line (see Freund and Ruscheweyh, 1986); this case corresponds to shifted skew-symmetric matrices $A$ of the form (2.14). In the general case, however, the exact solution of (2.9) is not available and is expensive to compute numerically. Instead, one chooses polynomials that are only asymptotically optimal for (2.9). An elegant theory for semi-iterative methods of this type was developed by Eiermann et al. (1985).

In this survey, we will focus mainly on parameter-free algorithms with iterates characterized by (2.5) or (2.6). Parameter-dependent Krylov subspace methods will be only briefly discussed in Section 5.

### 2.2. CG and optimal extensions

Classical CG is a Krylov subspace method for Hermitian positive definite matrices $A$ with two outstanding features. First, its iterates $\mathbf{x}_{n}$ satisfy a minimization property, namely (2.5) in the $A^{-1}$-norm:

$$
\begin{equation*}
\left\|\mathbf{b}-A \mathbf{x}_{n}\right\|_{A^{-1}}=\min _{\mathbf{x} \in \mathbf{x}_{0}+\mathcal{K}_{n}\left(\mathbf{r}_{0}, A\right)}\|\mathbf{b}-A \mathbf{x}\|_{A^{-1}} \tag{2.10}
\end{equation*}
$$

Secondly, $\mathbf{x}_{n}$ can be computed efficiently, based on simple three-term recurrences.

An ideal extension of CG to nonHermitian matrices $A$ would have similar features. However, since in general $\|\cdot\|_{A^{-1}}$ is no longer a norm, one usually replaces (2.10) with either the minimization property

$$
\begin{equation*}
\left\|\mathbf{b}-A \mathbf{x}_{n}\right\|_{2}=\min _{\mathbf{x} \in \mathbf{x}_{0}+\mathcal{K}_{n}\left(\mathbf{r}_{0}, A\right)}\|\mathbf{b}-A \mathbf{x}\|_{2} \tag{2.11}
\end{equation*}
$$

or the Galerkin condition

$$
\begin{equation*}
\mathbf{s}^{H}\left(\mathbf{b}-A \mathbf{x}_{n}\right)=0 \quad \text { for all } \quad \mathbf{s} \in \mathcal{K}_{n}\left(\mathbf{r}_{0}, A\right) \tag{2.12}
\end{equation*}
$$

In the sequel, a Krylov subspace algorithm with iterates (2.1) defined by
(2.11) or (2.12) will be called a minimal residual (MR) method or an orthogonal residual (OR) method, respectively. We remark that (2.10) and (2.12) are equivalent for Hermitian positive definite $A$, and hence (2.12) is an immediate extension of (2.10). Unfortunately, for nonHermitian $A$ and even for Hermitian indefinite $A$, an iterate $\mathbf{x}_{n}$ with (2.12) need not exist at each step $n$. In contrast, there is always a unique iterate $\mathbf{x}_{n} \in \mathbf{x}_{0}+\mathcal{K}_{n}\left(\mathbf{r}_{0}, A\right)$ satisfying (2.11). We note that the conjugate residual algorithm (CR) due to Stiefel (1955) is a variant of CG that generates iterates characterized by (2.11) for the special case of Hermitian positive definite $A$.

An ideal CG-like scheme for solving nonHermitian linear systems would then have the following features:

1 its iterates would be characterized by the MR or OR property; and
2 it could be implemented based on short vector recursions, so that work and storage requirements per iteration would be low and roughly constant.

Unfortunately, it turns out that, for general matrices, the conditions 1 and 2 cannot be fulfilled simultaneously. This result is due to Faber and Manteuffel $(1984,1987)$ who proved the following theorem (see also Voevodin (1983) and Joubert and Young (1987)).

Theorem 2.1 (Faber and Manteuffel, 1984 and 1987.) Except for a few anomalies, ideal CG-like methods that satisfy both requirements 1 and 2 exist only for matrices of the special form

$$
\begin{equation*}
A=\mathrm{e}^{\mathrm{i} \theta}(T+\sigma I), \quad \text { where } \quad T=T^{H}, \quad \theta \in \mathbb{R}, \quad \sigma \in \mathbb{C} \tag{2.13}
\end{equation*}
$$

The class (2.13) consists of just the shifted and rotated Hermitian matrices. Note that the important subclass of real nonsymmetric matrices

$$
\begin{equation*}
A=I-S, \quad \text { where } \quad S=-S^{T} \quad \text { is real } \tag{2.14}
\end{equation*}
$$

is contained in (2.13), with $\mathrm{e}^{\mathrm{i} \theta}=\mathrm{i}, \sigma=-\mathrm{i}$, and $T=\mathrm{i} S$. Concus and Golub (1976) and Widlund (1978) were the first to devise an implementation of a OR method for the family (2.14). The first MR algorithm for (2.14) was proposed by Rapoport (1978), and different implementations were given by Eisenstat et al. (1983) and Freund (1983). For a brief discussion of actual CG-type algorithms for the general class of complex nonHermitian matrices (2.14), we refer the reader to Section 6.2.

Finally, we remark that ideal CG-like methods also exist for the more general family of shifted and rotated $B$-Hermitian matrices

$$
\begin{equation*}
A=\mathrm{e}^{\mathrm{i} \theta}(T+\sigma I), \quad \text { where } \quad T B=(T B)^{H}, \quad \theta \in \mathbb{R}, \quad \sigma \in \mathbb{C} \tag{2.15}
\end{equation*}
$$

Here $B$ is a fixed given Hermitian positive definite $N \times N$ matrix (see Ashby
et al., 1990). However, since for any matrix $A$ of the form (2.15),

$$
A^{\prime}=B^{1 / 2} A B^{-1 / 2}
$$

is of the type (2.13), without loss of generality the case (2.15) can always be reduced to (2.13).

### 2.3. CG-type algorithms for Hermitian indefinite linear systems

The family (2.13) also contains Hermitian indefinite matrices; next we review CG-type methods for this special case.

Luenberger (1969) was the first to propose a modification of standard CG for Hermitian indefinite matrices; however, his algorithm encountered some unresolved computational difficulties. The first numerically stable schemes for Hermitian indefinite linear systems were derived by Paige and Saunders (1975). Their SYMMLQ algorithm is an implementation of the OR approach and hence the immediate generalization of classical CG. As pointed out earlier, an OR iterate $x_{n}$ satisfying (2.12) need not exist for each $n$, and, in fact, SYMMLQ generates $\mathbf{x}_{n}$ only indirectly. Instead of the OR iterates, a second sequence of well-defined iterates $\mathbf{x}_{n}^{L}$ is updated, from which existing $\mathbf{x}_{n}$ can then be obtained cheaply. Paige and Saunders also proposed the MINRES algorithm, which produces iterates defined by the MR property (2.11) and thus can be viewed as an extension of CR to Hermitian indefinite matrices. SYMMLQ and MINRES both use the Hermitian Lanczos recursion to generate an orthonormal basis for the Krylov subspaces $\mathcal{K}_{n}\left(\mathrm{r}_{0}, A\right)$, and, like the latter, they can be implemented based on simple three-term recurrences. We would like to stress that the work of Paige and Saunders was truly pioneering, in that they were the first to extend CG beyond the class of Hermitian positive definite matrices in a numerically stable manner.

SYMMLQ is also closely connected with an earlier algorithm due to Frid$\operatorname{man}$ (1963), which generates iterates $\mathbf{x}_{n}^{\mathrm{ME}} \in \mathbf{x}_{0}+\mathcal{K}_{n}\left(A \mathbf{r}_{0}, A\right)$ defined by the minimal error (ME) property

$$
\begin{equation*}
\left\|A^{-1} \mathbf{b}-\mathbf{x}_{n}^{\mathrm{ME}}\right\|_{2}=\min _{\mathbf{x} \in \mathbf{x}_{0}+\mathcal{K}_{n}\left(A \mathbf{r}_{0}, A\right)}\left\|A^{-1} \mathbf{b}-\mathbf{x}\right\|_{2} \tag{2.16}
\end{equation*}
$$

Unfortunately, Fridman's original implementation of the ME approach is unstable. Fridman's algorithm was later rediscovered by Fletcher (1976) who showed that, in exact arithmetic, the ME iterate $\mathbf{x}_{n}^{\mathrm{ME}}$ coincides with the auxiliary quantity $\mathbf{x}_{n}^{L}$ in SYMMLQ. Hence, as a by-product, SYMMLQ also provides a stable implementation of the ME method. Another direct stabilization of Fridman's algorithm was proposed by Stoer and Freund (1982).

Finally, we remark that Chandra (1978) proposed the SYMMBK algorithm, which is a slightly less expensive variant of SYMMLQ, and derived another stable implementation of the MR method, different from MINRES.

### 2.4. GMRES and related algorithms

We now return to Krylov subspace methods for general nonHermitian matrices. Numerous algorithms for computing the iterates characterized by the MR or OR property (2.11) or (2.12), respectively, have been proposed; see Vinsome (1976), Axelsson (1980, 1987), Young and Jea (1980), Saad (1981, 1982, 1984), Elman (1982), Saad and Schultz (1985, 1986). Interestingly, a simple implementation of the MR approach was already described in a paper by Khabaza (1963), which is not referenced at all in the recent literature. In view of Theorem 2.1, all these algorithms generally involve long vector recursions, and typically work and storage requirements per iteration grow linearly with the iteration index $n$. Consequently, in practice, one cannot afford to run the full algorithms, and it becomes necessary to use restarts or to truncate the vector recursions.

The most elegant and most widely used scheme of this type is GMRES, due to Saad and Schultz (1986), and here we sketch only this particular algorithm. GMRES is modelled after MINRES, where now a generalization of the Hermitian Lanczos process, namely the Arnoldi process (see Arnoldi (1951) and Saad (1980)), is used to generate orthonormal basis vectors for the Krylov subpaces $\mathcal{K}_{n}\left(\mathbf{r}_{0}, A\right)$.

Algorithm 2.2 (Arnoldi process)
$0)$ Choose $\mathbf{v}_{1} \in \mathbb{C}^{N}$ with $\left\|\mathbf{v}_{1}\right\|_{2}=1$.
For $n=1,2, \ldots$, do :
1 For $k=1,2, \ldots, n$, compute

$$
h_{k n}=\mathbf{v}_{k}^{H} A \mathbf{v}_{n}
$$

2 Set

$$
\tilde{\mathbf{v}}_{n+1}=A \mathbf{v}_{n}-\sum_{k=1}^{n} h_{k n} \mathbf{v}_{k}
$$

3 Compute

$$
h_{n+1, n}=\left\|\tilde{\mathbf{v}}_{n+1}\right\|_{2}
$$

4 If $h_{n+1, n}=0$, stop.
Otherwise, set

$$
\mathbf{v}_{n+1}=\tilde{\mathbf{v}}_{n+1} / h_{n+1, n}
$$

The vector recurrences in Step 2 of Algorithm 2.2 can be rewritten compactly in matrix form as follows:

$$
\begin{equation*}
A V_{n}=V_{n+1} H_{n}^{(e)} \tag{2.17}
\end{equation*}
$$

where

$$
V_{n}=\left[\begin{array}{llll}
\mathbf{v}_{1} & \mathbf{v}_{2} & \cdots & \mathbf{v}_{n} \tag{2.18}
\end{array}\right]
$$

has orthonormal columns, and

$$
H_{n}^{(e)}=\left[\begin{array}{cccc}
h_{11} & h_{12} & \cdots & h_{1 n}  \tag{2.19}\\
h_{21} & \ddots & & \vdots \\
0 & \ddots & \ddots & \vdots \\
\vdots & \ddots & h_{n, n-1} & h_{n n} \\
0 & \cdots & 0 & h_{n+1, n}
\end{array}\right]
$$

is an $(n+1) \times n$ upper Hessenberg matrix of full rank $n$.
If one chooses the starting vector $v_{1}=r_{0} /\left\|r_{0}\right\|_{2}$ in Algorithm 2.2, then all possible iterates (2.1) can be parametrized as follows:

$$
\begin{equation*}
\mathbf{x}_{n}=\mathbf{x}_{0}+V_{n} \mathbf{z}_{n}, \quad \text { where } \quad \mathbf{z}_{n} \in \mathbb{C}^{n} \tag{2.20}
\end{equation*}
$$

Moreover, with (2.20) and (2.17), the minimal residual property (2.11) reduces to the $(n+1) \times n$ least squares problem

$$
\begin{equation*}
\left\|\mathbf{d}_{n}-H_{n}^{(e)} \mathbf{z}_{n}\right\|_{2}=\min _{\mathbf{z} \in \mathbb{C}^{n}}\left\|\mathbf{d}_{n}-H_{n}^{(e)} \mathbf{z}\right\|_{2} \tag{2.21}
\end{equation*}
$$

where

$$
\mathbf{d}_{n}=\left[\begin{array}{llll}
\left\|\mathbf{r}_{0}\right\|_{2} & 0 & \cdots & 0 \tag{2.22}
\end{array}\right]^{T} \in \mathbb{R}^{n+1}
$$

GMRES is an implementation of the minimal residual approach (2.11) that obtains the $n$th MR iterate $\mathbf{x}_{n}$ by first running $n$ steps of the Arnoldi process and then solving the $(n+1) \times n$ least squares problem (2.21). Note that (2.21) always has a unique solution, since $H_{n}^{(e)}$ is of full column rank. For a detailed description of the algorithm, we refer the reader to Saad and Schultz (1986).

The Arnoldi Algorithm 2.2 can also be used to compute the $n$th OR iterate characterized by (2.12). Indeed, as Saad (1981) has shown, $\mathbf{x}_{n}$ is again of the form (2.20) where $z_{n}$ is now the solution of the $n \times n$ linear system

$$
\begin{equation*}
H_{n} \mathbf{z}_{n}=\mathbf{d}_{n-1} \tag{2.23}
\end{equation*}
$$

Here

$$
H_{n}=\left[\begin{array}{ll}
I_{n} & 0 \tag{2.24}
\end{array}\right] H_{n}^{(e)}
$$

is the matrix obtained from $H_{n}^{(e)}$ by deleting the last row in (2.19). The problem with this approach is that $H_{n}$ can be singular, and then the linear system (2.23) is inconsistent. In fact, $H_{n}$ is singular if, and only if, no OR iterate satisfying (2.12) exists.

An interesting alternative is to use quasi-Newton techniques, such as Broyden's method (Broyden, 1965). Although designed for general nonlinear
equations, these schemes can be applied to nonHermitian linear systems as a special case. In addition to the iterates $\mathbf{x}_{n}$, these algorithms also produce approximations to $A^{-1}$, updated from step to step by a simple rank-1 correction. While these schemes look different at a first glance, they also belong to the class of Krylov subspace methods, as was first observed by Elman (1982). Furthermore, Deuflhard et al. (1990) have demonstrated that Broyden's rank-1 update combined with a suitable line search strategy leads to an iterative algorithm that is competitive with GMRES. Eirola and Nevanlinna (1989) have proposed two methods based on a different rank-1 update and shown that one of the resulting schemes is mathematically equivalent to GMRES. These algorithms were studied further by Vuik (1990).

### 2.5. Preconditioned Krylov subspace methods

For the solution of realistic problems, it is crucial to combine Krylov subspace methods with an efficient preconditioning technique. The basic idea here is as follows. Let $M$ be a given nonsingular $N \times N$ matrix, which approximates in some sense the coefficient matrix $A$ of the original linear system (1.1). Moreover, assume that $M$ is decomposed in the form

$$
\begin{equation*}
M=M_{1} M_{2} \tag{2.25}
\end{equation*}
$$

The Krylov subspace method is then used to solve the preconditioned linear system

$$
\begin{equation*}
A^{\prime} \mathbf{x}^{\prime}=\mathbf{b}^{\prime} \tag{2.26}
\end{equation*}
$$

where

$$
A^{\prime}=M_{1}^{-1} A M_{2}^{-1}, \quad \mathbf{b}^{\prime}=M_{1}^{-1} \mathbf{b}, \quad \mathbf{x}^{\prime}=M_{2} \mathbf{x}
$$

Clearly, (2.26) is equivalent to (1.1). This process generates approximate solutions of (2.26) of the form

$$
\begin{equation*}
\mathbf{x}_{n}^{\prime} \in \mathbf{x}_{0}^{\prime}+\mathcal{K}_{n}\left(\mathbf{r}_{0}^{\prime}, A^{\prime}\right) \tag{2.27}
\end{equation*}
$$

Usually, one avoids the explicit calculation of primed quantities, and instead one rewrites the resulting algorithm in terms of the corresponding quantities for the original system. For example, iterates and residual vectors for (1.1) and (2.26) are connected by

$$
\begin{equation*}
\mathbf{x}_{n}=M_{2}^{-1} \mathbf{x}_{n}^{\prime} \quad \text { and } \quad \mathbf{r}_{n}=M_{1} \mathbf{r}_{n}^{\prime} \tag{2.28}
\end{equation*}
$$

In particular, note that, by (2.27) and (2.28), the resulting approximations to $A^{-1} b$ are of the form

$$
\mathbf{x}_{n} \in \mathbf{x}_{0}+\mathcal{K}_{n}\left(M^{-1} \mathbf{r}_{0}, M^{-1} A\right)
$$

We remark that the special cases $M_{1}=I$ or $M_{2}=I$ in (2.25) are referred to as right or left preconditioning, respectively. For right preconditioning, by
(2.28), the preconditioned residual vectors coincide with their counterparts for the original system. For this reason, right preconditioning is usually preferred for MR-type Krylov subspace methods based on (2.11). Moreover, if $A$ has some special structure, the decomposition (2.25) can often be chosen such that the structure is preserved for $A^{\prime}$. For example, for Hermitian positive definite $A$ this is the case if one sets $M_{2}=M_{1}^{H}$ in (2.25).

Obviously, there are two (in general conflicting) requirements for the choice of the preconditioning matrix $M$ for a given Krylov subspace method. First, $M^{-1}$ should approximate $A^{-1}$ well enough so that the algorithm applied to (2.26) will converge faster than for the original system (1.1). On the other hand, preconditioned Krylov subspace methods require at each iteration the solution of one linear system of the type

$$
\begin{equation*}
M \mathbf{p}=\mathbf{q} \tag{2.29}
\end{equation*}
$$

Moreover, for algorithms that involve matrix-vector products with $A^{T}$ (see Section 3), one has to solve an additional linear system of the form

$$
\begin{equation*}
M^{T} \mathbf{p}=\mathbf{q} \tag{2.30}
\end{equation*}
$$

Therefore, the preconditioner $M$ needs to be such that linear systems (2.29) respectively (2.30) can be solved cheaply. In this article, the problem of how to actually construct such preconditioners is not addressed at all. Instead, we refer the reader to the papers by Axelsson (1985) and Saad (1989) for an overview of common preconditioning techniques.

Finally, one more note. In Section 3, explicit descriptions of some Krylov subspace algorithms are given. For simplicity, we have stated these algorithms without preconditioning. It is straightforward to incorporate preconditioning by using the transition rules (2.28).

## 3. Lanczos-based Krylov subspace methods

In this section, we discuss Krylov subspace methods that are based on the nonsymmetric Lanczos process.

### 3.1. The classical Lanczos algorithm and BCG

The nonsymmetric Lanczos method was proposed by Lanczos (1950) as a means to reduce an arbitrary matrix $A \in \mathbb{C}^{N \times N}$ to tridiagonal form. One starts the process with two nonzero vectors $\mathbf{v}_{1} \in \mathbb{C}^{N}$ and $\mathbf{w}_{1} \in \mathbb{C}^{N}$ and then generates basis vectors $\left\{\mathbf{v}_{j}\right\}$ for $\mathcal{K}_{n}\left(\mathbf{v}_{1}, A\right)$ and $\left\{\mathbf{w}_{j}\right\}$ for $\mathcal{K}_{n}\left(\mathbf{w}_{1}, A^{T}\right)$ such that the bi-orthogonality condition

$$
\mathbf{w}_{j}^{T} \mathbf{v}_{k}= \begin{cases}1 & k=j  \tag{3.1}\\ 0 & \text { otherwise }\end{cases}
$$

holds. The point is that the two bases can be built with just three-term
recurrences, thus requiring minimal amounts of work and storage per step. The complete algorithm is straightforward and can be stated as follows.

## Algorithm 3.1 (Classical Lanczos method)

0 Choose $\tilde{\mathbf{v}}_{1}, \tilde{\mathbf{w}}_{1} \in \mathbb{C}^{N}$ with $\tilde{\mathbf{v}}_{1}, \tilde{\mathbf{w}}_{1} \neq 0$.
Set $\mathbf{v}_{\mathbf{0}}=\mathbf{w}_{\mathbf{0}}=0$.
For $n=1,2, \ldots$, do :
1 Compute $\delta_{n}=\tilde{\mathbf{w}}_{n}^{T} \tilde{\mathbf{v}}_{n}$.
If $\delta_{n}=0$, set $L=n-1$ and stop.
2 Otherwise, choose $\beta_{n}, \gamma_{n} \in \mathbb{C}$ with $\beta_{n} \gamma_{n}=\delta_{n}$. Set $\mathbf{v}_{n}=\tilde{\mathbf{v}}_{n} / \gamma_{n}$ and $\mathbf{w}_{n}=\tilde{\mathbf{w}}_{n} / \beta_{n}$.
3 Compute

$$
\begin{aligned}
\alpha_{n} & =\mathbf{w}_{n}^{T} A \mathbf{v}_{n} \\
\tilde{\mathbf{v}}_{n+1} & =A \mathbf{v}_{n}-\alpha_{n} \mathbf{v}_{n}-\beta_{n} \mathbf{v}_{n-1} \\
\tilde{\mathbf{w}}_{n+1} & =A^{T} \mathbf{w}_{n}-\alpha_{n} \mathbf{w}_{n}-\gamma_{n} \mathbf{w}_{n-1}
\end{aligned}
$$

If $\tilde{\mathbf{v}}_{n+1}=0$ or $\tilde{\mathbf{w}}_{n+1}=0$, set $L=n$ and stop.
The particular choice of the coefficients $\alpha_{n}, \beta_{n}$, and $\gamma_{n}$ ensures that the bi-orthogonality relation (3.1) is satisfied.

Similar to (2.18), (2.19) and (2.24), let

$$
\begin{gather*}
V_{n}=\left[\begin{array}{llllll}
v_{1} & v_{2} & \cdots & v_{n}
\end{array}\right], \quad W_{n}=\left[\begin{array}{llll}
w_{1} & w_{2} & \cdots & w_{n}
\end{array}\right], \\
H_{n}^{(e)}=\left[\begin{array}{ccccc}
\alpha_{1} & \beta_{2} & 0 & \cdots & 0 \\
\gamma_{2} & \alpha_{2} & \ddots & \ddots & \vdots \\
0 & \ddots & \ddots & \ddots & 0 \\
\vdots & \ddots & \ddots & \ddots & \beta_{n} \\
\vdots & & \ddots & \gamma_{n} & \alpha_{n} \\
0 & \cdots & \cdots & 0 & \gamma_{n+1}
\end{array}\right] \in \mathbb{C}^{(n+1) \times n}, \tag{3.2}
\end{gather*}
$$

and

$$
H_{n}=\left[\begin{array}{ll}
I_{n} & 0
\end{array}\right] H_{n}^{(e)}
$$

Then the recurrences in the Lanczos process can be written compactly as

$$
\begin{align*}
A V_{n} & =V_{n} H_{n}+\left[\begin{array}{llll}
0 & \cdots & 0 & \tilde{\mathbf{v}}_{n+1}
\end{array}\right] \\
A^{T} W_{n} & =W_{n} H_{n}^{T}+\left[\begin{array}{llll}
0 & \cdots & 0 & \tilde{\mathbf{w}}_{n+1}
\end{array}\right] \tag{3.3}
\end{align*}
$$

while the bi-orthogonality relation (3.1) can be written as

$$
\begin{equation*}
W_{n}^{T} V_{n}=I_{n} \tag{3.4}
\end{equation*}
$$

We note that the Lanczos method is invariant under shifts of the form

$$
A \mapsto A+\sigma I, \quad \text { where } \quad \sigma \in \mathbb{C}
$$

in that the process generates the same vectors $\left\{\mathbf{v}_{j}\right\}$ and $\left\{\mathbf{w}_{j}\right\}$ and only the tridiagonal matrix (3.2) is shifted:

$$
H_{n} \mapsto H_{n}+\sigma I_{n}
$$

In particular, for the Lanczos algorithm it is irrelevant whether the matrix $A$ is singular or not.

Moreover, we would like to stress that the Lanczos process can also be formulated with $A^{H}$ instead of $A^{T}$, by simply conjugating the three-term recurrences for the vectors $\left\{\mathbf{w}_{j}\right\}$. We chose the transpose because one can then avoid complex conjugated recurrence coefficients. Finally, we remark that the Lanczos process reduces to only one recursion in two important special cases, namely $A=A^{H}$ (with starting vectors $\overline{\mathbf{w}}_{1}=\overline{\mathbf{v}}_{1}$ ) and complex symmetric matrices $A=A^{T}$ (with starting vectors $\tilde{\mathbf{w}}_{1}=\tilde{\mathbf{v}}_{1}$ ). In both cases, one must also choose $\beta_{n}=\gamma_{n}$. In the first case, the resulting algorithm is the well-known Hermitian Lanczos method, which has been studied extensively (see, e.g., Golub and Van Loan (1989) and the references therein). In the second case, the resulting algorithm is the complex symmetric Lanczos process.

In exact arithmetic, the classical Lanczos method terminates after a finite number of steps. As indicated in Algorithm 3.1, there are two different situations in which the process can stop. The first one, referred to as regular termination, occurs when $\mathbf{v}_{L+1}=0$ or $\mathbf{w}_{L+1}=0$. In this case, the Lanczos algorithm has found an invariant subspace of $\mathbb{C}^{N}$ : if $\mathbf{v}_{L+1}=0$, then the right Lanczos vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{L}$ span an $A$-invariant subspace, while if $\mathbf{w}_{L+1}=0$, then the left Lanczos vectors $\mathbf{w}_{1}, \ldots, \mathbf{w}_{L}$ span an $A^{T}$-invariant subspace. The second case, referred to as a serious breakdown by Wilkinson (1965), occurs when $\mathbf{w}_{L}^{T} \mathbf{v}_{L}=0$ with neither $\mathbf{v}_{L}=0$ nor $\mathbf{w}_{L}=0$. In this case, the Lanczos vectors span neither an $A$-invariant subspace nor an $A^{T}$-invariant subspace of $\mathbb{C}^{N}$. We will discuss in Section 3.2 techniques for handling the serious breakdowns. We remark that, in the special case of the Hermitian Lanczos process, breakdowns are excluded. In contrast, breakdowns can occur in the complex symmetric Lanczos algorithm (see Cullum and Willoughby (1985) and Freund (1989b, 1992)).

The Lanczos algorithm was originally introduced to compute eigenvalues, as - in view of (3.3) - the eigenvalues of $H_{n}$ can be used as approximations for eigenvalues of $A$. However, Lanczos (1952) also proposed a closely related method, the biconjugate gradient algorithm (BCG), for solving general nonsingular nonHermitian linear systems (1.1). By and large, BCG was ignored until the mid-1970s, when Fletcher (1976) revived the method.

The BCG algorithm is a Krylov subspace approach that generates iterates
defined by a Galerkin condition (2.6) with the special choice of subspaces

$$
\mathcal{S}_{n}=\left\{\mathbf{s}=\overline{\mathbf{w}} \mid \mathbf{w} \in \mathcal{K}_{n}\left(\tilde{\mathbf{r}}_{0}, A^{T}\right)\right\}
$$

Here, $\tilde{\mathbf{r}}_{0}$ is a nonzero starting vector discussed later. The standard implementation of the BCG method is as follows.

## Algorithm 3.2 (BCG method)

0 Choose $\mathbf{x}_{0} \in \mathbb{C}^{N}$ and set $\mathbf{q}_{0}=\mathbf{r}_{0}=\mathbf{b}-A \mathbf{x}_{0}$. Choose $\tilde{\mathbf{r}}_{0} \in \mathbb{C}^{N}, \tilde{\mathbf{r}}_{0} \neq 0$, and set $\tilde{\mathbf{q}}_{0}=\tilde{\mathbf{r}}_{0}, \rho_{0}=\tilde{\mathbf{r}}_{0}^{T} \mathbf{r}_{0}$.
For $n=1,2, \ldots$, do :
1 Compute

$$
\begin{aligned}
\sigma_{n-1} & =\tilde{\mathbf{q}}_{n-1}^{T} A \mathbf{q}_{n-1} \\
\alpha_{n-1} & =\rho_{n-1} / \sigma_{n-1} \\
\mathbf{x}_{n} & =\mathbf{x}_{n-1}+\alpha_{n-1} \mathbf{q}_{n-1} \\
\mathbf{r}_{n} & =\mathbf{r}_{n-1}-\alpha_{n-1} A \mathbf{q}_{n-1} \\
\tilde{\mathbf{r}}_{n} & =\tilde{\mathbf{r}}_{n-1}-\alpha_{n-1} A^{T} \tilde{\mathbf{q}}_{n-1}
\end{aligned}
$$

2 Compute

$$
\begin{aligned}
& \rho_{n}=\tilde{\mathbf{r}}_{n}^{T} \mathbf{r}_{n} \\
& \beta_{n}=\rho_{n} / \rho_{n-1} \\
& \mathbf{q}_{n}=\mathbf{r}_{n}+\beta_{n} \mathbf{q}_{n-1} \\
& \tilde{\mathbf{q}}_{n}=\tilde{\mathbf{r}}_{n}+\beta_{n} \tilde{\mathbf{q}}_{n-1}
\end{aligned}
$$

3 If $\mathbf{r}_{n}=0$ or $\tilde{\mathbf{r}}_{n}=0$, stop.
Note that BCG requires a second nonzero starting vector $\tilde{\mathbf{r}}_{0} \in \mathbb{C}^{N}$, which can be chosen freely. Usually, one sets $\overline{\mathbf{r}}_{0}=\mathbf{r}_{0}$ or $\tilde{\mathbf{r}}_{0}=\overline{\mathbf{r}}_{0}$, or one chooses $\tilde{\mathbf{r}}_{0}$ as a vector with random entries.

The BCG algorithm is the archetype of an entire class of Lanczos-based Krylov subspace methods for nonHermitian matrices, some of which we will discuss later. Unfortunately, BCG typically exhibits an erratic convergence behaviour with wild oscillations in the residual norm $\left\|\mathbf{r}_{n}\right\|_{2}$. Even worse, the BCG process can break down completely. More precisely, the BCG Algorithm 3.2 cannot be continued if

$$
\begin{equation*}
\tilde{\mathbf{q}}_{n-1}^{T} A \mathbf{q}_{n-1}=0, \quad \tilde{\mathbf{r}}_{n-1} \neq 0, \quad \mathbf{r}_{n-1} \neq 0 \tag{3.5}
\end{equation*}
$$

or if

$$
\begin{equation*}
\tilde{\mathbf{r}}_{n-1}^{T} \mathbf{r}_{n-1}=0, \quad \tilde{\mathbf{r}}_{n-1} \neq 0, \quad \mathbf{r}_{n-1} \neq 0 \tag{3.6}
\end{equation*}
$$

The source of the breakdown (3.5) is the Galerkin condition (2.6) used to define the iterates. As was pointed out in Section 2.2, the existence of an
iterate satisfying (2.6) is not guaranteed at every step, and in fact (3.5) occurs if, and only if, no BCG iterate exists. Furthermore, it can be shown that (3.5) is equivalent to the Lanczos matrix $H_{n}$ being singular. The source of the second breakdown (3.6) is the underlying nonsymmetric Lanczos process, which can have a serious breakdown. It turns out that the vectors $\mathbf{r}_{n-1}$ and $\tilde{\mathbf{r}}_{n-1}$ in the BCG Algorithm 3.2 are scalar multiples of the vectors $\mathbf{v}_{n}$ and $\mathbf{w}_{n}$, respectively, that are generated by the classical Lanczos Algorithm 3.1 started with

$$
\tilde{\mathbf{v}}_{1}=\mathbf{r}_{0} \quad \text { and } \quad \tilde{\mathbf{w}}_{1}=\tilde{\mathbf{r}}_{0}
$$

Hence, a breakdown in the Lanczos process will be parallelled by a breakdown (3.6) in the BCG algorithm.

As the earlier discussion shows, BCG, while requiring little work and storage per step, is susceptible to breakdowns and numerical instabilities. In addition, another possible disadvantage of the classical BCG algorithm is its use of the transpose of $A$, which may not be readily available in some situations. As a result, variants of BCG were sought which would preserve the low work and storage requirements, while curing the possible breakdowns and avoiding the use of the transpose. In the next section, we will discuss the look-ahead Lanczos algorithm, an extension of the Lanczos method which handles in almost all cases the serious breakdowns in the Lanczos process. In Section 3.4 we present the quasi-minimal residual approach, based on the look-ahead Lanczos algorithm and using a quasi-minimization property to avoid the breakdowns caused by the Galerkin condition. Finally, in Section 3.5 we survey some of the so-called transpose-free algorithms, which typically replace the multiplication by $A^{T}$ in the BCG algorithm by one or more multiplications by $A$.

### 3.2. A look-ahead Lanczos algorithm

One of the possible terminations of the Lanczos algorithm is a serious breakdown, when $\delta_{n}=0$ in Algorithm 3.1, with neither $\tilde{\mathbf{v}}_{n}=0$ nor $\tilde{\mathbf{w}}_{n}=0$. As a result, the vectors $\tilde{\mathbf{v}}_{n}$ and $\tilde{\mathbf{w}}_{n}$ cannot be scaled to obtain the Lanczos vectors $\mathbf{v}_{n}$ and $\mathbf{w}_{n}$ corresponding to the basis vectors $A^{n} \mathbf{v}_{1}$ and $\left(A^{T}\right)^{n} \mathbf{w}_{1}$. Furthermore, it turns out that even if $\mathbf{v}_{n}$ and $\mathbf{w}_{n}$ were computed using a different scaling method, the next pair of vectors $\tilde{\mathbf{v}}_{n+1}$ and $\tilde{\mathbf{w}}_{n+1}$ could not be computed so as to fulfil (3.1). The problem here is not just one of scaling, but also that the bi-orthogonality required of the vectors $\tilde{\mathbf{v}}_{n+1}$ and $\tilde{\mathbf{w}}_{n+1}$ cannot be satisfied. However, it could happen that the bi-orthogonality condition (3.1) can once again be fulfilled for a pair of vectors corresponding to some higher power of $A$ and $A^{T}$. A procedure which somehow advances to this next pair of Lanczos vectors will be called a look-ahead Lanczos procedure.

The main idea behind the look-ahead Lanczos algorithms is to relax the bi-orthogonality relation (3.1) when a breakdown is encountered. For each
fixed $n=1,2, \ldots$, the vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}$ and $\mathbf{w}_{1}, \ldots, \mathbf{w}_{n}$ generated by the look-ahead procedure can be grouped into $l=l(n)$ blocks
and

$$
\begin{aligned}
V^{(l)} & =\left[\begin{array}{llll}
\mathbf{v}_{n_{l}} & \mathbf{v}_{n_{l}+1} & \cdots & \mathbf{v}_{n}
\end{array}\right] \\
W^{(l)} & =\left[\begin{array}{llll}
\mathbf{w}_{n_{l}} & \mathbf{w}_{n_{l}+1} & \cdots & \mathbf{w}_{n}
\end{array}\right],
\end{aligned}
$$

where

$$
1=n_{1}<n_{2}<\cdots<n_{k}<\cdots<n_{l} \leq n<n_{l+1}
$$

The blocks are constructed so that (3.1) is relaxed to

$$
\left(W^{(j)}\right)^{T}\left(V^{(k)}\right)=\left\{\begin{array}{ll}
D^{(k)} & \text { if } j=k, \\
0 & \text { if } j \neq k,
\end{array} \quad j, k=1, \ldots, l,\right.
$$

where $D^{(k)}$ is nonsingular for $k=1, \ldots, l-1$, and $D^{(l)}$ is nonsingular if $n=n_{l+1}-1$. The first vectors $\mathbf{v}_{n_{k}}$ and $\mathbf{w}_{n_{k}}$ in each block are called regular, and the remaining vectors are called inner. We note that, in practice, for reasons of stability, the computed vectors are usually scaled to have unit length (see Taylor, 1982).
Two such look-ahead procedures have been proposed, one by Parlett et al. (1985), and a second one by Freund et al. (1991b). The Freund et al. implementation requires the same number of inner products per step as the classical Lanczos algorithm, and reduces to the classical Lanczos procedure in the absence of look-ahead steps. In contrast, the Parlett et al. implementation always requires more work per step and does not reduce to the classical Lanczos algorithm in the absence of look-ahead steps. It also does not generalize easily to blocks of more than two vectors. Therefore, we will focus on the implementation proposed by Freund et al.. The basic structure of this look-ahead Lanczos algorithm is as follows.

Algorithm 3.3 (Sketch of the look-ahead Lanczos process)
0 Choose $\mathbf{v}_{1}, \mathbf{w}_{1} \in \mathbb{C}^{N}$ with $\left\|\mathbf{v}_{1}\right\|_{2}=\left\|\mathbf{w}_{1}\right\|_{2}=1$.
Set $V^{(1)}=\mathbf{v}_{1}, W^{(1)}=\mathbf{w}_{1}, D^{(1)}=\left(W^{(1)}\right)^{T} V^{(1)}$.
Set $n_{1}=1, l=1, \mathbf{v}_{0}=\mathbf{w}_{0}=0, V_{0}=W_{0}=\emptyset, \rho_{1}=\xi_{1}=1$.
For $n=1,2, \ldots$, do :
1 Decide whether to construct $\mathbf{v}_{n+1}$ and $\mathbf{w}_{n+1}$ as regular or inner vectors and go to Steps 2 or 3 , respectively.

2 (Regular step.) Compute

$$
\begin{align*}
\tilde{\mathbf{v}}_{n+1}= & A \mathbf{v}_{n}-V^{(l)}\left(D^{(l)}\right)^{-1}\left(W^{(l)}\right)^{T} A \mathbf{v}_{n} \\
& -V^{(l-1)}\left(D^{(l-1)}\right)^{-1}\left(W^{(l-1)}\right)^{T} A \mathbf{v}_{n} \\
\tilde{\mathbf{w}}_{n+1}= & A^{T} \mathbf{w}_{n}-W^{(l)}\left(D^{(l)}\right)^{-T}\left(V^{(l)}\right)^{T} A^{T} \mathbf{w}_{n}  \tag{3.7}\\
& -W^{(l-1)}\left(D^{(l-1)}\right)^{-T}\left(V^{(l-1)}\right)^{T} A^{T} \mathbf{w}_{n} .
\end{align*}
$$

Set $n_{l+1}=n+1, l=l+1, V^{(l)}=W^{(l)}=\emptyset$, and go to Step 4.
3 (Inner step.) Compute

$$
\begin{align*}
\tilde{\mathbf{v}}_{n+1}= & A \mathbf{v}_{n}-\zeta_{n} \mathbf{v}_{n}-\left(\eta_{n} / \rho_{n}\right) \mathbf{v}_{n-1} \\
& -V^{(l-1)}\left(D^{(l-1)}\right)^{-1}\left(W^{(l-1)}\right)^{T} A \mathbf{v}_{n} \\
\tilde{\mathbf{w}}_{n+1}= & A^{T} \mathbf{w}_{n}-\zeta_{n} \mathbf{w}_{n}-\left(\eta_{n} / \xi_{n}\right) \mathbf{w}_{n-1}  \tag{3.8}\\
& -W^{(l-1)}\left(D^{(l-1)}\right)^{-T}\left(V^{(l-1)}\right)^{T} A^{T} \mathbf{w}_{n}
\end{align*}
$$

4 Compute $\rho_{n+1}=\left\|\tilde{\mathbf{v}}_{n+1}\right\|_{2}$ and $\xi_{n+1}=\left\|\tilde{\mathbf{w}}_{n+1}\right\|_{2}$.
If $\rho_{n+1}=0$ or $\xi_{n+1}=0$, set $L=n$, and stop.
Otherwise, set

$$
\begin{gathered}
\mathbf{v}_{n+1}=\tilde{\mathbf{v}}_{n+1} / \rho_{n+1}, \quad \mathbf{w}_{n+1}=\tilde{\mathbf{w}}_{n+1} / \xi_{n+1} \\
V^{(l)}=\left[\begin{array}{ll}
V^{(l)} & \mathbf{v}_{n+1}
\end{array}\right], \quad W^{(l)}=\left[\begin{array}{ll}
W^{(l)} & \mathbf{w}_{n+1}
\end{array}\right], \\
D^{(l)}=\left(W^{(l)}\right)^{T} V^{(l)}
\end{gathered}
$$

Step 2 of the algorithm is a block version of the classical Lanczos recurrences of Step 3 in Algorithm 3.1. Step 3 builds inner vectors spanning the gap between two regular vectors. In this implementation, the inner vectors are generated by a three-term inner recurrence, and then bi-orthogonalized against the last block. The vectors generated by the look-ahead Lanczos algorithm still obey (3.3), but now $H_{n}$, instead of having simply the tridiagonal structure (3.2), is an upper Hessenberg block tridiagonal matrix with small blocks of size $\left(n_{k}-n_{k-1}\right) \times\left(n_{k}-n_{k-1}\right)$ on the diagonal. Furthermore, the bi-orthogonality relation (3.4) now reads

$$
W_{n}^{T} V_{n}=D_{n}=\operatorname{diag}\left(D^{(1)}, D^{(2)}, \ldots, D^{(l)}\right)
$$

Note that $D_{n}$ is guaranteed to be nonsingular if $n=n_{l+1}-1$.
If only regular steps are performed, then Algorithm 3.3 reduces to the classical Lanczos process. Thus, the strategy used in Step 1 for deciding when to construct inner vectors should perform regular steps whenever possible. In addition, in practice the look-ahead algorithm must also be able to
handle near-breakdowns, that is situations when

$$
\tilde{\mathbf{w}}_{n}^{T} \tilde{\mathbf{v}}_{n} \approx 0, \quad \tilde{\mathbf{v}}_{n} \not \not \approx 0, \quad \tilde{\mathbf{w}}_{n} \not \approx 0
$$

Freund et al. (1991b) proposed a practical procedure for the decision in Step 1 based on three different checks. For a regular step, it is necessary that $D^{(l)}$ be nonsingular. Therefore, one of the checks monitors the size of $\sigma_{\text {min }}\left(D^{(l)}\right)$. The other two checks attempt to ensure the linear independence of the Lanczos vectors. The algorithm monitors the size of the components along the two previous blocks $V^{(l)}$ and $V^{(l-1)}$, respectively $W^{(l)}$ and $W^{(l-1)}$, in (3.7), and performs a regular step only if these terms do not dominate the components $A \mathbf{v}_{n}$ and $A^{T} \mathbf{w}_{n}$ in the new Krylov spaces. For details, see Freund et al. (1991b).

The look-ahead algorithm outlined here will handle serious breakdowns and near-breakdowns in the classical Lanczos algorithm, except for the special event of an incurable breakdown (Taylor, 1982). These are situations where the look-ahead procedure would build an infinite block, without ever finding a nonsingular $D^{(l)}$. Taylor (1982) has shown in his Mismatch Theorem that, in case of an incurable breakdown, one can still recover eigenvalue information, as the eigenvalues of the $H_{n_{l}}$ are also eigenvalues of $A$. For linear systems, an incurable breakdown would require restarting the procedure with a different choice of starting vectors. Fortunately, in practice round-off errors will make an incurable breakdown highly unlikely.

Finally, we remark that, for the important class of $p$-cyclic matrices $A$, serious breakdowns in the Lanczos process occur in a regular pattern. In this case, look-ahead steps are absolutely necessary if one wants to exploit the $p$-cyclic structure. For details of a look-ahead Lanczos algorithm for $p$-cyclic matrices, we refer the reader to Freund et al. (1991a).

### 3.3. The QMR algorithm

We now turn to the quasi-minimal residual approach. The procedure was first proposed by Freund (1989b) for the case of complex symmetric linear systems, and then extended by Freund and Nachtigal (1991) for the case of general nonHermitian matrices.

Recall from (2.2) that the $n$th iterate of any Krylov subspace method is of the form

$$
\mathbf{x}_{n} \in \mathbf{x}_{0}+\mathcal{K}_{n}\left(\mathbf{r}_{0}, A\right)
$$

If now we choose

$$
\begin{equation*}
\mathbf{v}_{1}=\mathbf{r}_{0} /\left\|\mathbf{r}_{0}\right\|_{2} \tag{3.9}
\end{equation*}
$$

in Algorithm 3.3, then the right Lanczos vectors $\mathbf{v}_{1}, \ldots, \mathbf{v}_{n}$ span the Krylov space $\mathcal{K}_{n}\left(\mathbf{r}_{0}, A\right)$, hence we can write

$$
\mathbf{x}_{n}=\mathbf{x}_{0}+V_{n} \mathbf{z}_{n}
$$

for some $z_{n} \in \mathbb{C}^{n}$. Together with (3.9) and the first relationship in (3.3), this gives for the residual

$$
\begin{equation*}
\mathbf{r}_{n}=\mathbf{r}_{0}-A V_{n} \mathbf{z}_{n}=V_{n+1}\left(\mathbf{d}_{n}-H_{n}^{(e)} \mathbf{z}_{n}\right) \tag{3.10}
\end{equation*}
$$

where $d_{n}$ is defined as in (2.22). As $V_{n+1}$ is not unitary, it is not possible to minimize the Euclidean norm of the residual without expending $\mathcal{O}\left(N n^{2}\right)$ work and $\mathcal{O}(N n)$ storage. Instead, one minimizes just the Euclidean norm of the coefficient vector in (3.10), that is $z_{n} \in \mathbb{C}^{n}$ is chosen as the solution of the least-squares problem

$$
\begin{equation*}
\left\|\mathbf{d}_{n}-H_{n}^{(e)} \mathbf{z}_{n}\right\|_{2}=\min _{\mathbf{z} \in \mathbb{C}^{n}}\left\|\mathbf{d}_{n}-H_{n}^{(e)} \mathbf{z}\right\|_{2} \tag{3.11}
\end{equation*}
$$

As was pointed out by Manteuffel (1991), solving the minimization problem (3.11) is equivalent to minimizing the residual in a norm that changes with the step number:

$$
\min _{\mathbf{x} \in \mathbf{x}_{0}+\mathcal{K}_{n}\left(\mathbf{r}_{0}, A\right)}\left\|D_{n+1}^{-1} W_{n+1}^{T}(\mathbf{b}-A \mathbf{x})\right\|_{2}, \quad n=n_{k}-2
$$

Thus, the QMR does not contradict the Faber and Manteuffel Theorem 2.1, which excludes only methods that minimize in a fixed norm.

To solve the least-squares problem (3.11), one uses a QR factorization of $H_{n}^{(e)}$. As $H_{n}^{(e)}$ is upper Hessenberg, its QR factorization can be easily computed and updated using Givens rotations; the approach is a standard one (see, e.g., Golub and Van Loan (1989)). One computes a unitary matrix $Q_{n} \in \mathbb{C}^{(n+1) \times(n+1)}$ and an upper triangular matrix $R_{n} \in \mathbb{C}^{n}$ such that

$$
Q_{n} H_{n}^{(e)}=\left[\begin{array}{c}
R_{n}  \tag{3.12}\\
0
\end{array}\right]
$$

and then obtains $\mathbf{z}_{n}$ from

$$
\mathbf{z}_{n}=R_{n}^{-1} \mathbf{t}_{n}, \quad \mathbf{t}_{n}=\left[\begin{array}{ll}
I_{n} & 0 \tag{3.13}
\end{array}\right] Q_{n} \mathbf{d}_{n}
$$

which gives

$$
\begin{equation*}
\mathbf{x}_{n}=\mathbf{x}_{0}+V_{n} R_{n}^{-1} \mathbf{t}_{n} \tag{3.14}
\end{equation*}
$$

This gives the following QMR algorithm.
Algorithm 3.4 (QMR algorithm)
0 Choose $\mathbf{x}_{0} \in \mathbb{C}^{N}$ and set $\mathbf{r}_{0}=\mathbf{b}-A \mathbf{x}_{0}, \rho_{0}=\left\|\mathbf{r}_{0}\right\|_{2}, \mathbf{v}_{1}=\mathbf{r}_{0} / \rho_{0}$.
Choose $\mathbf{w}_{1} \in \mathbb{C}^{N}$ with $\left\|\mathbf{w}_{1}\right\|_{2}=1$.
For $n=1,2, \ldots$, do :
1 Perform the $n$th iteration of the look-ahead Lanczos Algorithm 3.3.

This yields matrices $V_{n}, V_{n+1}, H_{n}^{(e)}$ which satisfy

$$
A V_{n}=V_{n+1} H_{n}^{(e)}
$$

2 Update the QR factorization (3.12) of $H_{n}^{(e)}$ and the vector $\mathbf{t}_{n}$ in (3.13).

3 Compute $\mathrm{x}_{n}$ from (3.14).
4 If $x_{n}$ has converged, stop.
We note that since $Q_{n}$ is a product of Givens rotations, the vector $t_{n}$ is easily updated in Step 2. Also, as $H_{n}$ is block tridiagonal, $R_{n}$ also has a block structure that is used in Step 3 to update $\mathbf{x}_{n}$ using only short recurrences. For complete details, see Freund and Nachtigal (1991).

The point of the quasi-minimal residual approach is that the least-squares problem (3.11) always has a unique solution. From Step 4 of Algorithm 3.3, $\rho_{k}$, the subdiagonal entries of $H_{n}^{(e)}$, are all nonzero, hence $H_{n}^{(e)}$ has full column rank, $R_{n}$ is nonsingular, and so (3.11) always defines a unique iterate $\mathbf{x}_{n}$. This then avoids the Galerkin breakdown in the BCG algorithm. But more importantly, the quasi-minimization (3.11) is strong enough to enable us to prove a convergence theorem for QMR. This is in contrast to BCG and methods derived from BCG, for which no convergence results are known. Indeed, one can prove two theorems for QMR, both relating the QMR convergence behaviour to the convergence of GMRES.

Theorem 3.5 (Freund and Nachtigal, 1991)
Suppose that the $L \times L$ matrix $H_{L}$ generated by the look-ahead Lanczos algorithm is diagonalizable, and let $X \in \mathbb{C}^{L \times L}$ be a matrix of eigenvectors of $H_{L}$. Then for $n=1, \ldots, L-1$,

$$
\frac{\left\|\mathbf{r}_{n}^{\mathrm{QMR}}\right\|_{2}}{\left\|\mathbf{r}_{0}\right\|_{2}} \leq\left\|V_{n+1}\right\|_{2} \kappa_{2}(X) \epsilon_{n}
$$

where

$$
\epsilon_{n}=\max _{\psi \in \mathcal{P}_{n}: \psi(0)=1} \min _{\lambda \in \lambda(A)}|\psi(\lambda)|
$$

By comparison, the convergence result for GMRES reads as follows.
Theorem 3.6 (Saad and Schultz, 1986)
Suppose that $A$ is diagonalizable, and let $U$ be a matrix of eigenvectors of $A$. Then, for $n=1,2, \ldots$,

$$
\frac{\left\|\mathbf{r}_{n}^{\text {GMRES }}\right\|_{2}}{\left\|\mathbf{r}_{0}\right\|_{2}} \leq \kappa_{2}(U) \epsilon_{n}
$$

where $\epsilon_{n}$ is as described previously.

Thus, Theorem 3.5 shows that GMRES and QMR solve the same approximation problem. The second convergence result gives a quantitative description of the departure from optimality due to the quasi-optimal approach.

Theorem 3.7 (Nachtigal, 1991)

$$
\left\|\mathbf{r}_{n}^{\mathrm{QMR}}\right\|_{2} \leq \kappa_{2}\left(V_{n+1}\right)\left\|\mathbf{r}_{n}^{\mathrm{GMRES}}\right\|_{2}
$$

For both Theorems 3.5 and 3.7, we note that the right Lanczos vectors $\left\{\mathbf{v}_{j}\right\}$ obtained from Algorithm 3.4 are unit vectors, and hence the condition number of $V_{n+1}$ can be bounded by a slowly growing function,

$$
\left\|V_{n+1}\right\|_{2} \leq \sqrt{n+1}
$$

Next, we note that it is possible to recover BCG iterates, when they exist, from the corresponding QMR iterates. We have

Theorem 3.8 (Freund and Nachtigal, 1991)
Let $n=n_{k}-1, k=1, \ldots$. Then,

$$
\begin{aligned}
\mathbf{x}_{n}^{\mathrm{BCG}} & =\mathbf{x}_{n-1}^{\mathrm{QMR}}+\frac{\tau_{n}}{c_{n}} \mathbf{p}_{n} \\
\left\|\mathbf{r}_{n}^{\mathrm{BCG}}\right\|_{2} & =\left\|\mathbf{r}_{0}\right\|_{2}\left|s_{1} \cdots s_{n}\right| \frac{1}{c_{n}} .
\end{aligned}
$$

Here, $\mathbf{p}_{n}$ is the $n$th column of $V_{n} R_{n}^{-1}$ and is computed anyway as part of Step 3 of the QMR Algorithm 3.4, $s_{n}$ and $c_{n}$ are the sine and cosine of the $n$th Givens rotation involved in the QR decomposition of $H_{n}^{(e)}$, and $\tau_{n}$ is the $(n+1)$ st component of $Q_{n} \mathrm{~d}_{n}$. The point is that the BCG iterate and the norm of the BCG residual are both by-products of the QMR algorithm, available at little extra cost, and the existence of the BCG iterate can be checked by monitoring the size of the Givens rotation cosine $c_{n}$. Thus, QMR can also be viewed as a stable implementation of BCG.

Finally, we remark that, for the special case of Hermitian matrices, the QMR Algorithm 3.4 (with $\mathbf{w}_{1}=\overline{\mathbf{v}}_{1}$ ) is mathematically equivalent to MINRES. Hence, QMR can also be viewed as an extension of MINRES to nonHermitian matrices.

### 3.4. Transpose-free methods

In contrast to Krylov subspace methods based on the Arnoldi Algorithm 2.2, which only require matrix-vector multiplications with $A$, algorithms such as BCG and QMR, which are based directly on the Lanczos process, involve matrix-vector products with $A$ and $A^{T}$. This is a disadvantage for certain applications, where $A^{T}$ is not readily available. It is possible to devise Lanczos-based Krylov subspace methods that do not involve the transpose of $A$. In this section, we give an overview of such transpose-free schemes.

First, we consider the QMR algorithm. As pointed out by Freund and

Zha (1991), in principle it is always possible to eliminate $A^{T}$ altogether, by choosing the starting vector $\mathbf{w}_{1}$ suitably. This observation is based on the fact that any square matrix is similar to its transpose. In particular, there always exists a nonsingular matrix $P$ such that

$$
\begin{equation*}
A^{T} P=P A \tag{3.15}
\end{equation*}
$$

Now suppose that in the QMR Algorithm 3.4 we choose the special starting vector $\mathbf{w}_{1}=P \mathbf{v}_{1} /\left\|P \mathbf{v}_{1}\right\|_{2}$. Then, with (3.15), one readily verifies that the vectors generated by look-ahead Lanczos Algorithm 3.3 satisfy

$$
\begin{equation*}
\mathbf{w}_{n}=P \mathbf{v}_{n} /\left\|P \mathbf{v}_{n}\right\|_{2} \quad \text { for all } n \tag{3.16}
\end{equation*}
$$

Hence, instead of updating the left Lanczos vectors $\left\{w_{n}\right\}$ by means of the recursions in (3.7) or (3.8), they can be computed directly from (3.16). The resulting QMR algorithm no longer involves the transpose of $A$; in exchange, it requires one matrix-vector multiplication with $P$ in each iteration step. Therefore, this approach is only viable for special classes of matrices $A$, for which one can find a matrix $P$ satisfying (3.15) easily, and for which, at the same time, matrix-vector products with $P$ can be computed cheaply. The most trivial case are complex symmetric matrices (see Section 6), which fulfil (3.15) with $P=I$. Another simple case are matrices $A$ that are symmetric with respect to the antidiagonal. These so-called centrosymmetric matrices, by their very definition, satisfy (3.15) with $P=J$, where

$$
J=\left[\begin{array}{cccc}
0 & \cdots & 0 & 1 \\
\vdots & . . & 1 & 0 \\
0 & . . & . . & \vdots \\
1 & 0 & \cdots & 0
\end{array}\right]
$$

is the $N \times N$ antidiagonal identity matrix. Note that Toeplitz matrices (see Section 7) are a special case of centrosymmetric matrices. Finally, the condition (3.15) is also fulfilled for matrices of the form

$$
A=T M^{-1}, \quad P=M^{-1}
$$

where $T$ and $M$ are real symmetric matrices and $M$ is nonsingular. Matrices $A$ of this type arise when real symmetric linear systems $T x=b$ are preconditioned by $M$. The resulting QMR algorithm for the solution of preconditioned symmetric linear system has the same work and storage requirements as preconditioned SYMMLQ or MINRES. However, the QMR approach is more general, in that it can be combined with any nonsingular symmetric preconditioner $M$, while SYMMLQ and MINRES require $M$ to be positive definite $M$ (see, e.g., Gill et al., 1990). For strongly indefinite matrices $T$, the use of indefinite preconditioners $M$ typically leads to considerably faster convergence; see Freund and Zha (1991) for numerical examples.

Next, we turn to transpose-free variants of the BCG method. Sonneveld (1989) with his conjugate gradients squared algorithm (CGS) was the first to devise a transpose-free BCG-type scheme. Note that, in the BCG Algorithm 3.2, the matrix $A^{T}$ appears merely in the update formulae for the vectors $\tilde{\mathbf{r}}_{n}$ and $\tilde{\mathbf{q}}_{n}$. On the other hand, these vectors are then used only for the computation of the vector products $\rho_{n}=\tilde{\mathbf{r}}_{n}^{T} \mathbf{r}_{n}$ and $\sigma_{n}=\tilde{\mathbf{q}}_{n}^{T} A \mathbf{q}_{n}$. Sonneveld observed that, by rewriting these products, the transpose can be eliminated from the formulae, while at the same time one obtains iterates

$$
\begin{equation*}
\mathbf{x}_{2 n} \in \mathbf{x}_{0}+\mathcal{K}_{2 n}\left(\mathbf{r}_{0}, A\right), \quad n=1,2, \ldots, \tag{3.17}
\end{equation*}
$$

that are contained in a Krylov subspace of twice the dimension, as compared to BCG. First, we consider $\rho_{n}$. From Algorithm 3.2 it is obvious that

$$
\begin{equation*}
\mathbf{r}_{n}=\psi_{n}(A) \mathbf{r}_{0} \quad \text { and } \quad \tilde{\mathbf{r}}_{n}=\psi_{n}\left(A^{T}\right) \tilde{\mathbf{r}}_{0} \tag{3.18}
\end{equation*}
$$

where $\psi_{n}$ is the $n$th residual polynomials (recall (2.3) and (2.4)) of the BCG process. With (3.18), one obtains the identity

$$
\begin{equation*}
\rho_{n}=\tilde{\mathbf{r}}_{0}^{T}\left(\psi_{n}(A)\right)^{2} \mathbf{r}_{0} \tag{3.19}
\end{equation*}
$$

which shows that $\rho_{n}$ can be computed without using $A^{T}$. Similarly,

$$
\mathbf{q}_{n}=\varphi_{n}(A) \mathbf{r}_{0} \quad \text { and } \quad \tilde{\mathbf{q}}_{n}=\varphi_{n}\left(A^{T}\right) \tilde{\mathbf{r}}_{0}
$$

for some polynomial $\varphi_{n} \in \mathcal{P}_{n}$, and hence

$$
\begin{equation*}
\sigma_{n}=\tilde{\mathbf{r}}_{0}^{T} A\left(\varphi_{n}(A)\right)^{2} \mathbf{r}_{0} \tag{3.20}
\end{equation*}
$$

By rewriting the vector recursions in Algorithm 3.2 in terms of $\psi_{n}$ and $\varphi_{n}$ and by squaring the resulting polynomial relations, Sonneveld showed that the vectors in (3.19) and (3.20) can be updated by means of short recursions. Furthermore, the actual iterates (3.17) generated by CGS are characterized by

$$
\begin{equation*}
\mathbf{r}_{2 n}^{\mathrm{CGS}}=\mathbf{b}-A \mathbf{x}_{2 n}=\left(\psi_{n}^{\mathrm{BCG}}(A)\right)^{2} \mathbf{r}_{0} \tag{3.21}
\end{equation*}
$$

Hence the CGS residual polynomials $\psi_{2 n}^{\mathrm{CGS}}=\left(\psi_{n}^{\mathrm{BCG}}\right)^{2}$ are just the squared BCG polynomials. As pointed out earlier, BCG typically exhibits erratic convergence behaviour. As is clear from (3.21), these effects are magnified in CGS, and CGS typically accelerates convergence as well as divergence of BCG. Moreover, there are cases for which CGS diverges, while BCG still converges.

For this reason, more smoothly converging variants of CGS have been sought. Van der Vorst (1990) was the first to propose such a method. His BiCGSTAB again produces iterates of the form (3.17), but instead of squaring the BCG polynomials as in (3.21), the residual vector is now of the form

$$
\mathbf{r}_{2 n}=\psi_{n}^{\mathrm{BCG}}(A) \chi_{n}(A) \mathbf{r}_{0}
$$

Here $\chi_{n} \in \mathcal{P}_{n}$, with $\chi_{n}(0)=1$, is a polynomial that is updated from step to step by adding a new linear factor:

$$
\begin{equation*}
\chi_{n}(\lambda) \equiv\left(1-\eta_{n} \lambda\right) \chi_{n-1}(\lambda) \tag{3.22}
\end{equation*}
$$

The free parameter $\eta_{n}$ in (3.22) is determined by a local steepest descent step, i.e. $\eta_{n}$ is the optimal solution of

$$
\min _{\eta \in \mathbb{C}}\left\|(I-\eta A) \chi_{n-1}(A) \psi_{n}^{\mathrm{BCG}}(A) \mathbf{r}_{0}\right\|_{2}
$$

Due to the steepest descent steps, Bi-CGSTAB typically has much smoother convergence behaviour than BCG or CGS. However, the norms of the $\mathrm{Bi}-$ CGSTAB residuals may still oscillate considerably for difficult problems. Finally, Gutknecht (1991) has noted that, for real $A$, the polynomials $\chi_{n}$ will always have real roots only, even if $A$ has complex eigenvalues. He proposed a variant of Bi-CGSTAB with polynomials (3.22) that are updated by quadratic factors in each step and thus can have complex roots in general.

In the CGS algorithm, the iterates (3.17) are updated by means of a formula of the form

$$
\begin{equation*}
\mathbf{x}_{2 n}^{\mathrm{CGS}}=\mathbf{x}_{2(n-1)}^{\mathrm{CGS}}+\alpha_{n-1}\left(\mathbf{y}_{2 n-1}+\mathbf{y}_{2 n}\right) \tag{3.23}
\end{equation*}
$$

Here the vectors $\mathbf{y}_{1}, \mathbf{y}_{2}, \ldots, \mathbf{y}_{2 n}$ satisfy

$$
\operatorname{span}\left\{\mathbf{y}_{1}, \mathbf{y}_{2}, \ldots, \mathbf{y}_{m}\right\}=\mathcal{K}_{m}\left(\mathbf{r}_{0}, A\right), \quad m=1,2, \ldots, 2 n
$$

In other words, in each iteration of the CGS algorithm two search directions $\mathbf{y}_{2 n-1}$ and $\mathbf{y}_{2 n}$ are available, while the actual iterate is updated by the onedimensional step (3.23) only. Based on this observation, Freund (1991b) has proposed a variant of CGS that makes use of all available search directions. More precisely, instead of one iterate $\mathbf{x}_{2 n}^{\mathrm{CGS}}$ per step it produces two iterates $\mathrm{x}_{2 n-1}$ and $\mathrm{x}_{2 n}$ of the form

$$
\mathbf{x}_{m}=\mathbf{x}_{0}+\left[\begin{array}{llll}
\mathbf{y}_{1} & \mathbf{y}_{2} & \cdots & \mathbf{y}_{m} \tag{3.24}
\end{array}\right] \mathbf{z}_{m}, \quad \mathbf{z}_{m} \in \mathbb{C}^{m}
$$

Furthermore, the free parameter vector $\mathbf{z}_{m}$ in (3.24) can be chosen such that the iterates satisfy a quasi-minimal residual condition, similar to the quasiminimization property of the QMR Algorithm 3.4. For this reason, the resulting scheme is called transpose-free quasi-minimal residual algorithm (TFQMR). For details, we refer the reader to Freund (1991b), where the following implementation of TFQMR is derived.

Algorithm 3.9 (TFQMR algorithm)
0 Choose $\mathbf{x}_{0} \in \mathbb{C}^{N}$.
Set $\mathbf{w}_{1}=\mathbf{y}_{1}=\mathbf{r}_{0}=\mathbf{b}-A \mathbf{x}_{0}, \mathbf{v}_{0}=A \mathbf{y}_{1}, \mathbf{d}_{0}=0$.
Set $\tau_{0}=\left\|r_{0}\right\|_{2}, \vartheta_{0}=0, \eta_{0}=0$.
Choose $\tilde{\mathbf{r}}_{0} \in \mathbb{C}^{N}, \tilde{\mathbf{r}}_{0} \neq 0$, and set $\rho_{0}=\tilde{\mathbf{r}}_{0}^{T} \mathbf{r}_{0}$.

For $n=1,2, \ldots$, do :
1 Compute

$$
\begin{aligned}
\sigma_{n-1} & =\tilde{\mathbf{r}}_{0}^{T} \mathbf{v}_{n-1} \\
\alpha_{n-1} & =\rho_{n-1} / \sigma_{n-1}, \\
\mathbf{y}_{2 n} & =\mathbf{y}_{2 n-1}-\alpha_{n-1} \mathbf{v}_{n-1} .
\end{aligned}
$$

2 For $m=2 n-1,2 n$ do :
Compute

$$
\begin{aligned}
\mathbf{w}_{m+1} & =\mathbf{w}_{m}-\alpha_{n-1} A \mathbf{y}_{m} \\
\vartheta_{m} & =\left\|\mathbf{w}_{m+1}\right\|_{2} / \tau_{m-1}, c_{m}=1 / \sqrt{1+\vartheta_{m}^{2}} \\
\tau_{m} & =\tau_{m-1} \vartheta_{m} c_{m}, \eta_{m}=c_{m}^{2} \alpha_{n-1} \\
\mathbf{d}_{m} & =y_{m}+\left(\vartheta_{m-1}^{2} \eta_{m-1} / \alpha_{n-1}\right) \mathbf{d}_{m-1} \\
\mathbf{x}_{m} & =\mathbf{x}_{m-1}+\eta_{m} \mathbf{d}_{m}
\end{aligned}
$$

If $x_{m}$ has converged, stop.
3 Compute

$$
\begin{aligned}
\rho_{n} & =\tilde{\mathbf{r}}_{0}^{T} \mathbf{w}_{2 n+1} \\
\beta_{n} & =\rho_{n} / \rho_{n-1} \\
\mathbf{y}_{2 n+1} & =\mathbf{w}_{2 n+1}+\beta_{n} \mathbf{y}_{2 n}, \\
\mathbf{v}_{n} & =A \mathbf{y}_{2 n+1}+\beta_{n}\left(A \mathbf{y}_{2 n}+\beta_{n} \mathbf{v}_{n-1}\right)
\end{aligned}
$$

We would like to point out that the iterates generated by the QMR Algorithm 3.4 and the TFQMR Algorithm 3.9 are different in general.

Another transpose-free QMR method was proposed by Chan et al. (1991). Their scheme is mathematically equivalent to the QMR Algorithm 3.4, where the latter is based on the classical Lanczos process without look-ahead. The method first uses a transpose-free squared version of the Lanczos algorithm (see Gutknecht, 1990a) to generate the tridiagonal matrix (3.2). The right Lanczos vectors $\mathbf{v}_{n}$ are then computed by running the corresponding recursion in Step 3 of Algorithm 3.1, and finally the QMR iterates are obtained as in Algorithm 3.4.

Freund and Szeto (1991) have derived yet another transpose-free QMR scheme, which is modelled after CGS and is based on squaring the residual polynomials of the standard QMR Algorithm 3.4.

However, the algorithm by Chan et al. and the squared QMR approach both require per iteration three matrix-vector products with $A$ and hence they are more expensive than CGS, Bi-CGSTAB or TFQMR, which involve only two such products per step.

Finally, we remark that none of the transpose-free methods considered in
this section, except for Freund and Zha's simplified QMR algorithm based on (3.15), addresses the problem of breakdowns. Indeed, in exact arithmetic, all these schemes break down every time a breakdown (3.5) or (3.6) occurs in the BCG Algorithm 3.2. Practical look-ahead techniques for avoiding exact and near-breakdowns in these transpose-free methods still have to be developed.

### 3.5 Related work and historical remarks

The problem of breakdowns in the classical Lanczos algorithm has been known from the beginning. Although a rare event in practice, the possibility of breakdowns certainly has brought the method into discredit and has prevented many people from actually using the algorithm. On the other hand, it was also demonstrated (see Cullum and Willoughby (1986)) that the Lanczos process - even without look-ahead - is a powerful tool for sparse matrix computation.

The Lanczos method has intimate connections with many other areas of Mathematics, such as formally orthogonal polynomials (FOPs), Padé approximation, Hankel matrices and control theory. The problem of breakdowns has a corresponding formulation in all of these areas, and remedies for breakdowns in these different settings have been known for quite some time. For example, the breakdown in the Lanczos process is equivalent to a breakdown of the generic three-term recurrence relationship for FOPs, and it is well known how to overcome such breakdowns by modifying the recursions for FOPs (see Gragg (1974), Draux (1983), Gutknecht (1990b) and the references given there). Kung (1977) and Gragg and Lindquist (1983) presented remedies for breakdowns in the context of the partial realization problem in control theory. The Lanczos process is also closely related to fast algorithms for the factorization of Hankel matrices, and again it is well known how to overcome possible breakdowns of these algorithms (see Heinig and Rost (1984)). However, in all these cases, only the problem of exact breakdowns has been addressed. Taylor (1982) and Parlett et al. (1985) were the first to propose a modification of the classical Lanczos process that remedies both exact and near-breakdowns.

In recent years, there has been a revival of the nonsymmetric Lanczos algorithm, and since 1990, in addition to the papers we have already cited in this section, there are several others dealing with various aspects of the Lanczos process. We refer the reader to the papers by Boley et al. (1991), Boley and Golub (1991), Brezinski et al. (1991), Gutknecht (1990c), Joubert (1990), Parlett (1990), and the references given therein.

Note that Algorithm 3.2 is only one of several possible implementations of the BCG approach; see Joubert (1990) and Gutknecht (1990a) for an overview of the different BCG variants. As for the nonsymmetric Lanczos process, exact and near-breakdowns in the BCG methods can be avoided
by incorporating look-ahead procedures. Such look-ahead BCG algorithms have been proposed by Joubert (1990) and Gutknecht (1990c). Particularly attractive in this context is the algorithm called Lanczos/Orthodir in Joubert (1990). Instead of generating the search directions $\mathbf{q}_{n}$ and $\tilde{\mathbf{q}}_{n}$ by coupled two-term recursions as in Algorithm 3.2, in Lanczos/Orthodir they are computed by three-term recurrences. This eliminates the vectors $\mathbf{r}_{n}$ and $\tilde{\mathbf{r}}_{n}$, and hence the second of the two possible breakdowns (3.5) and (3.6). We note that Brezinski et al. (1991) have proposed an implementation of the BCG approach that is mathematically equivalent to Lanczos/Orthodir.

Finally, recall that the algorithms QMR, Bi-CGSTAB, and TFQMR are designed to generate iterates that converge more smoothly than BCG and CGS. A different remedy for the erratic convergence behaviour of BCG or CGS was proposed by Schönauer (see Weiss (1990)). The approach used is to run plain BCG or CGS and then apply a smoothing procedure to the sequence of BCG or CGS iterates, resulting in iterates with monotonically decreasing residual norms. However, since the process is based directly on BCG or CGS, this approach inherits the numerical problems of BCG and CGS.

## 4. Solving the normal equations is not always bad

In this section, we consider CGNR and CGNE in more detail. Recall from Section 1 that CGNR and CGNE are the algorithms that result when (1.1) is solved by applying standard CG to either one of the normal equations (1.2) or (1.3), respectively. Clearly, for nonsingular $A$, both systems (1.2) and (1.3) are equivalent to the original system (1.1). From the minimization property (2.10) of CG, it follows that CGNR produces iterates

$$
\begin{equation*}
\mathbf{x}_{n} \in \mathbf{x}_{0}+\mathcal{K}_{n}\left(A^{H} \mathbf{r}_{0}, A^{H} A\right), \quad n=1,2, \ldots \tag{4.1}
\end{equation*}
$$

that are characterized by the minimal residual condition

$$
\left\|\mathbf{b}-A \mathbf{x}_{n}\right\|_{2}=\min _{\mathbf{x} \in \mathbf{x}_{0}+\mathcal{K}_{n}\left(A^{H} \mathbf{r}_{0}, A^{H} A\right)}\|\mathbf{b}-A \mathbf{x}\|_{2}
$$

Similarly, CGNE generates iterates (4.1) that satisfy the minimal error property

$$
\left\|A^{-1} \mathbf{b}-\mathbf{x}_{n}\right\|_{2}=\min _{\mathbf{x} \in \mathbf{x}_{0}+\mathcal{K}_{n}\left(A^{H} \mathbf{r}_{0}, A^{H} A\right)}\left\|A^{-1} \mathbf{b}-\mathbf{x}\right\|_{2}
$$

Note that the letters ' $R$ ' and ' $E$ ' in CGNR and CGNE indicate the minimization of the residual or of the error, respectively. We also remark that the LSQR algorithm of Paige and Saunders (1982) is mathematically equivalent to CGNR, but has better numerical properties.

Since the convergence of CG depends on the spectrum of the coefficient
matrix, the convergence behaviour of CGNR and CGNE depends on

$$
\lambda\left(A^{H} A\right)=\left\{\sigma^{2} \mid \sigma \in \sigma(A)\right\}
$$

i.e. on the squares of the singular values of $A$. In particular, the worst-case convergence behaviour of CGNR and CGNE is governed by

$$
\kappa_{2}\left(A^{H} A\right)=\left(\kappa_{2}(A)\right)^{2}
$$

which suggests that convergence can be very slow even for matrices $A$ with moderate condition numbers. This is indeed true in many cases, and generally it is preferable to use CG-type methods that are applied directly to (1.1) rather than CGNR or CGNE.

Nevertheless there are special cases for which solving the normal equations is optimal. A simple case are unitary matrices $A$ for which CGNR and CGNE find the exact solution after only one step, while Krylov subspace methods with iterates (2.1) tend to converge very slowly (see Nachtigal et al., 1990a). More interesting are cases for which CGNR and CGNE are optimal, in that they are mathematically equivalent to ideal CG-type methods based on the MR or OR Conditions (2.11) or (2.12). Typically, these situations arise when the spectrum of $A$ has certain symmetries. Since these equivalences are not widely known, we collect here a few of these results. In the following, $\mathrm{x}_{n}^{\mathrm{MR}}$ and $\mathbf{x}_{n}^{\mathrm{OR}}$ denote iterates defined by (2.11) and (2.12), respectively.

First, we consider the case of real skew-symmetric matrices.
Theorem 4.1 (Freund, 1983)
Let $A=-A^{T}$ be a real $N \times N$ matrix, and let $\mathrm{b} \in \mathbb{R}^{N}$ and $\mathrm{x}_{0} \in \mathbb{R}^{N}$. Then:

$$
\begin{aligned}
\mathbf{x}_{2 n+1}^{\mathrm{MR}} & =\mathbf{x}_{2 n}^{\mathrm{MR}}=\mathbf{x}_{n}^{\mathrm{CGNR}}, \quad n=0,1, \ldots \\
\mathbf{x}_{2 n}^{\mathrm{OR}} & =\mathbf{x}_{n}^{\mathrm{CGNE}}, \quad n=1,2, \ldots
\end{aligned}
$$

Moreover, no odd OR iterate $\mathbf{x}_{2 n-1}^{\mathrm{OR}}$ exists.
Next, we turn to shifted skew-symmetric matrices of the form (2.13). For this class of matrices Eisenstat (1983a, b) has obtained the following result (see also Szyld and Widlund (1989)).

Theorem 4.2 Let $A=I-S$ where $S=-S^{T}$ is a real $N \times N$ matrix, and let $\mathbf{b} \in \mathbb{R}^{N}$ and $\mathbf{x}_{0} \in \mathbb{R}^{N}$. Let $\mathbf{x}_{n}^{\mathrm{CGNE}}$ and $\tilde{\mathbf{x}}_{n}^{\mathrm{CGNE}}$ denote the iterates generated by CGNE started with initial guess $\mathbf{x}_{0}$ and $\tilde{\mathbf{x}}_{0}=\mathrm{b}+S \mathbf{x}_{0}$, respectively. Then, for $n=0,1, \ldots$, it holds:

$$
\begin{aligned}
\mathbf{x}_{2 n}^{\mathrm{OR}} & =\mathbf{x}_{n}^{\mathrm{CGNE}} \\
\mathbf{x}_{2 n+1}^{\mathrm{OR}} & =\tilde{\mathbf{x}}_{n}^{\mathrm{CGNE}}
\end{aligned}
$$

We remark that for the MR and CGNR approaches a result corresponding to Theorem 4.2 does not hold (see Freund, 1983).
Finally, we consider linear systems (1.1) with Hermitian coefficient matrices $A$. Note that $A$ has a complete set of orthonormal eigenvectors, and hence one can always expand the initial residual in the form:

$$
\begin{equation*}
\mathbf{r}_{0}=\sum_{j=1}^{m} \rho_{j} \mathbf{z}_{j} \tag{4.2}
\end{equation*}
$$

where

$$
\rho_{j} \in \mathbb{C}, \quad A \mathbf{z}_{j}=\lambda_{j} \mathbf{z}_{j}, \quad \lambda_{1}<\lambda_{2}<\cdots<\lambda_{m}, \quad \mathbf{z}_{j}^{H} \mathbf{z}_{k}=\delta_{j k}
$$

In the following theorem, $\mathbf{x}_{n}^{\mathrm{ME}}$ denotes the iterate defined by (2.16).
Theorem 4.3 (Freund, 1983)
Assume that the expansion (4.2) is 'symmetric', i.e. $m=2 l$ is even and

$$
\lambda_{j}=-\lambda_{m+1-j}, \quad\left|\rho_{j}\right|=\left|\rho_{m+1-j}\right|, \quad j=1,2, \ldots, l .
$$

Then, for $n=0,1, \ldots$, it holds:

$$
\begin{aligned}
\mathbf{x}_{2 n+1}^{\mathrm{MR}} & =\mathbf{x}_{2 n}^{\mathrm{MR}}=\mathbf{x}_{n}^{\mathrm{CGNR}}, \quad n=0,1, \ldots \\
\mathbf{x}_{2 n}^{\mathrm{ME}} & =\mathbf{x}_{2 n-1}^{\mathrm{ME}}=\mathbf{x}_{2 n}^{\mathrm{OR}}=\mathbf{x}_{n}^{\mathrm{CGNE}}, \quad n=1,2, \ldots
\end{aligned}
$$

Moreover, no odd OR iterate $\mathbf{x}_{2 n-1}^{\mathrm{OR}}$ exists.

## 5. Estimating spectra for hybrid methods

We now turn to parameter-dependent schemes. As mentioned in Section 2.1, methods in this class require a priori knowledge of some spectral properties of the matrix. Typically, it is assumed that some compact set $\mathcal{G}$ is known, which in a certain sense approximates the spectrum of $A$ and, in particular, satisfies (2.7). Given such a set $\mathcal{G}$, one then constructs residual polynomials $\psi_{n}$ as some approximations to the optimal polynomials in (2.9). We would like to stress that, in view of (2.4) and (2.9), it is crucial that $\mathcal{G}$ excludes the origin. Since in general one does not know in advance a suitable set $\mathcal{G}$, parameter-dependent methods combine an approach for estimating the set $\mathcal{G}$ with an approach for solving the approximation problem (2.9), usually cycling between the two parts in order to improve the estimate for $\mathcal{G}$. For this reason, the algorithms in this class are often called hybrid methods. In this section, we review some recent insights in the problem of how to estimate the set $\mathcal{G}$.

The standard approach for obtaining $\mathcal{G}$ is to run a few steps of the Arnoldi Algorithm 2.2 to generate the upper Hessenberg matrix $H_{n}$ (2.24) and then compute its spectrum $\lambda\left(H_{n}\right)$. Saad (1980) showed that the eigenvalues of $H_{n}$ are Ritz values for $A$ and can be used to approximate the spectrum
$\lambda(A)$, hence one takes the convex hull of $\lambda\left(H_{n}\right)$ as the set $\mathcal{G}$. Once the set is obtained, a hybrid method turns to solving the complex approximation problem (2.9), and the possibilities here are numerous.

However, there are problems with the approach outlined here, originating from the use of the Arnoldi Ritz values. In general, there is no guarantee that the convex hull of $\lambda\left(H_{n}\right)$ does not include the origin or, indeed, that one of the Ritz values is not at or near the origin. For matrices with spectrum in both the left and right half-planes, the convex hull of the Ritz values might naturally enclose the origin. Nachtigal et al. (1990b) give an example of a matrix whose spectrum is symmetric with respect to the origin, so that the convex hull of $\lambda\left(H_{n}\right)$ will generally contain the origin, and on every other step, one of the Ritz values will be close to the origin. A second problem is that the approach aims to estimate the spectrum of $A$, which may be highly sensitive to perturbations, especially for nonnormal matrices. In these cases, a more natural concept is the pseudospectrum $\lambda_{\epsilon}(A)$, introduced by Trefethen (1991):
Definition 5.1 For $\epsilon \geq 0$ and $A \in \mathbb{C}^{N \times N}$, the $\epsilon$-pseudospectrum $\lambda_{\epsilon}(A)$ is given by

$$
\begin{equation*}
\lambda_{\epsilon}(A)=\left\{\lambda \in \mathbb{C} \mid \lambda \in \lambda(A+\Delta),\|\Delta\|_{2} \leq \epsilon\right\} \tag{5.1}
\end{equation*}
$$

As is apparent from (5.1), the pseudospectrum, in general, can be expected to be insensitive to perturbations of $A$, even for highly nonnormal matrices. For practical purposes, the sets $\lambda_{\epsilon}(A)$ of interest correspond to values of the parameter $\epsilon$ that are small relative to the norm of $A$ but larger than round-off.

It is easy to construct examples where a hybrid algorithm using the exact spectrum $\lambda(A)$ of $A$ will in fact diverge, while the same hybrid algorithm using the pseudospectrum $\lambda_{\epsilon}(A)$ will converge (see Nachtigal et al. (1990b) and Trefethen (1991)). Unfortunately, in general the pseudospectrum $\lambda_{\epsilon}(A)$ cannot be easily computed directly. Fortunately, it turns out that one can compute approximations to the pseudospectrum; this is the approach taken in the hybrid introduced by Nachtigal et al. (1990b). They observed that the level curves - or lemniscates - of the GMRES residual polynomial bound regions that approximate the pseudospectrum $\lambda_{\epsilon}(A)$. Let

$$
\mathcal{C}_{n}(\eta)=\left\{\lambda \in \mathbb{C}| | \psi_{n}(\lambda) \mid=\eta\right\}, \quad \eta \geq 0
$$

be any lemniscate of the residual polynomial $\psi_{n}$. Due to the normalization (2.4), the region bounded by $\mathcal{C}_{n}(\eta)$ with $\eta<1$ will automatically exclude the origin; in particular, 0 cannot be a root of a residual polynomial. In addition, since GMRES is solving the minimization problem (2.11), $\psi_{n}$ will naturally be small on an appropriate set $\mathcal{G}$. Motivated by these considerations, Nachtigal et al. observed that the region bounded by the lemniscate
$\mathcal{C}_{n}\left(\eta_{n}\right)$ with

$$
\eta_{n}=\frac{\left\|\mathbf{r}_{n}\right\|_{2}}{\left\|\mathbf{r}_{0}\right\|_{2}}<1
$$

usually yields a suitable set $\mathcal{G}$.
The GMRES residual polynomials are kernel polynomials, and their roots are a type of Ritz values called pseudo-Ritz values by Freund (1989a). In fact, one is not restricted to using the GMRES residual polynomial, but could use the residual polynomials from other minimization methods, such as QMR or its transpose-free versions. In these cases, the residual polynomials are no longer kernel polynomials, but rather, they are quasi-kernel polynomials (Freund, 1991c). Nevertheless, their lemniscates still yield suitable sets $\mathcal{G}$, and their roots are also pseudo-Ritz values of $A$.

Freund has also proposed an algorithm to compute pseudo-Ritz values, using the upper Hessenberg matrix $H_{n}^{(e)}(2.19)$ appearing in the recurrence (2.17). One uses the fact that kernel and quasi-kernel polynomials can be defined by

$$
\psi_{n}(\lambda) \equiv \frac{\operatorname{det}\left(\left(H_{n}^{(e)}\right)^{H}\left(H_{n}^{(e)}\right)-\lambda H_{n}^{H}\right)}{\operatorname{det}\left(\left(H_{n}^{(e)}\right)^{H}\left(H_{n}^{(e)}\right)\right)}
$$

which makes it clear that the roots of $\psi_{n}$ can be obtained from the generalized eigenvalue problem

$$
\left(H_{n}^{(e)}\right)^{H}\left(H_{n}^{(e)}\right) \mathbf{z}=\lambda H_{n}^{H} \mathbf{z}, \quad \mathbf{z} \neq 0 \in \mathbb{C}^{n}
$$

Finally, we should point out another set that has been proposed as a candidate for $\mathcal{G}$ in (2.7), namely the field of values. Defined as

$$
\mathcal{F}=\left\{\mathbf{z}^{H} A \mathbf{z} \mid \mathbf{z} \in \mathbb{C}^{N},\|\mathbf{z}\|_{2}=1\right\}
$$

the field of values has the advantage that it is easier to compute (see, e.g., Ruhe (1987)) than the pseudospectrum. However, the field of values is convex and always at least as large as the convex hull of $\lambda(A)$, and hence may once again enclose the origin. For more details on the field of values in iterative methods, we refer the reader to Eiermann (1991).

The literature on hybrid methods for nonHermitian linear systems starts with an algorithm proposed by Manteuffel (1978), which combines a modified power method with the Chebyshev iteration. Since then, literally dozens of hybrid methods have been proposed, most of which use Arnoldi in the first phase and differ in the way they compute the residual polynomial $\psi_{n}$ in (2.9). For an overview of some of these algorithms, see Nachtigal et al. (1990b). The hybrid by Nachtigal et al. was the first to avoid the explicit computation of an estimate of $\lambda(A)$. Instead, it explicitly obtains the GMRES
residual polynomial and applies it using Richardson's method until convergence. Finally, hybrids recently introduced include an algorithm by Saylor and Smolarski (1991), which combines Arnoldi with Richardson's method, and an algorithm proposed by Starke and Varga (1991), which combines Arnoldi with Faber polynomials.

## 6. CG-type methods for complex linear systems

While most linear systems arising in practice are real, there are important applications that lead to linear systems with complex ${ }^{\dagger}$ coefficient matrices A. Partial differential equations that model dissipative processes usually involve complex coefficient functions or complex boundary conditions, and discretizing them yields complex linear systems. An important example for this category is the complex Helmholtz equations. Other applications that lead to complex linear systems include the numerical solution of Schrödinger's equation, underwater acoustics, frequency response computations in control theory, semiconductor device simulation, and numerical computations in quantum chromodynamics; for details and further references, see Bayliss and Goldstein (1983), Barbour et al. (1987), Freund (1989b, 1991a), and Laux (1985). In all these applications, the resulting linear systems are usually nonHermitian. In this section, we review some recent advances in understanding the issues related to solving complex nonHermitian systems.

Until recently, the prevailing approaches used when solving complex linear systems have consisted of either solving the normal equations or rewriting the complex system as a real system of dimension $2 N$. However, as indicated already in Section 4, the normal equations often lead to systems with very poor convergence rates, and this has indeed been observed for many of the complex systems of interest. The other option is to split the original matrix $A$ into its real and imaginary parts and combine them into a real system of dimension $2 N$. There are essentially only two different possibilities for doing this, namely

$$
A_{\star}\left[\begin{array}{l}
\operatorname{Re} \mathbf{x}  \tag{6.1}\\
\operatorname{Im} \mathbf{x}
\end{array}\right]=\left[\begin{array}{l}
\operatorname{Re} \mathbf{b} \\
\operatorname{Im} \mathbf{b}
\end{array}\right], \quad A_{\star}:=\left[\begin{array}{cc}
\operatorname{Re} A & -\operatorname{Im} A \\
\operatorname{Im} A & \operatorname{Re} A
\end{array}\right]
$$

and

$$
A_{\star \star}\left[\begin{array}{c}
\operatorname{Re} \mathbf{x}  \tag{6.2}\\
-\operatorname{Im} \mathbf{x}
\end{array}\right]=\left[\begin{array}{c}
\operatorname{Re} \mathbf{b} \\
\operatorname{Im} \mathbf{b}
\end{array}\right], \quad A_{\star \star}:=\left[\begin{array}{cc}
\operatorname{Re} A & \operatorname{Im} A \\
\operatorname{Im} A & -\operatorname{Re} A
\end{array}\right] .
$$

Unfortunately, it turns out that this option is not viable either. As Freund (1989b, 1992) pointed out, both $A_{\star}$ and $A_{\star \star}$ have spectral properties that make them far more unsuitable for Krylov space iterations than the original

[^2]system was. The spectrum of $A_{\star}$ in (6.1) is given by
\[

$$
\begin{equation*}
\lambda\left(A_{\star}\right)=\lambda(A) \cup \overline{\lambda(A)} \tag{6.3}
\end{equation*}
$$

\]

while the spectrum of $A_{\star \star}$ in (6.2) is given by

$$
\begin{equation*}
\lambda\left(A_{\star \star}\right)=\left\{\lambda \in \mathbb{C} \mid \lambda^{2} \in \lambda(\bar{A} A)\right\} \tag{6.4}
\end{equation*}
$$

In particular, note that the spectrum (6.3) is symmetric with respect to the real axis, while the spectrum (6.4) is symmetric with respect to both the real and imaginary axes. The point is that in both cases, the spectrum of the real system is either very likely to or is guaranteed to contain the origin, thus presenting a Krylov subspace iteration with the worst possible eigenvalue distribution. As a result, both approaches have had very poor results in practice, and have often led to the conclusion that complex systems are ill suited for iterative methods.

Therefore, instead of solving the normal equations or either one of the equivalent real systems (6.1) or (6.2), it is generally preferable to solve the original linear system by a CG-like Krylov subspace methods. In particular, if $A$ is a general nonHermitian matrix, then we recommend using the Lanczos-based algorithms discussed in Section 3 or GMRES. However, in many applications, the resulting complex linear systems have additional structure that can be exploited. For example, often complex matrices of the form (2.13) arise. Recall from Theorem 2.1 that ideal CG-type algorithms based on the MR or OR property (2.11) or (2.12) exist for such shifted Hermitian matrices. Freund (1990) has derived practical implementations of the MR and OR approaches for the class of matrices (2.13). These algorithms can be viewed as extensions of Paige and Saunders' MINRES and SYMMLQ for Hermitian matrices (see Section 2.3). As in the case of SYMMLQ, the OR implementation for shifted Hermitian matrices also generates auxiliary iterates $\mathbf{x}_{n}^{\mathrm{ME}} \in \mathbf{x}_{0}+\mathcal{K}_{n}\left(A^{H} \mathbf{r}_{0}, A\right)$ that are characterized by the minimal error property

$$
\left\|A^{-1} \mathbf{b}-\mathbf{x}_{n}^{\mathrm{ME}}\right\|_{2}=\min _{\mathbf{x} \in \mathbf{x}_{0}+\mathcal{K}_{n}\left(A^{H} \mathbf{r}_{0}, A\right)}\left\|A^{-1} \mathbf{b}-\mathbf{x}\right\|_{2}
$$

Hence the OR algorithm proposed by Freund also generalizes Fridman's method to shifted Hermitian matrices. Unfortunately, when matrices $A$ of the form (2.13) are preconditioned by standard techniques, the special structure of $A$ is destroyed. In Freund (1989b) it is shown that the shift structure can be preserved when polynomial preconditioning is used, and results on the optimal choice of the polynomial preconditioner are given.

Another special case that arises frequently in applications are complex symmetric matrices $A=A^{T}$. For example, the complex Helmholtz equations leads to complex symmetric systems. As pointed out in Section 3.4, the QMR Algorithm 3.4 can take advantage of this special structure, and work
and storage is roughly halved. We remark that the complex symmetry structure is preserved when preconditioning is used, if the preconditioner $M$ is again symmetric, as is the case for all standard techniques. For an overview of other CG-type methods and further results for complex symmetric linear systems, we refer the reader to Freund (1991a, 1992).

## 7. Large dense linear systems

As mentioned in Section 1, there are certain classes of large dense linear systems for which it is possible to compute matrix-vector products cheaply; for these systems, iterative methods remain an attractive option. Typically, the matrix-vector product takes advantage of either some special structure of the matrix or of some special property of the underlying operator. We will briefly discuss one situation from each class.

The first case is the solution of integral equations involving a decaying potential, such as a gravitational or Coulombic potential. Some typical applications are the solution of $N$-body problems, vortex methods, potential theory, and others. In these problems, the effort required by a naive computation of a matrix-vector product is generally $\mathcal{O}\left(N^{2}\right)$, as it involves computing the influence of each of $N$ points on all the other $N-1$ points. However, Carrier et al. (1988) noticed that it is possible to approximate the result of the matrix-vector product $A x$ in only $\mathcal{O}(N)$ time, rather than $\mathcal{O}\left(N^{2}\right)$.

The main idea behind their algorithm is to group points in clusters and evaluate the influence of entire clusters on faraway points. The cumulative potential generated by $m$ charges in a cluster can be expressed as a power series. If the power series is truncated after $p$ terms, then the work required to compute it turns out to be $\mathcal{O}(m p)$. Applying the cumulative influence to $n$ points in a cluster well separated from the first requires an additional $\mathcal{O}(n p)$ work, for a total of $\mathcal{O}(m p+n p)$ work, as compared to the $\mathcal{O}(m n)$ work required to compute the individual interactions. Finally, the point is that the number $p$ of terms in the series is determined by the preassigned precision to which the series is computed, and once chosen, $p$ becomes a constant, giving an $\mathcal{O}(m+n)$ algorithm. For a complete description of the algorithm, see Carrier et al. (1988).

While the Carrier et al. algorithm is the first in the class of fast multipole methods, it falls in the bigger class of hierarchical algorithms. Several other algorithms have been proposed in this class; see for example Hockney and Eastwood (1981), Appel (1985), Rokhlin (1985). More recently, Hanrahan et al. (1991) have proposed a hierarchical algorithm for radiosity problems in computer graphics, and Greenbaum et al. (1991) have introduced an algorithm that uses the Carrier et al. algorithm combined with GMRES to
solve Laplace's equation in multiply connected domains. We refer the reader to these articles for details of the algorithms, as well as further references.

Another important class of dense linear systems where the matrix-vector product can be computed cheaply are Toeplitz systems, where the coefficient matrix $A$ has the form

$$
A=\left[\begin{array}{cccc}
t_{0} & t_{1} & \cdots & t_{N-1} \\
t_{-1} & t_{0} & \ddots & \vdots \\
\vdots & \ddots & \ddots & t_{1} \\
t_{-(N-1)} & \cdots & t_{-1} & t_{0}
\end{array}\right]
$$

A matrix-vector product with an $N \times N$ Toeplitz matrix can be computed with $\mathcal{O}(N \log N)$ operations by means of the fast Fourier transform. Furthermore, as Chan and Strang (1989) observed, Toeplitz systems can be preconditioned efficiently using circulant matrices

$$
M=\left[\begin{array}{ccccc}
c_{0} & c_{1} & \cdots & \cdots & c_{N-1} \\
c_{N-1} & c_{0} & \ddots & & c_{N-2} \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
\vdots & & \ddots & \ddots & c_{1} \\
c_{1} & \cdots & \cdots & c_{N-1} & c_{0}
\end{array}\right]
$$

Recall from Section 2.5 that preconditioned iterative methods require the solution of linear systems with the preconditioner $M$ in each iteration. In the case of circulant $M$, these systems can also be solved by means of fast Fourier transform with only $\mathcal{O}(N \log N)$ operations per system.

## 8. Concluding remarks

In conclusion, we have covered some of the developments in iterative methods, especially for nonHermitian matrices. The introduction of CGS in the late 1980s spurred renewed interest in the nonsymmetric Lanczos algorithm, with most of the effort directed towards obtaining a method with better convergence properties than BCG or CGS. Several BCG-based algorithms were proposed, such as Bi-CGSTAB, introduced by Van der Vorst (1990). The quasi-minimal residual technique was introduced by Freund (1989b) in the context of complex symmetric systems, then later coupled with a new variant of the look-ahead Lanczos approach to obtain a general nonHermitian QMR algorithm. Finally, several transpose-free algorithms based on QMR have been introduced recently, which trade the multiplication by $A^{T}$ for one or more multiplications by $A$. However, their convergence properties are not well understood, and none of these algorithms have been combined with look-ahead techniques yet. In general, it seems that the transpose-free
methods have more numerical problems than the corresponding methods that use $A^{T}$, and more research is needed into studying their behaviour.

With the advent of Lanczos-based methods that require little work and storage per step, the importance of preconditioners has decreased. With GMRES or similar algorithms, the high cost of the method makes restarts necessary in practice, which generally results in much slower convergence. As a result, preconditioned GMRES requires a very effective preconditioner, so that the preconditioned system requires few iterations to converge. The problem is that effective preconditioners are often too expensive, especially on parallel machines, where the inherently serial nature of many preconditioners makes their use unappealing. In contrast, restarts are not necessary with Lanczos-based methods, and hence a wider array of preconditioners - in particular, cheaper or more parallelizable preconditioners - becomes usable.

Finally, even though the field of iterative methods has made great progress in the last few years, it is still in its infancy, especially with regard to the packaged software available. Whereas there are well-established robust general-purpose solvers based on direct methods, the same cannot be said about solvers based on iterative methods. There are no established iterative packages of the same robustness and wide acceptance as, for example, the LINPACK library, and as a result many of the scientists who use iterative methods write their own specialized solvers. We feel that this situation needs to change, and we would like to encourage researchers to provide code for their methods.
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## 1. An example

In this section we discuss a very simple problem. Consider the scalar initial value problem

$$
\begin{align*}
\varepsilon y^{\prime} & =a y+\mathrm{e}^{\mathrm{i} t}, \quad t \geq 0 \\
y(0) & =y_{0} \tag{1.1}
\end{align*}
$$

Here $\varepsilon>0$ is a small constant and $a=a_{1}+\mathrm{i} a_{2}, a_{1}, a_{2}$ real, is a complex number with $|a|=1$. We can write down the solution of (1.1) explicitly. It is

$$
y=y^{\mathbf{S}}+y^{\mathbf{F}}
$$

where

$$
y^{\mathrm{S}}=-\frac{1}{a-\mathrm{i} \varepsilon} \mathrm{e}^{\mathrm{i} t}
$$

is the forced solution and

$$
y^{\mathrm{F}}=\left(y_{0}+\frac{1}{a-\mathrm{i} \varepsilon}\right) \mathrm{e}^{a / \varepsilon t}
$$

is a solution of the homogeneous equation

$$
\varepsilon v^{\prime}=a v
$$

$y^{\mathrm{S}}$ varies on the time scale ' 1 ' while $y^{\mathrm{F}}$ varies on the much faster scale $1 / \varepsilon$. We say that $y^{\mathrm{S}}, y^{\mathrm{F}}$ vary on the slow and fast scale, respectively. We use also the phrase: $y^{S}$ and $y^{F}$ are the slow and the fast part of the solution, respectively.

There are three different possibilities.
Case 1. $a_{1} \gg \varepsilon$. In this case $y^{F}$ grows rapidly and dominates the solution. We are not interested in this case.
Case 2. $a_{1} \gg-\varepsilon$. Now $y^{\mathrm{F}}$ decays rapidly. Therefore, outside a boundary layer, the solution of (1.1) is essentially represented by $y^{\mathrm{S}}$.
Case 3. $a_{1}=0$. For general initial data both scales are present for all times. However, if

$$
y_{0}+\frac{1}{a-\mathrm{i} \varepsilon}=0
$$

then $y^{\mathrm{F}}=0$ and the solution varies on the slow scale only.
In this survey article we shall mainly discuss the third case.
In applications like meteorology, oceanography and plasma physics one is often only interested in solutions, which vary on the slow scale. However, the data are such that the fast scale is present anyway. Therefore we shall develop a theory, which leads to a systematic way to 'initialize' the data such that the fast scale is not excited. This theory is based on a very simple principle. If $y(t)$ varies on the slow time scale, then

$$
\mathrm{d}^{\nu} y(t) / \mathrm{d} t^{\nu} \approx \mathcal{O}(1), \quad \nu=0,1,2, \ldots, p
$$

where $p>1$ is a suitable number. Therefore our principle as follows.
Choose the initial data $y(0)=y_{0}$ such that at $t=0$

$$
\begin{equation*}
\mathrm{d}^{\nu} y(0) / \mathrm{d} t^{\nu} \approx \mathcal{O}(1), \quad \nu=0,1,2, \ldots, p \tag{1.2}
\end{equation*}
$$

We shall call this procedure the bounded derivative principle.
Let us apply the principle to our example. We think of $\varepsilon$ as a small parameter, which approaches 0 , and we want to choose the initial data such that the derivatives at $t=0$ are bounded independently of $\varepsilon$.
$\mathrm{d} y(0) / \mathrm{d} t$ is bounded independently of $\varepsilon$, if and only if

$$
a y(0)+1=\mathcal{O}(\varepsilon), \quad \text { i.e. } \quad y(0)=-1 / a+\mathcal{O}(\varepsilon)
$$

Thus the initial data are determined up to terms of order $\mathcal{O}(\varepsilon)$.
For the second derivative we have

$$
\varepsilon^{2} y^{\prime}=\varepsilon a y^{\prime}+\varepsilon \mathrm{e}^{\mathrm{i} t}=a^{2} y+a \mathrm{e}^{\mathrm{i} t}+\mathrm{i} \varepsilon \mathrm{e}^{\mathrm{i} t}
$$

Therefore $\mathrm{d}^{2} y(0) / \mathrm{d} t^{2}$ is bounded independently of $\varepsilon$, if and only if

$$
y(0)=-1 / a-\mathrm{i} \varepsilon / a^{2}+\mathcal{O}\left(\varepsilon^{2}\right)
$$

Thus the initial data are determined up to terms of order $\mathcal{O}\left(\varepsilon^{2}\right)$.
An easy calculation shows that the initial data are determined up to terms of order $\mathcal{O}\left(\varepsilon^{p}\right)$, if and only if the first $p$ derivatives are bounded indepentently of $\varepsilon$.

Earlier we have shown that $y^{F} \equiv 0$, if

$$
y(0)=-\frac{1}{a-\mathrm{i} \varepsilon}=-\frac{1}{a} \sum_{\nu=0}^{\infty}\left(\frac{\mathrm{i} \varepsilon}{a}\right)^{\nu}
$$

The bounded derivative principle gives us the first $p$ terms in the power series expansion.

We want to prove that for general nonlinear systems the bounded derivative principle lets us determine the slow solution to any order.

The bounded derivative principle is very much connected with asymptotic expanstions. To discuss the connection we consider the slightly more general equation

$$
\begin{align*}
\varepsilon y^{\prime} & =\mathrm{i} a(t) y+f(t) \\
y(0) & =y_{0} \tag{1.3}
\end{align*}
$$

where $a(t), f(t) \in C^{\infty}(t)$ and $a(t) \geq a_{0}, a_{0}=$ constant $>0$.
First we shall show that the bounded derivative principle is valid. The construction will be generalized to systems in the next section.
If $y(t)$ is a slow solution, then

$$
y(t) \approx \varphi_{0}(t)=: \text { i } f(t) / a(t)
$$

This suggests the substitution

$$
\begin{equation*}
y(t)=\varphi_{0}(t)+y_{1}(t) \tag{1.4}
\end{equation*}
$$

Introducing (1.4) into (1.3) gives us

$$
\begin{align*}
\varepsilon y_{1}^{\prime} & =\mathrm{i} a(t) y_{1}+\varepsilon f_{1}(t), \quad f_{1}(t)=:-\varphi_{0}^{\prime}(t) \\
y_{1}(0) & =y_{10}=: y_{0}-\varphi_{0}(0) \tag{1.5}
\end{align*}
$$

(1.5) is of the same form as (1.3). However, the forcing is reduced to order $\mathcal{O}(\varepsilon)$. We can repeat the process. After $p$ steps we obtain

$$
\begin{equation*}
y(t)=\psi_{p-1}(t)+y_{p}(t), \quad \psi_{p-1}(t)=\sum_{j=0}^{p-1} \varepsilon^{j} \varphi_{j}(t) \tag{1.6}
\end{equation*}
$$

where $y_{p}(t)$ solves

$$
\begin{align*}
\varepsilon y_{p}^{\prime} & =\mathrm{i} a(t) y_{p}+\varepsilon^{p} f_{p}(t) \\
y_{p}(0) & =y_{0}-\psi_{p-1}(0) \tag{1.7}
\end{align*}
$$

The solution of (1.7) can be written as

$$
y_{p}=\bar{y}+\overline{\bar{y}}
$$

where $\bar{y}$ is the forced solution satisfying

$$
\begin{align*}
\varepsilon \bar{y}^{\prime} & =\mathrm{i} a(t) \bar{y}+\varepsilon^{p} f_{p}(t) \\
\bar{y}(0) & =0 \tag{1.8}
\end{align*}
$$

and $\overline{\bar{y}}$ solves

$$
\begin{align*}
\varepsilon \overline{\bar{y}}^{\prime} & =\mathrm{i} a(t) \overline{\bar{y}} \\
\overline{\bar{y}}(0) & =\overline{\bar{y}}_{p 0} \tag{1.9}
\end{align*}
$$

By Duhamel's principle

$$
\left|\mathrm{d}^{j} \bar{y} / \mathrm{d} t^{j}\right| \leq \text { constant } \times \varepsilon^{p-j-1}
$$

in any finite time interval $0 \leq t \leq T$. Thus $\bar{y}$ has $p-1$ derivatives bounded independently of $\varepsilon$.

Now apply the bounded derivative principle to (1.9). An easy calculation shows that $\overline{\bar{y}}(t)$ and therefore also $y(t)$ have $p-1$ derivatives bounded independently of $\varepsilon$ at $t=0$ if and only if

$$
\begin{equation*}
\overline{\bar{y}}(0)=\mathcal{O}\left(\varepsilon^{p-1}\right), \quad \text { i.e. } \quad y(0)=\psi_{p-1}(0)+\mathcal{O}\left(\varepsilon^{p-1}\right) \tag{1.10}
\end{equation*}
$$

If (1.10) holds, then $\overline{\bar{y}}(t)$ and therefore also

$$
\begin{equation*}
y(t)=\psi_{p-1}(t)+\bar{y}(t)+\overline{\bar{y}}(t)=\psi_{p-1}(t)+\mathcal{O}\left(\varepsilon^{p-1}\right) \tag{1.11}
\end{equation*}
$$

have $p-1$ derivatives bounded independently of $\varepsilon$ in any finite time interval. This shows that the bounded derivative principle is valid.
(1.10) and (1.11) also show that equation (1.3) has essentially a unique slow solution and that $\psi_{p-1}(t)$ represents the first $p$ terms of its asymptotic expansion. One can determine the initial data either by the bounded derivative principle or by calculating the asymptotic expansion in a neighbourhood of $t=0$ and use $\psi_{p-1}(0)$ as initial data.

We have calculated the asymptotic expansion by substitution. Instead we can also determine it by the iteration

$$
\varepsilon\left(y^{(n-1)}\right)^{\prime}=\mathbf{i} a y^{(n)}+f, \quad y^{(-1)} \equiv 0, n=0,1,2, \ldots
$$

An easy calculation shows that

$$
y^{(p)}=\psi_{p}
$$

Our construction depends heavily on the assumption that $a(t), f(t)$ have derivatives of order $\mathcal{O}(1)$ and that $a(t) \geq a_{0}>0$. If, for example,

$$
f(t)= \begin{cases}0 & \text { for } 0 \leq t<\frac{1}{2} \\ 1 & \text { for } t \geq \frac{1}{2}\end{cases}
$$

then the asymptotic expansion tells us that the slow solution is given by

$$
y(t)= \begin{cases}0 & \text { for } 0 \leq t<\frac{1}{2} \\ \frac{2 \mathrm{i}}{a(t)}+\mathcal{O}(\varepsilon) & \text { for } t \geq \frac{1}{2}\end{cases}
$$

Thus the solution of (1.3) with initial data $y(0)=0$ will become highly oscillatory for $t \geq \frac{1}{2}$. Correspondingly, if

$$
a(t)=\left(t-t_{0}\right) a_{1}(t)
$$

then a solution, which is slow for $t<t_{0}$, becomes in general highly oscillatory for $t>t_{0}$.

## 2. Systems of ordinary differential equations

### 2.1. Form of the systems and assumptions

In applications the systems are real and often have the form

$$
\begin{equation*}
w_{t}=\frac{1}{\varepsilon} A_{1}(t) w+f_{1}(w, t), \quad 0<\varepsilon \leq \varepsilon_{0} \tag{2.1}
\end{equation*}
$$

i.e. the large part of the right-hand side is a linear function of $w$. We assume that $A_{1}(t)$ has constant rank, i.e. there is a smooth transformation $S(t)$ such that

$$
S^{-1}(t) A_{1}(t) S(t)=\left(\begin{array}{cc}
A(t) & 0 \\
0 & 0
\end{array}\right), \quad \operatorname{det} A \neq 0
$$

Changing the dependent variables accordingly, we obtain a system of the form

$$
\begin{align*}
\varepsilon y^{\prime} & =(A(t)+\varepsilon C(v, y, t)) y+f(v, t), \quad 0<\varepsilon \leq \varepsilon_{0} \\
v^{\prime} & =g(v, y, t) \tag{2.2}
\end{align*}
$$

where

$$
y(t), f(v, t) \in \mathbb{R}^{m}, v(t), g(v, y, t) \in \mathbb{R}^{n}, A(t), C(v, y, t) \in \mathbb{R}^{m \times m}
$$

We want to show that the results of the previous section can be generalized to systems (2.2). We follow here closely the presentation in Kreiss and Lorenz (1991). (See also Kreiss (1979) and Sacker (1965).)

To be precise, we shall use the following terminology
Definition 2.1 Let $w(t, \varepsilon)$ denote a function defined for $0 \leq t \leq T, 0<\varepsilon \leq$ $\varepsilon_{0}$. We say that it is slow to order $p$ in $0 \leq t \leq T$ if $w \in C^{p}(0, T)$ and if

$$
\begin{equation*}
\sup _{0<\varepsilon \leq \varepsilon_{0}} \max _{0 \leq t \leq T}\left|\partial^{j} w / \partial t^{j}\right|<\infty, \quad j=0,1, \ldots, p \tag{2.3}
\end{equation*}
$$

We say that $w$ is slow if (2.3) holds for any $p$.
Our main assumption is

## Assumption 2.1

(i) For all $t \geq 0$

$$
A(t)+A^{*}(t) \leq 0, \quad \operatorname{det} A(t) \neq 0
$$

(ii)

$$
A(t), A^{-1}(t), C(v, y, t), f(v, t), g(v, y, t)
$$

are $C^{\infty}$-functions of their arguments with bounded derivatives. They may also depend on $\varepsilon$ but we assume that the bounds are uniform in $\varepsilon$.

### 2.2. The bounded derivative principle and asymptotic expansions

We shall separate the fast and slow variables by a suitable substitution. If $y(t), v(t)$ is a slow solution, then $\varepsilon y^{\prime}(t)=\mathcal{O}(\varepsilon)$ and to the first approximation

$$
y(t)=-A^{-1}(t) f(v, t)
$$

This suggests the substitution

$$
y(t)=\Phi_{0}(v, t)+y_{1}(t), \quad \Phi_{0}(v, t)=-A^{-1}(t) f(v, t)
$$

Introducing (2.3) into (2.2) gives us

$$
\begin{gathered}
\varepsilon y_{1}^{\prime}(t)+\varepsilon\left(\partial \Phi_{0}(v, t) / \partial v\right) g\left(v, \Phi_{0}+y_{1}, t\right)+\varepsilon \Phi_{0 t}(v, t) \\
=A(t) y_{1}(t)+\varepsilon C\left(v, \Phi_{0}+y_{1}, t\right)\left(\Phi_{0}(v, t)+y_{1}(t)\right) \\
v^{\prime}(t)=g\left(v, \Phi_{0}+y_{1}, t\right)
\end{gathered}
$$

i.e.

$$
\begin{align*}
\varepsilon y_{1}^{\prime} & =\left(A(t)+\varepsilon C_{1}\left(v, y_{1}, t\right)\right) y_{1}+\varepsilon f_{1}(v, t) \\
v^{\prime} & =g_{1}\left(v, y_{1}, t\right) \tag{2.4}
\end{align*}
$$

where

$$
f_{1}(v, t)=-\left(\partial \Phi_{0}(v, t) / \partial v\right) g\left(v, \Phi_{0}, t\right)-\Phi_{0 t}(v, t)
$$

Thus $y_{1}(t)$ satisfies a differential equation of the same form as $y(t)$ but the forcing is reduced to order $\mathcal{O}(\varepsilon)$.

We can repeat the process and obtain
Theorem 2.1 One can construct slow functions $\Phi_{0}(v, t), \Phi_{1}(v, t), \ldots$ with the following properties. If one substitutes

$$
\begin{aligned}
y(t) & =\psi_{p-1}(v, t)+y_{p}(t) \\
\psi(v, t) & =\Phi_{0}(v, t)+\varepsilon \Phi_{1}(v, t)+\cdots+\varepsilon^{p-1} \Phi_{p-1}(v, t)
\end{aligned}
$$

into (2.2), then $y_{p}(t), v(t)$ satisfy a system

$$
\begin{align*}
\varepsilon y_{p}^{\prime} & =\left(A(t)+\varepsilon C_{p}\left(v, y_{p}, t\right)\right) y_{p}+\varepsilon^{p} f_{p}(v, t) \\
v^{\prime} & =g_{p}\left(v, y_{p}, t\right) \tag{2.5}
\end{align*}
$$

where $C_{p}, f_{p}, g_{p}$ have uniformly bounded derivatives with respect to all variables. Differentiating (2.5) we obtain immediately

Theorem $2.2 y_{p}(t), v(t)$ and therefore also $y(t), v(t)$ are slow to order $p$ in any fixed time interval $0 \leq t \leq T$, if and only if

$$
\begin{equation*}
y_{p}(0)=\mathcal{O}\left(\varepsilon^{p}\right), \quad \text { i.e. } \quad \mathrm{d}^{j} y_{p}(0) / \mathrm{d} t^{j}=\mathcal{O}\left(\varepsilon^{p-j}\right), \quad j=0,1, \ldots, p \tag{2.6a}
\end{equation*}
$$

(2.6a) holds if and only if for the original variables

$$
\begin{equation*}
\mathrm{d}^{j} y(0) / \mathrm{d} t^{j}=\mathcal{O}(1) \quad \text { for } \quad j=0,1, \ldots, p \tag{2.6b}
\end{equation*}
$$

Thus the bounded derivative principle is valid.
As in the previous section we can use the last theorem to initialize the data, i.e. for a given $v_{0}=v(0)$ find $y_{0}=y(0)$ such that the solution is slow to order $p$. We find the relations by enforcing (2.6b). Essentially we have to calculate $\psi_{p-1}(v(0), 0)$. The process can become quite complicated. Therefore it is often easier to determine the relations by iteration. We have
Theorem 2.3 Let $y^{(0)}(t) \equiv 0$. $p$ iterations of

$$
\begin{aligned}
\varepsilon\left(y^{(n-1)}\right)^{\prime} & =\left(A(t)+\varepsilon C_{p}\left(v^{(n)}, y^{(n)}, t\right) y^{(n)}+f\left(v^{(n)}, t\right)\right. \\
\left(v^{(n)}\right)^{\prime} & =g\left(v^{(n)}, y^{(n)}, t\right), \quad v^{(n)}(0)=v_{0}, n=0,1, \ldots, p-1
\end{aligned}
$$

determines a solution of (2.2), which is slow to order $p$ and which, for a given $v_{0}$, is unique up to terms of order $\mathcal{O}\left(\varepsilon^{p}\right)$.

We can solve this iteration numerically in a neighbourhood of $t=0$ and use the resulting $y^{(p-1)}(0)$ as initial data to solve the system (2.2) in large time intervals.

Under the following additional assumptions the estimates can be extended to all times.

Assumption 2.2 There is a constant $\beta>0$ and an integer $q_{0} \geq 1$ such that

$$
C_{q_{0}}(v, y, t)+C_{q_{0}}^{*}(v, y, t) \leq-\beta \varepsilon^{q_{0}-1} I
$$

for all $v, y, \varepsilon$.
(For the proof see Kreiss and Lorenz (1991).)

### 2.3. Existence of a slow manifold

Theorem 2.2 tells us that we can choose $y(0)$ as a function of $v(0)$ such that the resulting solution is slow to order $p$. In general the relationship between $y$ and $v$ depends on $p$. If we want the solution to be slow to order $p+1$, then we have to change the relation by terms of order $\varepsilon^{p}$.

For practical purposes this result is completely satisfactory. However, an
interesting mathematical question is: Can we determine $y(0)$ as a function of $v(0)$ such that the resulting solution is slow to any order?

There is one trivial case, where this is so. If $f(v, t)$ and all its partial derivatives with respect to $v$ and $t$ vanish at $t=0$, then the initial data

$$
y(0)=0, v(0)=v_{0}
$$

guarantee solutions, which are slow to any order. Also, for given $v_{0}$ the slow solution is unique to any order in $\varepsilon$.

In Kreiss and Lorenz (1991) we have reduced the general case to the above by constructing a substitution

$$
\begin{equation*}
y=\Phi(v, t, \varepsilon)+\tilde{y}, \quad 0 \leq t \leq T \tag{2.7}
\end{equation*}
$$

such that $f(v, t) \equiv 0$. We have also given conditions such that the substitution exists for all times. (See also Sacker (1965), Kopell (1985), Fenichel (1985).)
(2.7) shows that the slow solution forms a manifold represented by

$$
\begin{align*}
y & =\Phi(v, t, \varepsilon) \\
v^{\prime} & =g(v, y, t) \tag{2.8}
\end{align*}
$$

### 2.4. Interaction between the fast and the slow scale

Consider the system (2.2) and choose the initial data by

$$
v(0)=v_{0}, \quad y(0)=\Phi\left(v_{0}, 0, \varepsilon\right)
$$

to obtain the slow solution $v^{\mathrm{S}}(t), y^{\mathrm{S}}(t)$. Now perturb $y(0)$ and consider

$$
v(0)=v_{0}, \quad y(0)=\Phi\left(v_{0}, 0, \varepsilon\right)+\delta
$$

and denote the resulting solution by $v_{\delta}(t), y_{\delta}(t)$. In general the fast scale is excited and $y^{\mathrm{S}}(t)$ will be of order $\mathcal{O}(|\delta|)$. We want to show that the effect on the slow part of the solution is much smaller than $|\delta|$.
Theorem 2.4 Let $0 \leq t \leq T$ be a fixed time interval. For sufficiently small $\varepsilon,|\delta|$ there is a constant $c_{0}$ such that

$$
\left|v^{\mathrm{S}}(t)-v_{\delta}(t)\right| \leq c_{0}\left(\varepsilon|\delta|+|\delta|^{2}\right)
$$

Proof. We shall only indicate the proof. For more details see Kreiss and Lorenz (1991). Without restriction we can assume that the system (2.2) has the form

$$
\begin{align*}
\varepsilon y^{\prime} & =(A(t)+\varepsilon C(v, y, t)) y \\
v^{\prime} & =g(v, y, t) \tag{2.9}
\end{align*}
$$

Otherwise we perform the substitution (2.7). The initial data for $v^{\mathrm{S}}(t), y^{\mathrm{S}}(t)$ are

$$
v^{\mathrm{S}}(0)=v_{0}, \quad y^{\mathrm{S}}(0)=0, \quad \text { i.e. } \quad y^{\mathrm{S}}(t) \equiv 0
$$

and for $v_{\delta}(t), y_{\delta}(t)$

$$
v_{\delta}(0)=v_{0}, \quad y_{\delta}(t)=\delta
$$

To first approximation $y_{\delta}(t)$ satisfies

$$
\varepsilon y_{\delta}^{\prime}(t)=\left(A(t)+\varepsilon C\left(v^{\mathrm{S}}, 0, t\right)\right) y_{\delta}, \quad \text { i.e. } \quad\left|y_{\delta}\right|=\mathcal{O}(\delta)
$$

and $w=v^{\mathrm{S}}-v_{\delta}$ solves

$$
\begin{align*}
w^{\prime} & =\left(\partial g\left(v^{\mathrm{S}}, 0, t\right) / \partial v\right) w+\partial g\left(v^{\mathrm{S}}, 0, t\right) / \partial y y_{\delta}(t) \\
w(0) & =0 \tag{2.10}
\end{align*}
$$

Therefore

$$
\begin{aligned}
w(t) & =\int_{0}^{t} S(t, \xi)\left(\partial g\left(v^{\mathrm{S}}, 0, \xi\right) / \partial y\right) y_{\delta}(\xi) \mathrm{d} \xi \\
& =\varepsilon \int_{0}^{t} S(t, \xi)\left(\partial g\left(v^{\mathrm{S}}, 0, \xi\right) / \partial y\right)(A+\varepsilon C)^{-1} y_{\delta}^{\prime}(\xi) \mathrm{d} \xi
\end{aligned}
$$

Here $S(t, \xi)$ is the solution operator of the homogeneous equation

$$
u^{\prime}=\left(\partial g\left(v^{\mathrm{S}}, 0, t\right) / \partial v\right) u
$$

Integration by parts shows that the last integral is of order $\varepsilon \delta$. Also, we have neglected only terms of order $\mathcal{O}(\varepsilon \delta)+\mathcal{O}\left(\delta^{2}\right)$ and therefore the theorem follows.

The last theorem is important in applications. Often one is only interested in slow solutions. In these cases one has to prepare the initial data in such a way that the fast scale is not excited. Practically one can never remove the fast scale completely. The theorem says that the effect of the fast scale on the slow scale can be neglected, provided a moderate amount of data preparation has been performed. Also, the fast scale can be removed by post-filtering.

## 3. Numerical methods for ordinary differential equations

### 3.1. An example

We consider equation (1.3)

$$
\begin{align*}
\varepsilon y^{\prime} & =\mathrm{i} a(t) y+f(t) \\
y(0) & =y_{0} \tag{3.1}
\end{align*}
$$

To begin with we want only to calculate the slow solution. There are a number of possibilities.

Asymptotic expansion, i.e.

$$
\begin{equation*}
y^{\mathrm{S}}(t)=\frac{\mathrm{i} f(t)}{a(t)}+\frac{\varepsilon}{a(t)}\left(\frac{f(t)}{a(t)}\right)^{\prime}+\cdots+\mathcal{O}\left(\varepsilon^{2}\right) \tag{3.2}
\end{equation*}
$$

Difference approximation. If we are willing to use a time step $k \ll \varepsilon$, then any of the standard explicit techniques can be used. However, we want only to calculate the slow solution and therefore we only want to resolve the slow scale, i.e. we want to use a time step $k$ with $\varepsilon \ll k \ll 1$. Therefore we have to use an implicit method. It has to be stable on the imaginary axis and therefore the order of accuracy of a stable multi-step method is restricted to one or two. We shall discuss the implicit Euler scheme and the midpoint rule.

Let $k>0$ denote the time step, $t_{j}=j k, j=0,1, \ldots$, the grid and denote by $u_{j}=u(j k)$ the values of $u$ on the grid. Then the implicit Euler scheme has the form

$$
\begin{equation*}
\varepsilon\left(u_{n+1}-u_{n}\right)=k\left(\mathrm{i} a_{n+1} u_{n+1}+f_{n+1}\right) \tag{3.3}
\end{equation*}
$$

As for the continuous case we can derive an asymptotic expansion. Let

$$
u_{n}=\frac{\mathrm{i} f_{n}}{a_{n}}+\tilde{u}_{n}
$$

Then $\tilde{u}_{n}$ is the solution of

$$
\varepsilon\left(\tilde{u}_{n+1}-\tilde{u}_{n}\right)=k\left(\mathrm{i} a_{n+1} \tilde{u}_{n+1}-\mathrm{i} D_{-}\left(\frac{f_{n+1}}{a_{n+1}}\right)\right), \quad D_{-} g_{n+1}=: \frac{g_{n+1}-g_{n}}{k}
$$

Repeating the process we obtain an asymptotic expansion of the slow discrete solution

$$
\begin{equation*}
u_{n}^{\mathrm{S}}=\frac{\mathrm{i} f_{n}}{a_{n}}+\frac{\varepsilon}{a_{n}} D_{-}\left(\frac{f_{n}}{a_{n}}\right)+\mathcal{O}\left(\varepsilon^{2}\right) \tag{3.4}
\end{equation*}
$$

Thus

$$
\begin{aligned}
\left|y^{\mathrm{S}}\left(t_{n}\right)-u_{n}^{\mathrm{S}}\right| & =\frac{\varepsilon}{\left|a_{n}\right|}\left|\left(\frac{f\left(t_{n}\right)}{a\left(t_{n}\right)}\right)^{\prime}-D_{-}\left(\frac{f_{n}}{a_{n}}\right)\right|+\mathcal{O}\left(\varepsilon k^{2}\right) \\
& =\mathcal{O}(\varepsilon k)
\end{aligned}
$$

If we have chosen the initial data by

$$
\begin{equation*}
y_{0}=y^{\mathrm{S}}(0) \tag{3.5}
\end{equation*}
$$

then the fast part of the discrete solution satisfies

$$
\begin{aligned}
v_{n+1} & =\kappa v_{n}, \quad \kappa=\frac{1}{1-\mathrm{i}(k / \varepsilon)} \\
v_{0} & =y_{0}-u^{\mathrm{S}}(0)=\mathcal{O}(\varepsilon k)
\end{aligned}
$$

Thus the fast part of the discrete solution is, in general, not zero. However, $|\kappa| \ll$ and therefore

$$
\begin{equation*}
v_{n}=\kappa^{n} v_{0} \tag{3.6}
\end{equation*}
$$

shows that $v_{n}$ converges rapidly to zero regardless of how we choose the
initial data $u_{0}$. Thus the implicit Euler method will always determine the slow solution, if $k \gg \varepsilon$.

The midpoint rule is given by

$$
\begin{equation*}
\varepsilon\left(u_{n+1}-u_{n}\right)=\frac{k}{2}\left(\mathrm{i} a_{n+1} u_{n+1}+f_{n+1}+\mathrm{i} a_{n} u_{n}+f_{n}\right) \tag{3.7}
\end{equation*}
$$

Now the discrete slow solution satisfies

$$
\begin{equation*}
u_{n}^{\mathrm{S}}=y^{\mathrm{S}}\left(t_{n}\right)+\mathcal{O}\left(\varepsilon k^{2}\right) \tag{3.8}
\end{equation*}
$$

The fast part is the solution of

$$
\begin{align*}
v_{n+1} & =\kappa v_{n}, \quad \kappa=\frac{1+\frac{1}{2} \mathrm{i} k / \varepsilon}{1-\frac{1}{2} \mathrm{i} k / \varepsilon}=-\exp \left(\frac{-4 \mathrm{i} \varepsilon}{k}\right)+\mathcal{O}\left(\frac{\varepsilon^{3}}{k^{3}}\right) \approx-1 \\
v_{0} & =u_{0}-u_{0}^{\mathrm{S}} \tag{3.9}
\end{align*}
$$

In this case the fast part will not be damped. Instead it will oscillate like a $\pm 1$ wave. If we choose $u_{0}=y^{S}(0)$, then $v_{0}=\mathcal{O}\left(\varepsilon k^{2}\right)$ is small.

The following local smoothing procedure can be used to decrease the amplitude of the fast wave, even if $v_{0}$ is large. (See Lindberg (1971).)

1 Starting with $u_{0}$ calculate $u_{1}, u_{2}$.
2 Determine new initial data at $t=k$ by

$$
\tilde{u}_{1}=u_{1}+\frac{1}{4}\left(u_{2}-2 u_{1}+u_{0}\right)
$$

Repeat the process starting at $t=k$. We have

$$
u_{j}=u_{j}^{\mathrm{S}}+\kappa^{j}\left(u_{0}-u_{0}^{\mathrm{S}}\right)
$$

Therefore

$$
\begin{aligned}
\tilde{u}_{1} & =u_{1}^{\mathrm{S}}+\frac{1}{4}\left(u_{2}^{\mathrm{S}}-2 u_{1}^{\mathrm{S}}+u_{0}^{\mathrm{S}}\right)+\left(\kappa+\frac{1}{4}(\kappa-1)^{2}\right)\left(u_{0}-u_{0}^{\mathrm{S}}\right) \\
& =u_{1}^{\mathrm{S}}+\mathcal{O}\left(k^{2}\right)+\mathcal{O}(\varepsilon / k)\left(u_{0}-u_{0}^{\mathrm{S}}\right)
\end{aligned}
$$

Thus the amplitude of the fast solution has been reduced by a factor $\mathcal{O}(\varepsilon / k)$. Generalizations are treated in Majda (1983).

Richardson extrapolation. As we have said in the beginning: If $\varepsilon$ is very small, then it is uneconomical to use an explicit method. However, in applications the systems can be very large and it can therefore be quite expensive to solve the linear systems connected with the implicit methods. We know that the slow solution can be expanded into an asymptotic series in $\varepsilon$.

$$
u_{n}^{\mathrm{S}}(k)=\Phi_{0}+\varepsilon \Phi_{1}+\mathcal{O}\left(\varepsilon^{2}\right)
$$

Therefore we can use Richardson extrapolation. We change $\varepsilon$ to a more moderate value $\varepsilon^{*} \gg \varepsilon$ and calculate

$$
\begin{aligned}
u_{n}^{S}\left(\varepsilon^{*}\right) & =\Phi_{0}+\varepsilon^{*} \Phi_{1}+\mathcal{O}\left(\varepsilon^{* 2}\right) \\
u_{n}^{S}\left(2 \varepsilon^{*}\right) & =\Phi_{0}+2 \varepsilon^{*} \Phi_{1}+\mathcal{O}\left(\varepsilon^{* 2}\right)
\end{aligned}
$$

Then

$$
\begin{aligned}
\varepsilon^{*} \Phi_{1} & =u_{n}^{\mathrm{S}}\left(2 \varepsilon^{*}\right)-u_{n}^{\mathrm{S}}\left(\varepsilon^{*}\right)+\mathcal{O}\left(\varepsilon^{* 2}\right) \\
\Phi_{0} & =u_{n}^{\mathrm{S}}\left(\varepsilon^{*}\right)-\left(u_{n}^{\mathrm{S}}\left(2 \varepsilon^{*}\right)-u_{n}^{\mathrm{S}}(\varepsilon)\right)+\mathcal{O}\left(\varepsilon^{* 2}\right)
\end{aligned}
$$

i.e.

$$
u_{n}^{S}(\varepsilon)=2 u_{n}^{S}\left(\varepsilon^{*}\right)-u_{n}^{S}\left(2 \varepsilon^{*}\right)+\frac{\varepsilon}{\varepsilon^{*}}\left(u_{n}^{S}\left(2 \varepsilon^{*}\right)-u_{n}^{\mathrm{S}}\left(\varepsilon^{*}\right)\right)+\mathcal{O}\left(\varepsilon^{* 2}\right)
$$

For moderate values of $\varepsilon^{*}$ we may be able to use an explicit method. The main difficulty is that the initial data have to properly initialized, because Richardson extrapolation does not work for the fast part of the solution.

Until now we have concentrated on calculating the slow solution. If we also want to calculate the fast part of the solution, then we have two possibilities.

1 Use a difference method and resolve the fast scale, i.e. choose $k \ll \varepsilon$.
2 Solve the homogeneous equation

$$
\begin{aligned}
\varepsilon v^{\prime} & =\mathrm{i} a(t) v \\
v(0) & =v_{0}
\end{aligned}
$$

analytically:

$$
v(t)=\exp \left[\left(\frac{\mathrm{i}}{\varepsilon}\right) \int_{0}^{t} a(\xi) \mathrm{d} \xi\right] v(0)
$$

### 3.2. Slow solutions of fast systems

We consider systems

$$
\begin{align*}
\varepsilon y^{\prime} & =A(t) y+f(t) \\
y(0) & =y_{0} \tag{3.10}
\end{align*}
$$

where $A(t), f(t)$ satisfy Assumption 1.1. We can calculate the slow solution in the same way as for Example 3.1.

## Asymptotic expansion.

$$
y^{S}(t)=-A^{-1}(t) f(t)+\varepsilon A^{-1}(t)\left(A^{-1}(t) f(t)\right)^{\prime}+\mathcal{O}\left(\varepsilon^{2}\right)
$$

Implicit difference approximation. The implicit Euler scheme has the form

$$
\varepsilon\left(u_{n+1}-u_{n}\right)=k\left(A_{n+1} u_{n+1}+f_{n+1}\right) .
$$

For the slow part of its solution we have the asymptotic expansion

$$
u_{n}^{\mathrm{S}}=-A_{n}^{-1} f_{n}+\varepsilon A_{n}^{-1} D_{-}\left(A_{n}^{-1} f_{n}\right)+\mathcal{O}\left(\varepsilon^{2}\right),
$$

and the fast part satisfies

$$
v_{n+1}=\left(I-\frac{k}{\varepsilon} A_{n+1}\right)^{-1} v_{n}=-\frac{\varepsilon}{k} A_{n+1}^{-1}\left(I-\frac{\varepsilon}{k} A_{n+1}^{-1}\right) v_{n} .
$$

Thus, if $\varepsilon \ll k$, then

$$
\left|\frac{\varepsilon}{k} A_{n+1}^{-1}\right| \ll 1
$$

and $v_{n}$ converges rapidly to zero, i.e. the implicit Euler scheme gives us the slow solution regardless of the initial data.

The midpoint rule. The same arguments as in the scalar case show that the slow part of the solution can be described by an asymptotic expansion and that the fast part becomes a $\pm 1$-wave, which can be damped by a local smoothing.
Richardson extrapolation. The possibility of Richardson extrapolation depends only on the existence of asymptotic expansions. Therefore we can also use it here.

### 3.3. Slow solution of the full system

We consider the system (2.2). All the methods discussed in the previous section can be generalized.
Asymptotic expansions. By Theorem 2.3 the first term $\left(v^{(0)}, y^{(0)}\right)$ is the solution of

$$
\begin{align*}
0 & =A(t) y^{(0)}+f\left(v^{(0)}, t\right) \\
\left(v^{(0)}\right)^{\prime} & =g\left(v^{(0)}, y^{(0}, t\right) \\
v^{(0)}(0) & =v_{0} . \tag{3.11}
\end{align*}
$$

Higher order terms are obtained by the iteration

$$
\begin{align*}
\varepsilon\left(y^{(j)}\right)^{\prime} & =A(t) y^{(j+1)}+\varepsilon C\left(v, y^{(j)}, t\right) y^{(j)}+f(v, t) \\
\left(v^{(j+1)}\right)^{\prime} & =g\left(v^{(j+1)}, y^{(j+1)}, t\right) \\
v^{(j+1)}(0) & =v_{0} \tag{3.12}
\end{align*}
$$

The differential equations can be solved by any standard method.

Implicit difference methods. We can use the backward Euler scheme or the midpoint rule for the complete system. However, for less work we obtain better accuracy, if we apply these schemes to the fast part ( $y$-variables) only. For example, we can use the Euler scheme for the $y$-variables and a stable Adam's method for

$$
\begin{align*}
\varepsilon\left(\tilde{y}_{n+1}-\tilde{y}_{n}\right) & \left.=k\left(A_{n+1}+\varepsilon C_{n+1}\right) \tilde{y}_{n+1}+\tilde{f}_{n+1}\right), \quad \tilde{f}_{n+1}=f\left(\tilde{v}_{n+1}, t_{n+1}\right) \\
\tilde{v}_{n+1} & =\tilde{v}_{n}+\sum_{j} \beta_{j} \tilde{g}_{n-j}, \quad \tilde{g}_{n-j}=g\left(\tilde{v}_{n-j}, \tilde{y}_{n-j}, t_{n-j}\right) \tag{3.13}
\end{align*}
$$

We can also develop the solutions of (3.13) into an asymptotic expansion and compare it with (3.11) and (3.12). This results in a satisfactory error estimate. However, the stability of the method has not been investigated.

In applications the system has often the form (2.1) and one uses a combination of leap-frog and the midpoint rule to solve it, i.e.

$$
\begin{equation*}
\tilde{w}_{n+1}-\tilde{w}_{n-1}=\frac{k}{\varepsilon}\left(A_{1 n+1} \tilde{w}_{n+1}+A_{1 n} \tilde{w}_{n}\right)+2 k \tilde{f}_{1 n} \tag{3.14}
\end{equation*}
$$

We shall give a truncation error and stability analysis of the method.
Let $w(x, t)$ be a slow solution of (2.1) and introduce it into (3.14). We obtain

$$
\begin{gathered}
w_{n+1}-w_{n-1}-\frac{k}{\varepsilon}\left(A_{1 n+1} w_{n+1}+A_{1 n} w_{n}\right)-2 k f_{1 n} \\
=w_{n+1}-w_{n-1}-k\left(w_{n+1}^{\prime}+w_{n-1}^{\prime}\right)+k\left(f_{1 n+1}+f_{1 n-1}-2 f_{1 n}\right) \\
=c k^{3} w_{n}^{\prime \prime}+\mathcal{O}\left(k^{4}\right)
\end{gathered}
$$

Thus the method is second order accurate. To discuss the stability we linearize (3.14) and freeze coefficients, i.e. we consider

$$
\begin{equation*}
\tilde{v}_{n+1}-\tilde{v}_{n-1}=\frac{k}{\varepsilon}\left(A_{1} \tilde{v}_{n+1}+A_{1} \tilde{v}_{n-1}\right)+2 k B \tilde{v}_{n} \tag{3.15}
\end{equation*}
$$

where $A, B$ are constant matrices. The stability follows from
Theorem 3.3 Assume that

$$
A_{1}+A_{1}^{*} \leq 0, \quad B=-B^{*}, \quad|k B| \leq 1-\delta
$$

then

$$
\begin{equation*}
\delta\left(\left|\tilde{v}_{n+1}\right|^{2}+\left|\tilde{v}_{n}\right|^{2}\right) \leq 2\left(\left|\tilde{v}_{1}\right|^{2}+\left|\tilde{v}_{0}\right|^{2}\right) \tag{3.16}
\end{equation*}
$$

Proof. Multiplying (3.15) by $\tilde{v}_{n+1}+\tilde{v}_{n-1}$ gives us

$$
\begin{aligned}
\left|\tilde{v}_{n+1}\right|^{2}-\left|\tilde{v}_{n-1}\right|^{2}= & \frac{k}{\varepsilon}\left\langle\tilde{v}_{n+1}+\tilde{v}_{n-1}, A_{1}\left(\tilde{v}_{n+1}+\tilde{v}_{n-1}\right)\right\rangle \\
& +2 k\left\langle\tilde{v}_{n+1}, B \tilde{v}_{n}\right\rangle+2 k\left\langle\tilde{v}_{n-1}, B \tilde{v}_{n}\right\rangle \\
\leq & 2 k\left\langle\tilde{v}_{n+1}, B \tilde{v}_{n}\right\rangle+2 k\left\langle\tilde{v}_{n-1}, B \tilde{v}_{n}\right\rangle
\end{aligned}
$$

i.e.

$$
\begin{aligned}
L_{n+1} & =:\left|\tilde{v}_{n+1}\right|^{2}+\left|\tilde{v}_{n}\right|^{2}-2 k \operatorname{Re}\left\langle\tilde{v}_{n+1}, B \tilde{v}_{n}\right\rangle \\
& \leq\left|\tilde{v}_{n}\right|^{2}+\left|\tilde{v}_{n-1}\right|^{2}-2 k \operatorname{Re}\left\langle\tilde{v}_{n}, B \tilde{v}_{n-1}\right\rangle=L_{n}
\end{aligned}
$$

Therefore

$$
L_{n} \leq L_{1}
$$

Observing that

$$
\langle v, B w\rangle \leq \frac{1}{2}|B|\left(|v|^{2}+|w|^{2}\right)
$$

(3.16) follows.

The last theorem tells us that the combination of leap-frog and the midpoint rule is stable, if the slow part is oscillatory ( $B=-B^{*}$ ). If this is not the case, then the weak instability of the leap-frog scheme can cause difficulties.

It is very desirable to prove stability of other combinations, for example, the combination of the implicit Euler scheme with a Runge-Kutta method . Also, it is important to investigate when such a combination automatically determines the slow solution.

Richardson extrapolation. As in the previous section the method depends only on the existence of an asymptotic expansion. Therefore it can be used here.

### 3.4. Highly oscillatory solutions of linear systems

Highly oscillatory problems have been studied for a long time, and a large number of perturbation techniques have been developed: multi-scaling, averaging and the near identity transformation (see, for example, Bogoliubov and Mitropolsky (1961), Nayfeh (1973), Hoppensteadt and Miranker (1976), Kevorkian and Cole (1981), Neu (1980)). For the most part these tools are difficult to implement numerically. We feel that effective numerical techniques are only available for special problems. We will discuss such methods in the next two sections.

In this section we consider linear systems

$$
\begin{align*}
\varepsilon y^{\prime} & =A(t) y, \quad 0<\varepsilon \leq \varepsilon_{0} \\
y(0) & =y_{0} \tag{3.17}
\end{align*}
$$

We make
Assumption 3.1 $A(t), A^{-1}(t) \in C^{\infty}$ and their derivatives are bounded independently of $\varepsilon$. The eigenvalues of $A$ are distinct and

$$
\operatorname{Re} \lambda \leq 0
$$

If one solves (3.17) by difference approximation, then one has to use a time step $k \ll \varepsilon$. We want to show that one can solve the system by analytic means.

This assumption implies that there is a nonsingular transformation

$$
S(t)=\left(s_{1}(t), \ldots, s_{n}(t)\right) \in C^{\infty}, \quad s_{j}(t) \text { eigenvalues of } A
$$

varying on the slow scale such that

$$
S^{-1} A S=\left(\begin{array}{ccc}
\lambda_{1} & & 0 \\
& \ddots & \\
0 & & \lambda_{n}
\end{array}\right)=: \Lambda
$$

Introducing into (3.17) a new variable $y_{1}=S(t) y$ gives us

$$
\varepsilon \mathrm{d} y_{1} / \mathrm{d} t=(\Lambda+\varepsilon B) y_{1}, \quad B=-S^{-1} \mathrm{~d} S / \mathrm{d} t
$$

Now we can find a slowly varying transformation $S_{1}$ such that

$$
\left(I+\varepsilon S_{1}\right)^{-1}(\Lambda+\varepsilon B)\left(I+\varepsilon S_{1}\right)=\left(\begin{array}{ccc}
\lambda_{1}+\varepsilon \lambda_{11} & & 0 \\
& \ddots & \\
0 & & \lambda_{n}+\varepsilon \lambda_{n 1}
\end{array}\right)=: \Lambda+\varepsilon \Lambda_{1}
$$

The change of variables

$$
y_{1}=\left(I+\varepsilon S_{1}\right) y_{2}
$$

gives us

$$
\mathrm{d} y_{2} / \mathrm{d} t=\left(\Lambda+\varepsilon \Lambda_{1}+\varepsilon^{2} B_{1}\right) y_{2}
$$

This process can be continued. Thus we can diagonalize the system to any order of $\mathcal{O}\left(\varepsilon^{p}\right)$. Neglecting the $\mathcal{O}\left(\varepsilon^{p}\right)$-terms we obtain scalar equations, whose solutions can be written down explicitly. We have proved

Theorem 3.1 The solution of (3.17) can be calculated analytically to any order in $\varepsilon$.

If the eigenvalues change multiplicity, then difficulties arise. An initial discussion can be found in Scheid (1982).

We consider now systems

$$
\mathrm{d} y / \mathrm{d} t=A(t) y+F(t, \varepsilon)
$$

where $A$ is slowly varying and $F$ has the property that

$$
\int_{0}^{t} F(\eta, \varepsilon) \mathrm{d} \eta=\mathcal{O}(\varepsilon)
$$

For example, this is the case if

$$
F=\mathrm{e}^{\mathrm{it} / \varepsilon} g(t), \quad g(t) \text { slowly varying. }
$$

By Duhamel's principle we can write the solution as

$$
y(t)=S(t, 0) y(0)+\int_{0}^{t} S(t, \xi) F(\xi) \mathrm{d} \xi
$$

where $S(t, \xi)$ denotes the solution operator of the homogeneous differential equation. It is a slowly vaying function of $t, \xi$. Therefore integration by parts gives us

$$
\int_{0}^{t} S(t, \xi) F(\xi) \mathrm{d} \xi=\left.S(t, \xi) \int_{0}^{\xi} F(\eta) \mathrm{d} \eta\right|_{0} ^{t}-\int_{0}^{t} \frac{\partial S(t, \xi)}{\partial \xi} \int_{0}^{\xi} F(\eta) \mathrm{d} \eta \mathrm{~d} \xi=\mathcal{O}(\varepsilon)
$$

Thus $F$ changes the solution by an $\mathcal{O}(\varepsilon)$-term. One can derive an asymptotic expansion, if more about $F$ is known.

Numerical methods based on these results are exploited in Amdursky and Ziv (1977), Fatunla (1980), Gautschi (1961), Miranker (1981) and Scheid (1982).

### 3.5. Highly oscillatory solutions of nonlinear equations

We start with a number of examples.

$$
\begin{align*}
y^{\prime} & =\frac{\mathrm{i} \lambda}{\varepsilon} y+y^{2} \\
y(0) & =y_{0} \tag{3.18}
\end{align*}
$$

We can calculate the solution of (3.11) explicitly. Introducing a new variable by

$$
y=\exp \left(\frac{\mathrm{i} \lambda}{\varepsilon} t\right) \tilde{y}
$$

gives us

$$
\begin{align*}
\tilde{y}^{\prime} & =\exp \left(\frac{\mathrm{i} \lambda}{\varepsilon} t\right) \tilde{y}^{2} \\
\tilde{y}(0) & =y_{0} \tag{3.19}
\end{align*}
$$

Therefore

$$
\int_{0}^{t} \frac{\tilde{y}^{\prime}}{\tilde{y}^{2}} \mathrm{~d} t=-\frac{\mathrm{i} \varepsilon}{\lambda}\left[\exp \left(\frac{\mathrm{i} \lambda}{\varepsilon} t\right)-1\right]
$$

i.e.

$$
\begin{align*}
\tilde{y} & =\frac{1}{\frac{1}{y_{0}}+\frac{\mathrm{i} \varepsilon}{\lambda}\left[\exp \left(\frac{\mathrm{i} \lambda}{\varepsilon} t\right)-1\right]}=\frac{y_{0}}{1+\frac{\mathrm{i} \varepsilon}{\lambda} y_{0}\left[\exp \left(\frac{\mathrm{i} \lambda}{\varepsilon} t\right)-1\right]} \\
& =y_{0}\left\{1-\frac{\mathrm{i} \varepsilon}{\lambda} y_{0}\left[\exp \left(\frac{\mathrm{i} \lambda}{\varepsilon} t\right)-1\right]\right\}+\mathcal{O}\left(\varepsilon^{2}\right) \tag{3.20}
\end{align*}
$$

Thus the nonlinear term changes the solution only by $\mathcal{O}(\varepsilon)$ in arbitrarily long time intervals.

It is also useful to calculate the solution in another way. (3.17) gives us

$$
\begin{aligned}
\tilde{y}-y_{0} & =\int_{0}^{t} \exp \left(\frac{\mathrm{i} \lambda}{\varepsilon} \xi\right) \tilde{y}^{2} \mathrm{~d} \xi \\
& =-\left.\frac{\mathrm{i} \varepsilon}{\lambda} \exp \left(\frac{\mathrm{i} \lambda}{\varepsilon} \xi\right) \tilde{y}^{2}\right|_{0} ^{t}+\frac{2 \mathrm{i} \varepsilon}{\lambda} \int_{0}^{t} \exp \left(\frac{\mathrm{i} \lambda}{\varepsilon} \xi\right) \tilde{y} \tilde{y}^{\prime} \mathrm{d} \xi \\
& =\frac{\mathrm{i} \varepsilon}{\lambda}\left[\exp \left(\frac{\mathrm{i} \lambda}{\varepsilon} t\right) \tilde{y}^{2}(t)-\tilde{y}^{2}(0)\right]+\frac{2 \mathrm{i} \varepsilon}{\lambda} \int_{0}^{t} \exp \left(\frac{2 \mathrm{i} \lambda}{\varepsilon} \xi\right) \tilde{y}^{3} \mathrm{~d} \xi
\end{aligned}
$$

The last integral can again be treated by integration by parts. Therefore

$$
\tilde{y}(t)+\frac{\mathrm{i} \varepsilon}{\lambda} \exp \left(\frac{\mathrm{i} \lambda}{\varepsilon} t\right) \tilde{y}^{2}(t)=y_{0}+\frac{\mathrm{i} \varepsilon}{\lambda} y^{2}(0)+\mathcal{O}\left(\varepsilon^{2}\right)
$$

i.e.

$$
\tilde{y}=y_{0}\left\{1-\frac{\mathrm{i} \varepsilon}{\lambda} y_{0}\left[\exp \left(\frac{\mathrm{i} \lambda}{\varepsilon} t\right)-1\right]\right\}+\mathcal{O}\left(\varepsilon^{2}\right)
$$

and we again obtain (3.18).
Now consider

$$
\begin{equation*}
y^{\prime}=\frac{\mathrm{i} \lambda_{1}}{\varepsilon} y+v, \quad v^{\prime}=\frac{\mathrm{i} \lambda_{2}}{\varepsilon} v+v^{2} \tag{3.21}
\end{equation*}
$$

The change of variables

$$
y=\exp \left(\frac{\mathrm{i} \lambda_{1}}{\varepsilon} t\right) \tilde{y}, \quad v=\exp \left(\frac{\mathrm{i} \lambda_{2}}{\varepsilon} t\right) \tilde{v}
$$

gives us

$$
\tilde{y}^{\prime}=\exp \left(\frac{\mathrm{i}\left(\lambda_{2}-\lambda_{1}\right) t}{\varepsilon}\right) \tilde{v}, \quad \tilde{v}^{\prime}=\exp \left(\frac{\mathrm{i} \lambda_{2}}{\varepsilon} t\right) \tilde{v}^{2}
$$

By (3.19)

$$
\tilde{v}=v_{0}+\sum_{j=1}^{\infty} \varepsilon^{j} \beta^{j} \exp \left(\frac{i j \lambda_{2}}{\varepsilon} t\right)
$$

Therefore

$$
\tilde{y}^{\prime}=\exp \left(\frac{\mathrm{i}}{\varepsilon}\left(\lambda_{2}-\lambda_{1}\right) t\right) v_{0}+\sum_{j=1}^{\infty} \varepsilon^{j} \beta^{j} \exp \left(\frac{\mathrm{i}}{\varepsilon}\left[(j+1) \lambda_{2}-\lambda_{1}\right] t\right)
$$

If $\nu \lambda_{2}-\lambda_{1} \neq 0$ for all $\nu=1,2, \ldots$, then

$$
\tilde{y}(t)=y_{0}+\mathcal{O}(\varepsilon)
$$

However, if $\nu \lambda_{2}=\lambda_{1}$, then resonance occurs and

$$
\tilde{y}(t)= \begin{cases}y(0)+\varepsilon^{\nu-1} \beta^{\nu-1} t & \text { if } \nu>1 \\ y(0)+t v_{0} & \text { if } \nu=1\end{cases}
$$

Thus the solution is not bounded.

Now we can discuss systems

$$
\begin{align*}
y^{\prime} & =\frac{\mathrm{i}}{\varepsilon} \Lambda y+P(y) \\
y(0) & =y_{0} \tag{3.22}
\end{align*}
$$

where $P$ is a polynomial in $y$. Introducing new variables by

$$
y=\exp \left(\frac{\mathrm{i}}{\varepsilon} \Lambda t\right) \tilde{y}
$$

gives us

$$
\begin{align*}
\tilde{y}^{\prime} & =\exp \left(-\frac{\mathrm{i}}{\varepsilon} \Lambda t\right) P\left[\exp \left(\frac{\mathrm{i}}{\varepsilon} \Lambda t\right) \tilde{y}\right] \\
\tilde{y}(0) & =y_{0} \tag{3.23}
\end{align*}
$$

The right-hand side of (3.22) consists of expressions

$$
\begin{equation*}
\exp \left[\frac{\mathrm{i}}{\varepsilon}\left(\sum \alpha_{j} \lambda_{j}\right) t\right] p(\tilde{y}) \tag{3.24}
\end{equation*}
$$

where the $\alpha_{j}$ are integers and $p$ is a polynomial in $y$. There are two possibilities.
$1 \quad \tau=\sum \alpha_{j} \lambda_{j}=0$ for some terms. In this case (3.22) has the form

$$
\begin{equation*}
\tilde{y}^{\prime}=Q_{0}(\tilde{y})+Q_{1}(\tilde{y}) \tag{3.25}
\end{equation*}
$$

where $Q_{0}, Q_{1}$ contain the terms with and without exponentials, respectively. Our result in the last section tells us that we commit an error of order $\mathcal{O}(\varepsilon)$, if we neglect $Q_{1}$. Thus $y$ is to first approximation the solution of

$$
\begin{equation*}
\tilde{y}^{\prime}=Q_{1}(\tilde{y}), \quad \tilde{y}(0)=y_{0} \tag{3.26}
\end{equation*}
$$

i.e. in general $\tilde{y}(t)$ does not stay close to $y_{0}$.
$2 \tau=\sum \alpha_{j} \lambda_{j} \neq 0$ for all terms. Integration by parts gives us

$$
\begin{align*}
\tilde{y}(t) & =y_{0}+\sum_{\tau} \int_{0}^{t} \exp \left(\frac{\mathrm{i} \tau}{\varepsilon} \xi\right) p_{\tau}(\tilde{y}) \mathrm{d} \xi \\
& =y_{0}-\left.\mathrm{i} \varepsilon \sum_{\tau} \frac{1}{\tau} \exp \left(\frac{\mathrm{i} \tau}{\varepsilon} \xi\right) p_{\tau}(\tilde{y})\right|_{0} ^{t}+\mathrm{i} \varepsilon \sum_{\tau} \frac{1}{\tau} \int_{0}^{t} \exp \left(\frac{\mathrm{i} \tau}{\varepsilon} \xi\right) \frac{\partial p_{\tau}}{\partial \tilde{y}} \tilde{y}^{\prime} \mathrm{d} \xi \\
& =y_{0}-\left.\mathrm{i} \varepsilon \sum_{\tau} \frac{1}{\tau} \exp \left(\frac{\mathrm{i} \tau}{\varepsilon} \xi\right) p_{\tau}(\tilde{y})\right|_{0} ^{t}+\mathrm{i} \varepsilon \sum_{\tau} \frac{1}{\tau} \int_{0}^{t} \exp \left(\frac{\mathrm{i} \tau}{\varepsilon} \xi\right) \tilde{p}_{\tau}(\tilde{y}) \mathrm{d} \xi \tag{3.27}
\end{align*}
$$

The integrals in (3.26) are over terms of type (3.23) and therefore we can repeat the previous arguments. If some of the terms are not of exponential type, then they will in general be of order $\mathcal{O}(\varepsilon t)$.

If all the terms are of exponential type, then we can use integration by parts to reduce them to (at least) $\mathcal{O}\left(\varepsilon^{2} t\right)$.

We obtain
Theorem 3.2 Assume that for all integers $\alpha_{j}$ the linear combinations $\sum \alpha_{j} \lambda_{j}$ do not vanish. Then

$$
\tilde{y}=y_{0}+\mathcal{O}(\varepsilon)
$$

in time intervals $0 \leq t \leq T . T=\mathcal{O}\left(\varepsilon^{p}\right)$ for any $p$.
There are no difficulties in extending the results and techniques to more general equations

$$
y^{\prime}=\frac{1}{\varepsilon} \Lambda(t) y+P(y, t)
$$

Here $\Lambda(t)$ is slowly varying and $P(y, t)$ is a polynomial in $y$ with slowly varying coefficients in time.

The numerical methods based on these results are exploited in Kreth (1977), Miranker and Wabba (1976), Miranker and van Veldhuisen (1978) and Scheid (1982).

### 3.6. Calculations of solutions, which contain both a fast and a slow part

One can solve these problems by brute force, i.e. use a time step $k \ll \varepsilon$. If one instead wants to calculate only the slow scale, i.e. $\varepsilon \ll k \ll 1$, then one has to combine analytic techniques with numerical methods. Very little is known about how to do this, see however (Petzold, 1981) for a different approach.

If the system has the form (2.1), splitting techniques have been used: Assume that we know the solution at time $t_{n}$, then we calculate the solution of

$$
\begin{aligned}
\left(w^{(1)}(t)\right)^{\prime} & =f_{1}\left(w^{(1)}, t\right), \quad t_{n} \leq t \leq t_{n+1} \\
w^{(1)}\left(t_{n}\right) & =w\left(t_{n}\right)
\end{aligned}
$$

at $t=t_{n+1}$ to obtain $w^{(1)}\left(t_{n+1}\right)$.
The next step is to solve

$$
\begin{aligned}
(w(t))^{\prime} & =\frac{1}{\varepsilon} A(t) w(t), \quad t_{n} \leq t \leq t_{n+1} \\
w\left(t_{n}\right) & =w^{(1)}\left(t_{n+1}\right)
\end{aligned}
$$

analytically, using the results of Section 3.3. This gives us $w\left(t_{n+1}\right)$. It is not at all clear what the accuracy of this procedure is. We believe it has to be modified before it is generally useful, because in general the error is $\mathcal{O}(1)$.

Assume now that the system has the form (2.2). If the fast part of the
solution is small, then by Theorem 2.2 the effect of the fast part on the slow scale is one order of magnitude smaller. Therefore we can calculate the slow part of the solution first, and then treat the fast part as a perturbation, i.e. we have to solve

$$
\varepsilon\left(y^{\mathrm{F}}\right)^{\prime}=\left(A(t)+\varepsilon C_{1}\left(v^{\mathrm{S}}, y^{\mathrm{S}}, t\right)\right) y^{\mathrm{F}}
$$

by analytic techniques as described in Section 3.3. The next step is to determine the effect of the fast scale on the slow scale. We believe that progress can be made along these lines, but no results are available yet.

## 4. Partial differential equations

### 4.1. General theory

Let $0<\varepsilon \leq \varepsilon_{0}$ be a small constant, $x=\left(x_{1}, \ldots, x_{s}\right)$ be a point in the real $s$-dimensional Euclidian space $R_{s}, e_{j}$ the unit vector in the $x_{j}$ direction and $u=\left(u^{(1)}(x, t), \ldots, u^{(n)}(x, t)\right)^{T}$ a vector function with $n$ components. We consider systems

$$
\begin{equation*}
u_{t}=\varepsilon^{-1} P_{0}(\partial / \partial x) u+P_{1}(u, x, t, \varepsilon, \partial / \partial x) u+F(x, t) \tag{4.1}
\end{equation*}
$$

with periodic boundary conditions

$$
u\left(x+2 \pi e_{j}\right)=u(x), \quad j=1,2, \ldots, s
$$

and smooth periodic initial data

$$
\begin{equation*}
u(x, 0)=f(x) \tag{4.2}
\end{equation*}
$$

Here $F(x, t)$ is a smooth function of $x, t$ with derivatives of order $\mathcal{O}(1)$, and the coefficients of
$P_{0}=\sum_{j=1}^{s} A_{j} \partial / \partial x_{j}, \quad A_{j}=A_{j}^{*}$ constant matrices,
$P_{1}=\sum_{j=1}^{s} B_{j}(u, x, t, \varepsilon) \partial / \partial x_{j}, \quad B_{j}=B_{j}^{*}$ smooth functions of all variables,
are real symmetric matrices.
We want to prove that the bounded derivative principle is valid. We follow Browning and Kreiss (1982) closely. (See also Klainerman and Majda (1982) and Kreiss (1980).)

Theorem 4.1 Assume that $p$ time derivatives at $t=0$ are bounded independently of $\varepsilon$. Then the same is true in a time interval $0 \leq t \leq T$, where $T>0$ does not depend on $\varepsilon$.

Proof. We consider first the system

$$
\begin{equation*}
w_{t}=P_{1}(w, x, t, \varepsilon, \partial / \partial x) w \tag{4.4}
\end{equation*}
$$

Let

$$
(u, v)=\int\langle u, v\rangle \mathrm{d} x, \quad\|u\|^{2}=(u, u)
$$

denote the usual $L_{2}$-scalar product and norm. In the usual way we can derive a priori estimates by constructing differential inequalities for

$$
\begin{equation*}
\frac{\partial}{\partial t}\left\|D^{|j|} w\right\|^{2}=2 \operatorname{Re}\left(D^{|j|} w, D^{|j|}\left(P_{1} w\right)\right) \tag{4.5}
\end{equation*}
$$

where $j=\left(j_{1}, \ldots, j_{s}\right),|j|=\sum j_{i}$, is a multi-index, and

$$
D^{|j|} w=\partial^{j_{1}} / \partial x_{1}^{j_{1}}, \ldots, \partial^{j_{s}} / \partial x_{s}^{j_{s}}
$$

(See, for example, Kreiss and Lorenz (1989).)
If we consider all expressions $\left\|D^{|j|} w\right\|^{2}$ with $|j| \leq[s / 2]+2$, then we can obtain a closed system of differential inequalities. The solutions of this system are bounded in some time interval $0 \leq t \leq T$, where $T>0$ depends on the initial data but not on $\varepsilon$. Thus we obtain bounds of the first $[s / 2]+2$ space derivatives. Higher order derivatives can then be estimated in the same time interval.

Now consider the system (4.1). Corresponding to (4.5) we have

$$
\begin{equation*}
\frac{\partial}{\partial t}\left\|D^{|j|} u\right\|^{2}=2 \varepsilon^{-1} \operatorname{Re}\left(D^{|j|} u, P_{0}(\partial / \partial x) D^{|j|} u\right)+2 \operatorname{Re}\left(D^{|j|} u, D^{|j|}\left(P_{1} u\right)\right) \tag{4.6}
\end{equation*}
$$

$P_{0}$ is a first-order operator with constant symmetric matrix coefficients. Thus

$$
2 \operatorname{Re}\left(D^{|j|} u, P_{0}(\partial / \partial x) D^{|j|} u\right) \equiv 0
$$

and we also obtain for $u$ the relationships (4.5). Therefore we can estimate all derivatives independently of $\varepsilon$ in the same time interval, where we can estimate the derivatives $D^{|j|} w$. In particular, if we can estimate $D^{|j|} w$ for all times, then the same is true for $u$.

To obtain estimates of time derivatives we differentiate (4.1) with respect to $t . v=u_{t}$ satisfies

$$
v_{t}=\varepsilon^{-1} P_{0}(\partial / \partial x) v+P_{1}(u, x, t, \varepsilon, \partial / \partial x) v+F_{1}
$$

Here $F_{1}$ depends on $x, t$ and on $u$ and its derivatives. Therefore $\operatorname{Re}\left(v, P_{0} v\right)=$ 0 implies

$$
\begin{aligned}
\frac{\partial}{\partial t}\|v\|^{2} & =2 \varepsilon^{-1} \operatorname{Re}\left(v, P_{0}(\partial / \partial x) v\right)+\left(v, P_{1} v\right)+\left(v, F_{1}\right) \\
& \leq \text { constant } \times\left(\|v\|^{2}+\left\|F_{1}\right\|^{2}\right)
\end{aligned}
$$

Thus, if $v(x, 0)$ is bounded independently of $\varepsilon$, then $v$ stays bounded as long as the space derivatives stay bounded. Higher time derivatives are estimated correspondingly. This proves the theorem.

We will now make the connection with the theory for ordinary differential equations. For simplicity we assume that the coefficients of $P_{1}$ are polynomials in $u$ and do not depend on $x, t$ explicitly.

We have seen that for smooth initial data the solution of the differential equation is smooth in space. Therefore we can develop it into a rapidly convergent Fourier series

$$
\begin{equation*}
u(x, t)=\sum_{\omega} \hat{u}(\omega, t) \exp (\mathrm{i}\langle\omega, x\rangle), \quad\langle\omega, x\rangle=\sum_{j} \omega_{j} x_{j} \tag{4.7}
\end{equation*}
$$

Introducing (4.7) into (4.1) and neglecting all frequencies with $|\omega|>N$ gives a system of ordinary differential equations

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} \hat{u}(\omega, t)=\varepsilon^{-1} P_{0}(\mathrm{i} \omega) \hat{u}(\omega, t)+\hat{G}_{\omega}(\hat{u}, t) \tag{4.8}
\end{equation*}
$$

$P_{0}(\mathrm{i} \omega)$ is a skew Hermitean matrix and therefore there is a unitary matrix $U(\mathrm{i} \omega)$ such that

$$
U^{*}(\mathrm{i} \omega) P_{0}(\mathrm{i} \omega) U(\mathrm{i} \omega)=\left(\begin{array}{cc}
\hat{R}(\mathrm{i} \omega) & 0  \tag{4.9}\\
0 & 0
\end{array}\right), \quad \operatorname{det}|\hat{R}| \neq 0
$$

Thus we can transform (4.8) into the form (2.2).
We will now formalize the process. We make
Assumption 4.1 There is a constant $\delta>0$ such that for all $\omega$

$$
\left|\hat{R}^{-1}(\mathrm{i} \omega)\right| \leq \delta^{-1}
$$

$L_{2}$ consists of all functions

$$
f=\sum_{\omega} \hat{f}(\omega) \exp (\mathrm{i}\langle\omega, x\rangle), \quad \sum|\hat{f}(\omega)|^{2}<\infty
$$

which can be expanded into a Fourier series. Let $Q$ denote the projection

$$
f^{I}=Q f=\sum_{\omega} \hat{U}(\mathrm{i} \omega)\left(\begin{array}{cc}
I_{\omega} & 0 \\
0 & 0
\end{array}\right) \hat{U}^{*}(\mathrm{i} \omega) \exp (\mathrm{i}(\omega, x\rangle) \hat{f}(\omega)
$$

Here $I_{\omega}$ is the unit matrix of the same dimension as $\hat{R}(\mathrm{i} \omega), Q$ splits $L_{2}$ into two subspaces $L_{2}^{\mathrm{I}}, L_{2}^{\mathrm{II}}$ defined by

$$
f^{\mathrm{I}}=Q f, \quad f^{\mathrm{II}}=(I-Q) f, \quad f=f^{\mathrm{I}}+f^{\mathrm{II}}
$$

Note that $Q$ commutes with $P_{0}$, i.e. $Q P_{0}=P_{0} Q$ because

$$
Q P_{0} u=\sum_{\omega} \hat{U}(\mathrm{i} \omega)\left(\begin{array}{cc}
I_{\omega} & 0 \\
0 & 0
\end{array}\right) \hat{U}^{*}(\mathrm{i} \omega) \hat{U}(\mathrm{i} \omega)\left(\begin{array}{cc}
\hat{R}(\mathrm{i} \omega) & 0 \\
0 & 0
\end{array}\right)
$$

$$
\begin{aligned}
& \times U^{*}(\mathrm{i} \omega) \hat{u}(\omega) \exp (\mathrm{i}\langle\omega, x\rangle) \\
= & \sum_{\omega} \hat{U}(\mathrm{i} \omega)\left(\begin{array}{cc}
\hat{R}(\mathrm{i} \omega) & 0 \\
0 & 0
\end{array}\right) \hat{U}^{*}(\mathrm{i} \omega) \hat{u}(\omega) \exp (\mathrm{i}\langle\omega, x\rangle) \\
= & \sum_{\omega} \hat{U}(\mathrm{i} \omega)\left(\begin{array}{cc}
\hat{R}(\mathrm{i} \omega) & 0 \\
0 & 0
\end{array}\right) \hat{U}^{*}(\mathrm{i} \omega) \hat{U}(\mathrm{i} \omega)\left(\begin{array}{cc}
I_{\omega} & 0 \\
0 & 0
\end{array}\right) \\
& \times \hat{U}^{*}(\mathrm{i} \omega) \hat{u}(\omega) \exp (\mathrm{i}\langle\omega, x\rangle) \\
= & P_{0} Q u .
\end{aligned}
$$

Also,

$$
\begin{aligned}
P_{0} u^{\text {III }} & =P_{0}(I-Q) u \\
& =\sum_{\omega} \hat{U}(\mathrm{i} \omega)\left(\begin{array}{cc}
\hat{R}(\mathrm{i} \omega) & 0 \\
0 & 0
\end{array}\right)\left[I-\left(\begin{array}{cc}
I_{\omega} & 0 \\
0 & 0
\end{array}\right)\right] \hat{U}^{*}(\mathrm{i} \omega) \hat{u}(\omega) \exp (\mathrm{i}\langle\omega, x\rangle) \\
& =0
\end{aligned}
$$

We can define the inverse of $P_{0}$ on $L_{2}^{\mathrm{I}}$ uniquely by

$$
P_{0}^{-1} u^{\mathrm{I}}=\sum_{\omega} \hat{U}(\mathrm{i} \omega)\left(\begin{array}{cc}
\hat{R}^{-1}(\mathrm{i} \omega) & 0 \\
0 & 0
\end{array}\right) \hat{U}^{*}(\mathrm{i} \omega) \hat{u}(\omega) \exp (\mathrm{i}(\omega, x\rangle)
$$

and (4.9) gives us

$$
\begin{equation*}
\left\|P_{0}^{-1} u^{\mathrm{I}}\right\| \leq \delta^{-1}\left\|u^{\mathrm{I}}\right\| \tag{4.10}
\end{equation*}
$$

Using the projection $Q$, we can now write the system (4.1) in the form

$$
\begin{align*}
u_{t}^{\mathrm{I}} & =\varepsilon^{-1} P_{0} u^{\mathrm{I}}+\left(P_{1}(u, \partial / \partial x) u\right)^{\mathrm{I}}+F^{\mathrm{I}}  \tag{4.11a}\\
u_{t}^{\mathrm{II}} & =\left(P_{1}(u, \partial / \partial x) u\right)^{\mathrm{II}}+F^{\mathrm{II}}, \quad u=u^{\mathrm{I}}+u^{\mathrm{II}} \tag{4.11b}
\end{align*}
$$

which is the generalization of (2.2) to a partial differential equation.
We can now show that if $u$ is slow to order $p$, then $u^{I}$ is determined by $u^{\text {II }}$ up to terms of order $\mathcal{O}\left(\varepsilon^{p}\right) . \partial u / \partial t$ is bounded independently of $\varepsilon$ if and only if

$$
P_{0} u^{\mathrm{I}}=\mathcal{O}(\varepsilon)
$$

hence

$$
\begin{equation*}
u^{\mathrm{I}}=\varepsilon u_{1}^{\mathrm{I}}, \quad u_{1}^{\mathrm{I}}=\mathcal{O}(1) \tag{4.12}
\end{equation*}
$$

i.e. $u$ has to first approximation no component in $L_{2}^{1}$. Therefore, to first approximation, the solution to our problem is given by

$$
u^{\mathrm{I}} \equiv 0, \quad u_{t}^{\mathrm{II}}=\left(P_{1}\left(u^{\mathrm{II}}, \partial / \partial x\right) u^{\mathrm{II}}\right)^{\mathrm{II}}+F^{\mathrm{II}}
$$

Differentiating (4.11) with respect to $t$ and assuming that (4.12) holds gives us

$$
u_{t t}^{\mathrm{I}}=\varepsilon^{-1} P_{0} u_{t}^{\mathrm{I}}+\mathcal{O}(1)
$$

$$
\begin{align*}
& =\varepsilon^{-1} P_{0}\left(P_{0} u_{1}^{\mathrm{I}}+\left(P_{1}\left(u^{\mathrm{II}}, \partial / \partial x\right) u^{\mathrm{II}}\right)^{\mathrm{I}}+F^{I}\right)+\mathcal{O}(1) \\
u_{t t}^{\mathrm{II}} & =\mathcal{O}(1) \tag{4.13}
\end{align*}
$$

Therefore the second time derivative is bounded independently of $\varepsilon$ if and only if

$$
P_{0} u_{1}^{\mathrm{I}}+\left(P_{1}\left(u^{\mathrm{II}}, \partial / \partial x\right) u^{\mathrm{II}}\right)^{\mathrm{I}}+F^{\mathrm{I}}=\mathcal{O}(\varepsilon)
$$

Thus $u^{\mathrm{I}}$ is determined by $u^{\mathrm{II}}$ up to terms of order $\mathcal{O}\left(\varepsilon^{2}\right)$. This process can be continued, and we obtain the desired relation between $u^{\mathrm{I}}$ and $u^{I I}$.

As in Section 2 we can also derive the asymptotic expansion by the iteration

$$
\begin{align*}
\left(u^{(n-1)}\right)_{t}^{\mathrm{I}} & =\varepsilon^{-1} P_{0}\left(u^{(n)}\right)^{\mathrm{I}}+\left(P_{1}\left(u^{(n)}, \partial / \partial x\right) u^{(n)}\right)^{\mathrm{I}}+F^{\mathrm{I}}, \quad\left(u^{(-1)}\right)^{\mathrm{I}} \equiv 0 \\
\left(u^{(n)}\right)_{t}^{\mathrm{II}} & =\left(P_{1}\left(u^{(n)}, \partial / \partial x\right) u^{(n)}\right)^{\mathrm{II}}+F^{\mathrm{II}}, \quad n=0,1,2, \ldots \tag{4.14}
\end{align*}
$$

It again gives us the relationship between $u^{I}$ and $u^{\text {II }}$. For meteorological applications there are many papers, which describe how to obtain this relationship in practice. (See, for example, Kasahara (1982), Leith (1980), Machenhauer (1977).)

One can generalize the results considerably. However, the theory becomes much more complicated, if $P_{0}=P_{0}(x, t, \partial / \partial x)$ depends on $x, t$ or if one wants to treat the initial boundary value problem. Details can be found in Browning and Kreiss (1982), Kreiss (1980) and Tadmor (1982). Numerical methods are discussed in Guerra and Gustafsson (1982), Gustafsson (1980a), Gustafsson (1980b), Gustaffson and Kreiss (1983).

### 4.2. The wave equation

We consider in this section the wave equation written as a first-order system

$$
\begin{align*}
\varepsilon u_{t} & =\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) u_{x}+F \\
u(x, 0) & =f \tag{4.15}
\end{align*}
$$

Here $u, F, f \in C^{\infty}$ are vector-valued $2 \pi$-periodic functions. (4.15) is of the form (4.3) with

$$
P_{0}(\mathrm{i} \omega)=\mathrm{i}\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) \omega, \quad P_{1} \equiv 0 .
$$

Thus the theory applies.
(4.15) implies

$$
\varepsilon \frac{\partial}{\partial t} \int_{0}^{2 \pi} u \mathrm{~d} x=\int_{0}^{2 \pi} F \mathrm{~d} x
$$

i.e.

$$
\int_{0}^{2 \pi} u(x, t) \mathrm{d} x-\int_{0}^{2 \pi} u(x, 0) \mathrm{d} x=\frac{1}{\varepsilon} \int_{0}^{t} \int_{0}^{2 \pi} F(x, \xi) \mathrm{d} x \mathrm{~d} \xi .
$$

If

$$
\int_{0}^{2 \pi} F \mathrm{~d} x=\mathcal{O}(1)
$$

then the mean value of the solution becomes unbounded for $\varepsilon \rightarrow 0$. For simplicity we assume that

$$
\begin{equation*}
\int_{0}^{2 \pi} f(x) \mathrm{d} x=0, \quad \int_{0}^{2 \pi} F(x, t) \mathrm{d} x \equiv 0 \tag{4.16}
\end{equation*}
$$

Then

$$
\begin{equation*}
\int_{0}^{2 \pi} u(x, t) \mathrm{d} x \equiv 0 \tag{4.17}
\end{equation*}
$$

We shall now derive the asymptotic expansion. We proceed in the same manner as for the ordinary diferential equations. $u$ has one derivative bounded independently of $\varepsilon$, if

$$
\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) u_{x}+F=\mathcal{O}(\varepsilon)
$$

This suggests the substitution

$$
\begin{equation*}
u=u_{1}+\varphi_{0} \tag{4.18}
\end{equation*}
$$

where $\varphi_{0}$ is the solution of

$$
\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) \varphi_{0 x}=-F, \quad \int_{0}^{2 \pi} \varphi_{0} \mathrm{~d} x=0
$$

Introducing (4.18) into (4.15) gives us

$$
\begin{align*}
\varepsilon u_{1 t} & =\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) u_{1 x}-\varepsilon \varphi_{0 t}, \quad \int_{0}^{2 \pi} u_{1} \mathrm{~d} x=0 \\
u_{1}(x, 0) & =f(x)-\varphi_{0}(x, 0) \tag{4.19}
\end{align*}
$$

(4.19) is of the same form as (4.15) with the forcing reduced to $\mathcal{O}(\varepsilon)$. Therefore we can repeat the process and we obtain the slow solution

$$
u^{\mathrm{S}}=\sum_{j=0}^{p-1} \varepsilon^{j} \varphi_{j}+\mathcal{O}\left(\varepsilon^{p}\right)
$$

The fast part $u^{F}$ is the solution of

$$
\begin{align*}
\varepsilon v_{t}^{\mathrm{F}} & =\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right) v_{x}^{\mathrm{F}}, \quad \int_{0}^{2 \pi} v^{\mathrm{F}} \mathrm{~d} x=0 \\
v^{\mathrm{F}}(x, 0) & =f(x)-u^{\mathrm{S}}(x, 0) \tag{4.20}
\end{align*}
$$

i.e.

$$
v^{\mathbf{F}}(x, t)=\sum_{j} a_{j}\binom{1}{1} \exp \left[\mathrm{i} j\left(x+\frac{t}{\varepsilon}\right)\right]+b_{j}\binom{1}{-1} \exp \left[\mathrm{ij}\left(x-\frac{t}{\varepsilon}\right)\right]
$$

where the $a_{j}, b_{j}$ are determined by the initial data.
In applications the equations often do not appear as symmetric hyperbolic problems. As an example we consider instead of (4.15)

$$
\begin{align*}
\binom{u}{p}_{t} & =\left(\begin{array}{cc}
0 & 1 \\
\varepsilon^{-2} & 0
\end{array}\right)\binom{u}{p}_{x}+\binom{F}{\varepsilon^{-2} G} \\
u(x, 0) & =f, \quad p(x, 0)=g \tag{4.21}
\end{align*}
$$

We can symmetrize the equations by introducing a new variable

$$
\tilde{p}=\varepsilon p
$$

and obtain

$$
\begin{align*}
\binom{u}{\tilde{p}}_{t} & =\frac{1}{\varepsilon}\left(\begin{array}{ll}
0 & 1 \\
1 & 0
\end{array}\right)\binom{u}{\tilde{p}}_{x}+\binom{F}{\varepsilon^{-1} G}, \\
u(x, 0) & =f, \quad \tilde{p}(x, 0)=\varepsilon g \tag{4.22}
\end{align*}
$$

which is of the same form as (4.15). Therefore we can again write down the asymptotic expansion of the slow part of the solution and obtain

$$
u^{\mathrm{S}}=\varphi_{0}^{(1)}+\varepsilon \varphi_{1}^{(1)}+\cdots, \quad \tilde{p}^{\mathrm{S}}=\varepsilon \varphi_{0}^{(2)}+\varepsilon^{2} \varphi_{0}^{(2)}+\cdots
$$

i.e. we also have bounded asymptotic expansions in the original variables $u, p=\varepsilon^{-1} \tilde{p}$. The fast part of the solution is again determined by the homogeneous equation (4.20) with initial data

$$
u^{\mathrm{F}}(x, 0)=f(x)-u^{\mathrm{S}}(x, 0), \quad \tilde{p}^{\mathrm{F}}(x, 0)=\varepsilon g(x)-\tilde{p}^{\mathrm{S}}(x, 0)
$$

Now we assume that the data have not been initialized. Then

$$
u^{\mathrm{F}}(x, 0)=\mathcal{O}(1), \quad \tilde{p}^{\mathrm{F}}(x, 0)=\mathcal{O}(\varepsilon)
$$

However, at later times energy from $u^{\mathrm{F}}$ will be transferred to $\tilde{p}^{\mathrm{F}}$ and therefore

$$
u^{\mathrm{F}}(x, t)=\mathcal{O}(1), \quad \tilde{p}^{\mathrm{F}}(x, t)=\mathcal{O}(1)
$$

Then we obtain in the original variables

$$
u^{\mathrm{F}}(x, t)=\mathcal{O}(1), \quad p(x, t)=\varepsilon^{-1} p^{F}(x, t)=\mathcal{O}\left(\varepsilon^{-1}\right)
$$

and the amplitude of $p$ will be amplified by a factor $\varepsilon^{-1}$.
For moderate values of $\varepsilon$ this is not a problem. However, if $\varepsilon$ becomes very small, it can cause a lot of trouble in numerical calculations. For example:
1 If the data are initialized analytically but the problem is solved numerically, then the initialization of the difference approximation is, due to truncation errors, different from the analytic initialization.

2 Rapid time changes in $F$ can trigger large waves on the fast scale.
3 If $\varepsilon$ is very small, then rounding errors can also cause difficulties.
Numerical methods. If one is only interested in the slow solution, then using the asymptotic expansion or Richardson extrapolation are efficient methods. (Observe that one uses Richardson extrapolation with moderate values of $\varepsilon$ and therefore one can also treat nonsymmetric systems.)

If one is interested in both the fast and the slow part of the solution, then one can use asymptotic expansion for the slow part of the solution and solve (4.20) analytically.

## 5. Applications

### 5.1. Low Mach number flow

A slightly simplified version of the Euler equations for low Mach number flow in two space dimensions is given by

$$
\begin{align*}
\mathbf{u}_{t}+(\mathbf{u} \cdot \nabla) \mathbf{u}+\nabla p & =F \\
M^{2}\left(p_{t}+(\mathbf{u} \cdot \nabla) p\right)+\nabla \cdot u & =G \tag{5.1}
\end{align*}
$$

with initial data

$$
\begin{equation*}
\mathbf{u}(x, y, 0)=\mathbf{f}(x, y), \quad p(x, y, 0)=g(x, y) \tag{5.2}
\end{equation*}
$$

Here $0<M^{2} \ll 1$ is the Mach number and

$$
\mathbf{u}=(u(x, y, t), v(x, y, t)), \quad p=p(x, y, t)
$$

denote the velocity field and the pressure, respectively. We are interested in $2 \pi$-periodic solutions.

We can also write (5.1) in component form

$$
\left(\begin{array}{c}
u  \tag{5.3}\\
v \\
\tilde{p}
\end{array}\right)_{t}+\left(\begin{array}{ccc}
u & 0 & M^{-1} \\
0 & u & 0 \\
M^{-1} & 0 & u
\end{array}\right)\left(\begin{array}{c}
u \\
v \\
\tilde{p}
\end{array}\right)_{x}+\left(\begin{array}{ccc}
v & 0 & 0 \\
0 & v & M^{-1} \\
0 & M^{-1} & v
\end{array}\right)\left(\begin{array}{c}
u \\
v \\
\tilde{p}
\end{array}\right)_{y}=\left(\begin{array}{c}
F_{1} \\
F_{2} \\
g
\end{array}\right)
$$

We have introduced

$$
\begin{equation*}
\tilde{p}=M p \tag{5.4}
\end{equation*}
$$

as a new variable such that the system is symmetric hyperbolic. Thus (5.1) has the same difficulties as (4.21).

The symbol of the large part

$$
P_{0}(\mathrm{i} \omega)=M^{-1}\left(\begin{array}{ccc}
0 & 0 & \mathrm{i} \omega_{1}  \tag{5.5}\\
0 & 0 & \mathrm{i} \omega_{2} \\
\mathrm{i} \omega_{1} & \mathrm{i} \omega_{2} & 0
\end{array}\right)
$$

has rank two. The general theory tells us that there is one slow variable. In
the general theory the slow variable can only be defined via Fourier transform. However, in this case we can also identify it in physical space. It is the vorticity $\nabla \times u=: v_{x}-u_{y}$, because differentiating the second equation of (5.3) with respect to $x$ and the first with respect to $y$ and subtracting them gives us

$$
\begin{equation*}
\xi_{t}+u \xi_{x}+v \xi_{y}+\left(u_{x}+v_{y}\right) \xi=F_{2 x}-F_{1 y} \tag{5.6}
\end{equation*}
$$

The fast variables are the pressure and the dilutation $\nabla \cdot \mathbf{u}=: u_{x}+v_{y}$.
We will now describe the results in Kreiss et al. (1991). (See also Klainerman and Majda (1982).) We derive an asymptotic expansion of the slow part, starting from (5.1). If the derivatives are bounded independently of $M$, then the leading term must satisfy

$$
\begin{gather*}
\mathbf{U}_{t}+(\mathbf{U} \cdot \nabla) \mathbf{U}+\nabla P=F \\
\nabla \cdot \mathbf{U}=G \tag{5.7}
\end{gather*}
$$

with initial data defined by

$$
\begin{equation*}
\nabla \cdot \mathbf{U}(x, y, 0)=G(x, y, 0), \quad \nabla \times \mathbf{U}(x, y, 0)=\nabla \times \mathbf{f}(x, y) \tag{5.8}
\end{equation*}
$$

Defining new variables by

$$
\begin{equation*}
\mathbf{u}=\mathbf{U}+\mathbf{u}^{\prime}, \quad p=P+p^{\prime} \tag{5.9}
\end{equation*}
$$

we obtain from (5.1)

$$
\begin{array}{r}
\mathbf{u}_{t}^{\prime}+(\mathbf{U} \cdot \nabla) \mathbf{u}^{\prime}+\left(\mathbf{u}^{\prime} \cdot \nabla\right) \mathbf{U}+(\mathbf{u} \cdot \nabla) \mathbf{u}^{\prime}+\nabla p^{\prime}=0 \\
M^{2}\left(p_{t}^{\prime}+(\mathbf{U} \cdot \nabla) \boldsymbol{p}^{\prime}+\left(\mathbf{u}^{\prime} \cdot \nabla\right) P+\left(\mathbf{u}^{\prime} \cdot \nabla\right) p^{\prime}\right)+\nabla \cdot \mathbf{u}^{\prime}=M^{2} G_{1} \tag{5.10}
\end{array}
$$

with

$$
G_{1}=-\left(p_{t}+(\mathbf{U} \cdot \nabla) P\right)
$$

First we determine the slow part of $\mathbf{u}^{\prime}, p^{\prime}$ and write

$$
\begin{equation*}
\mathbf{u}^{\prime}=M^{2} \mathbf{U}_{1}+\mathbf{u}^{\prime}, \quad p^{\prime}=M^{2} P_{1}+p^{\prime} \tag{5.11}
\end{equation*}
$$

where

$$
\begin{gather*}
\mathbf{U}_{1 t}+(\mathbf{U} \cdot \nabla) \mathbf{U}_{1}+\left(\mathbf{U}_{1} \cdot \nabla\right) \mathbf{U}+\nabla P_{1}=0 \\
\nabla \cdot \mathbf{U}_{1}=G_{1} \tag{5.12}
\end{gather*}
$$

The initial data for (5.11) are given by

$$
\nabla \cdot \mathbf{U}_{1}(x, y, 0)=G_{1}(x, y, 0), \quad \nabla \times \mathbf{U}_{1}(x, y, 0)=0
$$

Now we introduce $u^{\prime \prime}, p^{\prime \prime}$ as new variables into (5.10) and repeat the procedure. We obtain

Theorem 5.1 We can expand the slow part of the solution of (5.1) into a
series

$$
\begin{aligned}
& u=\mathbf{U}+M^{2} \mathbf{U}_{1}+\cdots+M^{2 l} \mathrm{U}_{l}+u_{\mathrm{R}}=: \mathbf{U}^{(l)}+\mathbf{u}_{\mathrm{R}} \\
& p=P+M^{2} P_{1}+\cdots+M^{2 l} P_{l}+p_{\mathrm{R}}=P^{(l)}+p_{\mathrm{R}}
\end{aligned}
$$

where $\mathrm{U}_{j}, P_{j}$ satisfy linearized incompressible equations and their derivatives are bounded independently of $\varepsilon$. The remainder $\mathbf{u}_{\mathrm{R}}, p_{\mathrm{R}}$ are the solution of

$$
\begin{array}{r}
\mathbf{u}_{\mathrm{R} t}+\left(\mathbf{U}^{(l)} \cdot \nabla\right) \mathbf{u}_{\mathrm{R}}+\left(\mathbf{u}_{\mathrm{R}} \cdot \nabla\right) \mathbf{U}^{(l)}+\left(\mathbf{u}_{\mathrm{R}} \cdot \nabla\right) \mathbf{u}_{\mathrm{R}}+\nabla p_{\mathrm{R}}=M^{4 l} F_{l+1} \\
M^{2}\left(p_{\mathrm{R} t}+\left(\mathbf{U}^{(l)} \cdot \nabla\right) p_{\mathrm{R}}+\left(\mathbf{u}_{\mathrm{R}} \cdot \nabla\right) P^{(l)}+\left(\mathbf{u}_{\mathrm{R}} \cdot \nabla\right) p_{\mathrm{R}}\right)+\nabla \cdot \mathbf{u}_{\mathrm{R}}=M^{2 l+2} G_{l} \tag{5.13}
\end{array}
$$

The initial data

$$
\mathbf{u}_{\mathrm{R}}(x, y, 0)=\mathbf{f}(x, y)-\mathbf{U}^{(l)}(x, y, 0), \quad p_{\mathrm{R}}(x, y, 0)=G(x, y, 0)-P^{(l)}(x, y, 0)
$$

satisfy

$$
\nabla \times \mathbf{u}_{\mathrm{R}}(x, y, 0)=0
$$

One can prove (see Kreiss et al. (1991))

Theorem 5.2 In any finite time interval $0 \leq t \leq T$

$$
\nabla \times \mathbf{u}_{\mathrm{R}}(x, y, t)=\mathcal{O}(M)
$$

Thus $\mathbf{u}_{\mathrm{R}}, p_{\mathrm{R}}$ represent the fast part of the solution.
To discuss their behaviour and to simplify the notation we introduce new variables by

$$
\tau=t / M, \quad q=M p_{\mathrm{R}}, \quad \mathbf{v}=\mathbf{u}_{\mathrm{R}}, \quad \mathbf{U}^{(l)}=\mathbf{U}, \quad P^{(l)}=P
$$

We also neglect the forcing. Then (5.13) becomes

$$
\begin{gather*}
\mathbf{v}_{\tau}+M((\mathbf{U} \cdot \nabla) \mathbf{v}+(\mathbf{v} \cdot \nabla) \mathbf{U})+\nabla q=0 \\
q_{\tau}+M(\mathbf{U} \cdot \nabla) q+M^{2}(\mathbf{v} \cdot \nabla) P+\nabla \cdot \mathbf{v}=0 \\
\mathbf{v}(x, y, 0)=\mathbf{f}(x, y)-\mathbf{U}(x, y, 0), \quad q(x, y, 0)=M(G(x, y, 0)-P(x, y, 0)) \tag{5.14}
\end{gather*}
$$

If we neglect terms multiplied by $M$, (5.14) becomes

$$
\begin{array}{r}
\mathbf{v}_{\tau}+\nabla q=0 \\
q_{\tau}+\nabla \cdot \mathbf{v}=0 \tag{5.15}
\end{array}
$$

(5.14) can be rewritten as the wave equations for $q$ and the dilutation $\nabla \cdot \mathbf{v}$. Here we see again that the amplitude of the fast waves are amplified by the factor $1 / M$ because $p_{\mathrm{R}}=(1 / M) q$. If $|v(x, y, 0)| \approx 1$, then $q$ grows on
the fast time scale from $\mathcal{O}(M)$ to $\mathcal{O}(1)$, i.e. $p_{\mathrm{R}}$ becomes $\mathcal{O}(1 / M)$. Large fast waves can only be avoided, if $\mathbf{v}(x, y, 0)=\mathcal{O}(M)$. Since the vorticity is $\mathcal{O}(M)$, this can only be achieved, if the dilutation $\nabla \cdot \mathbf{v}(x, y, 0)=\mathcal{O}(M)$.

To solve this problem numerically we can use the asymptotic expansion. If we only want to determine the slow solutions, then we can also use Richardson extrapolation (see Johansson (1991)). If we are also interested in the fast part of the solution, then we have to solve (5.14). Here one should use (5.15) locally, because we can determine its solution analytically.

We have only discussed the periodic problem. However, one can also treat the initial boundary value problem (see Kreiss et al. (1991)).

### 5.2. Atmospheric motions

In this section we consider three-dimensional atmospheric motions and discuss results presented in Browning and Kreiss (1986, 1987). The corresponding results for oceanographic flows can be found in Browning et al. (1990). In Cartesian coordinates $x, y, z$ are directed eastward, northward and upward, respectively, and the Eulerian equations have the form (see Kasahara (1974))

$$
\begin{align*}
& \mathrm{d} s / \mathrm{d} t=0 \\
& \mathrm{~d} / \mathrm{d} t=\partial / \partial t+u \partial / \partial x+v \partial / \partial y+w \partial / \partial z \\
& \mathrm{~d} p / \mathrm{d} t+\gamma p\left(u_{x}+v_{y}+w_{z}\right)=0, \quad \gamma=1.4 \\
& \quad \rho \mathrm{~d} u / \mathrm{d} t+p_{x}-f \rho v=0, \\
& \quad \rho \mathrm{~d} v / \mathrm{d} t+p_{y}+f \rho u=0, \quad \rho=s p^{-1} \gamma \\
& \rho \mathrm{~d} w / \mathrm{d} t+p_{z}+\rho g=0 \tag{5.16}
\end{align*}
$$

Here $s$ is the entropy, $p$ the pressure, $\rho$ the density, $u, v, w$ the velocity components in the $x, y, z$ directions, respectively, and $g \approx 10 \mathrm{~m} \mathrm{~s}^{-2}$ the gravity acceleration. We make the $\beta$-plan approximation, i.e. the Coriolis force $f$ is given by

$$
\begin{equation*}
f=2 \Omega\left(\sin \theta_{0}+\gamma / r \cos \theta_{0}\right), \quad 2 \Omega=10^{-4} \mathrm{~s}^{-1}, \quad r=10^{7} \mathrm{~m} \tag{5.17}
\end{equation*}
$$

where $r$ is the radius, $\Omega$ the angular speed for the earth, and $\theta_{0}$ the latitude of the coordinate origin.

We have to introduce scaled variables before we can apply our theory. We change the variables in such a way that the variables and their first derivatives are of order $\mathcal{O}(1)$.

$$
\begin{align*}
& x=L_{1} x^{\prime}, y=L_{2} y^{\prime},  \tag{5.18}\\
& u=U u^{\prime}, v=V y^{\prime}, \quad t=T t^{\prime}, \\
&
\end{align*}
$$

Density and pressure can be written in the form

$$
\begin{equation*}
p=P_{0}\left(p_{0}(z)+S_{1} p^{\prime}\right), \quad \rho=R_{0}\left(\rho_{0}(z)+S_{1} \rho^{\prime}\right), \quad 0<S_{1} \ll 1 \tag{5.19}
\end{equation*}
$$

where

$$
\begin{aligned}
P_{0} \partial p_{0} / \partial z+g R_{0} \rho_{0} & =0 \\
P_{0}=10^{5} \mathrm{~kg} \mathrm{~m}^{-1} \mathrm{~s}^{-2}, \quad R_{0} & =1 \mathrm{~kg} \mathrm{~m}^{-3}
\end{aligned}
$$

Equations (5.19) express the fact that a number of digits of the pressure and density are independent of $x$ and $y$ and that $p$ and $\rho$ are to the first approximation in the hydrostatic balance. Equations (5.18) also imply that

$$
\begin{align*}
s & =R_{0} P_{0}^{-1 / \gamma} \rho_{0}(z)\left(p_{0}(z)\right)^{-1 / \gamma}\left(1+S_{1} \rho^{\prime} / \rho\right)\left(1+S_{1} p^{\prime} / p_{0}\right)^{-1 / \gamma} \\
& =R_{0} P_{0}^{-1 / \gamma} s_{0}(z)\left(1+S_{1} s^{\prime}\right) \\
s_{0}(z) & =\rho_{0}(z)\left(p_{0}(z)\right)^{-1 / \gamma}, \quad s^{\prime}=\rho^{\prime} / \rho_{0}-(1 / \gamma) p^{\prime} / p_{0}+\mathcal{O}\left(S_{1}\right) \tag{5.20}
\end{align*}
$$

We assume that the scales in the $x, y$ directions are the same, that $\partial u / \partial t$ and $\partial v / \partial t$ balance the horizontal convection terms, and that the Coriolis force has a strong influence. This leads to the following relations:

$$
\begin{align*}
U & =V, \quad L_{1}=L_{2}=L \\
U T / L & =1, \quad 2 \Omega T=S_{1} P_{0} /\left(R_{0} U^{2}\right) \tag{5.21}
\end{align*}
$$

These relationships are not valid for special types of motions like jet streams, ultralong waves and small-scale problems. For the treatment of these cases we refer to Browning and Kreiss (1986). Introducing the scaled variables into (5.16) gives us

$$
\begin{align*}
& \frac{\mathrm{d} s^{\prime}}{\mathrm{d} t^{\prime}}+S_{1}^{-1} S_{2} \tilde{s}(z)\left(1+S_{1} s^{\prime}\right) w^{\prime}=0 \\
& \frac{\mathrm{~d} p^{\prime}}{\mathrm{d} t^{\prime}}+S_{1}^{-1} p_{0}\left[\gamma\left(1+\frac{S_{1} p^{\prime}}{p_{0}}\right)\left(u_{x}+v_{y}+S_{2} w_{z}\right)+S_{2} \tilde{p}(z) w^{\prime}\right]=0 \\
& \frac{\mathrm{~d} u^{\prime}}{\mathrm{d} t^{\prime}}+S_{3}\left[\rho_{0}^{-1}\left(1+\frac{S_{1} \rho^{\prime}}{\rho_{0}}\right)^{-1} p_{x^{\prime}}^{\prime}-f^{\prime} v^{\prime}\right]=0 \\
& \frac{\mathrm{~d} v^{\prime}}{\mathrm{d} t^{\prime}}+S_{3}\left[\rho_{0}^{-1}\left(1+\frac{S_{1} \rho^{\prime}}{\rho_{0}}\right)^{-1} p_{y^{\prime}}^{\prime}+f^{\prime} u^{\prime}\right]=0 \\
& \frac{\mathrm{~d} w^{\prime}}{\mathrm{d} t^{\prime}}+S_{1}^{-1} S_{4} \rho_{0}^{-1}\left(1+\frac{S_{1} \rho^{\prime}}{\rho_{0}}\right)^{-1}\left(p_{z^{\prime}}^{\prime}-\gamma^{-1} \tilde{p}(z) \rho^{\prime}+S_{5} \rho_{0} s^{\prime}+\mathcal{O}\left(S_{1}\right)\right)=0 \tag{5.22}
\end{align*}
$$

where

$$
\tilde{p}(z)=\left(\ln p_{0}\right)_{z}, \quad \tilde{s}(z)=\left(\ln s_{0}\right)_{z}
$$

typically,

$$
\begin{gathered}
\tilde{p} \approx-1.3, \quad-3 \leq \tilde{s} \leq-1 \\
\mathrm{~d} / \mathrm{d} t=\partial / \partial t^{\prime}+u^{\prime} \partial / \partial x^{\prime}+v^{\prime} \partial / \partial y^{\prime}+S_{2} w^{\prime} \partial / \partial z^{\prime}
\end{gathered}
$$

and the parameters $S_{i}$ are given by

$$
\begin{align*}
& S_{2}=D^{-1} T W, \quad S_{3}=2 \Omega T \\
& S_{4}=T P_{0}\left(D R_{0} W\right)^{-1}, \quad S_{5}=g D P_{0}^{-1} R_{0} \tag{5.23}
\end{align*}
$$

We now choose the parameters according to the so-called large-scale dynamics:
$L=10^{6} \mathrm{~m}, D=10^{4} \mathrm{~m}, U=V=10 \mathrm{~m} \mathrm{~s}^{-1}, S_{1}=10^{-2}, W=10^{-2} \mathrm{~m} \mathrm{~s}^{-1}$.
Introducing these values into (5.23) and (5.24), we obtain, dropping the prime notation,

$$
\begin{aligned}
\frac{\mathrm{d} s}{\mathrm{~d} t}+\tilde{s}(z) w & =0 \\
\frac{\varepsilon^{2}}{\gamma p_{0}} \frac{\mathrm{~d} p}{\mathrm{~d} t}+u_{x}+v_{y}+\varepsilon L w & =0, \quad \varepsilon=10^{-1} \\
\varepsilon \frac{\mathrm{~d} u}{\mathrm{~d} t}+\rho_{0}^{-1} p_{x}-f v & =0 \\
\varepsilon \frac{\mathrm{~d} v}{\mathrm{~d} t}+\rho_{0}^{-1} p_{y}+f u & =0 \\
\rho_{0} \varepsilon^{6} \frac{\mathrm{~d} w}{\mathrm{~d} t}-L^{*} p+\rho_{0} s & =0
\end{aligned}
$$

Here

$$
\begin{array}{r}
\mathrm{d} / \mathrm{d} t=\partial / \partial t+u \partial / \partial x+v \partial / \partial y+\varepsilon w \partial / \partial z \\
L w=w_{z}+\gamma^{-1} \tilde{p}(z) w, \quad L^{*} p=-p_{z}+\gamma^{-1} \tilde{p}(z) p
\end{array}
$$

For simplicity only, we have neglected terms of order $\mathcal{O}\left(S_{1}\right)$. Also, by (5.17),

$$
f=f_{0}+\varepsilon \beta y
$$

We will only consider the mid-latitude case $f_{0} \approx 1$.
For ease of discussion we simplify the equations slightly by replacing

$$
\begin{equation*}
\tilde{s}(z) \rightarrow-1, \quad\left(\gamma p_{0}\right)^{-1} \rightarrow 1, \quad f \rightarrow 1, \quad l w \rightarrow w_{z}, \quad \rho_{0} \rightarrow 1, \quad L^{*} p \rightarrow p_{z} \tag{5.25}
\end{equation*}
$$

and obtain

$$
\begin{aligned}
\frac{\mathrm{d} s}{\mathrm{~d} t}-w & =0 \\
\varepsilon^{2} \frac{\mathrm{~d} p}{\mathrm{~d} t}+u_{x}+v_{y}+\varepsilon w_{z} & =0 \\
\varepsilon \frac{\mathrm{~d} u}{\mathrm{~d} t}+p_{x}-v & =0 \\
\varepsilon \frac{\mathrm{~d} v}{\mathrm{~d} t}+p_{y}+u & =0
\end{aligned}
$$

$$
\begin{equation*}
\eta \frac{\mathrm{d} w}{\mathrm{~d} t}+p_{z}+s=0 \tag{5.26}
\end{equation*}
$$

Here we have replaced $\varepsilon^{6}$ by $\eta$, and we think of $\eta$ as another small parameter.
We will now discuss the initialization. The first time derivatives are bounded independently of $\varepsilon$, if

$$
\begin{align*}
& p_{z}+s=\mathcal{O}(\eta)  \tag{5.27a}\\
& p_{y}+u=\mathcal{O}(\varepsilon), \quad p_{x}-v=\mathcal{O}(\varepsilon)  \tag{5.27b}\\
& u_{x}+v_{y}+\varepsilon w_{z}=\mathcal{O}\left(\varepsilon^{2}\right) \tag{5.27c}
\end{align*}
$$

If we replace $\mathcal{O}(\eta)$ and $\mathcal{O}(\varepsilon)$ by zero in (5.27a) and (5.27b), then the resulting equations are called the hydrostatic assumption and geostrophic approximation, respectively.

The second time derivatives are bounded independently of $\varepsilon$, if

$$
\begin{align*}
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(p_{z}+s\right)=\mathcal{O}(\eta)  \tag{5.28a}\\
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(p_{y}+u\right)=\mathcal{O}(\varepsilon), \quad \frac{\mathrm{d}}{\mathrm{~d} t}\left(p_{x}-v\right)=\mathcal{O}(\varepsilon)  \tag{5.28b}\\
& \frac{\mathrm{d}}{\mathrm{~d} t}\left(u_{x}+v_{y}+\varepsilon w_{z}\right)=\mathcal{O}\left(\varepsilon^{2}\right) \tag{5.28c}
\end{align*}
$$

(5.28) gives us

$$
\begin{align*}
\varepsilon^{2} \frac{\mathrm{~d}}{\mathrm{~d} t}\left(p_{z}+s\right) & =\varepsilon^{2}\left(\frac{\mathrm{~d} p}{\mathrm{~d} t}\right)_{z}-\varepsilon^{2} H_{1}+\varepsilon^{2} \frac{\mathrm{~d} s}{\mathrm{~d} t} \\
& =\left(u_{x}+v_{y}+\varepsilon w_{z}\right)_{z}+\varepsilon^{2} w-\varepsilon^{2} H_{1} \\
& =\mathcal{O}\left(\varepsilon^{2} \eta\right) \tag{5.29}
\end{align*}
$$

where

$$
H_{1}=u_{z} p_{x}+v_{z} p_{y}+\varepsilon w_{z} p_{z}=u_{z} v-v_{z} u+\mathcal{O}(\varepsilon)
$$

Thus (5.28a) gives us an improvement of (5.27c). If we replace the $\mathcal{O}(\varepsilon \eta)$ term by zero, then the resulting relation is called Richardson's equation.

Correspondingly, (5.28b) and (5.28c) lead to improvements in (5.27b) and (5.27c), respectively.

The primitive equations, that are often used in weather prediction models, are given by

$$
\begin{aligned}
\frac{\mathrm{d} s}{\mathrm{~d} t}-w & =0 \\
\varepsilon \frac{\mathrm{~d} u}{\mathrm{~d} t}+p_{x}+u & =0 \\
\varepsilon \frac{\mathrm{~d} v}{\mathrm{~d} t}+p_{y}-v & =0 \\
p_{z}+s & =0
\end{aligned}
$$

$$
\left(u_{x}+v_{y}+\varepsilon w_{z}\right)_{z}+\varepsilon^{2} w-\varepsilon^{2} H_{1}=0
$$

Their mathematical properties are discussed in Browning and Kreiss (1985) and Oliger and Sundström (1978).

Instead of pursuing the initialization to make more and more time derivatives bounded independently of $\varepsilon$ it is easier to achieve this by iteration. We shall first derive a set of equations, which will determine the slow solution to order $\mathcal{O}(\varepsilon)$.

Ler $\xi=v_{x}-u_{y}$ denote the horizontal vorticity and use the notation

$$
\frac{\mathrm{d}_{\mathrm{H}}}{\mathrm{~d} t}=\partial / \partial t+u \partial / \partial x+v \partial / \partial y
$$

(5.27) gives us the balance equation

$$
\begin{equation*}
\Delta_{2} p=\xi+\mathcal{O}(\varepsilon), \quad \Delta_{2}=\partial^{2} / \partial x^{2}+\partial^{2} / \partial y^{2} \tag{5.30}
\end{equation*}
$$

Differentiating the horizontal momentum equations results in

$$
\varepsilon\left(\frac{\mathrm{d}_{\mathrm{H}} \xi}{\mathrm{~d} t}+\xi\left(u_{x}+v_{y}\right)\right)+u_{x}+v_{y}=\mathcal{O}\left(\varepsilon^{2}\right)
$$

Therefore, by (5.27c),

$$
\begin{equation*}
\frac{\mathrm{d}_{\mathrm{H}} \xi}{\mathrm{~d} t}=w_{z}+\mathcal{O}(\varepsilon) \tag{5.31}
\end{equation*}
$$

The first equation of (5.26) tells us that

$$
w_{z}=\frac{\mathrm{d} s_{z}}{\mathrm{~d} t}+u_{z} s_{x}+v_{z} s_{y}+\mathcal{O}(\varepsilon)
$$

i.e. by (5.27a) and (5.27b),

$$
\begin{align*}
\frac{\mathrm{d}_{\mathrm{H}}}{\mathrm{~d} t}\left(\xi-s_{x}\right) & =u_{z} s_{x}+v_{z} s_{y}+\mathcal{O}(\varepsilon) \\
& =-u_{z} p_{x z}-v_{z} p_{y z}+\mathcal{O}(\varepsilon)=\mathcal{O}(\varepsilon) \tag{5.32}
\end{align*}
$$

By (5.30) and (5.27c) we can also write (5.32) as

$$
\frac{\mathrm{d}_{\mathrm{H}}}{\mathrm{~d} t} \Delta p=\mathcal{O}(\varepsilon)
$$

Therefore the slow solution satisfies to a first approximation

$$
\begin{align*}
\frac{\mathrm{d}_{\mathrm{H}}}{\mathrm{~d} t} \Delta p & =0 \\
p_{z}+s & =0, \quad p_{y}+u=0, \quad p_{x}-v=0 \\
w & =\frac{\mathrm{d}_{\mathrm{H}} s}{\mathrm{~d} t} \tag{5.33}
\end{align*}
$$

Higher order approximations are obtained by iteration.
Remark. If we had not made the simplification (5.25), then (5.33) would be slightly more complicated. It would still be a well posed problem.

We have assumed that we can apply our theory. We will now discuss this question. We can symmetrize the equations by introducing new variables

$$
\sqrt{\varepsilon} p=\tilde{p}, \quad \sqrt{\eta} w=\tilde{w}
$$

and obtain

$$
\begin{align*}
\frac{\mathrm{d} s}{\mathrm{~d} t}-\frac{1}{\sqrt{\eta}} \tilde{w} & =0 \\
\frac{\mathrm{~d} \tilde{p}}{\mathrm{~d} t}+\frac{1}{\varepsilon^{3 / 2}}\left(u_{x}+v_{y}\right)+\frac{1}{\sqrt{\varepsilon \eta}} \tilde{w}_{z} & =0 \\
\frac{\mathrm{~d} u}{\mathrm{~d} t}+\frac{1}{\varepsilon^{3 / 2}} \tilde{p}_{x}-\frac{1}{\varepsilon} v & =0 \\
\frac{\mathrm{~d} v}{\mathrm{~d} t}+\frac{1}{\varepsilon^{3 / 2}} \tilde{p}_{y}+\frac{1}{\varepsilon} u & =0 \\
\frac{\mathrm{~d} \tilde{w}}{\mathrm{~d} t}+\frac{1}{\sqrt{\varepsilon \eta}} \tilde{p}_{z}+\frac{1}{\sqrt{\eta}} s & =0 \tag{5.34}
\end{align*}
$$

where now

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t}=\frac{\partial}{\partial t}+u \frac{\partial}{\partial x}+v \frac{\partial}{\partial y}+\frac{\varepsilon}{\sqrt{\eta}} \tilde{w} \frac{\partial}{\partial z} \tag{5.35}
\end{equation*}
$$

Therefore our theory applies, provided

$$
\begin{equation*}
\frac{\varepsilon}{\sqrt{\eta}} \leq \text { constant } \tag{5.36}
\end{equation*}
$$

otherwise the term $(\varepsilon / \sqrt{\eta}) \tilde{w} \partial / \partial z$ becomes large. We shall assume that

$$
\begin{equation*}
\eta=\varepsilon^{2} \tag{5.37}
\end{equation*}
$$

In Browning et al. (1990) we have proved
Theorem 5.3 Assume that (5.26) with $\eta \gg \varepsilon^{2}$ has a solution with derivatives bounded independently of $\varepsilon$. We commit an error of order $\mathcal{O}\left(\varepsilon^{2}\right)$, if we change $\eta$ to $\varepsilon^{2}$ and solve the new system with the same initial data.

Thus we can use the system (5.26) with $\eta=\varepsilon^{2}$ to obtain the desired slow solution up to terms of order $\mathcal{O}\left(\varepsilon^{2}\right)$, provided it exists. Again we can use Richardson extrapolation to approximate it to higher order.

The question, whether for $\eta \ll \varepsilon^{2}$ the system (5.26) has slow solutions, is not clear. Numerical calculations seem to indicate that it is so. However, if one linearizes (5.26) around a slow solution $U, V, \ldots$, then the linearized equations are unstable, if the sheer $U_{z}, V_{z}$ is large compared with $\varepsilon / \sqrt{\eta}$, i.e. if we locally freeze the coefficients, then there are waves, which grow like $\exp (\alpha t), \alpha=\left(\left|U_{z}\right|+\left|V_{z}\right|\right) \varepsilon / \sqrt{\eta}$. Further investigations are necessary.

There are other applications. For example, in Browning and Kreiss (1982) some problems in plasma physics are discussed, in Browning et al. (1980) and

Browning and Kreiss (1982) the shallow water equations are treated and in Raviart (1991) approximative models of Maxwell's equation are investigated.
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## 0. Introduction

Differential algebraic equations (DAE) are special implicit ordinary differential equations (ODE)

$$
\begin{equation*}
f\left(x^{\prime}(t), x(t), t\right)=0 \tag{0.1}
\end{equation*}
$$

where the partial Jacobian $f_{y}^{\prime}(y, x, t)$ is singular for all values of its arguments.

These DAEs arise in various fields of applications. The most popular ones are simulation of electrical circuits, chemical reactions subject to invariants, vehicle system dynamics, optimal control of lumped-parameter systems, semi-discretization of partial differential equation systems and singular perturbation problems. For a fairly detailed survey of applications we refer to Brenan et al. (1989).

In the last few years, DAEs have developed into a highly topical subject in applied mathematics. There is a rapidly increasing number of contributions devoted to DAEs in the mathematical literature as well as in the fields of mechanical engineering, chemical engineering, system theory, etc. Frequently, other names such as semi-state equations, descriptor systems, singular systems are assigned to DAEs. In 1971 C.W. Gear proposed that DAEs should be handled numerically by backward differentiation formulae
(BDF). Since then, powerful codes which successfully simulate large circuits have been developed. For a long time DAEs were considered to be essentially similar to regular implicit ODEs in general. However, challenged by computation results that could not be brought into line with this supposition (e.g. Sincovec et al., 1981), the mathematical community started investigating DAEs more thoroughly. With their famous paper, C.W. Gear et al. (1981) initiated a discussion on DAEs which will surely continue for a long time.

What kind of mathematical objects are DAEs? First of all, they are singular ODEs. Can they really be treated numerically like regular ODEs? Surely not in every case! How can one characterize single classes of problems for which methods that have proved their value for regular ODEs work well in other instances? What is the reason for their not working otherwise? How are appropriate numerical methods to be constructed then? All these questions can only be answered when more is known about the mathematical nature of DAEs.

In 1984 W.C. Rheinboldt began regarding DAEs as differential equations on manifolds. This approach provided useful insights into the geometrical and analytical nature of these equations (e.g. Reich (1990), Rabier and Rheinboldt (1991)).

Assuming sufficient smoothness of all functions involved, the DAE

$$
\left.\begin{array}{r}
u^{\prime}+g(u, v)=0  \tag{0.2}\\
h(u, v)=0
\end{array}\right\}
$$

can be regarded as a vector field on

$$
\begin{gathered}
S_{1}:=\left\{\left[\begin{array}{l}
u \\
v
\end{array}\right]: h(u, v)=0\right\} \\
\left.\begin{array}{l}
u^{\prime}=-g(u, v) \\
v^{\prime}=h_{v}^{\prime}(u, v)^{-1} h_{u}^{\prime}(u, v) g(u, v)
\end{array}\right\},\left[\begin{array}{l}
u \\
v
\end{array}\right] \in S_{1}
\end{gathered}
$$

provided that $h_{v}^{\prime}(u, v)$ is nonsingular everywhere. All solutions belong to $S_{1}$, and each point of $S_{1}$ is passed by a solution.

The DAE

$$
\left.\begin{array}{rl}
u^{\prime}+g(u, v) & =0  \tag{0.3}\\
h(u) & =0
\end{array}\right\}
$$

is more complicated. By differentiating twice and eliminating derivatives it can be checked that this system generates the vector field

$$
\left.\begin{array}{l}
u^{\prime}=-g(u, v) \\
v^{\prime}=\left(h^{\prime}(u) g_{v}^{\prime}(u, v)\right)^{-1}\left\{h^{\prime \prime}(u) g(u, v)+h^{\prime}(u) g_{u}^{\prime}(u, v)\right\} g(u, v)
\end{array}\right\},
$$

where now

$$
S_{2}:=\left\{\left[\begin{array}{l}
u \\
v
\end{array}\right]: h(u)=0, h^{\prime}(u) g(u, v)=0\right\}
$$

represents the state manifold. The nonsingularity of $h^{\prime}(u) g_{v}^{\prime}(u, v)$ has been assumed here.

Analogously, for the DAE

$$
\left.\begin{array}{r}
v^{\prime}+f(u, v, w)=0  \tag{0.4}\\
u^{\prime}+g(u, v)=0 \\
h(u)=0
\end{array}\right\}
$$

one can define a vector field on the manifold

$$
\begin{aligned}
S_{3}:= & \left\{\left(u^{T}, v^{T}, w^{T}\right)^{T}: h(u)=0, h^{\prime}(u) g(u, v)=0\right. \\
& \left.h^{\prime \prime}(u) g(u, v) g(u, v)+h^{\prime}(u)\left(g_{u}^{\prime}(u, v) g(u, v)+g_{v}^{\prime}(u, v) f(u, v, w)=0\right)\right\}
\end{aligned}
$$

provided that $h^{\prime}(u) g_{v}^{\prime}(u, v) f_{w}^{\prime}(u, v, w)$ remains nonsingular.
In these three cases one speaks of semi-explicit DAEs with index 1,2 and 3 , respectively. The special structure of equations (0.3) and (0.4) is called the Hessenberg form.

If these vector fields were not considered on the specified manifolds $S_{i} \subset$ $\mathbb{R}^{m}$, but formally on $\mathbb{R}^{m}$, then the resulting regular ODEs could be integrated with the usual methods. Even if we start with consistent initial values, we will very swiftly drift away from $S_{2}$ and $S_{3}$ in (0.3) and (0.4), respectively. Hence, many authors are concerned with the development of very special methods for (0.3) and (0.4), thereby exploiting the geometry of these equations. There are important applications that have this form, e.g. the Euler-Lagrange formulation of constrained mechanical systems leads to the form (0.4).

Under the corresponding assumptions, a state manifold and a vector field can also be assigned to the general DAE (0.1). However, both are only defined implicitly and, in general, not available in practice. This has already been indicated by the simple case of equation (0.4) and $S_{3}$. More general approaches for the constructive use of geometry for numerical mathematics are not known to the author.

If we have a closer look at equation (0.2) it becomes obvious that, theoretically, in the neighbourhood of a consistent initial value $\left(u_{0}^{T}, v_{0}^{T}\right)^{T} \in S_{1}$ we could investigate the locally decoupled system

$$
\begin{equation*}
u^{\prime}+g(u, \mathcal{S}(u))=0, v=\mathcal{S}(u) \tag{0.5}
\end{equation*}
$$

with $h(u, \mathcal{S}(u))=0$ instead of (0.2). Now it would be advantageous to integrate this regular ODE for the component $u$ numerically and, then, simply to determine $v_{j}=\mathcal{S}\left(u_{j}\right)$ in each case. With suitable integration methods, this idea can even be realized in practice for general index-1 equations (0.1).

We would like to point out another aspect of the characterization of DAEs, which is fundamental, in particular, to the numerical treatment. For this, we consider the special equation of the form (0.3), which is perturbed by an inhomogeneity,

$$
\left.\begin{array}{r}
u^{\prime}-v=0  \tag{0.6}\\
u=p(t)
\end{array}\right\}
$$

Here, the function $p$ has to be differentiated, i.e. $v(t)=p^{\prime}(t)$ has to be computed. Differentiation is one of the classical examples of ill posed problems. A corresponding inhomogeneous problem of the form (0.4) will require a second differentiation. The greater the number of differentiations, the more strongly ill posed the problems become.

Both (0.5) and (0.6) make clear that a natural approach to the solution is directed to $u \in C^{1}, v \in C$. In many applications one aims at reducing smoothness, which has, unfortunately, not yet been successfully taken into account in the interpretation of DAEs used to represent ODEs on manifolds.

In the present paper we characterize general DAEs (0.1) under possibly minimal smoothness demands, where the characterization aims at the numerical tractability. Since (from the present point of view) all the essentially new numerical difficulties in comparison with regular ODEs have already become for linear equations with variable coefficients, we devote most of our investigations to the analytical characterization and investigation of integration methods for linear equations.

To apply the results to nonlinear equations we slightly modify the standard arguments of discretization theory. The BDFs are studied in detail here because, on the one hand, they can be especially recommended just for DAEs and, on the other hand, they serve, in a certain sense, as model methods.

We want to emphasize that this paper does not aim at providing a survey of all the available results and methods. In particular, we do not enter into the details of the many nice but very special results for (0.3) and (0.4) (for this, see e.g. Hairer et al. (1989), Lubich (1990), Potra and Rheinboldt (1991), Simeon et al. (1991)). We focus our interest on exposing problems and showing constructive approaches for their solution, where we try to maintain a uniform concept of representation.

Altogether, many problems with respect to DAEs still remain open. An appropriate numerical treatment requires - provided it is to be more than only favourable intention - profound knowledge about the analytical background of this type of equation.

The paper is organized as follows. In Section 1 the reader becomes acquainted with the fact that additional stability conditions and weak instabilities may occur in the integration of linear constant coefficient DAEs. Section 2 is devoted to the analytical and geometrical foundations of gen-
eral DAEs, where those of linear equations with time-dependent coefficients play a special role. In Section 3 the BDFs are discussed in detail, as already mentioned, as a model for constructing methods. Section 4 presents brief outlines on index reduction as well as on boundary value problems.

## 1. Analysing linear constant coefficient equations

Linear equations

$$
\begin{equation*}
A x^{\prime}(t)+B x(t)=q(t) \tag{1.1}
\end{equation*}
$$

with matrix coefficients $A, B \in L\left(\mathbb{R}^{m}\right), A$ singular, are easy to understand when taking into account the close relationship with matrix pencils $\{A, B\}$ (e.g. Gantmacher (1966)). In this section we explain some basic facts on how and for what reasons well-known discretization methods behave when applied to DAEs.

Definition The ordered pair of matrices $\{A, B\}$ forms a regular matrix pencil if the polynomial $p(\lambda):=\operatorname{det}(\lambda A+B)$ does not vanish identically. Otherwise, the pencil is called singular.

Weierstrass (cf. Grantmacher (1966)) has shown that a regular pencil $\{A, B\}$ can be transformed into $\{\tilde{A}, \tilde{B}\}$,

$$
\left.\begin{array}{l}
\tilde{A}:=E A F=\operatorname{diag}(I, J)  \tag{1.2}\\
\tilde{B}:=E A F=\operatorname{diag}(W, I)
\end{array}\right\}
$$

by the use of suitable regular matrices $E, F \in L\left(\mathbb{R}^{m}\right)$. Thereby, $W \in L\left(\mathbb{R}^{k}\right)$, and $J \in L\left(\mathbb{R}^{m-k}\right)$ is a nilpotent Jordan block matrix with chains

$$
\left[\begin{array}{llll}
0 & 1 & & \\
& 0 & \ddots & \\
& & \ddots & 1 \\
& & & 0
\end{array}\right]
$$

Definition $\{\tilde{A}, \tilde{B}\}$ given by (1.2) is called the Kronecker canonical normal form of the regular pencil $\{A, B\}$. The index of a regular pencil is defined to be $\operatorname{ind}(A, B):=\operatorname{ind}(J):=$ maximal Jordan chain order of $J$.

An equation of type (1.1) with a singular matrix pencil $\{A, B\}$ is somewhat incomplete. For these equations, the homogeneous initial value problem

$$
A x^{\prime}(t)+B x(t)=0, \quad x(0)=0
$$

has more than countably many different solutions (see Griepentrog and März
(1986)). A typical example is

$$
A=\left[\begin{array}{ll}
1 & 0 \\
0 & 0
\end{array}\right], \quad B=\left[\begin{array}{ll}
1 & 1 \\
0 & 0
\end{array}\right]
$$

Singular matrix pencils in (1.1) indicate some defect in the modelling.
Here, we are interested in equations (1.1) with regular matrix pencils $\{A, B\}$ only. Using the transformation matrices $E, F$ leading to the Kronecker normal form (cf. (1.2)) we may transform (1.1) equivalently into

$$
\begin{equation*}
\tilde{A} \tilde{x}^{\prime}(t)+\tilde{B} \tilde{x}(t)=\tilde{q}(t) \tag{1.3}
\end{equation*}
$$

where $\tilde{A}, \tilde{B}$ are given by (1.2), $\tilde{q}(t):=E q(t), \tilde{x}(t):=F^{-1} x(t)$. In more detail, (1.3) reads

$$
\begin{align*}
u^{\prime}(t)+W u(t) & =p(t)  \tag{1.4}\\
J v^{\prime}(t)+v(t) & =r(t) \tag{1.5}
\end{align*}
$$

where $u, v$ and $p, r$ are the related components of $\tilde{x}$ and $\tilde{q}$, respectively. Now, the decoupled system (1.4), (1.5) is said to be the Kronecker normal form of equation (1.1). Moreover the index of equation (1.1) can also be traced back to $\operatorname{ind}(A, B)=: \mu$.

In accordance with the Jordan structure of $J$, equation (1.5) decouples into parts such as

$$
\left[\begin{array}{cccc}
0 & 1 & &  \tag{1.6}\\
& \ddots & \ddots & \\
& & & 1 \\
& & & 0
\end{array}\right] w^{\prime}(t)+w(t)=s(t)
$$

of dimension $\gamma \leq \mu$.
If $\gamma=1$, then (1.6) simply yields

$$
w(t)=s(t)
$$

If $\gamma=2$, then (1.6) represents

$$
\left.\begin{array}{rl}
w_{2}^{\prime}(t)+w_{1}(t) & =s_{1}(t)  \tag{1.7}\\
w_{2}(t) & =s_{2}(t)
\end{array}\right\}
$$

which leads to

$$
w(t)=\binom{s_{1}(t)-s_{2}^{\prime}(t)}{s_{2}(t)}
$$

For $\gamma=3$ we have

$$
\left.\begin{array}{rl}
w_{2}^{\prime}(t)+w_{1}(t) & =s_{1}(t)  \tag{1.8}\\
w_{3}^{\prime}(t)+w_{2}(t) & =s_{2}(t) \\
w_{3}(t) & =s_{3}(t)
\end{array}\right\}
$$

hence

$$
w(t)=\left[\begin{array}{l}
s_{1}(t)-\left(s_{2}(t)-s_{3}^{\prime}(t)\right)^{\prime} \\
s_{2}(t)-s_{3}^{\prime}(t) \\
s_{3}(t)
\end{array}\right]
$$

In general, if $\mu$ denotes the index of our equation (1.1), then (1.5) contains at least one part (1.6) of dimension $\gamma=\mu$, and, in consequence, certain components of the right-hand side have to be differentiated $\mu-1$ times.

Clearly, (1.4) is a regular linear ODE. For all continuous right-hand sides $p(\cdot): \mathcal{I} \rightarrow \mathbb{R}^{k}$ there is a unique solution $u(\cdot): \mathcal{I} \rightarrow \mathbb{R}^{k}$ passing through given $\left(u^{0}, t_{0}\right) \in \mathbb{R}^{k} \times \mathcal{I}$.

On the other hand, the solution of (1.5) may be expressed as

$$
v(t)=\sum_{j=0}^{\mu-1}(-1)^{j}\left(J^{j} r(t)\right)^{(j)}
$$

The initial value $v\left(t_{0}\right)$ is fixed completely, and for solvability we have to assume $r(\cdot): \mathcal{I} \rightarrow \mathbb{R}^{m-k}$ to be as smooth as necessary. From this point of view, for $\mu>1$, equation (1.5) represents a differentiation problem. It will be pointed out later that this causes numerical difficulties. (Recall the well known fact that differentiation represents an ill posed problem in the continuous function space!)

Clearly, initial value problems for (1.1) only become solvable for consistent initial values

$$
x\left(t_{0}\right)=F \tilde{x}\left(t_{0}\right)=F\left[\begin{array}{c}
u^{0} \\
v\left(t_{0}\right)
\end{array}\right]
$$

where $u^{0} \in \mathbb{R}^{k}$ is a free parameter, but $v\left(t_{0}\right)$ is determined as described earlier.

This is the second essential difference from regular ODEs and, when $\mu>1$, this also entails considerable numerical problems, which have not yet been solved sufficiently.

At this point it should be emphasized again that the canonical normal form is used only to provide an immediate insight into the structure of (1.1). However, we do not think of transforming (1.1) into (1.5), (1.6) in practical computations!

Next we check what will happen when numerical integration methods approved for regular ODEs are applied to the singular ODE (1.1). First we consider the multi-step method

$$
\begin{equation*}
\frac{1}{h} A \sum_{j=0}^{s} \alpha_{j} x_{\ell-j}+B \sum_{j=0}^{s} \beta_{j} x_{\ell-j}=q\left(\bar{t}_{\ell}\right) \tag{1.9}
\end{equation*}
$$

$$
\bar{t}_{\ell}:=\sum_{j=0}^{s} \beta_{j} t_{\ell-j}, \quad \alpha_{0} \neq 0
$$

where $x_{i}$ is expected to approximate the true solution value $x\left(t_{i}\right)$. Again we decouple equations (1.9) according to the Kronecker canonical normal form by multiplying (1.9) by $E$ and transforming

$$
F^{-1} x_{i}=\tilde{x}_{i}=\left[\begin{array}{c}
u_{i} \\
v_{i}
\end{array}\right]
$$

This yields

$$
\begin{align*}
\frac{1}{h} \sum_{j=0}^{s} \alpha_{j} u_{\ell-j}+W \sum_{j=0}^{s} \beta_{j} u_{\ell-j} & =p\left(\bar{t}_{\ell}\right)  \tag{1.10}\\
J \frac{1}{h} \sum_{j=0}^{s} \alpha_{j} v_{\ell-j}+\sum_{j=0}^{s} \beta_{j} v_{\ell-j} & =r\left(\bar{t}_{\ell}\right) \tag{1.11}
\end{align*}
$$

Formula (1.10) represents the given multi-step method applied to the inherent regular ODE within the singular system (1.1). On the other hand, (1.11) may be solved with respect to $v_{\ell}$ if the matrix

$$
\alpha_{0} J+h \beta_{0} I
$$

is nonsingular, that is for $\beta_{0} \neq 0$.
In the index-1 case $J=0$, and (1.11) simply becomes

$$
\begin{equation*}
\sum_{j=0}^{s} \beta_{j} v_{\ell-j}=r\left(\bar{t}_{\ell}\right) \tag{1.12}
\end{equation*}
$$

In März $(1984,1985)$ it was pointed out that, for the stability of the difference equation (1.12), it is necessary for the polynomial $\sum_{j=0}^{s} \beta_{j} \lambda^{s-j}$ to have all its roots within the interior of the complex unit circle. In particular, symmetric schemes (1.12) like, for example, the centred Euler scheme become unstable.

The best way to avoid error accumulations in (1.12) is to choose $\beta_{0}=1$, $\beta_{1}=\cdots=\beta_{s}=0$, e.g. to use the BDF.

For higher indexes $\mu>1$ we only discuss the BDF. In index- 2 parts such as (1.7) we have

$$
\left.\begin{array}{rl}
\frac{1}{h} \sum_{j=0}^{s} \alpha_{j} w_{2, \ell-j}+w_{1, \ell} & =s_{1}\left(t_{\ell}\right) \\
w_{2, \ell} & =s_{2}\left(t_{\ell}\right)
\end{array}\right\}, \quad \ell \geq s
$$

thus

$$
\left.\begin{array}{l}
w_{1, \ell}=s_{1}\left(t_{\ell}\right)-\frac{1}{h} \sum_{j=0}^{s} \alpha_{j} s_{2}\left(t_{\ell-j}\right) \\
w_{2, \ell}=s_{2}\left(t_{\ell}\right)
\end{array}\right\}, \quad \ell \geq s
$$

if we assume exact starting values $w_{2, i}=s_{2}\left(t_{i}\right), i=0, \ldots, s-1$ are available. Inexact starting values as well as round-off errors in the linear equation (1.9) to be solved for $x_{\ell}$ give rise to a weak instability, i.e. the errors are amplified by $1 / h$. However, fortunately, only the component $w_{1, \ell}$ is affected by this.

Analogously, in index-3 parts, such as e.g. (1.8), we have

$$
\left.\begin{array}{rl}
\frac{1}{h} \sum_{j=0}^{s} \alpha_{j} w_{2, \ell-j}+w_{1, \ell} & =s_{1}\left(t_{\ell}\right) \\
\frac{1}{h} \sum_{j=0}^{s} \alpha_{j} w_{3, \ell-j}+w_{2, \ell} & =s_{2}\left(t_{\ell}\right) \\
w_{3, \ell} & =s_{3}\left(t_{\ell}\right)
\end{array}\right\}, \quad \ell \geq s
$$

Using these formulae for $\ell \geq 2 s$ together with exact values $w_{3, i}=s_{3}\left(t_{i}\right)$, $i=0, \ldots, 2 s-1, w_{2, i}=s_{2}\left(t_{i}\right), i=0, \ldots, s-1$, would lead to

$$
\begin{aligned}
w_{1, \ell} & =s_{1}\left(t_{\ell}\right)-\frac{1}{h} \sum_{j=0}^{s} \alpha_{j} s_{2}\left(t_{\ell-j}\right)+\frac{1}{h^{2}} \sum_{j=0}^{s} \alpha_{j} \sum_{i=0}^{s} \alpha_{i} s_{3}\left(t_{\ell-j-i}\right) \\
w_{2, \ell} & =s_{2}\left(t_{\ell}\right)-\frac{1}{h} \sum_{j=0}^{s} \alpha_{j} s_{3}\left(t_{\ell-j}\right) \\
w_{3, \ell} & =s_{3}\left(t_{\ell}\right)
\end{aligned}
$$

Of course, in practical computations $2 s$ exact starting values are not available, thus the components $w_{1, \ell}$ and $w_{2, \ell}$ will be affected by instabilities of the type $1 / h^{2}$ and $1 / h$, respectively. It should be mentioned that these instabilities are due to the differentiations arising in (1.1), and in this sense they are very natural.

Now, let us turn shortly to implicit Runge-Kutta methods for (1.1). Given the Runge-Kutta tableau

$$
\begin{gather*}
\frac{\mathrm{c} \mid \mathbf{A}}{\mid \beta^{T}} \text { we have to solve the system } \\
A X_{i}^{\prime}+B\left(x_{\ell-1}+h \sum_{j=1}^{s} \alpha_{i j} X_{j}^{\prime}\right)=q\left(t_{\ell-1}+c_{i} h\right) \quad i=1, \ldots, s,
\end{gather*}
$$

and then to compute

$$
\begin{equation*}
x_{\ell}=x_{\ell-1}+h \sum_{j=1}^{s} \beta_{j} X_{j}^{\prime} \tag{1.14}
\end{equation*}
$$

Again we use the transformation to the Kronecker normal form. This gives

$$
\begin{gather*}
U_{i}^{\prime}+W\left(u_{\ell-1}+h \sum_{j=1}^{s} \alpha_{i j} U_{j}^{\prime}\right)=p\left(t_{\ell-1}+c_{i} h\right), \quad i=1, \ldots, s,  \tag{1.15}\\
u_{\ell}=u_{\ell-1}+h \sum_{j=1}^{s} \beta_{j} U_{j}^{\prime},  \tag{1.16}\\
J V_{i}^{\prime}+v_{\ell-1}+h \sum_{j=1}^{s} \alpha_{i j} V_{j}^{\prime}=r\left(t_{\ell-1}+c_{i} h\right), \quad i=1, \ldots, s,  \tag{1.17}\\
v_{\ell}=v_{\ell-1}+h \sum_{j=1}^{s} \beta_{j} V_{j}^{\prime} \tag{1.18}
\end{gather*}
$$

Clearly, (1.15) and (1.16) are nothing else but the given Runge-Kutta method applied to the regular inherent ODE (1.4). This part does not cause any new difficulties.

Equations (1.17) and (1.18) decouple further according to the Jordan chains in $J$ (cf. (1.6)). For index-1 chains $(\gamma=1)$ we simply have

$$
\begin{align*}
w_{\ell-1}+h \sum_{j=1}^{s} \alpha_{i j} W_{j}^{\prime} & =s\left(t_{\ell-1}+c_{i} h\right), \quad i=1, \ldots, s  \tag{1.19}\\
w_{\ell} & =w_{\ell-1}+h \sum_{j=1}^{s} \beta_{j} W_{j}^{\prime} \tag{1.20}
\end{align*}
$$

Now it becomes clear that we have to use a nonsingular Runge-Kutta matrix A to make the system (1.19) solvable with respect to $W_{1}^{\prime}, \ldots, W_{s}^{\prime}$. Denoting the elements of $\mathbf{A}^{-1}$ by $\hat{\alpha}_{i j}$, we obtain

$$
\begin{aligned}
w_{\ell} & =w_{\ell-1}+\sum_{j=1}^{s} \beta_{j} \sum_{k=1}^{s} \hat{\alpha}_{j k}\left(r\left(t_{\ell-1}+c_{k} h\right)-w_{\ell-1}\right) \\
& =\varrho w_{\ell-1}+\sum_{j=1}^{s} \beta_{j} \sum_{k=1}^{s} \hat{\alpha}_{j k} r\left(t_{\ell-1}+c_{k} h\right)
\end{aligned}
$$

with

$$
\begin{equation*}
\varrho=1-\beta^{T} \mathbf{A}^{-1}(1, \ldots, 1)^{T} \tag{1.21}
\end{equation*}
$$

Recall that $w_{\ell}$ should approximate $w\left(t_{\ell}\right)=r\left(t_{\ell}\right)$. Obviously, $|\varrho|>1$ would yield an unstable scheme. Choosing $\beta_{j}=\alpha_{s j}, j=1, \ldots, s$, in the RungeKutta tableau we obtain $\varrho=0$ and $w_{\ell}=r\left(t_{\ell-1}+c_{s} h\right)$.

Thus, the so-called IRK (DAE) (cf. Petzold (1986), Griepentrog and März
(1986)), i.e. $s$-stage Runge-Kutta methods, with

$$
\begin{equation*}
\beta_{j}=\alpha_{s j}, \quad j=1, \ldots, s, \quad c_{s}=1, \quad \text { A nonsingular, } \tag{1.22}
\end{equation*}
$$

appears to be an appropriate tool for handling index-1 equations (1.1).
Next we investigate what happens with such a method if (1.5) contains an index-2 block (1.7). As earlier, we compute

$$
\begin{gather*}
w_{2, \ell}=s_{2}\left(t_{\ell-1}+h\right) \\
w_{1, \ell}=s_{1}\left(t_{\ell-1}+h\right)-\frac{1}{h} \sum_{k=1}^{s} \hat{\alpha}_{s, k} s_{2}\left(t_{\ell-1}+c_{k} h\right)+\frac{1}{h} \sum_{k=1}^{s} \hat{\alpha}_{s, k} w_{2, \ell-1} \\
=s_{1}\left(t_{\ell-1}+h\right)-\sum_{k=1}^{s} \hat{\alpha}_{s, k} \frac{1}{h}\left(s_{2}\left(t_{\ell-1}+c_{k} h\right)-s_{2}\left(t_{\ell-1}\right)\right) \tag{1.23}
\end{gather*}
$$

assuming the starting value $w_{2, \ell-1}$ to be consistent, i.e. $w_{2, \ell-1}=s_{2}\left(t_{\ell-1}\right)$.
If the Runge-Kutta method has an inner order of consistency $\geq 1$ we know the condition

$$
\sum_{k=1}^{s} \hat{\alpha}_{s k} c_{k}=1
$$

is satisfied. Thus, (1.23) with a consistent starting value actually provides an approximation of $w_{1}\left(t_{\ell}\right)=s\left(t_{\ell}\right)-s_{2}^{\prime}\left(t_{\ell}\right)$. However, we do not usually have consistent starting values, and the errors are unstably amplified by $1 / h$.
Let us summarize what has been pointed out in this section:
1 Singular systems (1.1) of index $\mu$ are mixed regular differential equations (1.4) and equations (1.5) including $\mu-1$ differentiations.
2 Consistent initial values are not easy to compute in practice.
3 Integration methods handle the inherent regular ODE (1.4) as expected.
4 To avoid singular coefficient matrices in the linear systems to be solved per integration step we should use implicit multi-step methods ( $\beta_{0} \neq 0$ ) and nonsingular Runge-Kutta matrices A. Moreover, there have to be additional conditions to ensure stability in the related index-1 parts.
5 Errors in the starting values are amplified by $h^{1-\mu}$ in the best case, but only the components $v_{j}$ are affected.
The decoupled system (1.4), (1.5) and also (1.10), (1.11) respectively (1.15)-(1.18) lead us to the idea that it would be nice to allow different approaches for the parts (1.4) and (1.5), respectively, say a possibly explicit higher order method for the regular ODE (1.4) and a BDF for (1.5).

Of course, this should be done without knowing the canonical normal form. Furthermore, we regard the linear constant coefficient equation (1.1) as the simplest model with which to give some hints as to how to proceed with more general equations.

## 2. Characterizing DAEs

### 2.1. Linear equations with variable coefficients

Consider the linear equation

$$
\begin{equation*}
A(t) x^{\prime}(t)+B(t) x(t)=q(t) \tag{2.1}
\end{equation*}
$$

where $A(\cdot), B(\cdot): \mathcal{I} \rightarrow L\left(\mathbb{R}^{m}\right)$ are continuous matrix functions on the inter$\operatorname{val} \mathcal{I} \subseteq \mathbb{R}$, and $A(t), t \in \mathcal{I}$, is singular.

The first classification of these singular ODEs was given by C. W. Gear and L. Petzold (1984).

Definition (2.1) is said to be a global index $\mu$ DAE if there exist regular matrix functions $E \in C\left(\mathcal{I}, L\left(\mathbb{R}^{m}\right)\right), F \in C^{1}\left(\mathcal{I}, L\left(\mathbb{R}^{m}\right)\right)$ so that multiplying (2.1) by $E(t)$ and transforming $F(t)^{-1} x(t)=\tilde{x}(t)$ leads to the decoupled system

$$
\left[\begin{array}{cc}
I & 0  \tag{2.2}\\
0 & J
\end{array}\right] \tilde{x}^{\prime}(t)+\left[\begin{array}{cc}
W(t) & 0 \\
0 & I
\end{array}\right] \tilde{x}(t)=E(t) q(t)
$$

where $J$ is a constant nilpotent Jordan block matrix, $\operatorname{ind}(J)=\mu$.
Unfortunately, except for some interesting case studies, this Kronecker canonical normal form (2.2) as well as the transforms $E, F$ are not available. Moreover, no way is known for relating this form to nonlinear equations. This is why we are looking for another way to characterize (2.1).

Denote by $N(t):=\operatorname{ker} A(t)$ the null space of $A(t), t \in \mathcal{I}$, and assume this null space to be smooth, i.e. that there exists a matrix function $Q \in$ $C^{1}\left(\mathcal{I}, L\left(\mathbb{R}^{m}\right)\right)$ which projects $\mathbb{R}^{m}$ onto $N(t)$ for each $t \in \mathcal{I}$ (that is $Q(t)^{2}=$ $Q(t), \operatorname{im} Q(t)=N(t))$.

If DAE (2.1) has a global index $\mu$, then e.g. $Q(t)=F(t) \operatorname{diag}\left(0, Q_{J}\right) F(t)^{-1}$ represents such a projector function, where $Q_{J}$ denotes a projector onto ker $J$. In particular, for global index-1 equations (2.1), we simply have $J=0$, hence $Q(t)=F(t) \operatorname{diag}(0, I) F(t)^{-1}$.

In the following we let $Q$ denote any such a projector function, and we also use $P(t):=I-Q(t), t \in \mathcal{I}$.

Since $A(t) Q(t) \equiv 0$, we may insert $A(t) \equiv A(t) P(t)$ into (2.1), and rewrite it as

$$
A(t)\left\{(P x)^{\prime}(t)-P^{\prime}(t) x(t)\right\}+B(t) x(t)=q(t)
$$

or

$$
\begin{equation*}
A(t)(P x)^{\prime}(t)+\left(B(t)-A(t) P^{\prime}(t)\right) x(t)=q(t) \tag{2.3}
\end{equation*}
$$

This makes clear that, in general, we should not ask for $C^{1}$ solutions of (2.3) and (2.1), respectively, but for solutions belonging to the function space

$$
C_{N}^{1}:=\left\{x \in C\left(\mathcal{I}, \mathbb{R}^{m}\right): P x \in C^{1}\left(\mathcal{I}, \mathbb{R}^{m}\right)\right\}
$$

Example $A(t)=\operatorname{diag}(I, 0)$ immediately leads to

$$
\left.\begin{array}{rl}
x_{1}^{\prime}(t)+ & B_{11}(t) x_{1}(t)+B_{12}(t) x_{2}(t)=q_{1}(t)  \tag{2.4}\\
B_{21}(t) x_{1}(t)+B_{22}(t) x_{2}(t)=q_{2}(t)
\end{array}\right\}
$$

which is called a semi-explicit DAE.
Obviously, it is neither necessary nor useful that $x_{2} \in C^{1}$ !
Next we reformulate (2.3) to

$$
A(P x)^{\prime}+\left(B-A P^{\prime}\right)(P x+Q x)=q
$$

and then to

$$
\begin{equation*}
\left\{A+\left(B-A P^{\prime}\right) Q\right\}\left(P(P x)^{\prime}+Q x\right)+\left(B-A P^{\prime}\right) P x=q \tag{2.5}
\end{equation*}
$$

Denote $A_{1}:=A+B_{0} Q, B_{0}:=B-A P^{\prime}$ and ask whether $A_{1}(t)$ is nonsingular for all $t \in \mathcal{I}$. If it is so, we multiply (2.5) by $P A_{1}^{-1}$ and $Q A_{1}^{-1}$, respectively. This yields the system

$$
\begin{align*}
(P x)^{\prime}-P^{\prime} P x+P A_{1}^{-1} B_{0} P x & =P A_{1}^{-1} q  \tag{2.6}\\
Q x+Q A_{1}^{-1} B_{0} P x & =Q A_{1}^{-1} q \tag{2.7}
\end{align*}
$$

which decomposes into a regular explicit ODE for the nonnull space component $P x$ and a simple derivative-free equation for determining the null space component $Q x$. The inherent ODE

$$
\begin{equation*}
u^{\prime}-P^{\prime} P u+P A_{1}^{-1} B_{0} u=P A_{1}^{-1} q \tag{2.8}
\end{equation*}
$$

has the property that solutions starting in $\operatorname{im} P\left(t_{0}\right)$ for some $t_{0} \in \mathcal{I}$ remain in $\operatorname{im} P(t)$ for all $t \in \mathcal{I}$, since multiplying (2.8) by $Q$ yields

$$
(Q u)^{\prime}-Q^{\prime} Q u=0
$$

Consequently, if for any $q \in C\left(\mathcal{I}, \mathbb{R}^{m}\right), u_{0} \in \operatorname{im} P\left(t_{0}\right)$, we denote the solution of (2.8) passing through ( $u_{0}, t_{0}$ ) by $u \in C^{1}$, we obtain, with

$$
\begin{align*}
x & :=u-Q A_{1}^{-1} B_{0} u+Q A_{1}^{-1} q  \tag{2.9}\\
& =\left(I-Q A_{1}^{-1} B_{0}\right) u+Q A_{1}^{-1} q
\end{align*}
$$

a $C_{N}^{1}$ solution of (2.1).
To be sure to address the initial condition to the respective component, we may state as follows

$$
\begin{equation*}
P\left(t_{0}\right)\left(x\left(t_{0}\right)-x^{0}\right)=0 \tag{2.10}
\end{equation*}
$$

This means that $u\left(t_{0}\right)=P\left(t_{0}\right) x\left(t_{0}\right)=P\left(t_{0}\right) x^{0}$, i.e. $P\left(t_{0}\right) x^{0}$ plays the role of $u_{0}$. Now $x^{0} \in \mathbb{R}^{m}$ can be chosen arbitrarily. In general, $x\left(t_{0}\right)=x^{0}$ cannot be expected to hold for the solution $x(\cdot)$ of the initial value problem (IVP) (2.1), (2.10), but

$$
x\left(t_{0}\right)=\left(I-Q\left(t_{0}\right) A_{1}\left(t_{0}\right)^{-1} B_{0}\left(t_{0}\right)\right) P\left(t_{0}\right) x^{0}+Q\left(t_{0}\right) A_{1}\left(t_{0}\right)^{-1} q\left(t_{0}\right)
$$

Lemma 2.1 Let $A, B, Q \in L\left(\mathbb{R}^{m}\right)$ be given, $N:=\operatorname{ker} A \neq\{0\}, Q^{2}=Q$, $\operatorname{im} Q=N, S:=\left\{z \in \mathbb{R}^{m}: B z \in \operatorname{im} A\right\}$.

Then the following three statements are equivalent:
(i) $\mathbb{R}^{m}=N \oplus S$
(ii) $\operatorname{ind}(A, B)=1$
(iii) $A+B Q$ is nonsingular.

Moreover, if $G:=A+B Q$ is nonsingular, then $G^{-1} B Q=Q, G^{-1} A=$ $I-Q$, and $Q G^{-1} B$ represents the projection onto $N$ along $S$.
Proof. The first part is given in Griepentrog and März (1986), Theorem A.13. Here we check the second part only.

Trivially, $G^{-1} B Q=G^{-1}(A+B Q) Q=Q$,

$$
G^{-1} A=G^{-1} A(I-Q)=G^{-1}(A+B Q)(I-Q)=I-Q
$$

Then, we have for $Q_{s}:=Q G^{-1} B$

$$
\begin{aligned}
Q_{s}^{2} & =Q G^{-1} B Q G^{-1} B=Q G^{-1} B=Q_{s} \\
Q_{s} Q & =Q G^{-1} B Q=Q, \quad \text { i.e. } \quad \operatorname{im} Q_{s}=\operatorname{im} Q=N
\end{aligned}
$$

and $Q_{s} z=0$ implies

$$
G^{-1} B z=(I-Q) G^{-1} B z
$$

thus $B z=G(I-Q) G^{-1} B z=A G^{-1} B z \in \operatorname{im} A$.
Lemma 2.1 applies to our DAE in the following sense.
In addition to $N(t)=: N_{0}(t)$ introduce

$$
\begin{align*}
S_{0}(t) & :=\left\{z \in \mathbb{R}^{m}: B_{0}(t) z \in \operatorname{im} A(t)\right\} \\
& =\left\{z \in \mathbb{R}^{m}: B(t) z \in \operatorname{im} A(t)\right\} \tag{2.11}
\end{align*}
$$

By Lemma 2.1, our matrix $A_{1}(t)$ is nonsingular if and only if

$$
\begin{equation*}
S_{0}(t) \oplus N_{0}(t)=\mathbb{R}^{m} \tag{2.12}
\end{equation*}
$$

If (2.12) holds, then

$$
\begin{equation*}
Q_{s}(t):=Q(t) A_{1}(t)^{-1} B_{0}(t) \tag{2.13}
\end{equation*}
$$

projects $\mathbb{R}^{m}$ onto $N_{0}(t)$ along $S_{0}(t)$.
Definition The DAE (2.1) is said to be index-1 tractable (or transferable) if $A, B$ are continuous, $A(t)$ is singular but has a smooth null space, and $A_{1}(t)$ remains nonsingular for all $t \in \mathcal{I}$.

Theorem 2.2 Let (2.1) be transferable. Then
(i) For all $q \in C\left(\mathcal{I}, \mathbb{R}^{m}\right)$, $x^{0} \in \mathbb{R}^{m}$, the IVP (2.1), (2.10) is uniquely solvable on $C_{N}^{1}\left(\mathcal{I}, \mathbb{R}^{m}\right)$.
(ii) $S_{0}\left(t_{0}\right)$ is the set of all consistent initial values at time $t_{0} \in \mathcal{I}$ for the homogeneous equation, all IVPs $A x^{\prime}+B x=0, x\left(t_{0}\right)=x_{0} \in S_{0}\left(t_{0}\right)$ are uniquely solvable.
Proof. It only remains to check the consistency of $x_{0} \in S_{0}\left(t_{0}\right)$. In fact, solving the IVP $A x^{\prime}+B x=0, P\left(t_{0}\right)\left(x\left(t_{0}\right)-x_{0}\right)=0, x_{0} \in S_{0}\left(t_{0}\right)$, we derive

$$
x\left(t_{0}\right)=\left(I-Q_{s}\left(t_{0}\right)\right) P\left(t_{0}\right) x_{0}=\left(I-Q_{s}\left(t_{0}\right)\right) x_{0}=x_{0}
$$

## Remarks

1 The semi-explicit system (2.4) is transferable if $B_{22}(t)$ remains nonsingular. Here we simply have

$$
Q=\operatorname{diag}(0, I), \quad A_{1}=A+B Q=\left[\begin{array}{ll}
I & B_{12} \\
0 & B_{22}
\end{array}\right]
$$

and, furthermore,

$$
Q_{s}=\left[\begin{array}{ll}
0 & 0 \\
B_{22}^{-1} B_{21} & I
\end{array}\right]
$$

2 Equation (2.2) in Kronecker canonical normal form is transferable if $J+Q_{J}$ is regular, that is if $\mu=1$.
3 It may be easily checked whether each DAE (2.1) which has a global index $\mu=1$ is also transferable, whereby even $Q_{s}$ is continuously differentiable,

$$
Q_{s}=F \operatorname{diag}(0, I) F^{-1}
$$

Theorem 2.3 Supposed (2.1) is transferable, the system

$$
\left.\begin{array}{l}
A\left(t_{0}\right) y_{0}+B\left(t_{0}\right) x_{0}=q\left(t_{0}\right)  \tag{2.14}\\
Q\left(t_{0}\right) y_{0}+P\left(t_{0}\right)\left(x_{0}-x^{0}\right)=0
\end{array}\right\}
$$

is uniquely solvable with respect to $x_{0}, y_{0} . x_{0}$ is the fully consistent initial value related to (2.1), (2.10), $y_{0}=(P x)^{\prime}\left(t_{0}\right)-P^{\prime}\left(t_{0}\right) x_{0}$.
Proof. Rewrite the first equation of (2.14) as

$$
A\left(t_{0}\right)\left\{y_{0}+P^{\prime}\left(t_{0}\right) x_{0}\right\}+B_{0}\left(t_{0}\right) x_{0}=q\left(t_{0}\right)
$$

Rearrange this as

$$
A_{1}\left(t_{0}\right)\left\{P\left(t_{0}\right) y_{0}+P\left(t_{0}\right) P^{\prime}\left(t_{0}\right) x_{0}+Q\left(t_{0}\right) x_{0}\right\}+B_{0}\left(t_{0}\right) P\left(t_{0}\right) x^{0}=q\left(t_{0}\right)
$$

Now we decouple into

$$
\begin{array}{r}
P\left(t_{0}\right) y_{0}+P\left(t_{0}\right) P^{\prime}\left(t_{0}\right) x_{0}+P\left(t_{0}\right) A_{1}\left(t_{0}\right)^{-1} B_{0}\left(t_{0}\right) P\left(t_{0}\right) x^{0} \\
\\
=P\left(t_{0}\right) A_{1}\left(t_{0}\right)^{-1} q\left(t_{0}\right)
\end{array}
$$

$$
Q\left(t_{0}\right) x_{0}+Q_{s}\left(t_{0}\right) P\left(t_{0}\right) x^{0}=Q\left(t_{0}\right) A_{1}(t)^{-1} q\left(t_{0}\right)
$$

and compare those with (2.6), (2.7), in order to obtain

$$
\begin{aligned}
x_{0} & =x\left(t_{0}\right) \\
y_{0} & =(P x)^{\prime}\left(t_{0}\right)-P^{\prime}\left(t_{0}\right) x\left(t_{0}\right)
\end{aligned}
$$

Finally, the matrix

$$
\left[\begin{array}{ll}
A\left(t_{0}\right) & B\left(t_{0}\right)  \tag{2.15}\\
Q\left(t_{0}\right) & P\left(t_{0}\right)
\end{array}\right]
$$

is nonsingular since $A\left(t_{0}\right)+B\left(t_{0}\right) Q\left(t_{0}\right)$ is so.
Now, let us turn to nontransferable DAEs (2.1), that is to those DAEs with a singular matrix $A_{1}(t)$.

Introduce new subspaces

$$
\begin{align*}
N_{1}(t) & :=\operatorname{ker} A_{1}(t) \\
S_{1}(t) & :=\left\{z \in \mathbb{R}^{m}: B(t) P(t) z \in \operatorname{im} A_{1}(t)\right\} \\
& =\left\{z \in \mathbb{R}^{m}: B_{0}(t) P(t) z \in \operatorname{im} A_{1}(t)\right\} \tag{2.16}
\end{align*}
$$

and now assume that

$$
N_{1}(t) \oplus S_{1}(t)=\mathbb{R}^{m}, \quad t \in \mathcal{I}
$$

holds. Choose $Q_{1}(t)$ to be the projector onto $N_{1}(t)$ along $S_{1}(t)$, and let $Q_{1}$ be continuously differentiable. Note that for $B_{1}:=\left(B_{0}-A_{1}\left(P P_{1}\right)^{\prime}\right) P$

$$
S_{1}(t)=\left\{z \in \mathbb{R}^{m}: B_{1}(t) z \in \operatorname{im}\left(A_{1}(t)\right)\right\}
$$

holds. By Lemma 2.1, the matrix

$$
A_{2}(t):=A_{1}(t)+B_{1}(t) Q_{1}(t), \quad t \in \mathcal{I}
$$

becomes nonsingular and, finally,

$$
Q_{1}(t)=Q_{1}(t) A_{2}(t)^{-1} B_{1}(t)
$$

which implies that

$$
\begin{equation*}
Q_{1}(t) Q(t)=0, \quad t \in \mathcal{I} \tag{2.17}
\end{equation*}
$$

is true. As a consequence, the products $P(t) P_{1}(t), P(t) Q_{1}(t)$ are also projectors. Hence, it makes sense to look for a decomposition $x=P P_{1} x+$ $P Q_{1} x+Q x$ of the solution. To this end, rewrite (2.1) again (cf. (2.5)) as

$$
A_{1}\left(P(P x)^{\prime}+Q x\right)+B_{0} P x=q
$$

then as

$$
A_{1}\left\{\left(P P_{1} x\right)^{\prime}+P Q_{1}(P x)^{\prime}+Q x\right\}+\left(B_{0}-A_{1}\left(P P_{1}\right)^{\prime}\right) P x=q
$$

and finally as

$$
\begin{equation*}
A_{2}\left\{P_{1}\left(P P_{1} x\right)^{\prime}+P_{1} P Q_{1}(P x)^{\prime}+P_{1} Q x+Q_{1} x\right\}+B_{1} P P_{1} x=q \tag{2.18}
\end{equation*}
$$

Multiplying (2.18) by $P P_{1} A_{2}^{-1}, Q P_{1} A_{2}^{-1}$ and $Q_{1} A_{2}^{-1}$, respectively, and performing some technical calculations we obtain the system

$$
\begin{align*}
&\left(P P_{1} x\right)^{\prime}-\left(P P_{1}\right)^{\prime} P P_{1} x+P P_{1} A_{2}^{-1} B_{1} P P_{1} x=P P_{1} A_{2}^{-1} q  \tag{2.19}\\
&-\left(Q Q_{1} x\right)^{\prime}+Q x= Q P_{1} A_{2}^{-1} q-\left(Q Q_{1}\right)^{\prime} P Q_{1} x \\
&-\left\{\left(Q Q_{1}-Q P_{1}\right)^{\prime}+Q P_{1} A_{2}^{-1} B_{1}\right\} P P_{1} x  \tag{2.20}\\
& Q_{1} x= Q_{1} A_{2}^{-1} q \tag{2.21}
\end{align*}
$$

Clearly, (2.19) represents a regular ODE for the component $P P_{1} x$, (2.21) simply determines $Q_{1} x$, but to obtain the null space component $Q x$ we have to insert $Q_{1} x=Q_{1} A_{2}^{-1} q$ into the term $\left(Q Q_{1} x\right)^{\prime}$, i.e. we have to differentiate $Q Q_{1} A_{2}^{-1} q$ once.

Multiplying the ODE

$$
\begin{equation*}
u^{\prime}-\left(P P_{1}\right)^{\prime} u+P P_{1} A_{2}^{-1} B_{1} u=P P_{1} A_{2}^{-1} q \tag{2.22}
\end{equation*}
$$

by $I-P P_{1}$ leads to $\left(\left(I-P P_{1}\right) u\right)^{\prime}+\left(P P_{1}\right)^{\prime}\left(I-P P_{1}\right) u=0$. Therefore, $u\left(t_{0}\right) \in \operatorname{im} P\left(t_{0}\right) P_{1}\left(t_{0}\right)$ implies $u(t) \in \operatorname{im} P(t) P_{1}(t)$ for all $t \in \mathcal{I}$.

Example Consider the semi-explicit DAE (2.4) with $B_{22}(t) \equiv 0$ and assume that $B_{21}(t) B_{12}(t)$ is nonsingular. We have

$$
\begin{gathered}
A_{1}(t)=\left[\begin{array}{cc}
I & B_{12}(t) \\
0 & 0
\end{array}\right] \\
S_{1}(t)=\left\{\binom{u}{v} \in \mathbb{R}^{m}: B_{21}(t) u=0\right\} .
\end{gathered}
$$

Now $\binom{u}{v} \in N_{1}(t) \cap S_{1}(t)$ implies $u=-B_{12}(t) v, B_{21}(t) u=0$, that is $v=0$, $u=0$. Then, compute

$$
\begin{aligned}
Q_{1} & =\left[\begin{array}{cc}
B_{12}\left(B_{21} B_{12}\right)^{-1} B_{21} & 0 \\
-\left(B_{21} B_{12}\right)^{-1} B_{21} & 0
\end{array}\right] \\
P P_{1} & =\left[\begin{array}{cc}
I-B_{12}\left(B_{21} B_{12}\right)^{-1} B_{21} & 0 \\
0 & 0
\end{array}\right]
\end{aligned}
$$

It should be mentioned that this kind of equation is often discussed, and it is said to be an index-2 DAE in Hessenberg form. The simplest system of this type is (cf. (1.7))

$$
\left.\begin{array}{rl}
x_{1}^{\prime}+x_{2} & =q_{1} \\
x_{1} & =q_{2}
\end{array}\right\}
$$

Let us turn back to the general equation (2.1). If $A_{2}(t)$ is also singular,
we proceed analogously using new subspaces and projectors. More precisely, for given $A, B \in L\left(\mathcal{I}, L\left(\mathbb{R}^{m}\right)\right)$, we define the chain of matrix functions

$$
\begin{align*}
A_{0} & :=A, \quad B_{0}:=B-A P^{\prime}, \\
A_{i+1} & :=A_{i}+B_{i} Q_{i},  \tag{2.23}\\
B_{i+1} & :=\left(B_{i}-A_{i+1}\left(P_{0} P_{1} \cdots P_{i+1}\right)^{\prime}\right) P_{i}, \quad i \geq 0,
\end{align*}
$$

where $P_{j}=I-Q_{j}$, and $Q_{j}(t)$ projects onto $N_{j}(t):=\operatorname{ker} A_{j}(t), t \in \mathcal{I}, j \geq 0$. Introduce further

$$
\begin{aligned}
S_{j}(t) & :=\left\{z \in \mathbb{R}^{m}: B_{j}(t) z \in \operatorname{im} A_{j}(t)\right\} \\
& =\left\{z \in \mathbb{R}^{m}: B_{j-1}(t) P_{j-1}(t) z \in \operatorname{im} A_{j}(t)\right\}, \quad j \geq 1 .
\end{aligned}
$$

Definition The ordered pair $\{A, B\}$ of continuous matrix functions (and also the DAE (2.1)) is said to be index- $\mu$ tractable if all matrices $A_{j}(t)$, $t \in \mathcal{I}, j=0, \ldots, \mu-1$, within the chain (2.23) are singular with smooth null spaces, and $A_{\mu}(t)$ remains nonsingular on $\mathcal{I}$.
Theorem 2.4 If the DAE (2.1) has the global index $\mu$, then this DAE is also index- $\mu$ tractable.

Proof. We refer to Hansen (1990), where this assertion is verified by means of a very complicated induction.

Theorem 2.5 Let $\{A, B\}$ be index- $\mu$ tractable. Then the IVP (2.1),

$$
\begin{equation*}
P_{0}\left(t_{0}\right) \ldots P_{\mu-1}\left(t_{0}\right)\left(x\left(t_{0}\right)-x^{0}\right)=0 \tag{2.24}
\end{equation*}
$$

is uniquely solvable on $C_{N}^{1}\left(\mathcal{I}, \mathbb{R}^{m}\right)$ for any given $x^{0} \in \mathbb{R}^{m}$ and sufficiently smooth right-hand sides $q$, in particular for all $q \in C^{\mu-1}\left(\mathcal{I}, \mathbb{R}^{m}\right)$.
Proof. The assertion follows from the previous explanations for $\mu=1$ and $\mu=2$. It is proved in März (1989) for $\mu=3$, and for $\mu>3$ in Griepentrog and März (1989) and Hansen (1989).

Remark The solution of an index- $\mu$-tractable DAE, $\mu>1$ decomposes in the following way:

$$
x=P_{0} \ldots P_{\mu-1} x+P_{0} \ldots P_{\mu-2} Q_{\mu-1} x+\cdots+P_{0} Q_{1} x+Q_{0} x
$$

Thereby $P_{0} \ldots P_{\mu-1} x \in C^{1}$ solves the inherent regular ODE,

$$
P_{0} \ldots P_{\mu-2} Q_{\mu-1} x \in C^{1}
$$

is given by the 'algebraic' part. The components $P_{0} \ldots P_{\mu-j} Q_{\mu-j+1} x \in C^{1}$ include derivatives of order $j-2$ for $j=3, \ldots, \mu$ and, finally, $Q_{0} x \in C$ includes a ( $\mu-1$ ) derivative.

When investigating discretizations we are often interested in compact intervals $\mathcal{I}$, and in the properties of the maps representing our IVPs and

BVPs. Let $\mathcal{I}:=\left[t_{0}, T\right]$, and $\{A, B\}$ be index- $\mu$ tractable. Let $\Pi_{\mu}:=$ $P_{0}\left(t_{0}\right) \cdots P_{\mu-1}\left(t_{0}\right), M_{\mu}:=\operatorname{im}\left(\Pi_{\mu}\right) \subseteq \mathbb{R}^{m}$. Then introduce the linear map

$$
\mathcal{L}: C_{N}^{1}\left(\mathcal{I}, \mathbb{R}^{m}\right) \rightarrow C\left(\mathcal{I}, \mathbb{R}^{m}\right) \times M_{\mu}=: C \times M_{\mu}
$$

by defining

$$
\begin{equation*}
\mathcal{L} x:=\left(A(P x)^{\prime}+B_{0} x, \Pi_{\mu} x\left(t_{0}\right)\right), \quad x \in C_{N}^{1}\left(\mathcal{I}, \mathbb{R}^{m}\right) \tag{2.25}
\end{equation*}
$$

The function space $C_{N}^{1}\left(\mathcal{I}, \mathbb{R}^{m}\right)$ completed with its natural norm

$$
\|x\|:=\|x\|_{\infty}+\left\|(P x)^{\prime}\right\|_{\infty}, \quad x \in C_{N}^{1}
$$

becomes a Banach space. Note that the topology of this space is independent of the choice of projector function.

The map $\mathcal{L}$ is bounded, but does a bounded inverse exist?
Theorem 2.6 Let $\{A, B\}$ be index- $\mu$ tractable, $\mathcal{I}=\left[t_{0}, T\right]$. Then
(i) it holds that

$$
\begin{equation*}
\|x\| \leq K\left\{\sum_{j=0}^{\mu-1}\left\|q^{(j)}\right\|_{\infty}+\left|\Pi_{\mu} x\left(t_{0}\right)\right|\right\} \tag{2.26}
\end{equation*}
$$

for all solutions $x$ corresponding to sources $q \in C^{\mu-1}\left(\mathcal{I}, \mathbb{R}^{m}\right)$;
(ii) the $\operatorname{map} \mathcal{L}$ is injective;
(iii) $\mathcal{L}$ is surjective for $\mu=1$, but for $\mu>1 \operatorname{im}(\mathcal{L})$ becomes a nonclosed proper subset within $C \times M_{\mu}$.
Proof. The first assertion is obvious for $\mu=1$ and $\mu=2$ (cf. (2.6), (2.7) respectively (2.19)-(2.21)). In general, it can be verified by decoupling the DAE (Griepentrog and März 1989, Hansen 1989).

The injectivity of $\mathcal{L}$ is given by Theorem 2.5. Moreover, for $\mu=1$, Theorem 2.2 provides solvability for all continuous right-hand sides $q$, i.e. $\operatorname{im}(\mathcal{L})=C \times M_{\mu}$.

In the higher index cases, that is for $\mu \geq 2$, we have to assume that certain components of $q$ are continuously differentiable for solvability. However, the set of these functions is not closed in the continuous function space, but it is a nonclosed proper subset.

## Remarks

1 Inequality (2.26) is somewhat liberal. It could be stated more strictly but would take immense technical effort. To do this by means of the decoupling technique, those parts of $q$ which have to be differentiated have to be described precisely. In particular for $\mu=2$, the system (2.19)-(2.21) makes this transparent. There we have

$$
\operatorname{im}(\mathcal{L})=\left\{q \in C: Q_{1} A_{2}^{-1} q \in C^{1}\right\} \times M_{2}
$$

and

$$
\begin{equation*}
\|x\| \leq \tilde{K}\left\{\|q\|_{\infty}+\left\|\left(Q_{1} A_{2}^{-1} q\right)^{\prime}\right\|_{\infty}+\left|\Pi_{2} x\left(t_{0}\right)\right|\right\} . \tag{2.27}
\end{equation*}
$$

2 The inequalities

$$
\begin{equation*}
\|x\|_{\infty} \leq \bar{K}\left\{\sum_{j=1}^{\mu-1}\left\|q^{(j)}\right\|_{\infty}+\left|x\left(t_{0}\right)\right|\right\} \tag{2.28}
\end{equation*}
$$

are used in Hairer et al. (1989) to define the so-called perturbation index. In our framework, (2.28) as well as its sharper form (2.26) appear as secondary effects.

Corollary 2.7 If $\mu=1$, then the inverse of $\mathcal{L}$ is bounded, and $\mathcal{L}$ is a homeomorphism. If $\mu>1$, then the inverse of $\mathcal{L}$ becomes unbounded.

Proof. Since $\mathcal{L}$ is acting in Banach spaces, this assertion follows immediately from Theorem 2.6.

In other words, higher index DAEs ( $\mu>1$ ) become ill posed in Tichonov's sense in the given setting, i.e. the solutions do not depend continuously on the inputs. This has bad consequences for the numerical treatment. The unboundedness of $\mathcal{L}^{-1}$ makes the related discretized maps unstable.

At this point it should be recalled that the explanations in Section 1 concerning integration methods confirm the expected instability. On the other hand, in certain cases they cause us to be optimistic as they are only weak instabilities and we are to be able to handle them.

We conclude this section by emphasizing once more that the described decoupling of (2.1) should be understood as an appropriate technique for analysing large classes of DAEs and the precise behaviour of numerical methods.

It should also be possible to compute the projectors $Q_{j}(t)$ and matrices $A_{i}(t)$ at certain points $t$ in order to formulate the initial conditions and organize a numerical index-testing. However, in general the decoupling technique is not aimed at representing a numerical method.

### 2.2. DAEs as vector fields on manifolds

The most frequently used notion of an index of a general nonlinear DAE

$$
\begin{equation*}
f\left(x^{\prime}, x, t\right)=0 \tag{2.29}
\end{equation*}
$$

is the differentiation index, which goes back to the work of S.L. Campbell on linear DAEs with smooth coefficients (e.g. Campbell (1987), Brenan et al. (1989)).

Assuming $f$ and the respective solutions to be smooth enough we form
the system

$$
\left.\begin{array}{rl}
f\left(x^{\prime}, x, t\right) & =0  \tag{2.30}\\
\frac{\mathrm{~d}}{\mathrm{~d} t} f\left(x^{\prime}, x, t\right) & =\frac{\partial}{\partial x^{\prime}} f\left(x^{\prime}, x, t\right) x^{\prime \prime}+\cdots=0 \\
\vdots & \\
\frac{\mathrm{~d}^{\mu}}{\mathrm{d} t^{\mu}} f\left(x^{\prime}, x, t\right) & =\frac{\partial}{\partial x^{\prime}} f\left(x^{\prime}, x, t\right) x^{(\mu+1)}+\cdots=0
\end{array}\right\}
$$

by differentiating $\mu$ times. Consider (2.30) as a system in separate dependent variables $x^{\prime}, x^{\prime \prime}, \ldots, x^{(\mu+1)}$ with $x, t$ as independent variables.

Definition The DAE (2.29) has the differentiation index $\mu$ if there exists an integer $\mu$ such that system (2.30) can be solved for $x^{\prime}=H(x, t), H$ continuously differentiable, and $\mu$ is the smallest integer having this property.

We do not recommend carrying out this procedure in order to obtain the underlying regular ODE $x^{\prime}=H(x, t)$ in practice. This ODE does not give a good reflection of the qualitative behaviour of the original equation.

Example (Führer and Leimkuhler, 1989) The inherent regular ODE of the DAE

$$
\left.\begin{array}{r}
x_{1}^{\prime}-x_{2}+a x_{1}^{2}=0  \tag{2.31}\\
x_{2}-a x_{1}^{2}=0
\end{array}\right\}
$$

is $x_{1}^{\prime}=0$, and the origin represents a stable equilibrium (all solutions are stationary here). By differentiating once we formally obtain the system

$$
\left.\begin{array}{rl}
x_{1}^{\prime}-x_{2}+a x_{1}^{2} & =0 \\
x_{2}-a x_{1}^{2} & =0 \\
x_{1}^{\prime \prime}-x_{2}^{\prime}+2 a x_{1} x_{1}^{\prime} & =0 \\
x_{2}^{\prime}-2 a x_{1} x_{1}^{\prime} & =0
\end{array}\right\},
$$

which leads to

$$
\left.\begin{array}{l}
x_{1}^{\prime}=x_{2}-a x_{1}^{2}  \tag{2.32}\\
x_{2}^{\prime}=2 a x_{1}\left(x_{2}-a x_{1}^{2}\right)
\end{array}\right\}
$$

but now the origin is no longer stable.
System (2.30) suggests the idea of defining a compound function or a derivative array

$$
F_{\mu}\left(\bar{y}_{\mu}, x, t\right):=\left[\begin{array}{l}
f\left(y_{1}, x, t\right)  \tag{2.33}\\
\frac{\partial}{\partial x^{\prime}} f\left(y_{1}, x, t\right) y_{2}+\cdots \\
\vdots \\
\frac{\partial}{\partial x^{\prime}} f\left(y_{1}, x, t\right) y_{\mu+1}+\cdots
\end{array}\right]
$$

where $\bar{y}_{\mu}:=\left(y_{1}^{T}, \ldots, y_{\mu+1}^{T}\right)^{T} \in \mathbb{R}^{(\mu+1) m}$.
If we assume the Jacobian $H_{\mu}\left(\bar{y}_{\mu}, x, t\right):=\partial F_{\mu}\left(\bar{y}_{\mu}, x, t\right) / \partial \bar{y}_{\mu}$ has constant rank, we can form the constraint manifold of order $\mu$

$$
S_{\mu}:=\left\{(x, t) \in \mathbb{R}^{m} \times \mathbb{R}: F_{\mu}\left(\bar{y}_{\mu}, x, t\right)=0 \text { for a } \bar{y}_{\mu} \in \mathbb{R}^{(\mu+1) m}\right\}
$$

as well as

$$
\begin{aligned}
& M_{\mu}(x, t):=\left\{\bar{y}_{\mu} \in \mathbb{R}^{(\mu+1) m}: F_{\mu}\left(\bar{y}_{\mu}, x, t\right)=0\right\}, \\
& M_{\mu}^{1}(x, t):=\left\{y_{1} \in \mathbb{R}^{m}: \bar{y}_{\mu} \in M_{\mu}(x, t)\right\} \text { for }(x, t) \in S_{\mu} .
\end{aligned}
$$

Definition (Griepentrog, 1991) $f \in C^{\mu+1}\left(\mathbb{R}^{m} \times \mathbb{R}^{m} \times \mathbb{R}, \mathbb{R}^{m}\right)$ is called an index- $\mu$ mapping if $S_{\mu}$ is nonempty and $M_{\mu}(t, x)$ is a singleton for all $(t, x) \in$ $S_{\mu}$, and if $\mu$ is the smallest integer with these properties.

Clearly, DAE (2.29) has the differentiation index $\mu$ if $f$ is an index- $\mu$ mapping. However, now it becomes transparent that this DAE represents a vector field defined on $S_{\mu}$, namely

$$
v(x, t):=y_{1} \in M_{\mu}^{1}(x, t) \quad \text { for }(x, t) \in S_{\mu} .
$$

By definition, $f(v(x, t), x, t)=0$ holds for $(x, t) \in S_{\mu}$. The solution of each IVP

$$
\begin{equation*}
x^{\prime}(t)=v(x(t), t), \quad\left(x\left(t_{0}\right), t_{0}\right) \in S_{\mu} \tag{2.34}
\end{equation*}
$$

evolves in the manifold and solves the DAE. More precisely, the following assertion is proved in Griepentrog (1991).
Theorem 2.8 If (2.29) is an index- $\mu$ DAE, then all solutions proceed in the differentiable constraint manifold $S_{\mu}$. A vector field $v(x, t)$ is defined on $S_{\mu}$ and has the following properties:
(i) $v$ is continuously differentiable; and
(ii) the solutions of (2.29) are identical with the solutions of the IVPs (2.34).

Remark Griepentrog (1991) describes both the manifold $S_{\mu}$ and the vector field $v$ in detail by means of the rank theorem. These investigations are closely related to the differential-geometric concepts of regular DAEs in Reich (1990) and Rabier and Rheinboldt (1991). However, these studies are still in an early phase, but they are very promising and are aimed at making the results of differential geometry applicable to numerical treatment.
Return shortly to the trivial example (2.31). Now, it appears to be an index-1 equation, whereby

$$
S_{1}:=\left\{(x, t) \in \mathbb{R}^{2} \times \mathbb{R}: x_{2}-a x_{1}^{2}=0\right\},
$$

and $M_{1}^{1}(x, t)=\{0\}$ for all $(x, t) \in S_{1}$.
We would like to direct attention to an essential detail of this index definition as well as of Theorem 2.8, namely the condition that the Jacobian of the
compound function (2.33) has constant rank. If this property is lost, different singularities may arise, as is illustrated by the next two easy examples, which model certain $R C$ circuits (Chua and Deng, 1989).

Examples Consider the DAEs

$$
\begin{equation*}
x_{1}^{\prime}-x_{2}=0, \quad x_{1}-x_{2}^{3}=0 \tag{2.35}
\end{equation*}
$$

and

$$
\begin{equation*}
x_{1}^{\prime}+x_{2}=0, \quad x_{1}-x_{2}^{3}=0 . \tag{2.36}
\end{equation*}
$$




In both cases the Jacobian $H_{1}\left(\bar{y}_{1}, x, t\right)=\partial F_{1}\left(\bar{y}_{1}, x, t\right) / \partial \bar{y}_{1}$ has constant rank 3 for $x_{2} \neq 0$, but it suffers from a rank deficiency at $x_{2}=0$. In any case, the origin becomes a stationary solution. Besides the trivial solution, (2.35) has the solution $x_{1}(t)=\left(\frac{2}{3} t\right)^{3 / 2}, x_{2}(t)=\left(\frac{2}{3} t\right)^{1 / 2}$, which starts at the origin. On the other hand, (2.36) has no solutions coming out of the origin, but $x_{1}(t)=\left(1-\frac{2}{3} t\right)^{3 / 2}, x_{2}(t)=\left(1-\frac{2}{3} t\right)^{1 / 2}$ starts at $(1,1)$ for $t=0$, and ends, for $t=\frac{3}{2}$, at the origin.

### 2.3. Many open questions are left

What do the differentiation index and the tractability index have to do with each other. At first glance seemingly nothing. Let us consider the matter in the case of homogeneous linear DAEs in Kronecker canonical normal form (1.4), (1.5). In this case we obtain

$$
F_{1}\left(y_{1}, y_{2}, x, t\right)=\left[\begin{array}{cccc}
I & 0 & 0 & 0 \\
0 & J & 0 & 0 \\
W & 0 & I & 0 \\
0 & I & 0 & J
\end{array}\right]\left[\begin{array}{c}
u^{\prime} \\
v^{\prime} \\
u^{\prime \prime} \\
v^{\prime \prime}
\end{array}\right]+\left[\begin{array}{cc}
W & 0 \\
0 & I \\
0 & 0 \\
0 & 0
\end{array}\right]\left[\begin{array}{l}
u \\
v
\end{array}\right]
$$

where

$$
\begin{aligned}
& y_{1}=: {\left[\begin{array}{c}
u^{\prime} \\
v^{\prime}
\end{array}\right] \quad y_{2}=:\left[\begin{array}{l}
u^{\prime \prime} \\
v^{\prime \prime}
\end{array}\right] \quad x=:\left[\begin{array}{l}
u \\
v
\end{array}\right] } \\
& S_{1}:=\left\{(x, t) \in \mathbb{R}^{m} \times \mathbb{R}: v \in \operatorname{im} J\right\}
\end{aligned}
$$

and $M_{1}^{1}(x, t)$ is a singleton if and only if

$$
J v^{\prime}=0, \quad v^{\prime}+J v^{\prime \prime}=0
$$

implies $v^{\prime}=0$, that is $J=0$, ind $J=1$.
In general, for linear DAEs (2.1), the different index notations are related to different smoothness requirements with respect to the coefficients $A, B$, $q$; however, they are identical in essence.
Theorem 2.9 Each linear DAE (2.1) with a differentiation index $\mu_{\mathrm{D}}$ also has a global Kronecker normal form index $\mu_{\mathrm{K}}=\mu_{\mathrm{D}}$. Each DAE (2.1) having a global index $\mu_{\mathrm{K}}$ is tractable with index $\mu_{\mathrm{T}}=\mu_{\mathrm{K}}$.
For the technically expensive proof we refer to Hansen (1990), Griepentrog and März (1989) and Griepentrog (1991).

For linear equations, the concept of index- $\mu$ tractability seems to be the most general one. But, how is the index- $\mu$ tractability to be defined for nonlinear DAEs? First, this concept is based upon another notion of solution, which can also be reasonably applied to nonlinear equations (2.29) under certain assumptions.
Assumption 2.10 Let the function $f \in C\left(\mathcal{G}, \mathbb{R}^{m}\right)$, where $\mathcal{G}=\mathbb{R}^{m} \times \mathcal{D} \times$ $\mathcal{I} \subseteq \mathbb{R}^{m} \times \mathbb{R}^{m} \times \mathbb{R}$ is an open set and $f_{y}^{\prime}(y, x, t), f_{x}^{\prime}(y, x, t) \in L\left(\mathbb{R}^{m}\right)$ exist for all $(y, x, t) \in \mathcal{G}$, and $f_{y}^{\prime}, f_{x}^{\prime} \in C\left(\mathcal{G}, L\left(\mathbb{R}^{m}\right)\right)$.

Suppose that the null space of $f_{y}^{\prime}(y, x, t)$ is independent of $(y, x)$, i.e.

$$
\begin{equation*}
N(t):=\operatorname{ker} f_{y}^{\prime}(y, x, t), \quad(y, x, t) \in \mathcal{G} \tag{2.37}
\end{equation*}
$$

Let $N(t)$ be smooth in $t$. Let $Q \in C^{1}\left(\mathcal{I}, L\left(\mathbb{R}^{m}\right)\right)$ denote the corresponding projector function onto $N$ and set $P:=I-Q$.

In most applications we know, the null space $N(t)$ is kept constant.
Due to Assumption 2.10, the identity

$$
\begin{aligned}
& f(y, x, t)-f(P(t) y, x, t) \\
& \quad=\int_{0}^{1} f_{y}^{\prime}(s y+(1-s) P(t) y, x, t) Q(t) d s=0, \quad(y, x, t) \in \mathcal{G}
\end{aligned}
$$

becomes true. Consequently, (2.29) may be rewritten as

$$
\begin{equation*}
f\left((P x)^{\prime}(t)-P^{\prime}(t) x(t), x(t), t\right)=0 \tag{2.38}
\end{equation*}
$$

hence the function space to which the solutions of (2.29) should belong again appears to be

$$
C_{N}^{1}\left(\mathcal{I}_{0}, \mathbb{R}^{m}\right):=\left\{x \in C\left(\mathcal{I}_{0}, \mathbb{R}^{m}\right): P x \in C^{1}\left(\mathcal{I}_{0}, \mathbb{R}^{m}\right)\right\}
$$

where $\mathcal{I}_{0} \subseteq \mathcal{I}$ is a certain interval.
This space seems to be very natural. If $x_{*} \in C_{N}^{1}\left(\mathcal{I}_{0}, \mathbb{R}^{m}\right)$ is any given
function whose trajectory remains in $\mathcal{G}$, then the equation linearized along $x_{*}(t)$ has continuous coefficients

$$
\begin{aligned}
A_{*}(t) & =f_{y}^{\prime}(\zeta(t)), \quad B_{*}(t)=f_{x}^{\prime}(\zeta(t)), \\
\zeta(t) & :=\left(\left(P x_{*}\right)^{\prime}(t)-P^{\prime}(t) x_{*}(t), x_{*}(t), t\right) \in \mathcal{G},
\end{aligned}
$$

and the null space of $A_{*}(t)$ is again $N(t)$.
It should also be mentioned that the given nontrivial solutions of the examples (2.35) and (2.36) do not belong to

$$
C^{1}\left([0, \infty), \mathbb{R}^{2}\right)
$$

but to

$$
C_{N}^{1}\left([0, \infty), \mathbb{R}^{2}\right)
$$

Does it make sense to define the notion of index- $\mu$ tractability via linearization?

Definition Suppose (2.29) satisfies Assumption 2.10, and $x_{*} \in C_{N}^{1}\left(\mathcal{I}_{0}, \mathbb{R}^{m}\right)$ is given, $\mathcal{I}_{*}:=\left\{\zeta(t): t \in \mathcal{I}_{0}\right\} \subset \mathcal{G}$. The DAE (2.29) is said to be transferable or index-1 tractable around $x_{*}$ if the pair $\left\{A_{*}, B_{*}\right\}$ is index- 1 tractable.
Lemma $2.11\left\{A_{*}, B_{*}\right\}$ becomes index-1 tractable if and only if the matrix

$$
\begin{equation*}
G(y, x, t):=f_{y}^{\prime}(y, x, t)+f_{x}^{\prime}(y, x, t) Q(t) \tag{2.39}
\end{equation*}
$$

remains nonsingular for all ( $y, x, t$ ) from a neighbourhood $\mathcal{N} \subseteq \mathcal{G}$ of $\mathcal{T}_{*}$.
Proof. Let $\left\{A_{*}, B_{*}\right\}$ be index-1 tractable, that means that $A_{1}:=A_{*}+\left(B_{*}-\right.$ $\left.A_{*} P^{\prime}\right) Q$ is nonsingular, then $G_{*}:=A_{*}+B_{*} Q=A_{1}+A_{*} P^{\prime} Q=A_{1}\left(I+P P^{\prime} Q\right)$ is also nonsingular. Next, $G(y, x, t)$ becomes nonsingular for all $(y, x, t) \in \mathcal{T}_{*}$, because of

$$
G_{*}(t)=G(\zeta(t)), \quad t \in \mathcal{I}
$$

Since $G$ depends continuously on its arguments, there is a neighbourhood $\mathcal{N}$ of $\mathcal{T}_{*}$ where $G(y, x, t)$ remains nonsingular. Now the assertion is evident.

Theorem 2.12 Let $x_{*} \in C_{N}^{1}\left(\left[t_{0}, T\right], \mathbb{R}^{m}\right)$ solve the DAE (2.29). Let (2.29) be transferable around $x_{*}$. Then, for any given $q \in C\left(\left[t_{0}, T\right], \mathbb{R}^{m}\right), x^{0} \in \mathbb{R}^{m}$ the IVP

$$
\left.\begin{array}{rl}
f\left(x^{\prime}(t), x(t), t\right) & =' q(t)  \tag{2.40}\\
P\left(t_{0}\right)\left(x\left(t_{0}\right)-x^{0}\right) & =0
\end{array}\right\}
$$

is uniquely solvable on $C_{N}^{1}\left(\left[t_{0}, T\right], \mathbb{R}^{m}\right)$, provided that $\|q\|_{\infty}$ and $\mid P\left(t_{0}\right)\left(x^{0}-\right.$ $\left.x_{*}\left(t_{0}\right)\right) \mid$ are sufficiently small.

Moreover,

$$
\left\|x-x_{*}\right\| \leq K\left\{\|q\|_{\infty}+\left|P\left(t_{0}\right)\left(x^{0}-x_{*}\left(t_{0}\right)\right)\right|\right\}
$$

is valid with constant $K$.
Proof. Denote shortly $C_{N}^{1}:=C_{N}^{1}\left(\left[t_{0}, T\right], \mathbb{R}^{m}\right), C:=C\left(\left[t_{0}, T\right], \mathbb{R}^{m}\right)$. For $x \in C_{N}^{\mathbf{1}}, q \in C, \beta \in \operatorname{im}\left(P\left(t_{0}\right)\right)$ with

$$
\begin{array}{r}
\left\|x-x_{*}\right\| \leq \varrho, \quad\|q\|_{\infty} \leq \varrho, \quad\left|\beta-\beta_{*}\right| \leq \varrho \\
\beta_{*}:=P\left(t_{0}\right) x_{*}\left(t_{0}\right), \quad \varrho>0 \quad \text { sufficiently small },
\end{array}
$$

we define the $\operatorname{map} \mathcal{F}$ by

$$
\mathcal{F}(x, q, \beta):=\left(f\left((P x)^{\prime}(\cdot)-P^{\prime}(\cdot) x(\cdot), x(\cdot), \cdot\right)-q(\cdot), P\left(t_{0}\right) x\left(t_{0}\right)-\beta\right)
$$

$\mathcal{F}$ maps a ball within $C_{N}^{1} \times C \times \operatorname{im} P\left(t_{0}\right)$ into $C \times \operatorname{im} P\left(t_{0}\right)$, it is continuously differentiable and, in particular for $z \in C_{N}^{1}$,

$$
\mathcal{F}_{x}^{\prime}\left(x_{*}, 0, \beta_{*}\right) z=\left(A_{*}\left((P z)^{\prime}-P^{\prime} z\right)+B_{*} z, P\left(t_{0}\right) z\left(t_{0}\right)\right) .
$$

holds. Trivially, $\mathcal{F}\left(x_{*}, 0, \beta_{*}\right)=0$. Due to Corollary 2.7 (cf. also Theorem 2.2), $\mathcal{F}_{x}^{\prime}\left(x_{*}, 0, \beta_{*}\right)$ is a homeomorphism, hence it remains to apply the Implicit Function Theorem.

## Remarks

1 To obtain the fully consistent initial value $x_{0}:=x\left(t_{0}\right)$ related to the IVP (2.40) the system

$$
\left.\begin{array}{r}
f\left(y_{0}, x_{0}, t_{0}\right)-q\left(t_{0}\right)=0 \\
P\left(t_{0}\right)\left(x_{0}-x^{0}\right)+Q\left(t_{0}\right) y_{0}=0
\end{array}\right\}
$$

will be helpful (cf. Theorem 2.3). The Jacobian of this system is nonsingular because of the index-1 requirement.
2 Let $\left(y_{0}, x_{0}, t_{0}\right) \in \mathcal{G}$ be given, and let $G\left(y_{0}, x_{0}, t_{0}\right)$ be nonsingular. Rewrite $f(y, x, t)=f(w, u+Q(t) w, t)=: \tilde{f}(w, u, t)$ where new variables $w=P(t) y+Q(t) x, u=P(t) x$ are introduced.

Clearly, since $\tilde{f}\left(w_{0}, u_{0}, t_{0}\right)=0$, and $\tilde{f}_{w}^{\prime}\left(w_{0}, u_{0}, t_{0}\right)=G\left(y_{0}, x_{0}, t_{0}\right)$ is nonsingular, due to the Implicit Function Theorem there exists a continuous function $w(u, t)$ with continuous partial Jacobian $w_{u}^{\prime}(u, t)$, satisfying $\tilde{f}(w, u, t)=0$. Then, it is easy to check that (cf. (2.9))

$$
\begin{equation*}
x(t)=u(t)+Q(t) w(u(t), t) \tag{2.41}
\end{equation*}
$$

represents a solution of $f\left(x^{\prime}, x, t\right)=0$ passing through $\left(x_{0}, t_{0}\right)$, whereby $u$ denotes the solution of the inherent regular IVP

$$
\begin{align*}
u^{\prime}(t)-P^{\prime}(t) u(t) & =P(t)\left(I+P^{\prime}(t)\right) w(u(t), t)  \tag{2.42}\\
u\left(t_{0}\right) & =P\left(t_{0}\right) x_{0}
\end{align*}
$$

3 Supposing that $G(y, x, t)$ remains nonsingular for all $(y, x, t) \in \mathcal{G}$, we immediately know that

$$
S_{1}:=\left\{(x, t) \in \mathcal{D} \times \mathcal{I}: f(y, x, t)=0 \text { for a } y \in \mathbb{R}^{m}\right\}
$$

is the manifold of consistent initial values. Comparing this with the matters related to understanding DAEs as vector fields on manifolds we feel the smoothness demanded there to be difficult to realise.
In our examples (2.35), (2.36) we compute $G(y, x, t)$ to be equal to

$$
\left[\begin{array}{cc}
1 & -1 \\
0 & -3 x_{2}^{2}
\end{array}\right] \text { respectively }\left[\begin{array}{cc}
1 & 1 \\
0 & -3 x_{2}^{2}
\end{array}\right]
$$

This shows that the transferability matrix may be used as a tool for detecting singularities numerically.

Unfortunately, the situation becomes much more complicated for higher indexes. According to Theorem 2.6 and Corollary 2.7 linear DAEs with an index- $\mu$-tractable coefficient pair $\left\{A_{*}, B_{*}\right\}, \mu>1$, result in ill posed IVPs, i.e. they have discontinuous inverse mappings in the given topologies. Now, the standard arguments used in Theorem 2.12 no longer apply because the derivative $\mathcal{F}_{x}^{\prime}\left(x_{*}, 0, \beta_{*}\right)$ does not have a continuous inverse.

By means of the following example we want to elucidate that Theorem 2.12 cannot be saved for the index-2 case even if $P\left(t_{0}\right) P_{1}\left(t_{0}\right)$ is appropriately used instead of $P\left(t_{0}\right)$ (cf. Theorem 2.5), and if only $q$ from $C^{1}$ is admissible.

Example (Chua and Deng, 1989; März, 1991) Consider the system

$$
\begin{equation*}
x_{1}^{\prime}=x_{3}^{2}, \quad x_{2}^{\prime}=-x_{3}, \quad x_{3}^{3}+x_{2} x_{3}+x_{1}=0 \tag{2.43}
\end{equation*}
$$

$x_{*}(t)=\left(2\left(\frac{t}{6}+1\right)^{3},-3\left(\frac{t}{6}+1\right)^{2}, \frac{t}{6}+1\right)^{T}$ solves this DAE, and

$$
A_{*}(t)=\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & 1 & 0 \\
0 & 0 & 0
\end{array}\right], \quad B_{*}(t)=\left[\begin{array}{ccc}
0 & 0 & -\frac{1}{3} t-2 \\
0 & 0 & 1 \\
1 & \frac{1}{6} t+1 & 0
\end{array}\right]
$$

form an index-2-tractable pair $\left\{A_{*}, B_{*}\right\}$. However, e.g.,

$$
x(t)=(2+t,-3-t, 1)^{T}
$$

represents another solution, and $x_{*}(0)=x(0)$ holds, i.e. certain bifurcation phenomena arise. The respective matrix (2.39)

$$
G(y, x, t)=\left[\begin{array}{ccc}
1 & 0 & -2 x_{3} \\
0 & 1 & 1 \\
0 & 0 & x_{2}+3 x_{3}^{2}
\end{array}\right]
$$

is nonsingular for $x_{2}+3 x_{3}^{2} \neq 0$. Thus, equation (2.43) represents an index-1 DAE everywhere, where $x_{2}+3 x_{3}^{2} \neq 0$ holds. The whole thing should be understood as an index-1 DAE with a singularity at $x_{2}+3 x_{3}^{2}=0$.

We might possibly overcome these problems by making the following definition: The nonlinear DAE (2.29) is called index- $\mu$ tractable around $x_{*}$ if for all $x \in\left\{\tilde{x} \in C_{N}^{1}:\left\|\tilde{x}-x_{*}\right\|<\varrho\right\}, \varrho$ sufficiently small, the respective pairs $\{A, B\}$ are index- $\mu$ tractable. However, how can this be checked?

Finally, we are also interested in conditions that can be treated numerically, such as those provided by Lemma 2.11 for instance. So far, statements have only been successfully made for index-2 equations (cf. Lemma 3.5) and for special index-3 equations (e.g. März, 1989). In these cases it has also been successfully proved that the differentiation index and the tractability index coincide identically except for smoothness.

On the other hand, the approach of considering higher index DAEs as differential equations on manifolds seems to be easier to grasp and handle. In particular, this is true for DAEs with a special structure, e.g. those of Hessenberg form. In this respect, interesting results are to be expected. However, a uniform analysis of DAEs with natural smoothness is still out of sight.

## 3. Numerical integration methods

### 3.1. General remarks on the $B D F$

The integration method used most frequently for regular as well as for singular implicit equations

$$
\begin{equation*}
f\left(x^{\prime}(t), x(t), x(t)\right)=0 \tag{3.1}
\end{equation*}
$$

is the BDF. It is well known that there are powerful codes like DASSL (cf. Brenan et al. (1989)) which treat large classes of DAEs well.

On the other hand, the following example shows that BDFs may fail even in very simple cases. Thus, in this section we try to clarify the related problems together with possible ways out.

Example The DAE

$$
\left[\begin{array}{ccc}
0 & 1 & 0  \tag{3.2}\\
0 & \eta t & 1 \\
0 & 0 & 0
\end{array}\right] x^{\prime}(t)+\left[\begin{array}{ccc}
1 & 0 & 0 \\
0 & \eta+1 & 0 \\
0 & \eta t & 1
\end{array}\right] x(t)=q(t)
$$

has global index-3 for all parameter values $\eta \in \mathbb{R}$. The leading coefficient matrix also has constant null space and constant image space. Table 1 shows results generated by BDFs with different constant step-sizes $h$ and consistent starting values for parameter values $\eta=0,-0.5$ and 2.0 , respectively.

The exact solution is

$$
x_{1}(t)=\mathrm{e}^{-t} \sin t, \quad x_{2}(t)=\mathrm{e}^{-2 t} \sin t, \quad x_{3}(t)=\mathrm{e}^{-t} \cos t
$$

and $[0,0.1]$ is the integration interval. The absolute errors at $t=0.1$ arising in the components of the solution belonging to the null space $\operatorname{ker} A(t)$ and the other one are given separately.

Note that for $\eta=0$ we have a linear constant coefficient equation as discussed in Section 1. Obviously, the null space component is particularly

Table 1

|  | $\eta=-0.5$ |  | $\eta=0$ |  | $\eta=2.0$ |  |
| :--- | :---: | :---: | :---: | :---: | :---: | :---: |
|  | $P x$ | $Q x$ | $P x$ | $Q x$ | $P x$ | $Q x$ |
| $\mathrm{BDF}_{2}$ |  |  |  |  |  |  |
| $2.5-2$ | $3 .-2$ | $3 .+0$ | $3 .-4$ | $4 .-3$ | $1 .-4$ | $5 .-2$ |
| $3.1-3$ | $3 .+7$ | $2 .+10$ | $5 .-6$ | $6 .-5$ | $1 .-5$ | $2 .-5$ |
| $7.8-4$ | $1 .+43$ | $3 .+46$ | $3 .-7$ | $4 .-6$ | $1 .-6$ | $2 .-6$ |
| $3.9-4$ | - | - | $8 .-8$ | $1 .-6$ | $2 .-7$ | $5 .-7$ |
| $1.9-4$ | - | - | $2 .-8$ | $2 .-7$ | $6 .-8$ | $1 .-7$ |
| $9.7-5$ | - | - | $5 .-9$ | $9 .-9$ | $1 .-8$ | $3 .-8$ |
| $\mathrm{BDF}_{3}$ |  |  |  |  |  |  |
| $2.5-2$ | - | - | $1 .-5$ | $2 .-2$ | $1 .-3$ | $8 .-2$ |
| $3.1-3$ | - | - | $3 .-8$ | $1 .-7$ | $3 .-4$ | $1 .-2$ |
| $7.8-4$ | - | - | $4 .-10$ | $2 .-9$ | $1 .-1$ | $1 .+2$ |
| $3.9-4$ | - | - | $5 .-11$ | $1 .-8$ | $3 .+3$ | $4 .+6$ |
| $1.9-4$ | - | - | $5 .-12$ | $3 .-8$ | $6 .+12$ | $2 .+16$ |
| $9.7-5$ | - | - | $9 .-13$ | $1 .-7$ | $1 .+32$ | $1 .+36$ |
| $\mathrm{BDF}_{6}$ |  |  |  |  |  |  |
| $3.1-3$ | - | - | $2 .-13$ | $3 .-9$ | - | - |
| $7.8-4$ | - | - | $5 .-13$ | $2 .-8$ | - | - |
| $3.9-4$ | - | - | $4 .-12$ | $3 .-8$ | - | - |
| $1.9-4$ | - | - | $2 .-12$ | $2 .-7$ | - | - |
| $9.7-5$ | - | - | $4 .-12$ | $4 .-6$ | - | - |

$$
(\sigma=1 .-16)
$$

affected by round-off errors. Furthermore, order expectations do not become true in practice.

Before we investigate the BDF applied to DAEs (3.1) we describe this class of DAEs in more detail. Assume DAE (3.1) satisfies Assumption 2.10 and, in particular,

$$
\begin{equation*}
N(t):=\operatorname{ker} f_{y}^{\prime}(y, x, t), \quad(y, x, t) \in \mathcal{G} \tag{3.3}
\end{equation*}
$$

Let $Q \in C^{1}\left(\mathcal{I}, L\left(\mathbb{R}^{m}\right)\right)$ denote the corresponding projector function onto $N, P:=I-Q$. Recall that Assumption 2.10 allows equation (3.1) to be rewritten as

$$
\begin{equation*}
f\left((P x)^{\prime}(t)-P^{\prime}(t) x(t), x(t), t\right)=0 \tag{3.4}
\end{equation*}
$$

thus the function space to which the solutions of (3.4) should belong again appears to be

$$
C_{N}^{1}\left(\mathcal{I}_{0}, \mathbb{R}^{m}\right):=\left\{x \in C\left(\mathcal{I}_{0}, \mathbb{R}^{m}\right): P x \in C^{1}\left(\mathcal{I}_{0}, \mathbb{R}^{m}\right)\right\}
$$

where $\mathcal{I}_{0} \subseteq \mathcal{I}$.

We now ask how integration methods approximate solutions of (3.4) and (3.1). For this purpose, we assume here that solutions exist, say on the interval $\mathcal{I}_{0}=\left[t_{0}, T\right]$. However, it should be mentioned once more that a comprehensive analysis of nonlinear DAEs is only in its infancy. Very interesting problems remain to be solved. In particular, solvability is closely related to the description of the set of consistent initial values.
Assume $x_{*} \in C_{N}^{1}:=C_{N}^{1}\left(\left[t_{0}, T\right], \mathbb{R}^{m}\right)$ solves DAE (3.1). Let $\mathcal{B}\left(x_{*}, \varrho_{0}\right) \subseteq C_{N}^{1}$ denote a small ball around $x_{*}$ within $C_{N}^{1}$ such that $x(t) \in \mathcal{D}$ for $t \in\left[t_{0}, T\right]$, and for all $x \in \mathcal{B}\left(x_{*}, \varrho_{0}\right)$. Introduce the map

$$
\mathcal{F}: \mathcal{B}\left(x_{*}, \varrho_{0}\right) \subseteq C_{N}^{1} \rightarrow C:=C\left(\left[t_{0}, T\right]\right)
$$

by means of

$$
\begin{align*}
&(\mathcal{F} x)(t):=f\left((P x)^{\prime}(t)-P^{\prime}(t) x(t), x(t), t\right), \\
& t \in\left[t_{0}, T\right], x \in \mathcal{B}\left(x_{*}, \varrho_{0}\right) . \tag{3.5}
\end{align*}
$$

The map is continuously differentiable; and its Frechet derivative at $x_{*}$ is given by

$$
\begin{align*}
&\left(\mathcal{F}^{\prime}\left(x_{*}\right) z\right)(t):=A_{*}(t)\left((P z)^{\prime}(t)-P^{\prime}(t) z(t)\right)+B_{*}(t) z(t), \\
& t \in\left[t_{0}, T\right], z \in C_{N}^{1}, \tag{3.6}
\end{align*}
$$

where

$$
\begin{aligned}
A_{*}(t) & :=f_{y}^{\prime}(\zeta(t)), B_{*}(t):=f_{x}^{\prime}(\zeta(t)), \\
\zeta(t) & :=\left(\left(P x_{*}\right)^{\prime}(t)-P^{\prime}(t) x_{*}(t), x_{*}(t), t\right) .
\end{aligned}
$$

Let the interval $\left[t_{0}, T\right]$ be partitioned by

$$
\pi: t_{0}<t_{1}<\cdots<t_{N}=T .
$$

Denote by $h, \underline{h}$ the maximal and minimal step-sizes of $\pi$, respectively, and $h_{j}:=t_{j}-t_{j-1}$. Given starting values $x_{0}, \ldots, x_{s-1}$, we apply the variable step-size BDF to (3.1), i.e.

$$
\begin{equation*}
f\left(\frac{1}{h_{j}} \sum_{i=0}^{s} \alpha_{j i} x_{j-i}, x_{j}, t_{j}\right)=0, \quad j=s, \ldots, N \tag{3.7}
\end{equation*}
$$

expecting $x_{j}$ to become an approximation of the true solution value $x_{*}\left(t_{j}\right)$.

Introduce the map

$$
\begin{aligned}
\mathcal{F}_{\pi} z:= & {\left[\begin{array}{l}
z_{0}-x_{0} \\
z_{s-1}-x_{s-1} \\
f\left(\frac{1}{h_{s}} \sum_{i=0}^{s} \alpha_{s i} z_{s-i}, z_{s}, t_{s}\right) \\
\vdots \\
f\left(\frac{1}{h_{N}} \sum_{i=0}^{s} \alpha_{N i} z_{N-i}, z_{N}, t_{N}\right)
\end{array}\right], } \\
& z \in \mathbb{R}^{m(N+1)}, \quad\left|z_{j}-x_{*}\left(t_{j}\right)\right|<\varrho_{0}, \quad j=0,1, \ldots, N,
\end{aligned}
$$

which represents the discretized map corresponding to the BDF. $\mathcal{F}_{\pi}$ acts within $\mathbb{R}^{m(N+1)}$. Then denote

$$
x_{\pi}^{*}=\left[\begin{array}{c}
x_{*}\left(t_{0}\right) \\
\vdots \\
x_{*}\left(t_{N}\right)
\end{array}\right] \in \mathbb{R}^{m(N+1)}
$$

and compute the Jacobian

$$
\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right)=\left[\begin{array}{cccccc}
I & & & & & \\
& \ddots & & & & \\
& & I & & & \\
\frac{\alpha_{s s}}{h_{s}} A_{s}^{*} & \cdots & \frac{\alpha_{s 1}}{h_{s}} A_{s}^{*} & F_{s}^{*} & & \\
& \ddots & & & \ddots & \\
& & \frac{a_{N s}}{h_{N}} A_{N}^{*} & \cdots & \frac{a_{N 1}}{h_{N}} A_{N}^{*} & F_{N}^{*}
\end{array}\right] \in L\left(\mathbb{R}^{m(N+1)}\right)
$$

whereby

$$
A_{j}^{*}:=f_{y}^{\prime}\left(\eta_{j}\right), \quad F_{j}^{*}:=\frac{\alpha_{j o}}{h_{j}} A_{j}^{*}+f_{x}^{\prime}\left(\eta_{j}\right)
$$

and

$$
\eta_{j}:=\left(P\left(t_{j}\right) \frac{1}{h_{j}} \sum_{i=0}^{s} \alpha_{j i} x_{*}\left(t_{j-i}\right), x_{*}\left(t_{j}\right), t_{j}\right)
$$

Complete $\mathbb{R}^{m(N+1)}$ with respect to the norms

$$
\begin{aligned}
\|z\|_{\infty} & :=\max \left\{\left|z_{i}\right|: i=0,1, \ldots, N\right\} \\
\|z\|_{\pi} & :=\|z\|_{\infty}+\max \left\{\left\{\left.\frac{1}{h_{j}} \sum_{i=0}^{s} \alpha_{j i} P\left(t_{j-i}\right) z_{j-i} \right\rvert\,: j=s, \ldots, N\right\}\right.
\end{aligned}
$$

which are consistent with the norms of $C$ and $C_{N}^{1}$, respectively. We then
use the matrix norms

$$
\begin{aligned}
\|G\|_{\pi} & :=\max \left\{\|G z\|_{\pi}:\|z\|_{\infty}=1\right\} \\
\|G\|_{\pi} & :=\max \left\{\|G z\|_{\infty}:\|z\|_{\pi}=1\right\}, \quad G \in L\left(\mathbb{R}^{m(N+1)}\right)
\end{aligned}
$$

Let $\mathcal{B}_{\pi}\left(x_{\pi}^{*}, \varrho\right):=\left\{z \in \mathbb{R}^{m(N+1)}:\left\|z-x_{\pi}^{*}\right\|_{\pi}<\varrho\right\}$.
In the following we use grids $\pi$ belonging to a given grid class $\Pi$, e.g. the class of locally uniform grids with given constants $c_{1}, c_{2}, h_{\text {max }}$, such that $c_{1} h_{j-1} \leq h_{j} \leq c_{2} h_{j-1}, h \leq h_{\max }$, for all $j$ and all $\pi \in \Pi$. The smallest grid class in which we are interested is the set $\Pi_{\text {equ }}$ of all sufficiently fine equidistant grids; however we always assume $\Pi_{\text {equ }} \subseteq \Pi$.

Definition The BDF (3.7) is stable for (3.1) on grid class II if there exist constants $S>0, \varrho>0$ such that for arbitrary $\pi \in \Pi$ the inequality

$$
\begin{equation*}
\|z-\bar{z}\|_{\pi} \leq S\left\|\mathcal{F}_{\pi} z-\mathcal{F}_{\pi} \bar{z}\right\|_{\infty} \tag{3.8}
\end{equation*}
$$

is satisfied for all $z, \tilde{z} \in \mathcal{B}_{\pi}\left(x_{\pi}^{*}, \varrho\right)$.
Definition The BDF (3.7) is weakly unstable for (3.1) on $\Pi$ if the inequality

$$
\begin{equation*}
\|z-\bar{z}\|_{\pi} \leq S \underline{h}^{-\gamma}\left\|\mathcal{F}_{\pi} z-\mathcal{F}_{\pi} \bar{z}\right\|_{\infty} \tag{3.9}
\end{equation*}
$$

is valid for all $z, \bar{z} \in \mathcal{B}_{\pi}\left(x_{\pi}^{*}, \varrho_{\pi}\right), \pi \in \Pi$, where $S>0, \gamma>0$ are constants but $\varrho_{\pi}>0$ may depend on the chosen grid $\pi ; \gamma$ is said to be the order of instability.

Then, introduce the local discretization error $\tau_{\pi}:=\mathcal{F}_{\pi} x_{\pi}^{*}$. Clearly, its first components $\tau_{j}, j=0, \ldots, s-1$, represent the errors in the starting values, but

$$
\tau_{j}=f\left(\frac{1}{h_{j}} \sum_{i=0}^{s} \alpha_{j i} x_{*}\left(t_{j-i}\right), x_{*}\left(t_{j}\right), t_{j}\right) \quad \text { for } j=s, \ldots, N
$$

Surely, the point of interest is the so-called global error

$$
\varepsilon_{\pi}:=x_{\pi}^{*}-x_{\pi}
$$

where $x_{\pi} \in \mathbb{R}^{m(N+1)}$ consists of the components $x_{0}, x_{1}, \ldots, x_{N} \in \mathbb{R}^{m}$. Note that $\varepsilon_{j}=\tau_{j}$ for $j=0,1, \ldots, s-1$.

Recall some standard arguments from discretization theory (e.g. Keller (1975)), which we apply and modify, appropriately.

1 First of all, if the $x_{j}, j \geq s$ in (3.7) exist and $x_{\pi} \in \mathcal{B}_{\pi}\left(x_{\pi}^{*}, \varrho\right)$, then stability implies the error estimate

$$
\left\|\varepsilon_{\pi}\right\|_{\pi} \leq S\left\|\tau_{\pi}\right\|_{\infty}
$$

hence

$$
\begin{equation*}
\max _{j \geq 0}\left|x_{*}\left(t_{j}\right)-x_{j}\right| \leq S\left\{\max _{j \leq s-1}\left|x_{*}\left(t_{j}\right)-x_{j}\right|+\max _{j \geq s}\left|\tau_{j}\right|\right\} \tag{3.10}
\end{equation*}
$$

2 Then, it is sufficient for stability that there exists a uniform bound $S_{1}$,

$$
\begin{equation*}
\left\|\left(\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right)\right)^{-1}\right\|_{\pi} \leq S_{1}, \quad \pi \in \Pi \tag{3.11}
\end{equation*}
$$

3 Assuming stability, for sufficiently small $h_{\max }$ and $\varrho$, the equation

$$
\mathcal{F}_{\pi} z=0
$$

has exactly one solution $x_{\pi}$ on $\mathcal{B}_{\pi}\left(x_{\pi}^{*}, \varrho\right)$, which can be computed by the Newton method.
4 (3.11) can be proved by permuting linearization and discretization, and using the Banach lemma.
Under which conditions do these standard arguments remain valid when the BDF is applied to DAEs?

In Section 1 we have learnt that, in higher index cases, some weak instabilities should be expected. Is it possible to carry over these standard arguments then? How can weak instabilities be distinguished?

### 3.2. On the BDF applied to linear DAEs

In any case, the behaviour of the BDF applied to linear DAEs plays a crucial role. This is why we investigate this question in more detail. It should not be surprising that stability and instability, respectively, depend on the index of the DAE. In the following we will point out that certain time-dependent subspaces are also responsible for exponential instabilities.

Let us turn to the special case when the BDF is applied to linear DAEs, that is

$$
\begin{equation*}
A\left(t_{j}\right) \frac{1}{h_{j}} \sum_{i=0}^{s} \alpha_{j i} x_{j-i}+B\left(t_{j}\right) x_{j}=q\left(t_{j}\right), \quad j \geq s \tag{3.12}
\end{equation*}
$$

where starting values $x_{0}, \ldots, x_{s-1}$ are given. For the local error $\tau_{\ell}$ we now derive

$$
\begin{align*}
\tau_{j} & =A\left(t_{j}\right) \frac{1}{h_{j}} \sum_{i=0}^{s} \alpha_{j i} x_{*}\left(t_{j-i}\right)+B\left(t_{j}\right) x_{*}\left(t_{j}\right)-q\left(t_{j}\right) \\
& =A\left(t_{j}\right)\left\{\frac{1}{h_{j}} \sum_{i=0}^{s} \alpha_{j i} x_{*}\left(t_{j-i}\right)-\left(P x_{*}\right)^{\prime}\left(t_{j}\right)+P^{\prime}\left(t_{j}\right) x_{*}(t)\right\} \tag{3.13}
\end{align*}
$$

consequently, the local error belongs to a subspace,

$$
\tau_{j} \in \operatorname{im} A\left(t_{j}\right), \quad j \geq s
$$

which is characteristic of DAEs, and we will make use of this later.
To obtain $x_{j}$ for $j \geq s$, we have to solve the linear system

$$
\begin{equation*}
F_{j} x_{j}=A\left(t_{j}\right) \frac{1}{h_{j}} \sum_{i=1}^{s} \alpha_{j i} x_{j-i}+q\left(t_{j}\right) \tag{3.14}
\end{equation*}
$$

with the coefficient matrix

$$
\begin{equation*}
F_{j}:=\frac{1}{h_{j}} \alpha_{j o} A\left(t_{j}\right)+B\left(t_{j}\right) \tag{3.15}
\end{equation*}
$$

Is this matrix $F_{j}$ nonsingular? Clearly, nonsingularity is necessary for the BDF to work well. Note that for $\eta=-1$ in (3.2), all related coefficient matrices $F_{j}$ are singular. However, as example (3.2) also shows, even if the BDF becomes formally feasible, i.e. if all matrices $F_{j}$ are nonsingular, the BDF may fail.

Equation $\mathcal{F}_{\pi} x=0$, which represents the BDF, now has the special form $\mathcal{F}_{\pi} x=\mathcal{L}_{\pi} x-q_{\pi}$, where

$$
\mathcal{L}_{\pi}:=\left[\begin{array}{cccccc}
I & & & & &  \tag{3.16}\\
& \ddots & & & & \\
& & I & & & \\
\frac{\alpha_{s s}}{h_{s}} A_{s} & \cdots & \frac{\alpha_{s 1}}{h_{s}} A_{s} & F_{s} & & \\
& \ddots & & \ddots & \ddots & \\
& & \frac{\alpha_{N s}}{h_{N}} A_{N} & \cdots & \frac{\alpha_{N 1}}{h_{N}} A_{N} & F_{N}
\end{array}\right] \in L\left(\mathbb{R}^{m(N+1)}\right)
$$

$A_{j}:=A\left(t_{j}\right), j \geq 0,\left(q_{\pi}\right)_{j}:=x_{j}$ for $j=0, \ldots, s-1,\left(q_{\pi}\right)_{j}=q\left(t_{j}\right)$ for $j \geq s$.
Clearly, $\mathcal{L}_{\pi}$ is nonsingular if $F_{s}, \ldots, F_{N}$ are. Moreover, in the case of linear DAEs, the stability inequality (3.8) simplifies to

$$
\begin{equation*}
\left\|\mathcal{L}_{\pi}^{-1}\right\|_{\pi} \leq S \tag{3.17}
\end{equation*}
$$

It should be mentioned that $\mathcal{L}_{\pi}$ is to be understood as a discretized map $\mathcal{L}$ given in (2.25). By Corollary 2.7, we may expect $\mathcal{L}_{\pi}$ to be stable for index-1-tractable DAEs only.

Next we are going to prove the characteristic inequalities of $\mathcal{L}_{\pi}^{-1}$.
Case 1: Assume (2.1) to be transferable (index-1 tractable).
Recall from Section 2 that $A_{1}:=A+\left(B-A P^{\prime}\right) Q$ becomes a nonsingular matrix function. In addition, by Lemma $2.1, G:=A+B Q$ also remains nonsingular; and furthermore $G=A_{1}+A P^{\prime} Q=A_{1}\left(I+P P^{\prime} Q\right)$. First of all, it is easy to check that $F_{j}$ is nonsingular if

$$
I+\alpha_{j o} \frac{1}{h_{j}} P\left(t_{j}\right) G\left(t_{j}\right)^{-1} B\left(t_{j}\right)=: H_{j}
$$

is, i.e. at least for small $\boldsymbol{h}_{\boldsymbol{j}}$. Then we compute

$$
\begin{equation*}
F_{j}^{-1}=\left\{Q\left(t_{j}\right)+\frac{1}{\alpha_{j o}} h_{j} P_{s}\left(t_{j}\right) H_{j}^{-1} P\left(t_{j}\right)\right\} G\left(t_{j}\right)^{-1} \tag{3.18}
\end{equation*}
$$

$\operatorname{cond}\left(F_{j}\right) \sim h_{j}^{-1}$.

Since $F_{s}, \ldots, F_{N}$ are nonsingular, so is $\mathcal{L}_{\pi}$. Next, by decoupling $\mathcal{L}_{\pi} z=w$ in a similar way as (2.1) in Section 2, we generate a uniform bound for $\mathcal{L}_{\pi}$ on an appropriate grid class $\Pi$. $\mathcal{L}_{\pi} z=w$ means in detail that $z_{j}=w_{j}$, $j=0, \ldots, s-1$, and

$$
\begin{equation*}
A\left(t_{j}\right) \frac{1}{h_{j}} \sum_{i=0}^{s} \alpha_{j i} z_{j-i}+B\left(t_{j}\right) z_{j}=w_{j}, \quad j=s, \ldots, N . \tag{3.19}
\end{equation*}
$$

Denote $u_{j}:=P\left(t_{j}\right) z_{j}, v_{j}:=Q\left(t_{j}\right) z_{j}$. Multiply (3.19) by $P\left(t_{j}\right) A_{1}\left(t_{j}\right)^{-1}$ and $Q\left(t_{j}\right) A_{1}\left(t_{j}\right)^{-1}$, respectively. This yields

$$
\left.\begin{array}{rl}
\frac{1}{h_{j}} \sum_{i=0}^{s} \alpha_{j i} P\left(t_{j}\right)\left(u_{j-i}+v_{j-i}\right)+\left(P A_{1}^{-1} B\right)\left(t_{j}\right) u_{j} & =\left(P A_{1}^{-1}\right)\left(t_{j}\right) w_{j}  \tag{3.20}\\
v_{j}+Q_{s}\left(t_{j}\right) u_{j} & =\left(Q A_{1}^{-1}\right)\left(t_{j}\right) w_{j}
\end{array}\right\}
$$

Clearly, if the projector function $P$ is constant, then this formula fits the system (2.6), (2.7) very well. In particular, the first equation simplifies to

$$
\frac{1}{h_{j}} \sum_{i=0}^{s} \alpha_{j i} P u_{j-i}+\left(P A_{1}^{-1} B\right)\left(t_{j}\right) u_{j}=\left(P A_{1}^{-1}\right)\left(t_{j}\right) w_{j}
$$

For $w=q_{\pi}$, this is in fact the same expression we would obtain by applying the BDF to the regular ODE inherent in (2.1)

$$
u^{\prime}+P A_{1}^{-1} B u=P A_{1}^{-1} q
$$

If $P^{\prime}$ does not vanish, there arises some additional feedback between the components in (3.20). Because

$$
\begin{aligned}
& P\left(t_{j}\right)\left(u_{j-i}+v_{j-i}\right)=u_{j-i}+\left(P\left(t_{j}\right)-P\left(t_{j-i}\right)\right)\left(u_{j-i}+v_{j-i}\right) \\
& \quad=u_{j-i}+\int_{0}^{1} P^{\prime}\left(t_{j-i}+s\left(t_{j}-t_{j-i}\right)\right) \mathrm{d} s\left(t_{j}-t_{j-i}\right)\left(u_{j-i}+v_{j-i}\right)
\end{aligned}
$$

we are able to rearrange the first equation in (3.20) to

$$
\frac{1}{h_{j}} \sum_{i=0}^{s} \alpha_{j i} u_{j-i}+\sum_{i=1}^{s} D_{j i}\left(u_{j-i}+v_{j-i}\right)+\left(P A_{1}^{-1} B\right)\left(t_{j}\right) u_{j}=\left(P A_{1}^{-1}\right)\left(t_{j}\right) w_{j}
$$

where the coefficient matrices are uniformly bounded.
Theorem 3.1 Let the given variable step-size BDF applied to a regular explicit ODE be stable on the grid class $\Pi$. Let the DAE (2.1) be index-1 tractable. Then, there is a bound $S$ such that $\mathcal{L}_{\pi}$ is bijective, and

$$
\begin{equation*}
\left\|\mathcal{L}_{\pi}^{-1}\right\|_{\infty} \leq\left\|\mathcal{L}_{\pi}^{-1}\right\|_{\pi} \leq S \quad \text { for all } \pi \in \Pi \tag{3.21}
\end{equation*}
$$

Proof. By standard arguments we easily obtain

$$
\max _{j \geq s}\left|u_{j}\right| \leq S_{1} \max _{j \geq 0}\left|w_{j}\right|
$$

therefore

$$
\max _{j \geq s}\left|v_{j}\right| \leq S_{2} \max _{j \geq 0}\left|w_{j}\right|
$$

and

$$
\max _{j \geq s}\left|\frac{1}{h_{j}} \sum_{i=0}^{s} \alpha_{j i} u_{j-i}\right| \leq S_{3} \max _{j \geq 0}\left|w_{j}\right|
$$

Note that Theorem 3.1 implies the error estimation

$$
\begin{equation*}
\max _{j \geq s}\left|x_{*}\left(t_{j}\right)-x_{j}\right| \leq S\left\{\max _{j \leq s-1}\left|x_{*}\left(t_{j}\right)-x_{j}\right|+\max _{j \geq s}\left|\tau_{j}\right|\right\} \tag{3.22}
\end{equation*}
$$

which is well known in the case of regular ODEs.
Case 2: Assume (2.1) to be index-2-tractable.
We begin this part by quoting the nice linear index-2 DAE from Gear and Petzold (1984), which was constructed to illustrate the instability of Euler's backward rule.

Example The DAE

$$
\left[\begin{array}{cc}
0 & 0  \tag{3.23}\\
1 & \eta t
\end{array}\right] x^{\prime}(t)+\left[\begin{array}{cc}
1 & \eta t \\
0 & 1+\eta
\end{array}\right] x(t)=q(t)
$$

has the global index-2 for all parameter values $\eta \in \mathbb{R}$. Compute here (cf. (2.19)-(2.21))

$$
\begin{aligned}
Q(t) & =\left[\begin{array}{cc}
0 & -\eta t \\
0 & 1
\end{array}\right], \quad A_{1}(t)=\left[\begin{array}{cc}
0 & 0 \\
1 & 1+\eta t
\end{array}\right] \\
Q_{1}(t) & =\left[\begin{array}{cc}
1+\eta t & \eta t(1+\eta t) \\
-1 & -\eta t
\end{array}\right], \quad P(t) P_{1}(t)=0
\end{aligned}
$$

The backward Euler rule applied to (3.23) gives for $\eta \neq-1$

$$
\begin{aligned}
x_{1, j} & =q_{1}\left(t_{j}\right)-\eta t_{j} x_{2, j} \\
x_{2, j} & =\frac{\eta}{1+\eta} x_{2, j-1}+\frac{1}{1+\eta}\left\{q_{2}\left(t_{j}\right)-\frac{1}{h_{j}}\left(q_{1}\left(t_{j}\right)-q_{1}\left(t_{j-1}\right)\right)\right\}
\end{aligned}
$$

but the exact solution is

$$
\begin{aligned}
& x_{1}(t)=q_{1}(t)-\eta t x_{2}(t) \\
& x_{2}(t)=q_{2}(t)-q_{1}^{\prime}(t)
\end{aligned}
$$

Careful further investigation will reveal that the backward Euler rule for this problem is weakly unstable but convergent if $\eta>-0.5$, and exponentially unstable for all $\eta<-0.5, \eta \neq-1$. For $\eta=-1$ the backward Euler rule does not work at all.

In the following we exclude such situations where the behaviour of a numerical method depends essentially on parameter values, all of which belong to the same category, by restricting the class of DAEs (2.1) to those with constant $\operatorname{ker} A(t)$ and $P^{\prime}=0$, respectively.

Let us turn back to the BDF applied to (2.1), that is to formula (3.12). The first problem to be solved is the nonsingularity of $F_{j}$ given by (3.15). The question may be answered by the use of the decoupling technique described in Section 2. Supposing that $P^{\prime}=0$, and

$$
\tilde{H}\left(t_{j}\right):=I+h_{j} \frac{1}{\alpha_{j o}}\left(P P_{1} G_{2}^{-1} B\right)\left(t_{j}\right)
$$

becomes nonsingular (which happens at least for small $h_{j}$ ), the matrix $F_{j}$ will also be nonsingular, and
$F_{j}^{-1}=\left(\left\{Q P_{1}+P_{1} Q_{1}+\alpha_{j o} \frac{1}{h_{j}} Q Q_{1}+h_{j} \frac{1}{\alpha_{j o}}\left(I-Q P_{1} G_{2}^{-1} B\right) \tilde{H}^{-1} P P_{1}\right\} G_{2}^{-1}\right)\left(t_{j}\right)$
$\operatorname{cond}\left(F_{j}\right) \sim h_{j}^{-2}$.
Expression (3.24) is evaluated in März (1990, Lemma 3.1). Thereby, $G_{2}:=$ $A_{1}+B_{0} P Q_{1}$ is used instead of $A_{2}$ in Section 2. Due to Lemma 2.1 (cf. (2.16)), both $A_{2}$ and $G_{2}$ are nonsingular simultaneously. More precisely, $A_{2}=G_{2}\left(I-P_{1}\left(P P_{1}\right)^{\prime} Q_{1}\right),\left(I-P_{1}\left(P P_{1}\right)^{\prime} Q_{1}\right)^{-1}=\left(I+P_{1}\left(P P_{1}\right)^{\prime} Q_{1}\right)$ are valid.

It should be mentioned that the term $Q Q_{1}$ within (3.24) does not vanish principally as a matter of index-2 tractability. This is true independently of possible special structural forms of the DAE itself. However, if the DAE has a special form, e.g. Hessenberg form, then, employing the special structure, we can look for an appropriate scaling of $F_{j}$.

Next we decompose the system $\mathcal{L}_{\pi} z=w$ (cf. (3.16), (3.19)) to gain information about $\mathcal{L}_{\pi}^{-1}$, once again using the projector technique. Multiplying (3.19) by $\left(P P_{1} G_{2}^{-1}\right)\left(t_{j}\right),\left(Q P_{1} G_{2}^{-1}\right)\left(t_{j}\right)$ and $\left(Q_{1} G_{2}^{-1}\right)\left(t_{j}\right)$, respectively, we derive

$$
\begin{gather*}
\frac{1}{h_{j}} P P_{1}\left(t_{j}\right) \sum_{i=0}^{s} \alpha_{j i} z_{j-i}+P P_{1}\left(t_{j}\right) G_{2}\left(t_{j}\right)^{-1} B\left(t_{j}\right) P P_{1}\left(t_{j}\right) z_{j}= \\
=P P_{1}\left(t_{j}\right) G_{2}\left(t_{j}\right)^{-1} w_{j}  \tag{3.25}\\
-\frac{1}{h_{j}} Q Q_{1}\left(t_{j}\right) \sum_{i=0}^{s} \alpha_{j i} z_{j-i}+Q z_{j}+Q P_{1}\left(t_{j}\right) G_{2}\left(t_{j}\right)^{-1} B\left(t_{j}\right) P P_{1}\left(t_{j}\right) z_{j}= \\
=Q P_{1}\left(t_{j}\right) G_{2}\left(t_{j}\right)^{-1} w_{j}  \tag{3.26}\\
Q_{1}\left(t_{j}\right) z_{j}=Q_{1}\left(t_{j}\right) G_{2}\left(t_{j}\right)^{-1} w_{j} \tag{3.27}
\end{gather*}
$$

for $j \geq s$. Recall that $z_{j}=w_{j}$ for $j=0, \ldots, s-1$. Note that we also use $P$,
$Q$ here as constant projector matrices. Inserting

$$
\begin{aligned}
& \frac{1}{h_{j}} P P_{1}\left(t_{j}\right) \sum_{i=0}^{s} \alpha_{j i} z_{j-i}=\frac{1}{h_{j}} \sum_{i=0}^{s} \alpha_{j i} P P_{1}\left(t_{j-i}\right) z_{j-i}+ \\
& \quad+\sum_{i=0}^{s} \alpha_{j i} P \frac{1}{h_{j}}\left(P_{1}\left(t_{j}\right)-P_{1}\left(t_{j-i}\right)\right)\left\{P P_{1}\left(t_{j-i}\right) z_{j-i}+P Q_{1}\left(t_{j-i}\right) z_{j-i}\right\}
\end{aligned}
$$

in equation (3.25), and taking into account (3.27), we are able to prove the inequality

$$
\max _{j \geq 0}\left|P P_{1}\left(t_{j}\right) z_{j}\right| \leq S_{1} \max _{j \geq 0}\left|w_{j}\right|
$$

by standard arguments. Trivially,

$$
\max _{j \geq 0}\left|Q_{1}\left(t_{j}\right) z_{j}\right| \leq S_{2} \max _{j \geq 0}\left|w_{j}\right|
$$

also becomes true due to (3.27). Moreover, (3.26), (3.27) yield

$$
\begin{align*}
Q z_{j}= & \frac{1}{h_{j}} Q Q_{1}\left(t_{j}\right) \sum_{i=0}^{s} \alpha_{j i}\left\{P P_{1}\left(t_{j-i}\right)+P Q_{1}\left(t_{j-i}\right)\right\} z_{j-i} \\
& -Q P_{1}\left(t_{j}\right) G_{2}\left(t_{j}\right)^{-1} B\left(t_{j}\right) P P_{1}\left(t_{j}\right) z_{j}+Q P_{1}\left(t_{j}\right) G_{2}\left(t_{j}\right)^{-1} w_{j} \\
= & \frac{1}{h_{j}} Q Q_{1}\left(t_{j}\right) \sum_{i=0}^{s} \alpha_{j i} Q_{1}\left(t_{j-i}\right) G_{2}\left(t_{j-i}\right)^{-1} \tilde{w}_{j-i}  \tag{3.28}\\
& +\sum_{i=0}^{s} \alpha_{j i} Q \frac{1}{h_{j}}\left(Q_{1}\left(t_{j}\right)-Q_{1}\left(t_{j-i}\right)\right) P P_{1}\left(t_{j-i}\right) z_{j-i} \\
& -Q P_{1}\left(t_{j}\right) G_{2}\left(t_{j}\right)^{-1} B\left(t_{j}\right) P P_{1}\left(t_{j}\right) z_{j}+Q P_{1}\left(t_{j}\right) G_{2}\left(t_{j}\right)^{-1} w_{j}
\end{align*}
$$

for $j \geq s$, where we introduce, for more convenience,

$$
\begin{array}{ll}
\tilde{w}_{j}:=w_{j} & \text { for } j \geq s  \tag{3.29}\\
\tilde{w}_{j}:=G_{2}\left(t_{j}\right) w_{j} & \text { for } j \leq s-1
\end{array}
$$

Now, we can estimate

$$
\begin{equation*}
\left|Q z_{j}\right| \leq \frac{1}{h_{j}}\left|Q Q_{1}\left(t_{j}\right) \sum_{i=0}^{s} \alpha_{j i} Q_{1}\left(t_{j-i}\right) G_{2}\left(t_{j-i}\right)^{-1} \tilde{w}_{j-i}\right|+S_{3} \max _{j \geq 0}\left|w_{j}\right| \tag{3.30}
\end{equation*}
$$

Since (3.19) immediately implies

$$
\begin{equation*}
\frac{1}{h_{j}} \sum_{i=0}^{s} \alpha_{j i} P z_{j-i}=P A\left(t_{j}\right)^{+}\left\{-B\left(t_{j}\right) z_{j}+w_{j}\right\}, \quad j \geq s \tag{3.31}
\end{equation*}
$$

it follows that

$$
\begin{equation*}
\|z\|_{\pi} \leq S_{4}\left\{\max _{j \geq 0}\left|w_{j}\right|+\max _{j \geq s} \frac{1}{h_{j}}\left|Q Q_{1}\left(t_{j}\right) \sum_{i=0}^{s} \alpha_{j i} Q_{1}\left(t_{j-i}\right) G_{2}\left(t_{j-i}\right)^{-1} \tilde{w}_{j-i}\right|\right\} \tag{3.32}
\end{equation*}
$$

becomes valid.
Consider now expression (3.14) again. Solving this equation in practice, instead of the values $x_{j}$, only certain $\tilde{x}_{j}$ satisfying

$$
\begin{equation*}
F_{j} \tilde{x}_{j}=-A\left(t_{j}\right) \frac{1}{h_{j}} \sum_{i=1}^{s} \alpha_{j i} \tilde{x}_{j-i}+q\left(t_{j}\right)+\delta_{j}, \quad j \geq s \tag{3.33}
\end{equation*}
$$

where $\tilde{x}_{j}:=x_{j}, j=0, \ldots, s-1$, are generated. The $\delta_{j}$ represent round-off errors (but also errors that arise later when solving nonlinear equations).

Then, if we put $z_{j}=x_{*}\left(t_{j}\right)-\tilde{x}_{j}, j \geq 0, w_{j}=\tau_{j}-\delta_{j}$ results for $j \geq s$, and $w_{j}=x_{*}\left(t_{j}\right)-x_{j}$ for the starting phase $j=0, \ldots, s-1$. Because $\tau_{j} \in \operatorname{im} A\left(t_{j}\right)$ (cf. (3.13)) we obtain for all $k \geq s$

$$
\begin{aligned}
Q_{1}\left(t_{k}\right) G_{2}\left(t_{k}\right)^{-1} \tilde{w}_{k} & =Q_{1}\left(t_{k}\right) G_{2}\left(t_{k}\right)^{-1} w_{k} \\
& =Q_{1}\left(t_{k}\right) G_{2}\left(t_{k}\right)^{-1}\left(\tau_{k}-\delta_{k}\right) \\
& =Q_{1}\left(t_{k}\right) G_{2}\left(t_{k}\right)^{-1}\left(A\left(t_{k}\right) A\left(t_{k}\right)^{+} \tau_{k}-\delta_{k}\right)
\end{aligned}
$$

However, on the other hand,

$$
\begin{aligned}
G_{2}^{-1} A & =G_{2}^{-1}\left(A+\left(B-A P^{\prime}\right) Q\right) P=G_{2}^{-1} A_{1} P \\
& =G_{2}^{-1}\left(A_{1}+B P Q_{1}\right) P_{1} P=P_{1} P
\end{aligned}
$$

holds, thus $Q_{1} G_{2}^{-1} A=Q_{1} P_{1} P=0$.
Consequently,

$$
\begin{equation*}
Q_{1}\left(t_{k}\right) G_{2}\left(t_{k}\right)^{-1} \tilde{w}_{k}=-Q_{1}\left(t_{k}\right) G_{2}\left(t_{k}\right)^{-1} \delta_{k} \tag{3.34}
\end{equation*}
$$

for $k \geq s$, which appears to be characteristic of these DAEs.
Finally, collect this result in
Theorem 3.2 Let the given BDF applied to regular explicit ODEs become stable on the grid class $\Pi$. Let the DAE (2.1) be index-2 tractable, and, additionally, let $P^{\prime}=0$.
(i) Then $\mathcal{L}_{\pi}$ is bijective, and

$$
\begin{equation*}
\left\|\mathcal{L}_{\pi}^{-1}\right\|_{\infty} \leq\left\|\mathcal{L}_{\pi}^{-1}\right\|_{\pi} \leq S \underline{h}^{-1}, \quad \pi \in \Pi \tag{3.35}
\end{equation*}
$$

is true with a certain constant $S>0$.
(ii) The following precise error estimates hold:

$$
\begin{equation*}
\max _{j \geq s} \mid P\left(x_{*}\left(t_{j}\right)-\tilde{x}_{j} \mid \leq S_{P}\left\{\max _{j \leq s-1}\left|P\left(x_{*}\left(t_{j}\right)-x_{j}\right)\right|+\max _{j \geq s}\left|\tau_{j}-\delta_{j}\right|\right\}\right. \tag{3.36}
\end{equation*}
$$

and

$$
\begin{aligned}
& \left|Q\left(x_{*}\left(t_{j}\right)-\tilde{x}_{j}\right)\right| \leq \\
& \quad \leq S_{Q}\left\{\max _{j \leq s-1}\left|P\left(x_{*}\left(t_{j}\right)-x_{j}\right)\right|+\max _{j \geq s}\left|\tau_{j}-\delta_{j}\right|\right\}+
\end{aligned}
$$

$$
\begin{equation*}
+\frac{1}{h_{j}}\left|Q Q_{1}\left(t_{j}\right) \sum_{i=0}^{s} \alpha_{j i} Q_{1}\left(t_{j-i}\right) G_{2}\left(t_{j-i}\right)^{-1} \tilde{\delta}_{j-i}\right| \tag{3.37}
\end{equation*}
$$

where $\tilde{\delta}_{j}:=G_{2}\left(t_{j}\right)\left(x_{*}\left(t_{j}\right)-x_{j}\right), j=0, \ldots, s-1$, reflect the errors in the starting values, and

$$
\tilde{\delta}_{j}:=\delta_{j} \quad \text { for } j \geq s
$$

## Remarks

1 If exact values $x_{j}=x_{*}\left(t_{j}\right), j=0, \ldots, s-1$, are used in the starting phase, (3.36), (3.37) immediately imply, for $\delta_{j}=0, j \geq s$,

$$
\begin{equation*}
\max _{j \geq 0}\left|x_{*}\left(t_{j}\right)-x_{j}\right| \leq \bar{S} \max _{j \geq s}\left|\tau_{j}\right| \tag{3.38}
\end{equation*}
$$

hence the BDF converges formally with the expected order. However, practical computations cannot be managed in such a way that all $\tilde{\delta}_{j}$ vanish in reality.

2 Expression (3.28) shows that, for small $h_{j}, Q z_{j}$ behaves in fact mainly as

$$
\frac{1}{h_{j}} Q Q_{1}\left(t_{j}\right) \sum_{i=0}^{s} \alpha_{j i} Q_{1}\left(t_{j-i}\right) G_{2}\left(t_{j-i}\right)^{-1} \tilde{w}_{j-i}
$$

In this sense, (3.37) and (3.35) cannot be improved. We really have to deal with a weak instability. Fortunately, this instability does not affect the nonnull space components at all (cf. (3.36)).

Case 3: Assume (2.1) to be index-3 tractable.
First recall our example (3.2) to illustrate that a restriction to the class of DAEs with constant null space $\operatorname{ker} A(t)$ will not do. It may be checked that, in (3.2), $\left(P Q_{1} Q_{2}\right)^{\prime}(t)$ does not vanish identically. This seems to be the crucial point in the index-3 case. As in the previous parts we consider $\mathcal{L}_{\pi}$ given by (3.16).

Recall that (cf. (3.16), (3.33))

$$
\mathcal{L}_{\pi} x_{\pi}=q_{\pi}:=\left[\begin{array}{c}
x_{0} \\
\vdots \\
x_{s-1} \\
q\left(t_{s}\right) \\
\vdots \\
q\left(t_{N}\right)
\end{array}\right], \quad \mathcal{L}_{\pi} \tilde{x}_{\pi}-q_{\pi}=\delta_{\pi}:=\left[\begin{array}{c}
0 \\
\vdots \\
0 \\
\delta_{s} \\
\vdots \\
\delta_{N}
\end{array}\right]
$$

$$
\mathcal{L}_{\pi} x_{\pi}^{*}-q_{\pi}=\tau_{\pi}:=\left[\begin{array}{c}
x_{*}\left(t_{0}\right)-x_{0} \\
\vdots \\
x_{*}\left(t_{s-1}\right)-x_{s-1} \\
\tau_{s} \\
\vdots \\
\tau_{N}
\end{array}\right]
$$

thus $\mathcal{L}_{\pi}\left(x_{\pi}^{*}-\tilde{x}_{\pi}\right)=\tau_{\pi}-\delta_{\pi}$.
By the use of this projector technique we decompose (3.19) respectively $\mathcal{L}_{\pi} z=w$. Now we multiply (3.19) by $P P_{1} P_{2} A_{3}^{-1}, Q P_{1} P_{2} A_{3}^{-1}, Q_{1} P_{2} A_{3}^{-1}$ and $Q_{2} A_{3}^{-1}$, respectively. We omit these straigthforward but very extensive evaluations here and mention only that we now have to insert expressions given by the BDF into each other twice to approximate first and second derivatives. This is why the BDF on the whole becomes active just for $j \geq 2 s$. The first $s$ steps have to be analysed separately. Let us formulate the results:

Theorem 3.3 Let the given BDF applied to regular explicit ODE become stable on the grid class $\Pi$. Let the DAE (2.1) be index-3 tractable and, in addition, let $P^{\prime}=0,\left(P Q_{1} Q_{2}\right)^{\prime}=0$.
(i) Then $\mathcal{L}_{\pi}$ is bijective,

$$
\begin{equation*}
\left\|\mathcal{L}_{\pi}^{-1}\right\|_{\infty} \leq\left\|\mathcal{L}_{\pi}^{-1}\right\|_{\pi} \leq S \underline{h}^{-2}, \quad \pi \in \Pi, \tag{3.39}
\end{equation*}
$$

holds with a certain constant $S$.
(ii) The following detailed error estimates become true with

$$
\begin{gather*}
\omega_{\pi}:=\max _{j \geq s}\left|\tau_{j}-\tilde{\delta}_{j}\right|+\max _{j \leq s-1}\left|x_{*}\left(t_{j}\right)-x_{j}\right|, \quad \text { for } j \geq 2 s: \\
\left|P P_{1}\left(t_{j}\right)\left(x_{*}\left(t_{j}\right)-\tilde{x}_{j}\right)\right| \leq S_{1} \omega_{\pi},  \tag{3.40}\\
\left|P Q_{1}\left(t_{j}\right)\left(x_{*}\left(t_{j}\right)-\tilde{x}_{j}\right)\right| \leq S_{2} \omega_{\pi}+\frac{1}{h_{j}}\left|\sum_{i=0}^{s} \alpha_{j i} P Q_{1} Q_{2} A_{3}\left(t_{j-i}\right)^{-1} \tilde{\delta}_{j-i}\right| \tag{3.41}
\end{gather*}
$$

and

$$
\begin{align*}
& \mid Q\left(x_{*}\left(t_{j}\right)-\tilde{x}_{j} \mid \leq S_{3} \omega_{\pi}+\right. \\
& \quad+\frac{1}{h_{j}}\left|\sum_{i=0}^{s} \alpha_{j i}\left(Q Q_{1} P_{2} A_{3}^{-1}\right)\left(t_{j-i}\right)\left(\tau_{j-i}-\tilde{\delta}_{j-i}\right)\right| \\
& \quad+\gamma \frac{1}{h_{j}}\left|\sum_{i=0}^{s} \alpha_{j i} \frac{1}{h_{j-i}} \sum_{k=0}^{s} \alpha_{j-i-k} P Q_{1} Q_{2} A_{3}\left(t_{j-i-k}\right)^{-1} \tilde{\delta}_{j-i-k}\right| \tag{3.42}
\end{align*}
$$

Thereby, $\gamma:=\max \left|Q Q_{1}(t)\right|$, and

$$
\begin{aligned}
& \tilde{\delta}_{j}:=\delta_{j} \text { for } j \geq s, \\
& \tilde{\delta}_{j}:=A_{3}\left(t_{j}\right)\left(x_{*}\left(t_{j}\right)-x_{j}\right) \text { for } j \leq s-1 .
\end{aligned}
$$

## Remarks

1 Now, the worst error sensitivity has order ${h_{j}^{-2}}^{2}$. It is again somewhat local and belongs to the null space component only.
2 Putting $\tilde{\delta}_{j}=0$ in (3.40)-(3.42), i.e. using exact starting values and computing without any round-off error, (3.40), (3.41) provide for $j \geq 2 s$

$$
\begin{equation*}
\left|P\left(x_{*}\left(t_{j}\right)-x_{j}\right)\right| \leq S_{4} \max _{j \geq s}\left|\tau_{j}\right| \tag{3.43}
\end{equation*}
$$

but

$$
\begin{align*}
\left|Q\left(x_{*}\left(t_{j}\right)-x_{j}\right)\right| & \leq S_{3} \max _{i \geq s}\left|\tau_{j}\right|+ \\
& +\frac{1}{h_{j}}\left|\sum_{i=0}^{s} \alpha_{j i}\left(Q Q_{1} P_{2} A_{3}^{-1}\right)\left(t_{j-i}\right) \tau_{j-i}\right| \tag{3.44}
\end{align*}
$$

The last term in (3.44) is also troublesome. It reflects the new quality of the problem of index-3-tractable DAEs.
In constant step-size computations, the local error is smooth if the solution $x_{*}(t)$ itself is smooth enough. In this case, we again have $\left|x_{*}\left(t_{j}\right)-x_{j}\right|=\prime\left(h^{s}\right), j \geq 2 s$. However, step-size changes, and similarly the first $s$ steps raise difficulties. In particular, the variable step backward Euler method does not converge since

$$
\begin{aligned}
& \frac{1}{h_{j}}\left(\left(Q Q_{1} P_{2} A_{3}^{-1}\right)\left(t_{j}\right) \tau_{j}-\left(Q Q_{1} P_{2} A_{3}^{-1}\right)\left(t_{j-1}\right) \tau_{j-1} \approx\right. \\
& \quad \approx-\frac{1}{2 h_{j}}\left(Q Q_{1} Q_{2}\right)\left(t_{j}\right)\left(P x_{*}\right)^{\prime \prime}\left(t_{j}\right)\left(h_{j}-h_{j-1}\right)
\end{aligned}
$$

Unfortunately, the backward Euler method also fails to provide accurate starting values.

### 3.3. On the BDF applied to nonlinear DAEs

Now, having provided information on $\mathcal{L}_{\pi}$ we continue the investigation of nonlinear DAEs started previously. In the following, we understand $\mathcal{L}_{\pi}$ to be related to the equation linearized in the solution $x_{*}$, i.e. (cf. (3.6))

$$
\mathcal{L}_{\pi}=\mathcal{F}^{\prime}\left(x_{*}\right)_{\pi}
$$

In other words, $\mathcal{L}_{\pi}$ represents the discretization of the linearization. On the other hand, $\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right)$ is the derivative of the discretized map $\mathcal{F}_{\pi}$ at $x_{\pi}^{*}$.

Compute

$$
\mathcal{L}_{\pi}-\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right)=\left[\begin{array}{cccccc}
0 & & & & &  \tag{3.45}\\
& \ddots & & & & \\
& & 0 & & & \\
\frac{\alpha_{s s}}{h_{s}} D_{s} & \cdots & \frac{\alpha_{s 1}}{h_{s}} D_{s} & K_{s} & & \\
& \ddots & & \ddots & \ddots & \\
& & \frac{\alpha_{N s}}{h_{N}} D_{N} & & \frac{\alpha_{N 1}}{h_{N}} D_{N} & K_{N}
\end{array}\right]
$$

where

$$
\begin{aligned}
D_{j} & :=A_{*}\left(t_{j}\right)-A_{j}^{*}=f_{y}^{\prime}\left(\zeta\left(t_{j}\right)\right)-f_{y}^{\prime}\left(\eta_{j}\right) \\
K_{j} & :=\frac{\alpha_{j o}}{h_{j}} A_{*}\left(t_{j}\right)+B_{*}\left(t_{j}\right)-\frac{\alpha_{j o}}{h_{j}} A_{j}^{*}-f_{x}^{\prime}\left(\eta_{j}\right) \\
& =\frac{\alpha_{j o}}{h_{j}}\left(f_{y}^{\prime}\left(\zeta\left(t_{j}\right)-f_{y}^{\prime}\left(\eta_{j}\right)\right)+f_{x}^{\prime}\left(\zeta\left(t_{j}\right)-f_{x}^{\prime}\left(\eta_{j}\right)\right),\right. \\
\zeta(t) & :=\left(\left(P x_{*}\right)^{\prime}(t)-P^{\prime}(t) x_{*}(t), x_{*}(t), t\right), \\
\eta_{j} & :=\left(P\left(t_{j}\right) \frac{1}{h_{j}} \sum_{i=0}^{s} \alpha_{j i} x_{j-i}^{*}, x_{j}^{*}, t_{j}\right), \quad x_{\ell}^{*}:=x_{*}\left(t_{\ell}\right)
\end{aligned}
$$

Further, we have for $j \geq s$

$$
\left(\left(\mathcal{L}_{\pi}-\mathcal{F}_{\pi}^{\prime}\left(x^{*}\right)\right) z\right)_{j}=D_{j} \frac{1}{h_{j}} \sum_{i=0}^{s} \alpha_{j i} z_{j-i}+\left(f_{x}^{\prime}\left(\zeta\left(t_{j}\right)\right)-f_{x}^{\prime}\left(\eta_{j}\right)\right) z_{j}
$$

and $D_{j}=D_{j} P\left(t_{j}\right)$,

$$
\begin{aligned}
D_{j} \frac{1}{h_{j}} \sum_{i=0}^{s} \alpha_{j i} z_{j-i}= & D_{j} \frac{1}{h_{j}} \sum_{i=0}^{s} \alpha_{j i} P\left(t_{j-i}\right) z_{j-i}+ \\
& +D_{j} \sum_{i=0}^{s} \alpha_{j i} \frac{1}{h_{j}}\left(P\left(t_{j}\right)-P\left(t_{j-i}\right)\right) z_{j-i}
\end{aligned}
$$

Consequently

$$
\begin{equation*}
\left\|\left(\mathcal{L}_{\pi}-\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right)\right) z\right\|_{\infty} \leq \gamma_{\pi}\|z\|_{\pi} \tag{3.46}
\end{equation*}
$$

with a grid-dependent value

$$
\gamma_{\pi}:=c_{0} \max _{j \geq s}\left\|D_{j}\right\|+\max _{j \geq s} \| f_{x}^{\prime}\left(\zeta\left(t_{j}\right)-f_{x}^{\prime}\left(\eta_{j}\right) \|\right.
$$

where $c_{0}$ denotes a certain constant. Clearly, $\gamma_{\pi}$ becomes small for refined grids.

Note that for all quasi-linear DAEs of the form

$$
\begin{equation*}
A(t) x^{\prime}(t)+g(x(t), t)=0 \tag{3.47}
\end{equation*}
$$

we just obtain

$$
\begin{equation*}
\mathcal{L}_{\pi}=\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right) \tag{3.48}
\end{equation*}
$$

In other words, the BDF discretization and linearization commute asymptotically in general, but for special DAEs (3.47) they commute exactly.

Next, supposing $\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right)$ to be bijective, we turn to the question as to whether the nonlinear equation $\mathcal{F}_{\pi} z=0$ is solvable. To this end, we introduce the equivalent fixed point problem $E_{\pi} z=z$, where the map $E_{\pi}$ acts in $\mathbb{R}^{m(N+1)}$,

$$
E_{\pi} z:=z-\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right)^{-1} \mathcal{F}_{\pi} z, \quad z \in \mathcal{B}_{\pi}\left(x_{\pi}^{*}, \varrho_{0}\right)
$$

As usual when we mean to apply Banach's Fixed Point Theorem, we state

$$
\begin{equation*}
E_{\pi} z-E_{\pi} \bar{z}=\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right)^{-1} \int_{0}^{1}\left\{\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right)-\mathcal{F}_{\pi}^{\prime}(s z+(1-s) \bar{z})\right\} \mathrm{d} s(z-\bar{z}) \tag{3.49}
\end{equation*}
$$

and

$$
\begin{gather*}
E_{\pi} z-x_{\pi}^{*}=z-x_{\pi}^{*}-\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right)^{-1}\left(\mathcal{F}_{\pi} z-\mathcal{F}_{\pi} x_{\pi}^{*}+\mathcal{F}_{\pi} x_{\pi}^{*}\right) \\
=\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right)^{-1} \int_{0}^{1}\left\{\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right)-\mathcal{F}_{\pi}^{\prime}\left(s z+(1-s) x_{\pi}^{*}\right)\right\} \mathrm{d} s\left(z-x_{\pi}^{*}\right)- \\
\quad-\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right)^{-1} \mathcal{F}_{\pi} x_{\pi}^{*} \tag{3.50}
\end{gather*}
$$

for $z, \bar{z} \in \mathcal{B}_{\pi}\left(x_{\pi}^{*}, \varrho_{0}\right)$.
Given a constant $\alpha<1$, we choose $\varepsilon=\varepsilon(\pi)$ such that

$$
\begin{equation*}
\varepsilon\left\|\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right)^{-1}\right\|_{\pi} \leq \alpha<1 \tag{3.51}
\end{equation*}
$$

Moreover, since $\mathcal{F}_{\pi}^{\prime}$ is continuous, there exists a $\varrho=\varrho(\varepsilon(\pi))>0$ so that

$$
\left\|\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right)-\mathcal{F}_{\pi}^{\prime}(y)\right\|_{\pi} \leq \varepsilon \quad \text { for all } y \in \overline{\mathcal{B}_{\pi}\left(x_{\pi}^{*}, \varrho\right)}
$$

Hence, for $z, \bar{z} \in \overline{\mathcal{B}_{\pi}\left(x_{\pi}^{*}, \varrho\right)}$ (3.49), (3.51) provide

$$
\begin{align*}
\left\|E_{\pi} z-E_{\pi} \bar{z}\right\|_{\pi} & \leq \alpha\|z-\bar{z}\|_{\pi}  \tag{3.52}\\
\left\|E_{\pi} z-x_{\pi}^{*}\right\|_{\pi} & \leq \alpha\left\|z-x_{\pi}^{*}\right\|_{\pi}+\left\|\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right)^{-1} \tau_{\pi}\right\|_{\pi} \tag{3.53}
\end{align*}
$$

If we are sure to manage the inequality

$$
\begin{equation*}
\left\|\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right)^{-1} \tau_{\pi}\right\|_{\pi} \leq(1-\alpha) \varrho \tag{3.54}
\end{equation*}
$$

we know the map $E_{\pi}$ to have a unique fixed point on $\overline{\mathcal{B}\left(x_{\pi}^{*}, \varrho\right)}$. However, keep in mind that $\varepsilon$ and $\varrho$, may both depend on the grid $\pi$.

The same arguments apply to the perturbed equation

$$
\begin{equation*}
\mathcal{F}_{\pi} z=\delta_{\pi} \tag{3.55}
\end{equation*}
$$

If we suppose the inequality

$$
\left\|\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right)^{-1}\left(\tau_{\pi}-\delta_{\pi}\right)\right\|_{\pi} \leq(1-\alpha) \varrho
$$

can be satisfied, equation (3.55) is uniquely solvable on $\overline{\mathcal{B}_{\pi}\left(x_{\pi}^{*}, \varrho\right)}$, and, for its solution $\tilde{x}_{\pi}$, the error estimate

$$
\begin{equation*}
\left\|x_{\pi}^{*}-\tilde{x}_{\pi}\right\|_{\pi} \leq \frac{1}{1-\alpha}\left\|\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right)^{-1}\left(\tau_{\pi}-\delta_{\pi}\right)\right\|_{\pi} \tag{3.56}
\end{equation*}
$$

is valid.
The BDF is said to be feasible in this case, i.e. if the nonlinear equations to be solved per step are locally uniquely solvable. Then, the Newton method may be applied, where (3.56) suggests how accurate the defects $\delta_{j}$ should be.

In the following $\Pi_{0} \subseteq \Pi$ always denotes a grid class where the maximal step-sizes of all grids are sufficiently small.
Theorem 3.4 Let the given BDF applied to regular explicit ODEs be stable on the grid class $\Pi$. Let the DAE (3.1) satisfy Assumption 2.10, and let $x_{*} \in C_{N}^{1}$ solve this DAE. In addition, let $\left\{A_{*}, B_{*}\right\}$ be index- 1 tractable. Then the BDF is feasible and stable on $\Pi_{0} \subseteq \Pi$. The convergence order is the same as in case of regular ODEs.

Proof. By Theorem 3.1, there is a uniform bound $S$ such that $\left\|\mathcal{L}_{\pi}^{-1}\right\|_{\pi} \leq S$ for all $\pi \in \Pi$. Choose sufficiently fine grids (cf. (3.46)) so that

$$
\gamma_{\pi} S<1, \quad \pi \in \Pi_{0}
$$

Hence $\left\|\mathcal{L}_{\pi}-\mathcal{F}_{\pi}^{\prime}\left(x^{*}\right)\right\|_{\pi} \leq \gamma_{\pi},\left\|\mathcal{L}_{\pi}^{-1}\right\|_{\pi} \leq S$ imply the bijectivity of $\mathcal{F}_{\pi}^{\prime}\left(x^{*}\right)$ as well as

$$
\left\|\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right)^{-1}\right\|_{\pi} \leq \frac{S}{1-\gamma_{\pi} S}=: S_{1}
$$

Consequently, in (3.51) we need uniform $\varepsilon=\alpha / S_{1}$ and $\delta$, respectively, for all $\pi \in \Pi_{0}$.

Moreover, (3.54) is easy to satisfy by choosing refined grids and sufficiently accurate starting values such that

$$
\left\|\tau_{\pi}\right\|_{\infty} \leq \frac{1}{S_{1}}(1-\alpha) \varrho
$$

Moreover, for $z, \bar{z} \in \overline{\mathcal{B}_{\pi}\left(x_{\pi}^{*}, \varrho\right)}$ the matrix $\int_{0}^{1} \mathcal{F}_{\pi}^{\prime}(s z+(1-s) z) \mathrm{d} s=: \mathcal{F}_{\pi}^{\prime}[z, \bar{z}]$ is also nonsingular since

$$
\left\|\mathcal{F}_{\pi}^{\prime}\left(x^{*}\right)-\mathcal{F}_{\pi}^{\prime}[z, \bar{z}]\right\|_{\pi} \leq \varepsilon, \quad\left\|\mathcal{F}_{\pi}^{\prime}[z, \bar{z}]^{-1}\right\|_{\pi} \leq \frac{S_{1}}{(1-\alpha)}=: S_{2}
$$

Hence, $z-\bar{z}=\mathcal{F}_{\pi}^{\prime}[z, \bar{z}]^{-1}\left(\mathcal{F}_{\pi} z-\mathcal{F}_{\pi} \bar{z}\right)$ implies stability immediately. Then, (3.10) (or (3.56)) provides convergence.

Remark Clearly, the nonlinear equations to be solved per step are locally uniquely solvable, and the Newton method can be applied. The same is true for the perturbed equations (cf. (3.56)).

In the case of an index-2-tractable matrix coefficient pair $\left\{A_{*}, B_{*}\right\}$ the situation becomes worse. Theorem 3.2 only provides for $\left|\mathcal{L}_{\pi}^{-1}\right|_{\pi} \leq S \underline{h}^{-1}$ for $\pi \in \Pi$. How does this affect nonlinear DAEs?

Lemma 3.5 Let Assumption 2.10 be fulfilled, and let $x_{*} \in C_{N}^{1}$ be given. In addition, let $P^{\prime}=0$. Then, let $A_{1}(y, x, t):=f_{y}^{\prime}(y, x, t)+f_{x}^{\prime}(y, x, t) Q$ be singular for all ( $y, x, t$ ) belonging to a neighbourhood $\mathcal{N}$ of the trajectory $\mathcal{T}_{*}$ of $x_{*}$ within $\mathbb{R}^{m} \times \mathbb{R}^{m} \times \mathbb{R}$, but with constant rank there. Moreover, let $A_{1}(\zeta(t))$ have a smooth null space. Furthermore let

$$
\begin{gather*}
\operatorname{ker} A_{1}(y, x, t) \cap S_{1}(y, x, t)=\{0\}  \tag{3.57}\\
S_{1}(y, x, t):=\left\{z \in \mathbb{R}^{m}: f_{x}^{\prime}(y, x, t) P z \in \operatorname{im} A_{1}(y, x, t)\right\}
\end{gather*}
$$

for all $(y, x, t) \in \mathcal{T}$. Then the DAE linearized in $x_{*}$ is index- 2 tractable.
Proof. We have $A_{*}(t):=f_{y}^{\prime}(\zeta(t)), B_{*}(t):=f_{x}^{\prime}(\zeta(t))$, furthermore $A_{* ; 1}(t)=$ $A_{*}(t)+B_{*}(t) Q=A_{1}(\zeta(t)), S_{*, 1}(t):=S_{1}(\zeta(t)), \operatorname{ker}\left(A_{*, 1}(t)\right) \cap S_{*, 1}(t)=$ $\{0\}$. Since the null space of $A_{1}(\zeta(t))$ is assumed to depend continuously differentiably on $t$ we are done.

Lemma 3.6 Let Assumption 2.10 be valid and let $x_{*} \in C_{N}^{1}$ solve the DAE (3.1). In addition, let $\operatorname{im} f_{y}^{\prime}(y, x, t)$ be independent of $y$, i.e.

$$
\operatorname{im}\left(f_{y}^{\prime}(y, x, t,)\right)=: R(x, t)
$$

Then, for the local errors $\tau_{j}$ generated by the BDF (3.7), the implication

$$
\begin{equation*}
\tau_{j} \in R\left(x_{*}\left(t_{j}\right), t_{j}\right), \quad j \geq s \tag{3.58}
\end{equation*}
$$

becomes true.
Proof. Denote shortly

$$
\mu_{j}:=P\left(t_{j}\right) \frac{1}{h_{j}} \sum_{i=0}^{s} \alpha_{j i} x_{*}\left(t_{j-i}\right), \quad \lambda_{j}:=\left(P x_{*}\right)^{\prime}\left(t_{j}\right)-P^{\prime}\left(t_{j}\right) x_{*}\left(t_{j}\right)
$$

Derive

$$
\begin{aligned}
\tau_{j} & :=f\left(\eta_{j}\right)=f\left(\mu_{j}, x_{*}\left(t_{j}\right), t_{j}\right) \\
& =f\left(\mu_{j}, x_{*}\left(t_{j}\right), t_{j}\right)-f\left(\lambda_{j}, x_{*}\left(t_{j}\right), t_{j}\right) \\
& =\int_{0}^{1} f_{y}^{\prime}\left(s \mu_{j}+(1-s) \lambda_{j}, x_{*}\left(t_{j}\right), t_{j}\right) \mathrm{d} s\left(\mu_{j}-\lambda_{j}\right)
\end{aligned}
$$

thus (3.58) is valid.

Theorem 3.7 Let $I I$ be such a grid class where the quotient of the maximal and minimal step-sizes of any $\pi \in \Pi$ is bounded by a global constant $K$, i.e.

$$
h \cdot \underline{h}^{-1} \leq K, \quad \pi \in \Pi
$$

Let the given BDF applied to regular explicit ODEs become stable on $\Pi$. Let DAE (3.1) satisfy all assumptions of Lemma 3.5 as well as Lemma 3.6; furthermore, let the partial Jacobians $f_{y}^{\prime}, f_{x}^{\prime}$ be Lipschitz with respect to ( $y, x$ ). In addition, let

$$
\begin{equation*}
\left|\left(P x_{*}\right)^{\prime}\left(t_{j}\right)-\frac{1}{h_{j}} \sum_{i=0}^{s} \alpha_{j i} P x_{*}\left(t_{j-i}\right)\right| \leq c_{0} h^{p} \tag{3.59}
\end{equation*}
$$

be valid for all $j \geq s, \pi \in \Pi$ and certain constants $c_{0}>0, p>1$. Then the BDF is feasible and weakly instable on $\Pi$.

If we suppose the $Q_{1}$-components of the starting values to have the order of accuracy $p+1$ and the other ones order $p$, then the convergence order is p.

Proof. Because of the Lipschitz continuity of $f_{y}^{\prime}$ and $f_{x}^{\prime}, \mathcal{F}_{\pi}^{\prime}$ also becomes Lipschitz continuous. In particular

$$
\begin{equation*}
\left\|\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right)-\mathcal{F}_{\pi}^{\prime}(y)\right\|_{\pi} \leq L\left\|x_{\pi}^{*}-y\right\|_{\pi} \tag{3.60}
\end{equation*}
$$

is valid. Moreover, in (3.46) we may estimate (using the notation from the proof of Lemma 3.6)

$$
\gamma_{\pi} \leq c_{1} \max _{j \geq s}\left|\mu_{j}-\lambda_{j}\right| \leq c_{2} h^{p}
$$

Since (cf. (3.46)) $\left\|\mathcal{L}_{\pi}-\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right)\right\|_{\pi} \leq c_{2} h^{p}$ and, due to Theorem 3.2, $\left\|\mathcal{L}_{\pi}^{-1}\right\|_{\pi} \leq$ $S \underline{h}^{-1}$, we may refine the grids in such a way that

$$
c_{2} S \underline{h}^{-1} h^{p} \leq c_{2} S K h^{p-1}<1
$$

Consequently, $\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right)$ becomes nonsingular, and

$$
\left\|\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right)^{-1}\right\|_{\pi} \leq S \underline{h}^{-1}\left(1-c_{2} S K h^{p-1}\right)^{-1}
$$

Next, by Lemma 3.6,

$$
\tau_{j} \in R\left(x_{*}\left(t_{j}\right), t_{j}\right)=\operatorname{im} A_{*}\left(t_{j}\right), \quad j \geq s
$$

Taking into account (3.32), this implies

$$
\begin{align*}
\left\|\mathcal{L}_{\pi}^{-1} \tau_{\pi}\right\|_{\pi} & \leq \tilde{S}\left\{\max _{j \geq o}\left|\tau_{j}\right|+\right.  \tag{3.61}\\
& \left.+\max _{s \leq j \leq 2 s-1}\left|\frac{1}{h_{j}} Q Q_{1}\left(t_{j}\right) \sum_{i=j+1-s}^{s} \alpha_{j i} Q_{1}\left(t_{j-i}\right)\left(x_{*}\left(t_{j-i}\right)-x_{j-i}\right)\right|\right\}
\end{align*}
$$

Choosing the starting values to be as accurate as necessary for

$$
\begin{align*}
\frac{1}{h_{j}}\left|Q_{1}\left(t_{j}\right)\left(x_{*}\left(t_{j}\right)-x_{j}\right)\right| & \leq c_{3} h^{p}  \tag{3.62}\\
\left|x_{*}\left(t_{j}\right)-x_{j}\right| & \leq c_{3} h^{p}, \quad j=0, \ldots, s-1
\end{align*}
$$

to be satisfied, we obtain

$$
\left\|\mathcal{L}_{\pi}^{-1} \tau_{\pi}\right\|_{\pi} \leq c_{4} h^{p}
$$

Then, because

$$
\begin{equation*}
\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right)^{-1}=\left(I-\mathcal{L}_{\pi}^{-1}\left(\mathcal{L}_{\pi}-\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right)\right)\right)^{-1} \mathcal{L}_{\pi}^{-1} \tag{3.63}
\end{equation*}
$$

the inequality

$$
\begin{aligned}
\left\|\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right)^{-1} \tau_{\pi}\right\|_{\pi} & \leq\left\|\left(I-\mathcal{L}_{\pi}^{-1}\left(\mathcal{L}_{\pi}-\mathcal{F}_{\pi}^{\prime}\left(x_{\pi}^{*}\right)\right)\right)^{-1}\right\|\left\|\mathcal{L}_{\pi}^{-1} \tau_{\pi}\right\|_{\pi} \\
& \leq\left(1-c_{2} S K h^{p-1}\right)^{-1} c_{4} h^{p}
\end{aligned}
$$

becomes true.
Next we show that both (3.51) and (3.54) may be satisfied. Given $0<\alpha<$ 1 , choose $\varepsilon=\alpha(1 / S) \underline{h}\left(1-c_{2} S K h^{p-1}\right)$ to make $E_{\pi}$ contractive. Since $\mathcal{F}_{\pi}^{\prime}$ fulfils the Lipschitz condition (3.60), we may choose the related $\varrho(\varepsilon(\pi))=: \varrho$ as $\varrho=1 / L \varepsilon$.

Finally, condition (3.54) becomes valid if

$$
\left(1-c_{2} S K h^{p-1}\right)^{-1} c_{4} h^{p} \leq(1-\alpha) \varrho=(1-\alpha) \frac{1}{L} \alpha \frac{1}{S} \underline{h}\left(1-c_{2} S K h^{p-1}\right)
$$

is satisfied, or equivalently

$$
c_{4} h^{p-1} \leq \alpha(1-\alpha) \frac{1}{L S}\left(1-c_{2} S K h^{p-1}\right)^{2}
$$

but this can be managed by refining the grids.
By the same arguments as in Theorem 3.4, we derive

$$
\left\|\mathcal{F}_{\pi}^{\prime}[z, \bar{z}]^{-1}\right\|_{\pi} \leq \frac{1}{1-\alpha} S \underline{h}^{-1}\left(1-c_{2} S K h^{p-1}\right)^{-1}
$$

and hence the BDF becomes weakly unstable.

## Remarks

1 From (3.56), (3.63) we conclude the error estimate

$$
\left\|x_{\pi}^{*}-\tilde{x}_{\pi}\right\|_{\pi} \leq S_{1}\left\|\mathcal{L}_{\pi}^{-1}\left(\tau_{\pi}-\delta_{\pi}\right)\right\|_{\pi}
$$

Taking (3.32) into consideration we are recommended to compute the $Q_{1}$ components of the starting values with a higher order accuracy than the remaining components (cf. also (3.61)). Moreover, the defects $\delta_{j}$ in the nonlinear equations should also be kept smaller in those components which do not belong to $\operatorname{im}\left(f_{y}^{\prime}\left(\ldots, x_{*}\left(t_{j}\right), t_{j}\right)=R\left(x_{*}\left(t_{j}\right), t_{j}\right)\right.$. This can be realized more easily if this subspace is kept constant.

2 Clearly, $P x_{*} \in C^{s}$ implies $p=s$ in (3.59).
3 Theorem 3.7 does not apply to the backward Euler method. It is not yet clear whether the condition $p>1$ is a technical one for that large class of index-2 DAEs considered. However, Theorem 3.2 is also valid for the backward Euler method. The detailed error estimates (3.36), (3.37) show that the weak instabilities only affect certain components, and, moreover, only act locally. Inequality (3.35) does not comprise this situation precisely, but it represents a crude upper bound.

Using the detailed information given by (3.37), (3.36) and (3.32) for investigating nonlinear equations requires much technical effort. For special DAEs in Hessenberg form (0.3) this is done in Gear et al. (1985), Lötstedt and Petzold (1986) and Brenan and Engquist (1988). The statements of Theorem 3.2 remain valid for these nonlinear DAEs. In particular, the backward Euler is proved to converge.

Analogously to Theorem 3.7, an assertion concerning index-3-tractable DAEs could be proved using Theorem 3.3. In Lötstedt and Petzold (1986) and Brenan and Engquist (1988), a careful detailed decoupling of nonlinear index-3 DAEs in Hessenberg form (0.4) is carried out to obtain results similar to those we have proved for the linear case (cf. (3.40)-(3.42)).

While we are optimistic about overcoming the practical problems arising in large classes of index-2 equations, like error estimation and step-size control, the difficulties concerning the index- 3 case seem to be more intractable. As is shown by (3.42), the $Q_{2}$ components of the starting values should now have order $h^{p+2}$, if the local error $\tau_{j}$ has order $p$. Moreover, the defects $\delta_{j}$ of the nonlinear equations to be solved per integration step should be kept small enough in the respective subspaces. Furthermore, remember that providing sufficiently accurate initial and starting values now becomes difficult. The nonlinear systems to be solved are ill conditioned, namely cond $\left(F_{i}\right)$ behaves like $h_{j}^{-3}$.

For special nonlinear index-3 DAEs describing constrained mechanical motion, BDF codes are reported to work (e.g. Petzold and Lötstedt (1986), Führer (1988)) if the critical components are omitted from the error control, and only the $P P_{1}$ component (cf. (3.40)) is controlled. This may be applied if computing these $P P_{1}$ components only will do for practical reasons.

For a fairly detailed discussion of software for DAEs we refer to Brenan et al. (1989) and Hairer and Wanner (1991).

### 3.4. Further integration methods

First of all, it should be mentioned that these results, which have been proved for variable step-size BDFs, also apply to variable order variable step-size BDFs in the same way.

For one-step methods, there is a natural extension to fully implicit DAEs
(3.1), namely

$$
\begin{equation*}
f\left(\frac{1}{h_{j}} \sum_{i=0}^{s} \alpha_{j i} x_{j-i}, \sum_{i=0}^{s} \beta_{j i} x_{j-i}, \bar{t}_{j}\right)=0, \quad t_{j}:=\sum_{i=0}^{s} \beta_{j i} t_{j-i} \tag{3.64}
\end{equation*}
$$

The consistency conditions are the same as those for the regular ODE case, but extra stability requirements are needed to ensure stability even in index1 DAEs (cf. (1.12)). We do not recommend this method since it did not work well in experiments.

If the leading coefficient matrix has a constant range $\operatorname{im}_{y}^{\prime}(y, x, t)=: R$, and $S \in L\left(\mathbb{R}^{m}\right)$ denotes a projector onto $R, T:=I-S$, we may formulate (März, 1985) a projected version of (3.64) as follows:

$$
\begin{equation*}
S f\left(\frac{1}{h_{j}} \sum_{i=0}^{s} \alpha_{j i} x_{j-i}, \sum_{i=0}^{s} \beta_{j i} x_{j-i}, \bar{t}_{j}\right)+T f\left(0, x_{j}, t_{j}\right)=0 \tag{3.65}
\end{equation*}
$$

Applied to semi-linear DAEs

$$
\begin{equation*}
u^{\prime}+g(u, v, t)=0, \quad h(u, v, t)=0 \tag{3.66}
\end{equation*}
$$

this simply means

$$
\left.\begin{array}{r}
\frac{1}{h_{j}} \sum_{i=0}^{s} \alpha_{j i} u_{j-i}+g\left(\sum_{i=0}^{s} \beta_{j i} u_{j-i}, \sum_{i=0}^{s} \beta_{j i} v_{j-i}, \bar{t}_{j}\right)=0  \tag{3.67}\\
h\left(u_{j}, v_{j}, t_{j}\right)=0
\end{array}\right\} .
$$

Moreover, linear multi-step methods may be formulated as

$$
\left.P\left(t_{j}\right)\left\{\frac{1}{h_{j}} \sum_{i=0}^{s} \alpha_{j i} x_{j-i}-\sum_{i=0}^{s} \beta_{j i} y_{j-i}\right\}-y_{j}=0 \quad \begin{array}{r}
f\left(y_{j}, x_{j}, t_{j}\right)=0 \tag{3.68}
\end{array}\right\}
$$

Method (3.68) is motivated by the equivalent formulation of (3.1)

$$
\left.\begin{array}{r}
P(t)\left\{x^{\prime}(t)-y(t)\right\}-y(t)=0  \tag{3.69}\\
f(y(t), x(t), t)=0
\end{array}\right\}
$$

When applied to the semi-explicit system (3.66), this linear multi-step method leads to

$$
\left.\begin{array}{r}
\frac{1}{h_{j}} \sum_{i=0}^{s} \alpha_{j i} u_{j-i}-\sum_{i=0}^{s} \beta_{j i} g\left(\left(u_{j-i}, v_{j-i}, t_{j-i}\right)=0\right.  \tag{3.70}\\
h\left(u_{j}, v_{j}, t_{j}\right)=0
\end{array}\right\}
$$

All these methods are considered on general nonequidistant partitions $\pi$ : $t_{0}<t_{1}<\cdots<t_{N}=T$. Our notation does not only allow for variable stepsize, but also for formulae of different order and type, which is the common situation in many ODE codes.

Theorem 3.8 Let the methods considered be stable on the grid class $\Pi$ for regular ODEs. Let DAE (3.1) satisfy Assumption 2.10, and let $x_{*} \in C_{N}^{1}$ solve this DAE. Furthermore, let $\left\{A_{*}, B_{*}\right\}$ be index-1 tractable. In addition, let the partial Jacobian $f_{y}^{\prime}(y, x, t)$ have a constant null space $N$ when applying the linear multi-step method (3.68), but a constant range $R$ when applying the one-step method (3.65).

Then both methods are feasible and stable on $\Pi_{0} \subseteq \Pi$. The order of consistency is the same as for regular ODEs.

Proof. Taking into account that (3.69) is again an index-1-tractable DAE, we apply the same arguments as those used for Theorem 3.4 in both cases.

## Remarks

1 In both methods, the choice $\beta_{j o}=0$ is allowed. In particular, in (3.70) one can take advantage of such 'explicit' methods.
2 The linear multi-step method is also proved to be stable (by the same arguments) for a time varying null space $N(t)$. However, then a certain order reduction may occur. This is caused by a somewhat inexact realization of the subspace structure of the DAE. More precisely, if $x_{*}$ is smooth enough, we have

$$
\begin{aligned}
\tau_{j}= & P\left(t_{j}\right) \sum_{i=0}^{s}\left\{\frac{1}{h_{j}} \alpha_{j i}\left(P x_{*}\right)\left(t_{j-i}\right)-\beta_{j i}\left(P x_{*}\right)^{\prime}\left(t_{j-i}\right)\right\} \\
& +P\left(t_{j}\right) \sum_{i=0}^{s}\left\{\frac{1}{h_{j}} \alpha_{j i} Q\left(t_{j-i}\right) x_{*}\left(t_{j-i}\right)+\beta_{j i} P^{\prime}\left(t_{j-i}\right) x_{*}\left(t_{j-i}\right)\right\} \\
= & P\left(t_{j}\right) \sum_{i=0}^{s}\left\{\frac{1}{h_{j}} \alpha_{j i}\left(P x_{*}\right)\left(t_{j-i}\right)-\beta_{j i}\left(P x_{*}\right)^{\prime}\left(t_{j-i}\right)+\right. \\
& \left.+\left(\frac{1}{h_{j}} \alpha_{j i} Q\left(t_{j-i}\right)-\beta_{j i} Q^{\prime}\left(t_{j-i}\right)\right) x_{*}\left(t_{j-i}\right)\right\}
\end{aligned}
$$

Again, the conditions

$$
\sum_{i=0}^{s} \alpha_{j i}=0, \quad \sum_{i=0}^{s} \alpha_{j i}\left(t_{j-i}-t_{j}\right)=h_{j} \sum_{i=0}^{s} \beta_{j i}
$$

turn out to be necessary and sufficient for the consistency at all. However, for order 2 we need two more conditions, the expected one

$$
\sum_{i=0}^{s}\left\{\alpha_{j i}\left(t_{j-i}-t_{j}\right)^{2}-2 h_{j} \beta_{j i}\left(t_{j-i}-t_{j}\right)\right\}=0
$$

as well as

$$
\sum_{i=0}^{s}\left\{\alpha_{j i}\left(t_{j-i}-t_{j}\right)^{2}-h_{j} \beta_{j i}\left(t_{j-i}-t_{j}\right)\right\} Q^{\prime}\left(t_{j}\right)=0
$$

Hence, e.g. the trapezoidal rule has order 1 only in this case.
3 The methods (3.65) and (3.68) naturally generate values $x_{j}$ belonging to the state manifold of the DAE, which turns out to be a favourable property.

Among the Runge-Kutta methods

$$
\left.\begin{array}{c}
x_{j}=x_{j-1}+h_{j} \sum_{i=1}^{s} b_{i} X_{i}^{\prime}  \tag{3.71}\\
f\left(X_{i}^{\prime}, x_{j-1}+h_{j} \sum_{k=1}^{s} a_{i k} X_{k}^{\prime}, t_{j-1}+c_{i} h_{j}\right)=0 \\
i=1, \ldots, s
\end{array}\right\}
$$

those with the coefficients $b_{i}=a_{s i}, i=1, \ldots, s, c_{s}=1$ and a nonsingular matrix ( $a_{i k}$ ) automatically provide values $x_{j}$ belonging to the state manifold, if the method is applied to an index-1 DAE (3.1) with constant null space (e.g. Griepentrog and März (1986)). Then, the method maintains the order which it has for regular ODEs.

As we have learnt in Section 1, explicit Runge-Kutta methods (those having $a_{i j}=0$ for $i \leq j$ ) are not suited for DAEs.

A fairly detailed discussion of general implicit Runge-Kutta methods as well as of extrapolation methods for index-1 DAEs is given in Brenan et al. (1989). As already indicated in Section 1, additional stability conditions have to be fulfilled, and one has to put up with order reduction.

A comprehensive exposition of Runge-Kutta methods for index-2 and index-3 DAEs in Hessenberg form (cf. (0.3), (0.4)) one can find in Hairer et al. (1989). A good work in which the well-known extrapolation methods, for example, are extended can be found in Deuflhard et al. (1987), Lubich (1990) and Hairer et al. (1989). All these methods extensively use the special structure of the given Hessenberg form DAEs. In particular, the problems caused by weak instability have been overcome e.g. by special error control in the nonlinear equations and by projections onto the given manifolds, respectively.

The projected implicit Runge-Kutta methods (Ascher and Petzold, 1990) also use these ideas.

## 4. Brief remarks on related problems

### 4.1. Index reduction

From the point of view of computational tractability, it is desirable for the DAE to have an index which is as small as possible. The procedure for
determining the differentiation index described in Section 2.2 is an index reduction method (cf. Griepentrog (1991)), in fact. However, in Section 2.2 it was mentioned that the attained system does not reflect the stability behaviour of the original DAE well.

A different method for reducing the index of a DAE is presented in Mrziglod (1987) and Čistjakov (1982). Instead of replacing constraints by differential equations, in their method suitable differential equations are deleted. This method works for linear DAEs, but it is not clear to what kind of nonlinear DAEs it may be applicable.

A very useful idea for reducing the index is proposed in Gear et al. (1985) for the special index-3 Hessenberg system

$$
\begin{gather*}
u^{\prime}(t)-v(t)=0  \tag{4.1}\\
v^{\prime}(t)+g(u(t), v(t), t)+h_{u}^{\prime}(u(t), t)^{T} w(t)=0  \tag{4.2}\\
h(u(t), t)=0 \tag{4.3}
\end{gather*}
$$

which results from the Euler-Lagrange formulation of a constrained mechanical system. As mentioned earlier, the system with the differentiated constraint

$$
\begin{equation*}
h_{u}^{\prime}(u(t), t) v(t)+h_{t}^{\prime}(u(t), t)=0 \tag{4.4}
\end{equation*}
$$

instead of (4.3) would cause the numerical solution to drift away from the constraint manifold. Note that the system (4.1), (4.2), (4.4) has index 2. To stabilize the obtained index-2 system, an additional Lagrange multiplyer $z$ is introduced, and (4.3) is summed again. The resulting system

$$
\left.\begin{array}{rl}
u^{\prime}(t)-v(t)+h_{u}^{\prime}(u(t), t)^{T} z(t) & =0 \\
v^{\prime}(t)+g(u(t), v(t), t)+h_{u}^{\prime}(u(t), t)^{T} w(t) & =0 \\
h_{u}^{\prime}(u(t), t) v(t)+h_{t}^{\prime}(u(t), t) & =0  \tag{4.5}\\
h(u(t), t) & =0
\end{array}\right\}
$$

is index-2 tractable. Is it easy to check that any solution of (4.5) has a trivial component $z$. Note that Führer and Leimkuhler (1990) took advantage of this fact to create a skilful special BDF modification to the Euler-Lagrange equations.

In Section 2 we pointed out that higher index DAEs lead to ill posed IVPs in the naturally given topologies (cf. Corollary 2.7). Hence, we may treat them as such, i.e. use some regularization procedure. At first glance this approach might appear a heavy gun, which is true insofar as standard regularization techniques (Tikhonov regularization, least-squares collocation) are concerned. However, different special parametrizations may be created, which are closely connected with the structure of the DAEs and the source of their ill posedness. As usual, the regularized equations represent singularly perturbed index-1-tractable DAEs and ODEs, respectively.

For instance, the index-2 DAE

$$
x_{1}^{\prime}-x_{2}=0, \quad x_{1}=q
$$

may be approximated by the index- 1 system

$$
x_{1}^{\prime}-x_{2}=0, \quad \varepsilon x_{1}^{\prime}+x_{1}=q, \quad x_{1}(0)=q(0)
$$

For general DAEs $f\left(x^{\prime}(t), x(t), t\right)=0$ the same regularization method provides

$$
f\left(x^{\prime}(t), x(t)+\varepsilon P(t)(P x)^{\prime}(t), t\right)=0
$$

We refer to Hanke (1990, 1991) for a comprehensive survey on methods, convergence results, asymptotic expansions etc.

### 4.2. Boundary value problems

Let us consider the linear equation

$$
\begin{equation*}
A(t) x^{\prime}(t)+B x(t)=q(t), \quad t \in\left[t_{0}, T\right] \tag{4.6}
\end{equation*}
$$

once again. Now we are interested in a solution of (4.6) that satisfies the boundary condition

$$
\begin{equation*}
D_{1} x\left(t_{0}\right)+D_{2} x(T)=d \tag{4.7}
\end{equation*}
$$

with given matrices $D_{1}, D_{2} \in L\left(\mathbb{R}^{m}\right), d \in M:=\operatorname{im}\left(D_{1}, D_{2}\right)$. According to the discussion of linear IVPs in section 2.1 we determine a fundamental solution matrix $X(\cdot)$ by

$$
\begin{align*}
A X^{\prime}+B X & =0  \tag{4.8}\\
\Pi_{\mu}\left(X\left(t_{0}\right)-I\right) & =0 \tag{4.9}
\end{align*}
$$

where $\Pi_{\mu}:=P_{0}\left(t_{0}\right) \ldots P_{\mu-1}\left(t_{0}\right)$, and the coefficient matrix pair $\{A, B\}$ is supposed to be index- $\mu$ tractable. From Theorem 2.5, the fundamental solution matrix is uniquely determined, the columns of $X$ belong to $C_{N}^{1}$.

Now, (4.8), (4.9) immediately imply that

$$
\begin{equation*}
X(t)=X(t) \Pi_{\mu} \tag{4.10}
\end{equation*}
$$

holds, i.e. $X(t)$ is singular for all $t$. Moreover, even $\operatorname{ker} X(t)=\operatorname{ker} \Pi_{\mu}$ is true. However, what about the so-called shooting matrix

$$
\begin{equation*}
K:=D_{1} X\left(t_{0}\right)+D_{2} X(T) \tag{4.11}
\end{equation*}
$$

Trivially, $K$ becomes singular, too.
Theorem 4.1 Let $\{A, B\}$ be index- $\mu$ tractable and $q$ sufficiently smooth. Then the BVP (4.6), (4.7) is uniquely solvable for each $d \in M$ if and only if

$$
\begin{equation*}
\operatorname{im} K=M, \quad \operatorname{ker} K=\operatorname{ker} \Pi_{\mu} \tag{4.12}
\end{equation*}
$$

are valid.

Proof. By standard arguments, we have to consider the linear system

$$
K z=d-D_{2} \tilde{x}(T)
$$

where $\tilde{x} \in C_{N}^{1}$ denotes that solution of (4.6) which satisfies $\Pi_{\mu} \tilde{x}\left(t_{0}\right)=0$.
Clearly, $\operatorname{ker} \Pi_{\mu} \subseteq$ ker $K$ holds. Furthermore, $K z=0, \Pi_{\mu} z \neq 0$ would imply that $X(t) \Pi_{\mu} z$ has to become a nontrivial solution of the homogeneous BVP.

## Remarks

1 Theorem 4.1 generalizes facts that are well known for regular ODEs ( $M=\mathbb{R}^{m}$ ) and index-1-tractable DAEs (Griepentrog and März, 1986), respectively.
2 The relations (4.12) mean that the boundary conditions are stated well; in particular, the number of linearly independent boundary conditions is rank $\Pi_{\mu}$.
3 The whole BVP is well posed in the naturally given topologies if and only if $\mu=1$, and if (4.12) is satisfied (cf. Corollary 2.7).

Linear and nonlinear BVPs in transferable (index-1-tractable) DAEs are well understood. Classical arguments apply for discretizations by finite differences (Griepentrog and März, 1986) and spline-collocation (Degenhardt, 1991; Ascher, 1989), respectively. In particular, it is possible to trace the stability question of the BVP back to that of the IVPs. However, for the latter we refer to the typical explanations in Section 3, which are carried out in the same manner for certain one-step methods, for example in Griepentrog and März (1986). Furthermore, dichotomy is considered in its relationship to the conditioning of the BVP in Lentini and März (1990a,b).

Of course, the singular shooting equation causes numerical difficulties. This is why modified shooting techniques yielding isolatedly solvable nonlinear shooting equations have been proposed (Lamour, 1991a,b). The basic idea is to combine the shooting equation and the equation for calculating consistent initial values (cf. Theorem 2.3). For instance, simple shooting for a linear BVP leads to the system

$$
\begin{aligned}
& A\left(t_{0}\right) y_{0}+B\left(t_{0}\right) x_{0}=q\left(t_{0}\right) \\
& Q\left(t_{0}\right) y_{0}=0, \quad K x_{0}=d-D_{2} \tilde{x}(T)
\end{aligned}
$$

Surely, Theorem 4.1 suggests to apply shooting methods also to higher index DAEs. This will work, supposed we are able to integrate the IVPs.

We are looking forward to related results for general index-2-tractable DAEs.
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## 1. Introduction

A few months ago, while preparing a lecture to an audience that included engineers and numerical analysts, I asked myself the question: from the point of view of a user of nonlinear optimization routines, how interesting and practical is the body of theoretical analysis developed in this field? To make the question a bit more precise, I decided to select the best optimization methods known to date - those methods that deserve to be in a subroutine library - and for each method ask: what do we know about the behaviour of this method, as implemented in practice? To make my task more tractable, I decided to consider only algorithms for unconstrained optimization.

I was surprised to find that remarkable progress has been made in the last 15 years in the theory of unconstrained optimization, to the point that it is reasonable to say that we have a good understanding of most of the techniques used in practice. It is reassuring to see a movement towards practicality: it is now routine to undertake the analysis under realistic assumptions, and to consider optimization algorithms as they are implemented
in practice. The depth and variety of the theoretical results available to us today have made unconstrained optimization a mature field of numerical analysis.

Nevertheless there are still many unanswered questions, some of which are fundamental. Most of the analysis has focused on global convergence and rate of convergence results, and little is known about average behaviour, worst case behaviour and the effect of rounding errors. In addition, we do not have theoretical tools that will predict the efficiency of methods for large scale problems.

In this article I will attempt to review the most recent advances in the theory of unconstrained optimization, and will also describe some important open questions. Before doing so, I should point out that the value of the theory of optimization is not limited to its capacity for explaining the behaviour of the most widely used techniques. The question posed in the first paragraph: 'what do we know about the behaviour of the most popular algorithms?' is not the only important question. We should also ask how useful is the theory when designing new algorithms, i.e. how well can it differentiate between efficient and inefficient methods. Some interesting analysis will be discussed in this regard. We will see that the weaknesses of several classical algorithms that have fallen out of grace, such as the Fletcher-Reeves conjugate gradient method and the Davidon-Fletcher-Powell variable metric method, are fairly well understood. I will also describe several theoretical studies on optimization methods that have not yet enjoyed widespread popularity, but that may prove to be highly successful in the future.

I have used the terms 'theoretical studies' and 'convergence analysis', without stating precisely what I mean by them. In my view, convergence results fall into one of the four following categories.
1 Global convergence results. The questions in this case are: will the iterates converge from a remote starting point? Are all cluster points of the set of iterates solution points?
2 Local convergence results. Here the objective is to show that there is a neighourhood of a solution and a choice of the parameters of the method for which convergence to the solution can be guaranteed.
3 Asymptotic rate of convergence. This is the speed of the algorithm, as it converges to the solution (which is not necessarily related to its speed away from the solution).
4 Global efficiency or global rate of convergence. There are several measures; one of them estimates the function reduction at every iteration. Another approach is to study the worst case global behaviour of the methods.

Most of the literature covers results in categories 1-3. Global efficiency results, category 4 , can be very useful but are difficult to obtain. There-
fore it is common to restrict these studies to convex problems (Nemirovsky and Yudin, 1983), or even to strictly convex quadratic objective functions (Powell, 1986). Global efficiency is an area that requires more attention and where important new results can be expected.

To be truly complete, the four categories of theoretical studies mentioned above should also take into account the effect of rounding errors, or noise in the function (Hamming, 1971). However, we will not consider these aspects here, for this would require a much more extensive survey. The term global optimization is also used to refer to the problem of finding the global minimum of a function. We will not discuss that problem here, and reserve the term 'global convergence' to denote the properties described in 1.

## 2. The most useful algorithms for unconstrained optimization

Since my goal is to describe recent theoretical advances for practical methods of optimization, I will begin by listing my selection of the most useful optimization algorithms. I include references to particular codes in subroutine libraries instead of simply referring to mathematical algorithms. However the routines mentioned below are not necessarily the most efficient implementations available, and are given mainly as a reference. Most of the algorithms listed here are described in the books by Dennis and Schnabel (1983), Fletcher (1987) and Gill et al. (1981).

1 The conjugate gradient method, or extensions of it. Conjugate gradient methods are useful for solving very large problems and can be particularly effective on some types of multiprocessor machines. An efficient code implementing the Polak-Ribière version of the conjugate gradient method, with restarts, is the routine VA14 of the Harwell subroutine library (Powell, 1977). A robust extension of the conjugate gradient method, requiring a few more vectors of storage, is implemented in the routine CONMIN (Shanno and Phua, 1980).
2 The BFGS variable metric method. Good line search implementations of this popular variable metric method are given in the IMSL and NAG libraries. The BFGS method is fast and robust, and is currently being used to solve a myriad of optimization problems.
3 The partitioned quasi-Newton method for large scale optimization. This method, developed by Griewank and Toint (1982c), is designed for partially separable functions. These types of functions arise in numerous applications, and the partitioned quasi-Newton method takes good advantage of their structure. This method is implemented in the Harwell routine VE08, and will soon be superseded by a more general routine of the Lancelot package which is currently being developed by Conn, Gould and Toint.

4 The limited memory BFGS method for large scale optimization. This method resembles the BFGS method but avoids the storage of matrices. It is particularly useful for large and unstructured problems. It is implemented in the Harwell routine VA15 (Liu and Nocedal, 1989).
5 Newton's method. A good line search implementation is given in the NAG library, whereas the IMSL library provides a trust region implementation (Dennis and Schnabel, 1983; Gay, 1983). A truncated Newton method for large problems, which requires only function and gradients, is given by Nash (1985).
6 The Nelder-Meade simplex method for problems with noisy functions. An implementation of this method is given in the IMSL library.

In the following sections I will discuss recent theoretical studies on many of these methods. I will assume that the reader is familiar with the fundamental techniques of unconstrained optimization, which are described, for example, in the books by Dennis and Schnabel (1983), Fletcher (1987) and Gill et al. (1981). We will concentrate on line search methods because most of our knowledge on trust region methods for unconstrained optimization was obtained before 1982, and is described in the excellent survey papers by Moré and Sorensen (1984) and Moré (1983). However in Section 8 we will briefly compare the convergence properties of line search and trust region methods.

## 3. The basic convergence principles

One of the main attractions of the theory of unconstrained optimization is that a few general principles can be used to study most of the algorithms. In this section, which serves as a technical introduction to the paper, we describe some of these basic principles. The analysis that follows gives us a flavour of what theoretical studies on line search methods are, and will be frequently quoted in subsequent sections.

Our problem is to minimize a function of $n$ variables,

$$
\begin{equation*}
\min f(x) \tag{3.1}
\end{equation*}
$$

where $f$ is smooth and its gradient $g$ is available. We consider iterations of the form

$$
\begin{equation*}
x_{k+1}=x_{k}+\alpha_{k} d_{k} \tag{3.2}
\end{equation*}
$$

where $d_{k}$ is a search direction and $\alpha_{k}$ is a step-length obtained by means of a one-dimensional search. In conjugate gradient methods the search direction is of the form

$$
\begin{equation*}
d_{k}=-g_{k}+\beta_{k} d_{k-1} \tag{3.3}
\end{equation*}
$$

where the scalar $\beta_{k}$ is chosen so that the method reduces to the linear
conjugate gradient method when the function is quadratic and the line search is exact. Another broad class of methods defines the search direction by

$$
\begin{equation*}
d_{k}=-B_{k}^{-1} g_{k} \tag{3.4}
\end{equation*}
$$

where $B_{k}$ is a nonsingular symmetric matrix. Important special cases are given by

$$
\begin{aligned}
& B_{k}=I \quad \text { (the steepest descent method) } \\
& B_{k}=\nabla^{2} f\left(x_{k}\right) \quad \text { (Newton's method) }
\end{aligned}
$$

Variable metric methods are also of the form (3.4), but in this case $B_{k}$ is not only a function of $x_{k}$, but depends also on $B_{k-1}$ and $x_{k-1}$.

All these methods are implemented so that $d_{k}$ is a descent direction, i.e. so that $d_{k}^{\Gamma} g_{k}<0$, which guarantees that the function can be decreased by taking a small step along $d_{k}$. For the Newton-type methods (3.4) we can ensure that $d_{k}$ is a descent direction by defining $B_{k}$ to be positive definite. For conjugate gradient methods obtaining descent directions is not easy and requires a careful choice of the line search strategy. Throughout this section we will assume that the optimization method is of the form (3.2) where $d_{k}$ is a descent direction.

The convergence properties of line search methods can be studied by measuring the goodness of the search direction and by considering the length of the step. The quality of the search direction can be studied by monitoring the angle between the steepest descent direction $-g_{k}$ and the search direction. Therefore we define

$$
\begin{equation*}
\cos \theta_{k}:=-g_{k}^{T} d_{k} /\left\|g_{k}\right\|\left\|d_{k}\right\| \tag{3.5}
\end{equation*}
$$

The length of the step is determined by a line search iteration. A strategy that will play a central role in this paper consists in accepting a positive step-length $\alpha_{k}$ if it satisfies the two conditions:

$$
\begin{align*}
f\left(x_{k}+\alpha_{k} d_{k}\right) & \leq f\left(x_{k}\right)+\sigma_{1} \alpha_{k} g_{k}^{T} d_{k}  \tag{3.6}\\
g\left(x_{k}+\alpha_{k} d_{k}\right)^{T} d_{k} & \geq \sigma_{2} g_{k}^{T} d_{k} \tag{3.7}
\end{align*}
$$

where $0<\sigma_{1}<\sigma_{2}<1$. The first inequality ensures that the function is reduced sufficiently, and the second prevents the steps from being too small. We will call these two relations the Wolfe conditions. It is easy to show that if $d_{k}$ is a descent direction, if $f$ is continuously differentiable and if $f$ is bounded below along the ray $\left\{x_{k}+\alpha d_{k} \mid \alpha>0\right\}$, then there always exist step-lengths satisfying (3.6)-(3.7) (Wolfe, 1969, 1971). Algorithms that are guaranteed to find, in a finite number of iterations, a point satisfying the Wolfe conditions have been developed by Lemaréchal (1981), Fletcher (1987) and Moré and Thuente (1990).

This line search strategy allows us to establish the following useful result due to Zoutendijk. At first, the result appears to be obscure, but its power
and simplicity will soon become evident. We will give a proof so that the reader can have a clear idea of how it depends on the properties of the function and line search. This result was essentially proved by Zoutendijk (1970) and Wolfe $(1969,1971)$. The starting point of the algorithm is denoted by $x_{1}$.

Theorem 3.1 Suppose that $f$ is bounded below in $\mathbb{R}^{n}$ and that $f$ is continuously differentiable in a neighourhood $\mathcal{N}$ of the level set $\mathcal{L}:=\{x: f(x) \leq$ $\left.f\left(x_{1}\right)\right\}$. Assume also that the gradient is Lipschitz continuous, i.e. there exists a constant $L>0$ such that

$$
\begin{equation*}
\|g(x)-g(\tilde{x})\| \leq L\|x-\tilde{x}\| \tag{3.8}
\end{equation*}
$$

for all $x, \tilde{x} \in \mathbb{N}$. Consider any iteration of the form (3.2), where $d_{k}$ is a descent direction and $\alpha_{k}$ satisfies the Wolfe conditions (3.6)-(3.7). Then

$$
\begin{equation*}
\sum_{k \geq 1} \cos ^{2} \theta_{k}\left\|g_{k}\right\|^{2}<\infty \tag{3.9}
\end{equation*}
$$

Proof. From (3.7) we have that

$$
\left(g_{k+1}-g_{k}\right)^{T} d_{k} \geq\left(\sigma_{2}-1\right) g_{k}^{T} d_{k}
$$

On the other hand, the Lipschitz condition (3.8) gives

$$
\left(g_{k+1}-g_{k}\right)^{T} d_{k} \leq \alpha_{k} L\left\|d_{k}\right\|^{2}
$$

Combining these two relations we obtain

$$
\begin{equation*}
\alpha_{k} \geq\left(\frac{\sigma_{2}-1}{L}\right) g_{k}^{T} d_{k} /\left\|d_{k}\right\|^{2} \tag{3.10}
\end{equation*}
$$

Using the first Wolfe condition (3.6) and (3.10), we have

$$
f_{k+1} \leq f_{k}+\sigma_{1}\left(\frac{\sigma_{2}-1}{L}\right)\left(g_{k}^{T} d_{k}\right)^{2} /\left\|d_{k}\right\|^{2}
$$

We now use definition (3.5) to write this relation as

$$
f_{k+1} \leq f_{k}+c \cos ^{2} \theta_{k}\left\|g_{k}\right\|^{2}
$$

where $c=\sigma_{1}\left(\sigma_{2}-1\right) / L$. Summing this expression and recalling that $f$ is bounded below we obtain

$$
\sum_{k=1}^{\infty} \cos ^{2} \theta_{k}\left\|g_{k}\right\|^{2}<\infty
$$

which concludes the proof.
We shall call inequality (3.9) the Zoutendijk condition. Let us see how Zoutendijk's condition can be used to obtain global convergence results.

Suppose that an iteration of the form (3.2) is such that

$$
\begin{equation*}
\cos \theta_{k} \geq \delta>0 \tag{3.11}
\end{equation*}
$$

for all $k$. Then we conclude directly from (3.9) that

$$
\begin{equation*}
\lim _{k \rightarrow \infty}\left\|g_{k}\right\|=0 \tag{3.12}
\end{equation*}
$$

In other words, if the search direction does not tend to be orthogonal to the gradient, then the sequence of gradients converges to zero. This implies, for example, that the method of steepest descent, with a line search satisfying the Wolfe conditions, gives (3.12), since in this case we have $\cos \theta_{k}=1$ for all $k$. Thus to make the steepest descent method 'globally convergent' it is only necessary to perform an adequate line search.

For line search methods of the form (3.2), the limit (3.12) is the best type of global convergence result that can be obtained - we cannot guarantee that the method converges to minimizers, but only that it is attracted by stationary points.

Consider now the Newton-type method (3.2),(3.4), and assume that the condition number of the matrices $B_{k}$ is uniformly bounded, i.e. that for all k

$$
\left\|B_{k}\right\|\left\|B_{k}^{-1}\right\| \leq \Delta
$$

for some constant $\Delta>0$. Then from (3.5) we have that

$$
\cos \theta_{k} \geq 1 / \Delta
$$

As before, we use Zoutendijk's condition (3.9) to obtain the global convergence result (3.12). We have therefore shown that Newton's method or the variable metric methods are globally convergent if the matrices $B_{k}$ are positive definite (which is needed for the descent condition), if their condition number is uniformly bounded, and if the line search satisfies the Wolfe conditions. For a more thorough discussion see Ortega and Rheinboldt (1970).

For some algorithms, such as conjugate gradient methods, it is not possible to show the limit (3.12), but only a weaker result, namely

$$
\begin{equation*}
\liminf _{k \rightarrow \infty}\left\|g_{k}\right\|=0 \tag{3.13}
\end{equation*}
$$

We can also obtain this type of result from Zoutendijk's condition (3.9), but this time the method of proof is contradiction. Suppose that (3.13) does not hold, which means that the gradients remain bounded away from zero, i.e. there exists $\gamma>0$ such that for all $k$

$$
\begin{equation*}
\left\|g_{k}\right\| \geq \gamma \tag{3.14}
\end{equation*}
$$

Then from (3.9) we conclude that

$$
\begin{equation*}
\cos \theta_{k} \rightarrow 0 \tag{3.15}
\end{equation*}
$$

In other words, the algorithm can only fail, in the sense of (3.14), if the whole sequence $\left\{\cos \theta_{k}\right\}$ converges to 0 . Therefore to establish (3.13) it suffices to show that a subsequence $\left\{\cos \theta_{k_{j}}\right\}$ is bounded away from zero.

For example, any line search method can be made globally convergent, in the sense of (3.13), by interleaving steepest descent steps. To be more precise, consider any method of the form (3.2) where $d_{k}$ is a descent direction for all $k$, and where $\alpha_{k}$ is chosen to satisfy the Wolfe conditions. Suppose, in addition, that at every $m$ steps, where $m$ is some pre-selected integer, we define $d_{k}=-g_{k}$. Since for these steepest descent steps $\cos \theta_{k}=1$, the previous discussion shows that the limit (3.13) is obtained.

It would seem that designing optimization algorithms with good convergence properties is easy, since all we need to ensure is that the search direction does not tend to become orthogonal to the gradient, or that steepest descent steps are interleaved regularly. Indeed, since the gradient $g_{k}$ is always available, we can compute $\cos \theta_{k}$ at every iteration and apply the following angle test: if $\cos \theta_{k}$ is less than some pre-selected constant, then we can modify the search direction by turning it towards the steepest descent direction. Such angle tests have been proposed many times in the literature, and ensure global convergence, but are undesirable for the following reasons.

In addition to global convergence we would like the methods to converge rapidly. After all, if all we want to achieve is global convergence we should be satisfied with the steepest descent method. It is well known, however, that steepest descent is very slow and that much faster algorithms can be designed. A classical result of Dennis and Moré states that the iteration (3.2) is superlinearly convergent if and only if

$$
\begin{equation*}
\alpha_{k} d_{k}=d_{k}^{\mathbb{N}}+\mathcal{O}\left(\left\|d_{k}^{\mathbb{N}}\right\|\right) \tag{3.16}
\end{equation*}
$$

where $d_{k}^{\mathbb{N}}$ is the Newton step (Dennis and Moré, 1974). Therefore to attain a fast rate of convergence it is necessary that we approximate the Newton direction asymptotically. An angle test may prevent us from doing so. For example, the BFGS variable metric method described in Section 5 can generate ill conditioned approximations $B_{k}$ of the Hessian. It is difficult, however, to determine if this is undesirable or if the matrices $B_{k}$ are approximating well an ill conditioned Hessian matrix. To decide this requires knowledge of the problem that we do not possess. We have learned that it is preferable not to interfere with the BFGS method and to let the matrices $B_{k}$ evolve freely, because convergence is usually obtained and the rate is superlinear.

By far the most substantial argument against angle tests is this: the best implementations of the methods listed in Section 2 do not need them; it has been found that other types of safeguards are more effective. We will return to this.

Dennis and Moré (1977) prove a result that is of great practical value because it suggests how to estimate the initial trial value in the line search
of a variable metric method. They show that for an iteration in which the the search directions approach the Newton direction, the step-length $\alpha_{k}=1$ satisfies the Wolfe conditions for all large $k$, provided $\sigma_{1}<\frac{1}{2}$. Thus the unit trial step-length should always be used in variable metric methods.

Let us summarize what we have discussed so far. Zoutendijk's condition plays a central role when studying the global convergence properties of line search methods. Most of the global convergence analyses use it explicitly or follow similar approaches. The Dennis-Moré (3.16) condition is fundamental to the study of rates of convergence. It states that a method is superlinearly convergent if and only if the direction and the length of the step approximate those of Newton's method, asymptotically. Many variable metric methods are superlinearly convergent, and this is proved by simply verifying that (3.16) holds.

So far, we have only talked about one type of line search, namely the one satisfying the Wolfe conditions, and it would be misleading to suggest that this is the only useful strategy. Indeed many convergence results can also be proved for other line searches, as we will discuss in later sections. A popular strategy, called backtracking, consists of successively decreasing the steplength, starting from an initial guess, until a sufficient function reduction is obtained; see, for example, Ortega and Rheinboldt (1970). A backtracking line search is easy to implement and is well suited for constrained problems.

Let us now discuss global efficiency analyses. One of the earliest results concerns the steepest descent method, with exact line searches, when applied to quadratic problems. This result is characteristic of global efficiency studies, which are established under very restrictive assumptions, and yet provide useful insight into the methods.

Suppose that $f$ is the quadratic function

$$
\begin{equation*}
f(x)=\frac{1}{2} x^{T} A x \tag{3.17}
\end{equation*}
$$

where $A$ is symmetric and positive definite. Consider the steepest descent method with exact line searches

$$
\begin{equation*}
x_{k+1}=x_{k}-\alpha_{k} g_{k}, \tag{3.18}
\end{equation*}
$$

where

$$
\begin{equation*}
\alpha_{k}=g_{k}^{T} g_{k} / g_{k}^{T} A g_{k} \tag{3.19}
\end{equation*}
$$

A simple computation (Luenberger, 1984) shows that

$$
\begin{equation*}
f_{k+1}=\left[1-\frac{\left(g_{k}^{T} g_{k}\right)^{2}}{\left(g_{k}^{T} A g_{k}\right)\left(g_{k}^{T} A^{-1} g_{k}\right)}\right] f_{k} \tag{3.20}
\end{equation*}
$$

This gives the function reduction at each iteration, and it is interesting that we have an equality. It is clear that the quotient in (3.20) can be bounded in terms of quantities involving only the matrix $A$. To do this, we use the

Kantorovich inequality to obtain (Luenberger, 1984)

$$
\frac{g_{k}^{T} g_{k}}{\left(g_{k}^{T} A g_{k}\right)\left(g_{k}^{T} A^{-1} g_{k}\right)} \geq \frac{4 \lambda_{1} \lambda_{n}}{\left(\lambda_{1}+\lambda_{n}\right)^{2}}
$$

where $\lambda_{1} \leq \cdots \leq \lambda_{n}$ are the eigenvalues of $A$. By substituting this in (3.20) we obtain the simple relation

$$
\begin{equation*}
f_{k+1} \leq\left[\frac{\lambda_{n}-\lambda_{1}}{\lambda_{n}+\lambda_{1}}\right]^{2} f_{k} \tag{3.21}
\end{equation*}
$$

This is the worst-case global behaviour of the steepest descent method (3.18) - (3.19) on the quadratic problem (3.17), but it can be argued that this is also the average behaviour (Akaike, 1959). Note that this global efficiency result also shows that asymptotic rate of convergence of the sequence $\{f(x)\}$ is linear, with a constant that depends on the condition number of $A$. Clearly, if $\lambda_{n} / \lambda_{1}$ is large, the term inside the square brackets in (3.21) is close to 1 and convergence will be slow.

Does this analysis help our understanding of the steepest descent method with inexact line searches on general nonlinear functions? The answer is definitely 'yes'. If at the solution point $x_{*}$ the Hessian matrix is positive definite then, near $x_{*}, f$ can be approximated well by a strictly convex quadratic, and the previous analysis is relevant - except that an inexact line search can make matters worse. However, if the line search always performs one quadratic interpolation, then the step-length will be exact asymptotically, and one can show that the rate of convergence is linear with constant $\left[\left(\lambda_{n}-\lambda_{1}\right) /\left(\lambda_{n}+\lambda_{1}\right)\right]^{2}$, where $\lambda_{1} \leq \cdots \leq \lambda_{n}$ are now the eigenvalues of the Hessian $\nabla^{2} f\left(x_{*}\right)$.

This global efficiency result has been presented in some detail because it is illustrative of such studies in optimization methods: a simple model problem is chosen, and by direct computation, recurrence relations are established to determine the function reduction. Such relations are difficult to obtain for general nonlinear functions, but Nemirovsky and Yudin are able to derive several interesting results for convex functions. Their work is described in the book (Nemirovsky and Yudin, 1983) and in subsequent papers. We will now give a very brief description of their approach, to show its flavour.

Suppose that $f$ is a strongly convex and continuously differentiable function. Suppose also that the gradient satisfies the Lipschitz condition (3.8) for all $x \in \mathbb{R}^{n}$. Let us denote a lower bound on the smallest eigenvalue of the Hessian $\nabla^{2} f(x)$ by $m$. Nemirovsky and Yudin define the global estimate of the rate of convergence on an iterative method as a function $h\left(x_{1}-x_{*}, m, L, k\right): \rightarrow \mathbb{R}$ such that for any objective function $f$ and for any $k \geq 1$ we have

$$
f_{k}-f_{*} \leq c_{1} h\left(x_{1}-x_{*}, m, L, k\right)
$$

where $c_{1}$ is a constant, $k$ is the iteration number, $L$ is the Lipschitz constant, and $x_{*}$ is the solution point.

The faster the rate at which $h$ converges to 0 as $k \rightarrow \infty$, the more efficient the method. Nemirovsky and Yudin (see also Nesterov (1988)) show that there is a lower bound on the rate of convergence of $h$.

Theorem 3.2 Consider an optimization method which, at every iteration $k$, evaluates the function $f$ and gradient $g$ at $N_{k}$ auxiliary points whose convex hull has dimension less than or equal to $l$. Then for all $k$
$h\left(x_{1}-x_{*}, m, L, k\right) \geq c_{2}\left\|x_{1}-x_{*}\right\|^{2} \min \left[([l+1] k)^{-2}, \exp \left(-\sqrt{\frac{m}{L}} c_{3} k(l-1)\right)\right]$,
where $c_{2}$ depends on $m$ and $L$, and $c_{3}$ is a constant.
In this framework, a method is optimal if its efficiency mapping $h$ is bounded above by the right-hand side of (3.22), where $c_{2}$ and $c_{3}$ are allowed to be any constants. Nemirovsky and Yudin show that the well known conjugate gradient and variable metric methods are not optimal, and Nesterov (1983) proposed a conjugate gradient method that achieves the optimal bound. In this theoretical framework optimization algorithms are ranked according to their worst case behaviour. We will discuss this in more detail in later sections.

This concludes our outline of some basic principles used in the theoretical analysis of optimization methods. Two classical books giving an exhaustive treatment of this subject are Ostrowski (1966) and Ortega and Rheinboldt (1970). Much of what is known about the theory of quasi-Newton methods is described in the survey paper by Dennis and Moré (1977) and in Dennis and Walker (1981). More recent survey papers include Dennis and Schnabel (1987), Schnabel (1989), Toint (1986a) and Powell (1985). In the following sections we focus on recent theoretical developments which are, to a great extent, not covered in these articles.

## 4. Conjugate gradient methods

The introduction of the conjugate gradient method by Fletcher and Reeves, in the 1960 s , marks the beginning of the field of large scale nonlinear optimization. Here was a technique that could solve very large problems, since it requires storage of only a few vectors, and could do so much more rapidly than the steepest descent method. The definition of a large problem has changed drastically since then, but the conjugate gradient method has remained one of the most useful techniques for solving problems large enough to make matrix storage impractical. Numerous variants of the method of Fletcher and Reeves have been proposed over the last 20 years, and many theoretical studies have been devoted to them. Nevertheless, nonlinear con-
jugate gradient methods are perhaps the least understood methods of optimization.

The recent development of limited memory and discrete Newton methods have narrowed the class of problems for which conjugate gradient methods are recommended. Nevertheless, in my view, conjugate gradient methods are still the best choice for solving very large problems with relatively inexpensive objective functions (Liu and Nocedal, 1989). They can also be more suitable than limited memory methods on several types of multiprocessor computers (Nocedal, 1990).

The theory of conjugate gradient methods for nonlinear optimization is fascinating. Unlike the linear conjugate gradient method for the solution of systems of equations, which is known to be optimal (in some sense), some nonlinear conjugate gradient methods possess surprising, and sometimes, bizarre properties. The theory developed so far offers fascinating glimpses into their behaviour, but our knowledge remains fragmentary. I view the development of a comprehensive theory of conjugate gradient methods as one of the outstanding challenges in theoretical optimization, and I believe that it will come to fruition in the near future. This theory would not only be a significant mathematical accomplishment, but could result in the discovery of a superior conjugate gradient method.

The original conjugate gradient method proposed by Fletcher and Reeves (1964) is given by

$$
\begin{gather*}
d_{k}=-g_{k}+\beta_{k}^{\text {FR }} d_{k-1}  \tag{4.1}\\
x_{k+1}=x_{k}+\alpha_{k} d_{k} \tag{4.2}
\end{gather*}
$$

where $\alpha_{k}$ is a step-length parameter, and where

$$
\beta_{k}^{\mathrm{FR}}= \begin{cases}0 & \text { for } k=1  \tag{4.3}\\ \left\|g_{k}\right\|^{2} /\left\|g_{k-1}\right\|^{2} & \text { for } k \geq 2\end{cases}
$$

When applied to strictly quadratic objective functions this method reduces to the linear conjugate gradient method provided $\alpha_{k}$ is the exact minimizer (Fletcher, 1987). Other choices of the parameter $\beta_{k}$ in (4.1) also possess this property, and give rise to distinct algorithms for nonlinear problems. Many of these variants have been studied extensively, and the best choice of $\beta_{k}$ is generally believed to be

$$
\begin{equation*}
\beta_{k}^{\mathrm{PR}}=g_{k}^{T}\left(g_{k}-g_{k-1}\right) /\left\|g_{k-1}\right\|^{2} \tag{4.4}
\end{equation*}
$$

and is due to Polak and Ribière (1969).
The numerical performance of the Fletcher-Reeves method (4.3) is somewhat erratic: it is sometimes as efficient as the Polak-Ribière method, but it is often much slower. It is safe to say that the Polak-Ribière method is, in general, substantially more efficient than the Fletcher-Reeves method.

In many implementations of conjugate gradient methods, the iteration
(4.1) is restarted every $n$ steps by setting $\beta_{k}$ equal to zero, i.e. taking a steepest descent step. This ensures global convergence, as was discussed in Section 3. However many theoretical studies consider the iteration without restarts (Powell, 1977, 1984a; Nemirovsky and Yudin, 1983), and there are good reasons for doing so. Since conjugate gradient methods are useful for large problems, it is relevant to consider their behaviour as $n \rightarrow \infty$. When $n$ is large (say 10,000 ) we expect to solve the problem in less than $n$ iterations, so that a restart would not be performed. We can also argue that we would like to study the behaviour of large sequences of unrestarted conjugate gradient iterations to discover patterns in their behaviour. We will see that this approach has been very successful in explaining phenomena observed in practice. Therefore in this section we will only consider conjugate gradient methods without restarts.
The first practical global convergence result is due to Al-Baali (1985) and applies to the Fletcher-Reeves method. To establish this result it is necessary that the line search satisfy the strong Wolfe conditions

$$
\begin{align*}
f\left(x_{k}+\alpha_{k} d_{k}\right) & \leq f\left(x_{k}\right)+\sigma_{1} \alpha_{k} g_{k}^{T} d_{k},  \tag{4.5}\\
\left|g\left(x_{k}+\alpha_{k} d_{k}\right)^{T} d_{k}\right| & \leq-\sigma_{2} g_{k}^{T} d_{k}, \tag{4.6}
\end{align*}
$$

where $0<\sigma_{1}<\sigma_{2}<\frac{1}{2}$. Note that if a step-length $\alpha_{k}$ satisfies the strong Wolfe conditions, then it satisfies the usual Wolfe conditions (3.6)-(3.7). Therefore Zoutendijk's result (3.9) will hold, provided we can show that the search directions of the Fletcher-Reeves method are descent directions. AlBaali does this, obtaining the following global convergence result. Throughout this section we assume that the starting point is such that the level set $\mathcal{L}:=\left\{x: f(x) \leq f\left(x_{1}\right)\right\}$ is bounded, that in some neighbourhood $\mathcal{N}$ of $\mathcal{L}$, the objective function $f$ is continuously differentiable, and that its gradient is Lipschitz continuous.

Theorem 4.1 Consider the Fletcher-Reeves method (4.1)-(4.2), where the step-length satisfies the strong Wolfe conditions (4.5)-(4.6). Then there is a constant $c>0$ such that

$$
\begin{equation*}
g_{k}^{T} d_{k} \leq-c\left\|g_{k}\right\|^{2} \tag{4.7}
\end{equation*}
$$

for all $k \geq 1$, and

$$
\liminf _{k \rightarrow \infty}\left\|g_{k}\right\|=0 .
$$

This result is interesting in many respects. The relation (4.7) is established by induction in a novel and elegant fashion. It shows that the strong Wolfe conditions are sufficient to ensure the descent property of the FletcherReeves method. Prior to this result it was thought that an ad hoc and complicated line search would be required to guarantee descent. Relation
(4.7) appears to play an important role in conjugate gradient methods, and we will encounter it again later. This theorem is also attractive because it applies to the algorithm as implemented in practice, and because the assumptions on the objective function are not restrictive.

Theorem 4.1 can be generalized to other iterations related to the FletcherReeves method. Touati-Ahmed and Storey (1990) show that Theorem 4.1 holds for all methods of the form (4.1)-(4.2), which satisfy the strong Wolfe conditions, and with any $\beta_{k}$ such that $0 \leq \beta_{k} \leq \beta_{k}^{\mathrm{FR}}$. Gilbert and Nocedal (1990) extend this to any method with $\left|\beta_{k}\right| \leq \beta_{k}^{\mathrm{FR}}$, and show that this result is tight in the following sense: there exists a smooth function $f$, a starting point $x_{1}$ and values of $\beta_{k}$ satisfying

$$
\left|\beta_{k}\right| \leq c \beta_{k}^{\mathrm{FR}}
$$

for some $c>1$, such that the sequence of gradient norms $\left\{\left\|g_{k}\right\|\right\}$ generated by (4.1)-(4.2) is bounded away from zero.

This is our first encounter with a negative convergence result for conjugate gradient methods. It shows that the choice of the parameter $\beta_{k}$ is crucial. An analysis of conjugate gradient methods with inexact line searches, shows that unless $\beta_{k}$ is carefully chosen, the length of the search direction $d_{k}$ can grow without bound causing the algorithm to fail. In the results mentioned so far, only the size of $\beta_{k}$ with respect to $\beta_{k}^{\mathrm{FR}}$ plays an important role in ensuring global convergence. We will see later that a more subtle property of $\beta_{k}$ determines the efficiency of the iteration.

Powell (1977) has given some arguments that explain, at least partially, the poor performance of the Fletcher-Reeves method in some problems: if a very small step is generated away from the solution, then due to the definition (4.3), it is likely, that subsequent steps will also be very short. We will not give the supporting facts for this argument, but only mention that the analysis is simple, and also shows that the Polak-Ribière method would not slow down in these circumstances. This propensity for short steps, causes the Fletcher-Reeves algorithm to sometimes stall away from the solution, and this behaviour can be observed in practice. For example, I have observed that when solving the minimal surface problem (Toint, 1983) with 961 variables, the Fletcher-Reeves method generates tiny steps for hundreds of iterations, and is only able to terminate this pattern after a restart is performed.

Powell (1977) and Nemirovsky and Yudin (1983) give global efficiency results that provide further evidence of the inefficiency of the FletcherReeves method. The simplest analysis is that of Powell, who shows that if the Fletcher-Reeves method, with exact line searches, enters a region in which the function is the two-dimensional quadratic

$$
f(x)=\frac{1}{2} x^{T} x
$$

then the angle between the gradient $g_{k}$ and the search direction $d_{k}$ stays constant. Therefore, if this angle is close to $90^{\circ}$ the method will converge very slowly. Indeed since this angle can be arbitrarily close to $90^{\circ}$, the Fletcher-Reeves method can be slower than the steepest descent method. Powell also shows that the Polak-Ribière method behaves quite differently in these circumstances, for if a very small step is generated, the next search direction tends to the steepest descent direction, preventing a sequence of tiny steps from happening.

With all the arguments given in favour of the Polak-Ribière method, we would expect to be able to prove, for it, a global convergence result similar to Theorem 4.1. That this is not possible follows from a remarkable result of Powell (1984a). He shows that the Polak-Ribière method with exact line searches can cycle infinitely, without approaching a solution point. Since the step-length of Powell's example would probably be accepted by any practical line search algorithm, it appears unlikely that a satisfactory global convergence result will ever be found for the Polak-Ribière method.

Powell establishes his negative result by an algebraic tour de force. He assumes that the line search always finds the first stationary point, and shows that there is a twice continuously differentiable function of three variables and a starting point such that the sequence of gradients generated by the Polak-Ribière method stays bounded away from zero. Since Powell's example requires that some consecutive search directions become almost contrary, and since this can only be achieved (in the case of exact line searches) when $\beta_{k}<0$, Powell (1986) suggests modifying the Polak-Ribière method by setting

$$
\begin{equation*}
\beta_{k}=\max \left\{\beta_{k}^{\mathrm{PR}}, 0\right\} \tag{4.8}
\end{equation*}
$$

Thus if a negative value of $\beta_{k}^{\text {Pr }}$ occurs, this strategy will restart the iteration along the steepest descent direction.

Gilbert and Nocedal (1990) show that this modification of the PolakRibière method is globally convergent both for exact and inexact line searches. If negative values of $\beta_{k}^{\text {PR }}$ occurred infinitely often, global convergence would follow, as discussed in Section 3, because an infinite number of steepest descent steps would be taken. Thus Gilbert and Nocedal consider the case where $\beta_{k}^{\mathrm{PR}}>0$ for all sufficiently large $k$, and show that in this case $\liminf \left\|g_{k}\right\|=0$, provided the line search has the following two properties: (i) it satisfies the strong Wolfe conditions; and (ii) it satisfies (4.7) for some constant c. Gilbert and Nocedal discuss how to implement such a line search strategy for any conjugate gradient method with $\beta_{k} \geq 0$. We will now describe their analysis, which is quite different from that used by Al-Baali for the study of the Fletcher-Reeves method.

The use of inexact line searches in conjugate gradient methods requires careful consideration. In contrast with the Fletcher-Reeves method, the
strong Wolfe conditions (4.5)-(4.6) no longer guarantee the descent property for the Polak-Ribière or other conjugate gradient methods. It turns out, however, that if $\beta_{k}$ is always nonnegative it is possible to find a line search strategy that will provide the descent property. To see this note that from (4.1) we have

$$
\begin{equation*}
g_{k}{ }^{T} d_{k}=-\left\|g_{k}\right\|^{2}+\beta_{k} g_{k}{ }^{T} d_{k-1} . \tag{4.9}
\end{equation*}
$$

Therefore, to obtain descent for an inexact line search algorithm, one needs to ensure that the last term is not too large. Suppose that we perform a line search along the descent direction $d_{k-1}$, enforcing the Wolfe (or strong Wolfe) conditions, to obtain $x_{k}$. If $g_{k}{ }^{T} d_{k-1} \leq 0$, the nonnegativity of $\beta_{k}$ implies that the sufficient descent condition (4.7) holds. On the other hand, if (4.7) is not satisfied then it must be the case that $g_{k}{ }^{T} d_{k-1}>0$, which means that a one-dimensional minimizer has been bracketed. It is then easy to apply a line search algorithm, such as that given by Lemaréchal (1981), Fletcher (1987) or Moré and Thuente (1990), to reduce $\left|g_{k}{ }^{T} d_{k-1}\right|$ sufficiently and obtain (4.7). Note that the only condition imposed so far on $\beta_{k}$ is that it be nonnegative.
To obtain global convergence for other conjugate gradient methods we need to impose another condition on $\beta_{k}$, and interestingly enough, it is the property that makes the Polak-Ribière method avoid the inefficiencies of the Fletcher-Reeves method. We say that a method has Property (*) if a small step, $\alpha_{k-1} d_{k-1}$ in a region away from the solution implies that $\beta_{k}$ will be small. A precise definition is given in Gilbert and Nocedal (1990). It isolates an important property of the Polak-Ribière method: the tendency to turn towards the steepest descent direction if a small step is generated away from the solution. The global convergence result of Gilbert and Nocedal is as follows.

Theorem 4.2 Consider any method of the form (4.1)-(4.2) with the following three properties: (i) $\beta_{k} \geq 0$ for all $k$; (ii) the line search satisfies the Wolfe conditions (3.6)-(3.7) and the sufficient descent condition (4.7); and (iii) Property (*) holds. Then liminf $\left\|g_{k}\right\|=0$.

This is one of the most general convergence results known to date. However it is not clear if the restriction $\beta_{k} \geq 0$ is essential, in some way, and should always be imposed in conjugate gradient methods, or if it only simplifies the analysis. It is also not known if the cycling of the Polak-Ribiere method predicted by Powell can occur in practice; to my knowledge it has never been observed. Lukšan (1991a) performed numerical tests with several conjugate gradient methods that restrict $\beta_{k}^{\text {pr }}$ to be nonnegative, as well as methods that are constrained by $\beta_{k}^{\text {FR }}$. The results are interesting, but inconclusive, and more research is needed.
How fast is the convergence of conjugate gradient methods? Let us first
answer this question under the assumption that exact line searches are made. Crowder and Wolfe (1972) show that the rate of convergence is linear, and give an example that shows that the rate cannot be $Q$-superlinear. Powell (1976b) studies the case in which the conjugate gradient method enters a region where the objective function is quadratic, and shows that either finite termination occurs, or the rate of convergence is linear. Cohen (1972) and Burmeister (1973) show that, for general objective functions, the rate of convergence is $n$-step quadratic, i.e.

$$
\left\|x_{k+n}-x_{*}\right\|=\mathcal{O}\left(\left\|x_{k}-x_{*}\right\|^{2}\right),
$$

and Ritter (1980) strengthens the result to

$$
\left\|x_{k+n}-x_{*}\right\|=\mathcal{O}\left(\left\|x_{k}-x_{*}\right\|^{2}\right)
$$

Powell (1983) gives a slightly better result and performs numerical tests on small problems to measure the rate observed in practice. Faster rates of convergence can be established (Schuller, 1974; Ritter, 1980), under the assumption that the search directions are uniformly linearly independent, but this does not often occur in practice. Several interesting results assuming asymptotically exact line searches are given by Baptist and Stoer (1977) and Stoer (1977). We will not discuss any of these rate of convergence results further because they are not recent and are described, for example, in Powell (1983).

Nemirovsky and Yudin (1983) devote some attention to the global efflciency of the Fletcher-Reeves and Polak-Ribière methods with exact line searches. For this purpose they define a measure of 'laboriousness' and an 'optimal bound' for it among a certain class of iterations. They show that on strongly convex problems, not only do the Fletcher-Reeves and Polak-Ribière methods fail to attain the optimal bound, but they also construct examples in which both methods are slower than the steepest descent method. Subsequently Nesterov (1983) presented an algorithm that attains this optimal bound. It is related to PARTAN - the method of parallel tangents (Luenberger, 1984), and is unlikely to be effective in practice, but this has not been investigated, to the best of my knowledge. Some extensions of Nesterov's algorithm have been proposed by Güler (1989).
Let us now consider extensions of the conjugate gradient method. Motivated by the inefficiencies of the Fletcher-Reeves method, and guided by the desire to have a method that cannot converge to point where the gradient is nonzero, Powell (1977) proposed a conjugate gradient method which restarts automatically using a three-term recurrence iteration introduced by Beale (1972). This method has been implemented in the Harwell routine VE04 and outperforms the Fletcher-Reeves and Polak-Ribière methods, but requires more storage. Shanno and Phua (1980) proposed a different extension of the conjugate gradient method that uses even more storage, and which
resembles a variable metric iteration. It has been implemented in the highly successful and popular code CONMIN. This method, which is not simple to describe, also uses automatic restarts. The iteration is of the form

$$
d_{k}=-H_{k} g_{k}
$$

where $H_{k}$ is a positive definite and symmetric matrix. Since this ensures that the search directions are descent directions, the line search needs only to satisfy the usual Wolfe conditions (3.6)-(3.7). Shanno (1978a,b) shows that this algorithm is globally convergent, with inexact line searches, on strongly convex problems. The convergence properties on nonconvex problems are not known; in fact, CONMIN is related to the BFGS variable metric method, whose global convergence properties on nonconvex problems are not yet understood, as we will discuss in the next section.

It is interesting to note that for all the conjugate gradient methods described in this section, and for their extensions, increased storage results in fewer function evaluations. The Fletcher-Reeves method requires four $n$-vectors of storage, Polak-Ribière five, VE04 six and CONMIN seven. In terms of function evaluations, their ranking corresponds to the order in which they were just listed - with CONMIN at the top.

Are automatic restarts useful? This remains controversial. Gill and Murray (1979) speculate that the efficiency of VE04 and CONMIN is due to the fact that they make good use of the additional information they store, rather than to the effects of restarting. I agree with this assessment, and as we will see when we discuss limited memory methods, it is possible to design methods that are more effective than CONMIN and use no restarts. In my view, an undesirable feature of all the restarting criteria proposed so far is that they do not rule out the possibility of triggering a restart at every step, hence degrading the speed of convergence of the methods. Indeed, I have observed examples in which CONMIN restarts at every iteration and requires an excessive number of function evaluations.

I will end this section with a question that has intrigued me for some time: have we failed to discover the 'right' implementation of the conjugate gradient method? Is there a simple iteration of the form (4.1)-(4.2) which performs significantly better than all the methods proposed so far, and which has all the desirable convergence properties? Given the huge number of articles proposing new variations of the conjugate gradient method, without much success, the answer would seem to be 'no'. However I have always felt that the answer is 'yes' - but I could say no more.

## 5. Variable metric methods

We have seen that in order to obtain a superlinearly convergent method it is necessary to approximate the Newton step asymptotically - this is the
principle (3.16) of Dennis and Moré. How can we do this without actually evaluating the Hessian matrix at every iteration? The answer was discovered by Davidon (1959), and was subsequently developed and popularized by Fletcher and Powell (1963). It consists of starting with any approximation to the Hessian matrix, and at each iteration, update this matrix by incorporating the curvature of the problem measured along the step. If this update is done appropriately, one obtains some remarkably robust and efficient methods, called variable metric methods. They revolutionized nonlinear optimization by providing an alternative to Newton's method, which is too costly for many applications. There are many variable metric methods, but since 1970, the BFGS method has been generally considered to be the most effective. It is implemented in all major subroutine libraries and is currently being used to solve optimization problems arising in a wide spectrum of applications.
The theory of variable metric methods is beautiful. The more we study them, the more remarkable they seem. We now have a fairly good understanding of their properties. Much of this knowledge has been obtained recently, and we will discuss it in this section. We will see that the BFGS method has interesting self-correcting properties, which account for its robustness. We will also discuss some open questions that have resisted an answer for many years. Variable metric methods, aside from being highly effective in practice, are intricate mathematical objects, and one could spend a lifetime discovering new properties of theirs. Ironically, our many theoretical studies of variable metric methods have not resulted in the discovery of new methods, but have mainly served to explain phenomena observed in practice. However it is hard to predict the future of this area, which has given rise to many surprising developments.

The BFGS method is a line search method. At the $k$ th iteration, a symmetric and positive definite matrix $B_{k}$ is given, and a search direction is computed by

$$
\begin{equation*}
d_{k}=-B_{k}^{-1} g_{k} \tag{5.1}
\end{equation*}
$$

The next iterate is given by

$$
\begin{equation*}
x_{k+1}=x_{k}+\alpha_{k} d_{k}, \tag{5.2}
\end{equation*}
$$

where the step-size $\alpha_{k}$ satisfies the Wolfe conditions (3.6)-(3.7). It has been found that it is best to implement BFGS with a very loose line search: typical values for parameters in (3.6)-(3.7) are $\sigma_{1}=10^{-4}$ and $\sigma_{2}=0.9$. The Hessian approximation is updated by

$$
\begin{equation*}
B_{k+1}=B_{k}-\frac{B_{k} s_{k} s_{k}^{T} B_{k}}{s_{k}^{T} B_{k} s_{k}}+\frac{y_{k} y_{k}^{T}}{y_{k}^{T} s_{k}}, \tag{5.3}
\end{equation*}
$$

where, as before,

$$
\begin{equation*}
y_{k}=g_{k+1}-g_{k}, \quad s_{k}=x_{k+1}-x_{k} \tag{5.4}
\end{equation*}
$$

Note that the two correction matrices on the right-hand side of (5.3) have rank one. Therefore by the interlocking eigenvalue theorem (Wilkinson, 1965), the first rank-one correction matrix, which is subtracted, decreases the eigenvalues - we will say that it 'shifts the eigenvalues to the left'. On the other hand, the second rank-one matrix, which is added, shifts the eigenvalues to the right. There must be a balance between these eigenvalue shifts, for otherwise the Hessian approximation could either approach singularity or become arbitrarily large, causing a failure of the method.

A global convergence result for the BFGS method can be obtained by careful consideration of these eigenvalue shifts. This is done by Powell (1976a), who uses the trace and the determinant to measure the effect of the two rank-one corrections on $B_{k}$. He is able to show that if $f$ is convex, then for any positive definite starting matrix $B_{1}$ and any starting point $x_{1}$, the BFGS method gives liminf $\left\|g_{k}\right\|=0$. If in addition the sequence $\left\{x_{k}\right\}$ converges to a solution point at which the Hessian matrix is positive definite, then the rate of convergence is superlinear.

This analysis has been extended by Byrd et al. (1987) to the restricted Broyden class of quasi-Newton methods in which (5.3) is replaced by

$$
\begin{equation*}
B_{k+1}=B_{k}-\frac{B_{k} s_{k} s_{k}^{T} B_{k}}{s_{k}^{T} B_{k} s_{k}}+\frac{y_{k} y_{k}^{T}}{y_{k}^{T} s_{k}}+\phi\left(s_{k}^{T} B_{k} s_{k}\right) v_{k} v_{k}^{T} \tag{5.5}
\end{equation*}
$$

where $\phi \in[0,1]$, and

$$
v_{k}=\left[\frac{y_{k}}{y_{k}^{T} s_{k}}-\frac{B_{k} s_{k}}{s_{k}^{T} B_{k} s_{k}}\right]
$$

The choice $\phi=0$ gives rise to the BFGS update, whereas $\phi=1$ defines the DFP method - the first variable metric method proposed by Davidon, Fletcher and Powell (see e.g. Fletcher (1987)). Byrd et al. prove global and superlinear convergence on convex problems, for all methods in the restricted Broyden class, except for DFP. Their approach breaks down when $\phi=1$, and leaves that case unresolved. Indeed the following question has remained unanswered since 1976, when Powell published his study on the BFGS method.

Open question I. Consider the DFP method with a line search satisfying the Wolfe conditions (3.6)-(3.7). Assume that $f$ is strongly convex, which implies that there is a unique minimizer $x_{*}$. Do the iterates generated by the DFP method converge to $x_{*}$, for any starting point $x_{1}$ and any positive definite starting matrix $B_{1}$ ?

It is rather surprising that, even though the DFP method has been known
for almost 30 years, we have little idea of what the answer to this basic question will turn out to be. DFP can be made to perform extremely poorly on convex problems, making a negative result plausible. On the other hand, the method has never been observed to fail; in fact even in the worst examples we can see the DFP method creeping towards a solution point. The most we can say is that the DFP method is globally convergent on convex functions if the line searches are exact (Powell, 1971, 1972), or that if it converges to a point, and line searches are exact, then the gradient at this point must be zero ( Pu and $\mathrm{Yu}, 1988$ ). It may also seem puzzling to the reader that global convergence has been established for $\phi=0.999$, say, but not for $\phi=1$. Wouldn't a continuity argument show that if the result holds for all $\phi<1$ then it must also hold for $\phi=1$ ? To answer this question, and to describe the self-correcting properties of the BFGS method, mentioned earlier, we will now discuss in some detail the convergence analyses of Powell, and Byrd et al.

Let us begin by considering only the BFGS method, and let us assume that the function $f$ is strongly convex, i.e. that there exist positive constants $m$ and $M$ such that

$$
\begin{equation*}
m\|z\|^{2} \leq z^{T} G(x) z \leq M\|z\|^{2} \tag{5.6}
\end{equation*}
$$

for all $z, x \in \mathbb{R}^{n}$, where $G$ denotes the Hessian matrix of $f$. Computing the trace of (5.3) we obtain

$$
\begin{equation*}
\operatorname{Tr}\left(B_{k+1}\right)=\operatorname{Tr}\left(B_{k}\right)-\frac{\left\|B_{k} s_{k}\right\|^{2}}{s_{k}^{T} B_{k} s_{k}}+\frac{\left\|y_{k}\right\|^{2}}{y_{k}^{T} s_{k}} \tag{5.7}
\end{equation*}
$$

It turns out that the middle term on the right-hand side of this equation depends on $\cos \theta_{k}$, the angle between the steepest descent direction and the search direction, which was used extensively in Section 3. To see this, we first note that

$$
f_{k+1}-f_{k}=g_{k}^{T} s_{k}+\frac{1}{2} s_{k}^{T} G\left(\xi_{k}\right) s_{k}
$$

for some $\xi_{k}$ between $x_{k+1}$ and $x_{k}$. Thus, using the first Wolfe condition (3.6) we have

$$
\begin{equation*}
\sigma_{1} g_{k}^{T} s_{k} \geq g_{k}^{T} s_{k}+\frac{1}{2} s_{k}^{T} G\left(\xi_{k}\right) s_{k} \tag{5.8}
\end{equation*}
$$

Next we use (5.6) and the definition (3.5) of $\cos \theta_{k}$ to obtain

$$
\left(1-\sigma_{1}\right)\left\|g_{k}\right\|\left\|s_{k}\right\| \cos \theta_{k} \geq \frac{1}{2} m\left\|s_{k}\right\|^{2}
$$

which implies that

$$
\begin{equation*}
\left\|s_{k}\right\| \leq c_{2}\left\|g_{k}\right\| \cos \theta_{k} \tag{5.9}
\end{equation*}
$$

where $c_{2}=2\left(1-\sigma_{1}\right) / m$. Since $B_{k} s_{k}=-\alpha_{k} g_{k}$, using (5.9) we obtain

$$
\begin{align*}
\frac{\left\|B_{k} s_{k}\right\|^{2}}{s_{k}^{T} B_{k} s_{k}} & =\frac{\alpha_{k}^{2}\left\|g_{k}\right\|^{2}}{\alpha_{k}\left\|s_{k}\right\|\left\|g_{k}\right\| \cos \theta_{k}} \\
& =\frac{\alpha_{k}\left\|g_{k}\right\|}{\left\|s_{k}\right\| \cos \theta_{k}} \\
& \geq \frac{\alpha_{k}}{c_{2} \cos ^{2} \theta_{k}} \tag{5.10}
\end{align*}
$$

We have thus shown that the term that tends to decrease the trace can be proportional to $\alpha_{k} / \cos ^{2} \theta_{k}$. Let us now consider the last term in the trace equation (5.7). From the definition of $y_{k}$ we have that

$$
\begin{equation*}
y_{k}=\bar{G} s_{k}, \tag{5.11}
\end{equation*}
$$

where

$$
\begin{equation*}
\bar{G}=\int_{0}^{1} G\left(x_{k}+\tau s_{k}\right) \mathrm{d} \tau \tag{5.12}
\end{equation*}
$$

Let us define $z_{k}=\bar{G}^{1 / 2} s_{k}$, where $\bar{G}^{1 / 2} \bar{G}^{1 / 2}=\bar{G}$. Then from (5.11) and (5.6)

$$
\begin{align*}
\frac{y_{k}^{T} y_{k}}{y_{k}^{T} s_{k}} & =\frac{s_{k}^{T} \bar{G}^{2} s_{k}}{s_{k}^{T} \bar{G} s_{k}} \\
& =\frac{z_{k}^{T} \bar{G} z_{k}}{z_{k}^{T} z_{k}} \\
& \leq M . \tag{5.13}
\end{align*}
$$

Therefore the term that tends to increase the trace is bounded above for all $k$, on convex problems. We obtain from (5.7) and (5.10)

$$
\begin{equation*}
\operatorname{Tr}\left(B_{k+1}\right) \leq \operatorname{Tr}\left(B_{k}\right)-\frac{\alpha_{k}}{c_{2} \cos ^{2} \theta_{k}}+M \tag{5.14}
\end{equation*}
$$

This relation allows insight into the behaviour of the BFGS method. The discussion that follows is not rigorous, but all the statements made here can be established rigorously.

Suppose for the moment that the step-lengths $\alpha_{k}$ are bounded below. If the algorithm produces iterations for which $\cos \theta_{k}$ is not very small, it will advance towards the solution, but some of the eigenvalues of $\left\{B_{k}\right\}$ could become large because the middle term on the right-hand side of (5.14) could be significantly smaller than $M$. If, as a result of having an excessively large Hessian approximation $B_{k}$, steps with very small $\cos \theta_{k}$ are produced, little progress may be achieved, but a self-correcting mechanism takes place: the middle term in (5.14) will be larger than $M$, thus decreasing the trace. This self-correction property is in fact very powerful. The smaller $\cos \theta_{k}$ is, the faster the reduction in the trace relation.

Suppose now that the step-lengths $\alpha_{k}$ tend to zero. It is easy to see
(Byrd et al., 1987, p. 1179) that this is due to the existence of very small eigenvalues in $B_{k}$, which cannot be monitored by the means of the trace. Fortunately, it turns out that the BFGS update formula has a strong selfcorrecting property with respect to the determinant, which can be used to show that, in fact, $\alpha_{k}$ is bounded away from zero in mean. Indeed, the determinant of (5.3) is given by Pearson (1969)

$$
\begin{equation*}
\operatorname{det}\left(B_{k+1}\right)=\operatorname{det}\left(B_{k}\right) \frac{y_{k}^{T} s_{k}}{s_{k}^{T} B_{k} s_{k}} . \tag{5.15}
\end{equation*}
$$

Note that when $s_{k}^{T} B_{k} s_{k}$ is small relative to $y_{k}^{T} s_{k}=s_{k}^{T} \bar{G} s_{k}$, the determinant increases, reflecting the fact that the small curvature of our model is corrected, thus increasing some eigenvalues.
In conclusion, the trace relation shows that, for strongly convex problems, the eigenvalues of the matrices $B_{k}$ cannot become too large, and the determinant relation shows that they cannot become too small. This can be used to show that the method is convergent, and by verifying the Dennis-Moré condition (3.16), one deduces that the rate of convergence is superlinear.
Let us now consider the restricted Broyden class (5.5) with $\phi \in[0,1)$. The analysis proceeds along similar lines. The trace relation is now (Byrd et al., 1987)

$$
\begin{equation*}
\operatorname{Tr}\left(B_{k+1}\right) \leq \operatorname{Tr}\left(B_{k}\right)+M+\frac{\phi \alpha_{k}}{c_{1}}-\frac{(1-\phi) \alpha_{k}}{c_{2} \cos ^{2} \theta_{k}}+\frac{2 \phi M \alpha_{k}}{m c_{1} \cos \theta_{k}}, \tag{5.16}
\end{equation*}
$$

where $c_{1}=\left(1-\sigma_{2}\right) / M$. Note that the second and the third terms on the right-hand side of (5.16) produce a shift to the right in the eigenvalues, in the sense that they increase the trace. The fourth term on the right-hand side of (5.16) produces a shift to the left, which can be very strong when $\cos \theta_{k}$ is small. The last term can produce a shift in either direction. A crucial fact is that this last term, of uncertain sign, is inversely proportional to $\cos \theta_{k}$, whereas the negative fourth term is inversely proportional to $\cos ^{2} \theta_{k}$. Therefore, when $\cos \theta_{k}$ is tiny, we still have a guaranteed decrease in the trace relation. This can be used to show that the Hessian approximation $B_{k}$ cannot grow without bound.
The determinant relation, for any $\phi \in[0,1]$, can be shown to satisfy,

$$
\begin{equation*}
\operatorname{det}\left(B_{k+1}\right) \geq \operatorname{det}\left(B_{k}\right) \frac{y_{k}^{T} s_{k}}{s_{k}^{T} B_{k} s_{k}}, \tag{5.17}
\end{equation*}
$$

which is essentially the same as for the BFGS update, and so we can reason as before to deduce that small eigenvalues are efficiently corrected. These arguments can be made rigorous, and can be used to establish global and superlinear convergence for any method in the restricted Broyden class using $\phi \in[0,1)$.

Why does this analysis not apply to the DFP method? It turns out that
small eigenvalues do not cause problems, because (5.17) holds when $\phi=1$, showing that the method possesses the self-correcting property with respect to the determinant mentioned earlier. Therefore if very small eigenvalues occur, the DFP method will be able to increase them quickly. Difficulties, however, can arise due to large eigenvalues. Note that the fourth term on the right-hand side of (5.16), which plays a crucial role in preventing the trace from growing, is no longer present. The only term capable of decreasing the trace is the last term in (5.16). In addition to being of uncertain sign, this term is smaller in magnitude than the fourth term in (5.16), when $\cos \theta_{k}$ is small. Thus it is not certain that a shift to the left will occur and even if it does we cannot expect it to be as strong as for other methods in the Broyden class. Therefore we can expect the DFP method to either develop excessively large Hessian approximations $B_{k}$ or, at the very least, to have difficulties in reducing a large initial Hessian approximation. Numerical tests confirm these observations, which also seem to agree with a global efficiency study of Powell (1986), which we discuss later on.

We have assumed all along that the Wolfe conditions are always satisfied. Are the good properties of the BFGS method strongly dependent on them? This question is of practical importance, because for problems with inequality constraints it is often not possible to satisfy the second Wolfe condition (3.7). Fortunately it is proved by Byrd and Nocedal (1989) that the BFGS updating formula has excellent properties as long as it perceives positive curvature - regardless of how large the function reduction or the change in the gradient are. We now formally state one of these properties.
Theorem 5.1 Let $\left\{B_{k}\right\}$ be generated by the BFGS formula (5.3) where $B_{1}$ is symmetric and positive definite and where for all $k \geq 1 y_{k}$ and $s_{k}$ are any vectors that satisfy

$$
\begin{align*}
\frac{y_{k}^{T} s_{k}}{s_{k}^{T} s_{k}} & \geq m>0  \tag{5.18}\\
\frac{\left\|y_{k}\right\|^{2}}{y_{k}^{T} s_{k}} & \leq M \tag{5.19}
\end{align*}
$$

Then for any $p \in(0,1)$ there exists a constant $\beta_{1}$, such that, for any $k>1$, the relation

$$
\begin{equation*}
\cos \theta_{j} \geq \beta_{1} \tag{5.20}
\end{equation*}
$$

holds for at least $\lceil p k\rceil$ values of $j \in[1, k]$.
This result states that, even though we cannot be sure that all the $\cos \theta_{k}$ will be bounded below, we can be sure that this is the case for most of them. This is enough to obtain certain global convergence results. For example, Theorem 5.1 can be used to show that the BFGS method using a backtracking line search is globally convergent on convex problems. Various
results of this type have also been obtained by Werner (1978, 1989); see also Warth and Werner (1977).

The recent analysis on variable metric methods has not only produced new results but, as can be expected, has also provided simpler tools for performing the analysis. Byrd and Nocedal (1989) show that it is easier to work simultaneously with the trace and determinant relations. For this purpose they define, for any positive definite matrix $B$, the function

$$
\begin{equation*}
\psi(B)=\operatorname{tr} B-\ln \operatorname{det} B \tag{5.21}
\end{equation*}
$$

where $\ln$ denotes the natural logarithm. It is easy to see that $\psi(B)>$ $\ln [\operatorname{cond}(B)]$, so that global convergence can be established by analysing the behaviour of $\psi\left(B_{k}\right)$. Moreover the function $\psi$ can also be used to establish superlinear convergence without having to explicitly verify the Dennis-Moré condition (3.16); this is explained in Byrd and Nocedal (1989).

### 5.1. Nonconvex objective functions

All the results for the BFGS method discussed so far depend on the assumption that the objective function $f$ is convex. At present, few results are available for the case in which $f$ is a more general nonlinear function. Even though the numerical experience of many years suggests that the BFGS method always converges to a solution point, this has not been proved.

Open question II. Consider the BFGS method with a line search satisfying the Wolfe conditions (3.6)-(3.7). Assume that $f$ is twice continuously differentiable and bounded below. Do the iterates satisfy $\lim \inf \left\|g_{k}\right\|=0$, for any starting point $x_{1}$ and any positive definite starting matrix $B_{1}$ ?

This is one of the most fundamental questions in the theory of unconstrained optimization, for BFGS is perhaps the most commonly used method for solving nonlinear optimization problems. It is remarkable that the answer to this question has not yet been found. Nobody has been able to construct an example in which the BFGS method fails, and the most general result available to us, due to Powell (1976a), is as follows.

Theorem 5.2 Suppose that $f$ is differentiable and bounded below. Consider the BFGS method with a line search satisfying the Wolfe conditions (3.6)-(3.7). Then the limit liminf $\left\|g_{k}\right\|=0$ is obtained for any starting point $x_{1}$ and any positive definite starting matrix $B_{1}$ if

$$
\begin{equation*}
\left\{\frac{y_{k}^{T} y_{k}}{y_{k}^{T} s_{k}}\right\} \tag{5.22}
\end{equation*}
$$

is bounded above for all $\boldsymbol{k}$.
We showed earlier (see (5.13)) that in the convex case (5.22) is always
bounded, regardless of how the step $s_{k}$ is chosen. However in the nonconvex case, in which the Hessian matrix can be indefinite or singular, the quotient (5.22) can be arbitrarily large, and only the line search could control its size. It is not known if the Wolfe conditions ensure that (5.22) is bounded, and if not, it would be interesting to find a practical line search that guarantees this.

Now that the global behaviour of variable metric methods on convex problems is reasonably well understood, it is time that we made some progress in the case when $f$ is a general nonlinear function. Unfortunately establishing any kind of practical results in this context appears to be extremely difficult.

The 1970s witnessed the development of a very complete local convergence theory for variable metric methods. The main results, due to Broyden et al. (1973) and Dennis and Moré (1974) have been used extensively for the analysis of both constrained and unconstrained methods, and are very well summarized in Dennis and Moré (1977) and Dennis and Schnabel (1983). A typical result is as follows. Suppose that $x_{*}$ is a minimizer where the Hessian is positive definite. If $x_{1}$ is sufficiently close to $x_{*}$ and $B_{1}$ is sufficiently close to $\nabla^{2} f\left(x_{*}\right)$, then the iterates generated by the BFGS or DFP methods, with unit step-lengths, converge to $x_{*}$ superlinearly.

Another interesting result of Dennis and Moré makes no assumptions on the Hessian approximations, and states that if the iterates generated by BFGS or DFP satisfy

$$
\sum_{k=1}^{\infty}\left\|x_{k}-x_{*}\right\|<\infty
$$

then the rate of convergence is superlinear. Griewank and Toint (1982b) extended this result to the restricted Broyden class. A stronger result for BFGS is implicit in the analysis of Griewank (1991) and Byrd et al. (1990): if the iterates converge (in any way) then the convergence rate must be superlinear.

A more general local convergence theory for least change secant methods has been developed by Dennis and Walker (1981). This work is important because it unifies several local convergence analyses, and because it can be used to design methods for special applications. Recently, Martínez (1990) presented a theoretical framework that applies to some methods not covered by the theory of Dennis and Walker; see also Martínez (1991).

### 5.2. Global efficiency of the BFGS and DFP methods

Nemirovsky and Yudin (1983) note that to obtain efficiency measures of optimization methods on general objective functions appears to be an unproductive task, because only very pessimistic results can be established. Therefore they restrict their attention to convex problems, and make some
interesting remarks on the properties of the DFP method. They do not resolve the question of whether DFP is optimal, in their sense, but note that DFP is not invariant under the scaling of $f$. They use this fact to show that, by badly scaling $f$, the DFP method can develop very large Hessian approximations and advance slowly. Their construction exploits the weakness of DFP with respect to a large Hessian approximation mentioned earlier.

Powell (1986) is able to obtain much insight into the global behaviour of BFGS and DFP by focusing on a narrower class of problems. He considers a strictly convex quadratic objective function of two variables, and studies the DFP and BFGS methods with step-lengths of one. Since both methods are invariant under a linear change of variables, he assumes without loss of generality that $G\left(x_{*}\right)=I$, as this results when making the change of variables from $x$ to $x_{*}+G\left(x_{*}\right)^{1 / 2}\left(x-x_{*}\right)$. Therefore Powell considers the objective function

$$
\begin{equation*}
f(u, v)=\frac{1}{2}\left(u^{2}+v^{2}\right) \tag{5.23}
\end{equation*}
$$

and analyses the behaviour of DFP and BFGS for different choices of the starting point $x_{1}$ and the starting matrix $B_{1}$. Due to the special form of the objective function, the secant equation $B_{k+1} s_{k}=y_{k}$, which is satisfied at each iteration by both DFP and BFGS, takes the form

$$
B_{k+1}\left(x_{k+1}-x_{k}\right)=\left(x_{k+1}-x_{k}\right)
$$

This shows that $B_{k}$ always has one unit eigenvalue, and can assume that for all $k$,

$$
B_{k}=\left(\begin{array}{cc}
1 & 0 \\
0 & \lambda_{k}
\end{array}\right)
$$

The DFP and BFGS iterations can be studied by measuring how fast $\lambda_{k}$ converges to 1 . Powell derives recurrence relations expressing $\lambda_{k+2}$ in terms of $\lambda_{k+1}$ and $\lambda_{k}$, and from them, estimates the total number of iterations required to obtain the solution to a given accuracy. These recurrence relations can also be used to estimate the function reduction at each step, and to predict how many iterations will be required before superlinear convergence takes place.

The results show vast differences of performance between the DFP and BFGS methods when the initial eigenvalue $\lambda_{1}$ is large. Powell shows that, in this case, the number of iterations required by the DFP method to obtain the solution with good accuracy can be of order $\lambda_{1}$. In contrast, the BFGS method requires only $\log _{10} \lambda_{1}$ iterations, in the worst case. The analysis shows that if $\lambda_{1}$ is large, and if the starting point is unfavourable, then the DFP method may decrease $\lambda_{k}$ by at most one at every iteration.

When $\lambda_{1}$ is small, both methods are very efficient. The BFGS method requires only $\log _{10}\left(\log _{10}\right) \lambda_{1}^{-1}$ iterations before superlinear convergence steps
take place, whereas for the DFP method this occurs after only one or two iterations.

This analysis depends heavily on the assumption that unit step-lengths are always taken. It is therefore relevant to ask if this is a reasonable assumption for problem (5.23). Powell shows that an algorithm using a backtracking line search, would accept the unit step-length in these circumstances. This would also be the case for other line search strategies that only demand a sufficient decrease in the function. However, a line search that requires the two Wolfe conditions may not accept the unit step-length in some iterations, if the initial eigenvalue $\lambda_{1}$ is large. Therefore Powell's analysis has some limitations, but the predictions of this analysis can be observed in some nonquadratic problems, as we now discuss.

Byrd et al. (1987) test methods in Broyden's class with a line search satisfying the Wolfe conditions. The objective function is strongly convex; it is the sum of a quadratic and a small quartic term. The problem has two variables and the starting matrix is chosen as a diagonal matrix with eigenvalues 1 and $10^{4}$. The BFGS method obtained the solution to high accuracy in 15 iterations. It was able to decrease the trace of $B_{k}$ from $10^{4}$ to 3 in only 10 iterations. In contrast, the DFP method required 4041 iterations to obtain the solution (which is amazingly close to the estimate given by Powell). It took, for example, 3000 iterations for DFP to decrease the trace from $10^{4}$ to 1100 . These results agree closely with the theoretical predictions given earlier because the objective function is nearly quadratic - the quartic term is small.

What should we expect if we use $\phi=0.999$ in this problem? Not surprisingly, we find that very many iterations are needed. However it is interesting that the number of iterations was 2223 - much less than for DFP. Thus a tiny change in $\phi$, away from one, has a marked effect in performance.

### 5.3. Is BFGS the best variable metric method?

The search for a variable metric method that is more efficient than the BFGS method began in the 1970s and has not ceased. In fact a new burst of research has taken place in the last few years, and some of the new ideas may provide practical improvements in performance.

Davidon (1975) proposed a method in which $B_{k+1}$ is chosen to be the member of the Broyden class that minimizes the condition number of

$$
B_{k}^{-1} B_{k+1}
$$

subject to preserving positive definiteness. The resulting value of $\phi_{k}$ sometimes lies outside $[0,1]$, and often coincides with the value of $\phi_{k}$ that defines the symmetric rank-one method. We will discuss the symmetric rank-one method in Section 6, and it suffices to say here that it possesses some impor-
tant computational and theoretical properties. Unlike the symmetric rankone method, however, Davidon's method is guaranteed to generate positive definite Hessian approximations $B_{k}$, and can be implemented without any safeguards. Nevertheless interest in the method died after numerical tests failed to show an improvement over the BFGS method, and since the theoretical study by Schnabel (1978) suggested that the advantages of using Davidon's approach were likely to be modest.

Recently several authors have taken a new look at the idea of deriving optimally conditioned updates, using different measures than the one proposed by Davidon. Dennis and Wolkowicz (1991) use the function

$$
\omega(B)=\frac{\operatorname{tr} B}{n \operatorname{det} B}
$$

to obtain a new class of updates. Fletcher (1991) notes that the optimal updates given by the $\psi$-function (5.21) are BFGS or DFP, depending on how the variational problem is posed. Other work in this area includes AlBaali (1990), Lukšan (1991b), Nazareth and Mifflin (1991), Yuan (1991) and Hu and Storey (1991). A different approach, in which the secant equation is not imposed, has been investigated by Yuan and Byrd (1991). Even though these studies are interesting, it is too soon to know if any of these new methods can perform significantly better than the BFGS method.

The analysis of Section 5.2, on the two-dimensional quadratic, suggests that the BFGS method is better at correcting small eigenvalues than large ones. Could we modify the method so as to strengthen its ability to correct large eigenvalues? Some authors feel that this can be done by using negative values for the parameter $\phi_{k}$ in Broyden's class. It is easy to explain the reason for this conjecture. Note that if $\phi_{k}<0$, the fourth term in the right-hand side of (5.16) remains negative and increases in magnitude, and the third term becomes negative. This suggests that, when $\phi_{k}<0$, the algorithm is better able to correct large eigenvalues. Care should be taken because there is a negative value $\phi_{k}^{c}$ for which the update becomes singular (for values less than $\phi_{k}^{c}$, the updated matrix becomes indefinite; see for example Fletcher (1987)). Zhang and Tewarson (1988) performed numerical tests with fixed negative values of $\phi_{k}$, and their results show a moderate but consistent improvement over the BFGS method. They also prove that, for convex problems, global and linear convergence can be established for negative values of $\phi_{k}$, provided that for all $k$,

$$
\begin{equation*}
(1-\nu) \phi_{k}^{c} \leq \phi_{k} \leq 0 \tag{5.24}
\end{equation*}
$$

where $\nu$ is an arbitrary constant in ( 0,1 ). However Byrd et al. (1990) show that this algorithm is not superlinearly convergent, in general. They show that designing a superlinearly convergent method which uses negative values of $\phi_{k}$ is possible, but is difficult to implement in practice.

One can also attempt to improve variable metric methods by introducing automatic scaling strategies that adjust the size of the matrix $B_{k}$. If properly done, this could alleviate, for example, the difficulties that DFP has with large eigenvalues. An idea proposed by Oren and Luenberger (1974) consists of multiplying $B_{k}$ by a scaling factor $\vartheta_{k}$ before the update takes place. For example, for the BFGS method, the update would be of the form

$$
\begin{equation*}
B_{k+1}=\vartheta_{k}\left[B_{k}-\frac{B_{k} s_{k} s_{k}^{T} B_{k}}{s_{k}^{T} B_{k} s_{k}}\right]+\frac{y_{k} y_{k}^{T}}{y_{k}^{T} s_{k}} \tag{5.25}
\end{equation*}
$$

Several choices for $\vartheta_{k}$ have been proposed by Oren and Luenberger (1974), Oren (1982), and in the references cited in these papers. The choice

$$
\begin{equation*}
\vartheta_{k}=\frac{y_{k}^{T} s_{k}}{s_{k}^{T} B_{k} s_{k}} \tag{5.26}
\end{equation*}
$$

is often recommended and has been tested in practice. The original motivation for self-scaling methods arises from the analysis of quadratic objective functions, and the main results also assume that exact line searches are performed. Disappointing numerical results were reported by several researches (see for example Shanno and Phua (1980)), and these results are explained by the analysis of Nocedal and Yuan (1991). They show that the method (5.25)-(5.26), using a line search that satisfies the Wolfe conditions, produces good search directions which allow superlinear convergence to take place if, in addition, the size of the step is correctly chosen. It turns out, however, that to estimate this step-size, it is normally necessary to use an extra function evaluation, which makes the approach inefficient. Nocedal and Yuan give an example in which the step-sizes needed for superlinear convergence alternate between $\frac{1}{2}$ and 2, and note that this type of behaviour can be observed in practice and is responsible for the relative inefficiency of the self-scaling method compared to the unscaled BFGS method.

For these reasons, the Oren-Luenberger scaling is now commonly applied only after the first iteration of a variable metric method. A quite different, and perhaps more promising strategy has been proposed by Powell (1987), and further developed by Lalee and Nocedal (1991) and Siegel (1991). Powell's idea is to work with the factorization

$$
\begin{equation*}
H_{k}=Z_{k} Z_{k}^{T} \tag{5.27}
\end{equation*}
$$

of the inverse Hessian approximation $H_{k}$. This factorization has been used by Goldfarb and Idnani (1983) for quadratic programming and has the advantage that it can be used easily when inequality constraints are present. Powell shows that by introducing an orthogonal rotation that makes the first column of $Z_{k}$ a multiple of $s_{k}$, the BFGS update of $H_{k}$ can be obtained
via a simple update to $Z_{k}$ :

$$
z_{i}^{*}= \begin{cases}s_{k} / \sqrt{s_{k}^{T} y_{k}} & i=1 \\ z_{i}-\left(\frac{y_{T}^{T} z_{i}}{s_{k}^{T} y_{k}}\right) s_{k} & i=2, \ldots, n\end{cases}
$$

where $z_{i}$ and $z_{i}^{*}$ are the $i$ th columns of $Z_{k}$ and $Z_{k+1}$ respectively. $Z_{k+1} Z_{k+1}^{T}$ gives $H_{k+1}$.

Note that the curvature information gathered during the most recent information is contained in the first column of $Z_{k+1}$, and that all other columns are obtained by a simple operation. Since in the BFGS update we wish to reduce the possibility of having an over-estimate of the Hessian, or equivalently an under-estimate of the inverse Hessian, Powell proposes to increase all columns of $Z_{k+1}$ so that their norms are at least equal to a parameter which depends on the norm of the first column.

Lalee and Nocedal (1991) extend Powell's idea to allow scaling down columns that are too large, as well as scaling up those that are too small. They give conditions on the scaling parameters in order for the algorithm to be globally and superlinearly convergent. Siegel (1991) proposes a slightly different scaling strategy. At every iteration, he only scales up the last $l$ columns of the matrix $Z_{k}$, where $l$ is a nonincreasing integer. The parameter $l$ does not change if the search direction $d_{k}$ is in the span of the first $n-l$ columns of $Z_{k}$, or close to it. Otherwise, $l$ is decreased by 1 . These column scaling methods appear to work very well in practice, but there is not enough data yet to draw any firm conclusions.

## 6. The symmetric rank-one method

One of the most interesting recent developments in unconstrained optimization has been the resurgence of the symmetric rank-one method (SR1). Several new theoretical and experimental studies have reversed the general perception of this method. Instead of being considered 'fatally flawed', the SR1 method is now regarded by many researchers as a serious contender with the BFGS method for unconstrained problems, and as the most suitable quasiNewton method for applications in which positive definite updates cannot be generated, such as constrained problems. The SR1 method remains controversial, and it is difficult to predict if the enthusiasm for this method is temporary, or if it will find a permanent place in optimization subroutine libraries.

The symmetric rank-one update is given by

$$
\begin{equation*}
B_{k+1}=B_{k}+\frac{\left(y_{k}-B_{k} s_{k}\right)\left(y_{k}-B_{k} s_{k}\right)^{T}}{s_{k}^{T}\left(y_{k}-B_{k} s_{k}\right)} \tag{6.1}
\end{equation*}
$$

It was first discovered by Davidon (1959) in his seminal paper on quasi-

Newton methods, and re-discovered by several authors. The SR1 method can be derived by posing the following simple problem. Given a symmetric matrix $B_{k}$ and the vectors $s_{k}$ and $y_{k}$, find a new symmetric matrix $B_{k+1}$ such that $B_{k+1}-B_{k}$ has rank one, and such that

$$
B_{k+1} s_{k}=y_{k}
$$

It is easy to see that if $\left(y_{k}-B_{k} s_{k}\right)^{T} s_{k} \neq 0$, then the unique solution is (6.1), whereas if $y_{k}=B_{k} s_{k}$ then the solution is $B_{k+1}=B_{k}$. However if $\left(y_{k}-B_{k} s_{k}\right)^{T} s_{k}=0$ and $y_{k} \neq B_{k} s_{k}$, there is no solution to the problem, and this case clouds what is otherwise a clean and simple argument. To prevent the method from failing, one can simply set $B_{k+1}=B_{k}$ when the denominator in (6.1) is close to zero, but this could prevent the method from converging rapidly.

It was noted early on that the SR1 method has some very interesting properties, provided it does not break down. For example Fiacco and McCormick (1968) show that the SR1 method without line searches finds the solution of a strongly convex quadratic function in at most $n+1$ steps, if the search directions are linearly independent and if the denominator in (6.1) is always nonzero. In this case $B_{n+1}$ equals the Hessian of the quadratic function. It is significant that this result does not require exact line searches, as is the case for the BFGS and DFP methods.

However, the fact that the denominator in (6.1) can vanish, introduces numerical instabilities and a possible breakdown of the method. Since this can happen even for quadratic functions, and since (6.1) does not always generate positive definite matrices, which complicates a line search implementation, the SR1 method fell out of favour. It was rarely used in practice, even though very good computational results had been obtained with safeguarded implementations (Dixon, 1972). The feeling in the early 1970s was that the method has some intrinsic weaknesses, and that the BFGS method was clearly preferable.

The revival of the SR1 method began, interestingly enough, during the development of the partitioned quasi-Newton method of Griewank and Toint (1982c). As we will discuss in the next section, the curvature condition $s^{T} y>0$ cannot always be expected to hold for all element functions, and therefore the BFGS method cannot always be applied. Therefore the implementation of the partitioned quasi-Newton method by Toint (Harwell routine VE08) uses the SR1 update when BFGS cannot be applied. This happens often; in particular after an SR1 update has been applied all subsequent updates are performed by means of SR1. The partitioned quasiNewton method performs very well in practice, giving a first indication of the success of the SR1 method - but this work drew less attention than it deserved.

The SR1 method came to the limelight with a sequence of papers by Conn
et al. (1988a, b, 1991). The first two papers deal with trust region methods for bound constrained problems, and report better results for SR1 than for BFGS. The authors speculate that the success of SR1 may be due to its superior ability to approximate the Hessian matrix at the solution. This is investigated in the third paper, in which the following result is established.

Theorem 6.1 Suppose that $f$ is twice continuously differentiable, and that its Hessian is bounded and Lipschitz continuous. Let $\left\{x_{k}\right\}$ be the iterates generated by the SR1 method and suppose that $x_{k} \rightarrow x_{*}$ for some $x_{*} \in \mathbb{R}^{n}$. Suppose in addition that, for all $k$,

$$
\begin{equation*}
\left|s_{k}^{T}\left(y_{k}-B_{k} s_{k}\right)\right| \geq r\left\|s_{k}\right\|\left\|y_{k}-B_{k} s_{k}\right\| \tag{6.2}
\end{equation*}
$$

for some $r \in(0,1)$, and that the the steps $s_{k}$ are uniformly linearly independent. Then

$$
\lim _{k \rightarrow \infty}\left\|B_{k}-\nabla^{2} f\left(x_{*}\right)\right\|=0
$$

Condition (6.2) is often used in practice to ensure that the SR1 update is well behaved: if it is violated then the update is skipped. Conn et al. (1991) report that the assumption of uniform linear independence of the search directions holds in most of their runs, and that the Hessian approximations generated by the SR1 method are often more accurate than those generated by BFGS or DFP.

Osborne and Sun (1988) propose a modification in which the Hessian approximation is scaled before the SR1 update is applied. They analyse this method and report good numerical results. In an interesting recent paper, Khalfan et al. (1991) make further contributions to the theory of the SR1 method, and present numerical results that, to some extent, conflict with those of Conn et al. (1991). They consider both a line search and a trust region implementation and observe that, for the problems they tested, the Hessian approximations generated by the SR1 method are on the average only slightly more accurate than those produced by the BFGS method. They report that in about one third of their problems neither method produces close approximations to the Hessians at the solution.

These results suggest that the assumptions of Theorem 6.1 may not always be satisfied in practice. Therefore Khalfan et al. study whether the steps generated by the SR1 method are uniformly linearly independent and find that this is often not the case. They conclude that the efficiency of the SR1 method is unlikely to be due to the properties given in Theorem 6.1, and pursue an analysis that is not based on the linear independence assumption. They prove several results which we now describe.

The first result is related to the Dennis-Moré condition for superlinear convergence, and assumes that unit step-lengths are taken. It states that if
$x_{*}$ is a minimizer such that $\nabla^{2} f\left(x_{*}\right)$ is positive definite, and if

$$
e_{k} \equiv\left\|x_{k}-x^{*}\right\|
$$

and

$$
\frac{\left\|\left(B_{k}-\nabla^{2} f\left(x_{*}\right)\right) s_{k}\right\|}{\left\|s_{k}\right\|}
$$

are sufficiently small, then

$$
\left\|x_{k}+s_{k}-x_{*}\right\| \leq c_{1}\left[\frac{\left\|\left(B_{k}-\nabla^{2} f\left(x_{*}\right)\right) s_{k}\right\|}{\left\|s_{k}\right\|} e_{k}+c_{2} e_{k}^{2}\right]
$$

where $c_{1}$ and $c_{2}$ are constants.
This bound suggests that some kind of quadratic rate is possible. To establish this, however, Khalfan et al. must assume that the matrices $\left\{B_{k}\right\}$ are positive definite and bounded. This appears, at first, to be a very unrealistic assumption, but the authors note that this is very often the case in their numerical tests. We now formally state this second result on the SR1 method.

Theorem 6.2 Suppose that the iterates generated by the SR1 method converge to $x_{*}$ - a minimizer such that $\nabla^{2} f\left(x_{*}\right)$ is positive definite. Assume that for all $k \geq 0$ the condition (6.2) is satisfied and that the matrices $B_{k}$ are positive definite and uniformly bounded above in norm. Then the rate of convergence is $2 n$-step $q$-quadratic, i.e.

$$
\limsup _{k \rightarrow \infty} \frac{e_{k+2 n}}{e_{k}^{2}} \leq \infty
$$

These new results are, of course, not as strong as the global convergence results described for the BFGS method, but one should keep in mind that the renewed interest in the SR1 method is very recent. Therefore substantial advances in this area can be expected.

## 7. Methods for large problems

Every function $f$ with a sparse Hessian is partially separable, i.e. it can be written in the form

$$
\begin{equation*}
f(x)=\sum_{i=1}^{n e} f_{i}(x) \tag{7.1}
\end{equation*}
$$

where each of the ne element functions $f_{i}$ depends only on a few variables. This statement is proved by Griewank and Toint (1982a), and provides the foundation for their partitioned quasi-Newton method for large-scale optimization. The idea behind this method is to exploit the partially separable structure (7.1) and update an approximation $B_{k}^{i}$ to the Hessian of each element function $f_{i}$. These matrices, which are often very accurate, can be
assembled to define an approximation $B_{k}$ to the Hessian of $f$. There is one complication: even if $\nabla^{2} f\left(x_{*}\right)$ is positive definite, some of the element functions may be concave, so that the BFGS method cannot always be used. In this case Griewank and Toint use the SR1 update formula, and implement safeguards that skip the update if it is suspect.
The search direction of the partitioned quasi-Newton method, as implemented by Toint (1983), is determined by solving the system

$$
\begin{equation*}
\left(\sum_{i=1}^{n e} B_{k}^{i}\right) d_{k}=-g_{k} \tag{7.2}
\end{equation*}
$$

inside a trust region, using a truncated conjugate gradient iteration. If a direction of negative curvature is detected, the conjugate gradient iteration is terminated, and $d_{k}$ is set to this direction of negative curvature. After this, a line search is performed along $d_{k}$. This method is described and analysed by Griewank and Toint (1982b,c, 1984); the implementation just outlined corresponds to the Harwell routine VE08.
The partitioned quasi-Newton method performs very well in practice, and represents one of the major algorithmic advances in nonlinear optimization. We should note that many practical problems are directly formulated in the form (7.1), and that many other problems can be recast in that form. Thus the partitioned quasi-Newton method is of wide applicability.

To establish global convergence results, similar to those for the BFGS method on convex problems, it is necessary to assume that all the element functions $f_{i}$ are convex. Under this assumption Griewank (1991) shows that the partitioned quasi-Newton method is globally convergent, even if the system (7.2) is solved inexactly. Griewank also relaxes the smoothness conditions on the gradients of the element functions $f_{i}$, and establishes rate of convergence results under the assumption that these gradients are only Lipschitzian, rather than differentiable. Griewank's analysis completely describes the behaviour of the partitioned quasi-Newton method in the convex case, and strengthens earlier work by Toint (1986b).

A very different approach for solving large problems ignores the structure of the problem, and uses the information of the last few iterations to define a variable metric approximation of the Hessian. This, so-called limited memory BFGS method, has proved to be very useful for solving certain large unstructured problems, and is in fact competitive with the partitioned quasi-Newton method on partially separable problems in which the number of variables entering into the element functions $f_{i}$ exceeds 5 or 6 (Liu and Nocedal, 1989).

The limited memory BFGS method is very similar to the standard BFGS method - the only difference is in the matrix update. Instead of storing the matrices $H_{k}$ that approximate the inverse Hessian, one stores a certain
number, say $m$, of pairs $\left\{s_{i}, y_{i}\right\}$ that define them implicitly. The product $H_{k} g_{k}$, which defines the search direction, is obtained by performing a sequence of inner products involving $g_{k}$ and the $m$ most recent vector pairs $\left\{s_{i}, y_{i}\right\}$. This is done efficiently by means of a recursive formula (Nocedal, 1980). After computing the new iterate, we delete the oldest pair from the set $\left\{s_{i}, y_{i}\right\}$ and replace it by the newest one. Thus the algorithm always keeps the $m$ most recent pairs $\left\{s_{i}, y_{i}\right\}$ to define the iteration matrix. It has been observed that scaling can be highly beneficial for large problems and several strategies for doing this have been studied by Gilbert and Lemaréchal (1989).

The limited memory BFGS method is suitable for large scale problems because it has been observed in practice that small values of $m$ (say $m \in[3,7]$ ) give satisfactory results. It is not understood why this method is as fast as the standard BFGS method on many problems. Another interesting open question is how to design a strategy for selecting the most useful corrections pairs - not simply the most recent ones -to improve the performance of the method.

Since the Dennis-Moré condition (3.16) cannot possibly hold for the limited memory BFGS method, its rate of convergence must be linear. Liu and Nocedal (1989) prove that the limited memory BFGS method is globally and linearly convergent on convex problems for any starting point, and for several useful scaling strategies. It is interesting to note that, as implemented by Liu and Nocedal, the method does not possess quadratic termination. A different limited memory method, that combines cycles of BFGS and conjugate gradient directions has been developed by Buckley and LeNir (1983).

Newton's method is, of course, the best method for solving many types of problems. Both line search and trust region implementations have been developed for the large-scale case; see Steihaug (1983), Nash (1985), O'Leary (1982) and Toint (1986a). The convergence properties of implementations of Newton's method in which the linear system

$$
\begin{equation*}
\nabla^{2} f\left(x_{k}\right) d_{k}=-g_{k} \tag{7.3}
\end{equation*}
$$

is solved inaccurately were first considered by Dembo et al. (1982) and by Bank and Rose (1981). Several interesting recent papers generalizing this work, and focusing on specific methods for solving the linear system (7.3), include Brown and Saad (1989, 1990), El Hallabi and Tapia (1989), Martínez (1990) and Eisenstat and Walker (1991). Nonmonotone Newton methods, i.e. methods in which function values are allowed to increase at some iterations, have been analysed by Grippo et al. (1990a,b); the numerical results appear to be very satisfactory. Nonmonotone methods may prove to be very useful for solving highly nonlinear problems.

## 8. Remarks on other methods

I have concentrated on recent theoretical studies on methods for solving general unconstrained minimization problems. Due to space limitations I have not discussed the solution of systems of nonlinear equations or nonlinear least squares. The Nelder-Meade method is known to fail, so that establishing a global convergence result for it is not possible. Recently there has been research on modifications of the Nelder-Meade method to improve its performance, and it is possible to establish global convergence for some of them. For a description of this work see Torczon (1991).

As mentioned earlier, I have not reviewed trust region methods because most of their theoretical studies (for unconstrained problems) are not recent and are reviewed by Moré and Sorensen (1984). Nevertheless, I would like to briefly contrast their properties with those of line search methods.

Trust region methods do not require the Hessian approximations $B_{k}$ to be positive definite. In fact, very little is required to establish global convergence: it is only necessary to assume that the norm of the matrices $\left\|B_{k}\right\|$ does not increase at a rate that is faster than linear (Powell, 1984b). In contrast, for line search methods one needs to ensure that the condition number of the Hessian approximations $\left\|B_{k}\right\|$ does not grow too rapidly. This requires control on both the largest and smallest eigenvalues of $B_{k}$, making the analysis more complex than for trust region methods. It is also possible to show that for trust region methods the sequence of iterates always has an accumulation point at which the gradient is zero and the Hessian is positive semi-definite. This is better than the result $\lim \inf \left\|g_{k}\right\|=0$ which is the most that can be proved for line search methods.

Thus the theory of trust region methods has several advantages over that of line search methods, but both approaches seem to perform equally well in practice. Line search methods are more commonly used because they have been known for many years and because they can be simpler to implement. At present, line search and trust region methods coexist, and it is difficult to predict if one of these two approaches will become dominant. This will depend on the theoretical and algorithmic advances that the future has in store.
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## 1. Introduction

In the sciences, situations where dissipation is not significant may invariably be modelled by Hamiltonian systems of ordinary, or partial, differential equations. Symplectic integrators are numerical methods specifically aimed at advancing in time the solution of Hamiltonian systems. Roughly speaking, 'symplecticness' is a characteristic property possessed by the solutions of Hamiltonian problems. A numerical method is called symplectic if, when applied to Hamiltonian problems, it generates numerical solutions which inherit the property of symplecticness.

If the reader is expecting to find the definition of symplecticness in this introduction, I am sorry he is going to be disappointed. I have devoted Sections 2-4 to the task of explaining symplecticness in what I believe to be the simplest possible way. The fact that six pages are needed to define symplecticness should not be taken as implying that this notion is particularly difficult: for readers with a differential geometry background, symplecticness can be defined in one line. However, here and elsewhere in the article, I have tried to be understandable rather than brief. In particular I have tried hard to relate the concepts in a language accessible to numerical analysts. This has not always been easy, as the area of symplectic integration directly relates to both numerical analysis and to other branches of science, such as symplectic geometry, dynamical systems, classical mechanics and theoretical physics.

After the study of the notion of symplecticness in Sections 2-4, I define in Section 5 the concept of symplectic integrator. Symplectic integrators fall into two categories. Some of them are standard methods, such as RungeKutta or Runge-Kutta-Nyström methods, that just happen to achieve symplecticness through some balance in their coefficients. For a method of this kind to be symplectic it is necessary and sufficient that its coefficients satisfy some algebraic equations. This first category of symplectic methods is studied in Sections 6-8. A remarkable feature of the methods of this category is that, for them, an alternative formulation of the order conditions exists, whereby the order conditions are expressed in terms of unrooted rather than rooted trees.

The second category of symplectic methods consists of methods derived via a so-called generating function. Generating functions were introduced in the nineteenth century as a means for solving some problems in classical mechanics. They are at the root of the Hamilton-Jacobi method for integrating differential systems via the Hamilton-Jacobi partial differential equation. In Section 9 I present the necessary background on generating functions and in Section 10 I survey symplectic integrators based on generating functions. In Section 11, I return to the first category of symplectic methods (i.e. to

Runge-Kutta and related symplectic methods) with the goal of seeing them in the light of the Hamilton-Jacobi theory.

In Sections $12-14$, I summarize the general properties of symplectic integrators. Section 15 is devoted to the practical performance of symplectic integration and the final Section 16 contains a few indications in connection with material, such as Hamiltonian partial differential equations, not covered in the main part of the paper.

The current interest in symplectic integration started with the work of, for example, Ruth (1983), Channell (1983), Menyuk (1984), Feng (1985, 1986a,b). Since then, several dozens of papers on the subject have been written. Some of these have been published in the physics literature, while others have appeared in numerical analysis journals and others are only available as manuscripts. Under these circumstances, I cannot claim to have supplied a list of references that covers all the relevant items. However I have done my best to present a fair view of the field from a numerical analyst's point of view.

Symplectic integration is a new field. As such, much of the material reported here is likely to be superseded soon by new developments. From a theoretical point of view the field has already witnessed some interesting contributions bringing together seemingly unrelated parts of mathematics such as Hamilton-Jacobi equations and graph theory. On the other hand, little has been undertaken in the construction of practical high-order methods and the design of serious symplectic software is still waiting consideration. The area of symplectic integration is one where much scope is left for newcomers. I would be glad if this paper helped in attracting some of them to the field.

## 2. Hamiltonian systems

### 2.1. Preliminaries

We start by describing the class of problems with which we shall be concerned and by introducing some notation. Let $\Omega$ be a domain (i.e. a nonempty, open, connected set) in the oriented Euclidean space $\mathbb{R}^{2 d}$ of the points $(\mathbf{p}, \mathbf{q})=\left(p_{1}, \ldots, p_{d} ; q_{1}, \ldots, q_{d}\right)$. If $H$ is a sufficiently smooth real function defined in $\Omega$, then the Hamiltonian system of differential equations with Hamiltonian $H$ is, by definition, given by

$$
\begin{equation*}
\frac{\mathrm{d} p_{i}}{\mathrm{~d} t}=-\frac{\partial H}{\partial q_{i}}, \quad \frac{\mathrm{~d} q_{i}}{\mathrm{~d} t}=+\frac{\partial H}{\partial p_{i}}, \quad 1 \leq i \leq d . \tag{2.1}
\end{equation*}
$$

The integer $d$ is called the number of degrees of freedom and $\Omega$ is the phase space. The exact amount of smoothness required of $H$ will vary from place to place and will not be explicitly stated, but we throughout assume at least $C^{2}$ continuity, so that the right-hand side of the system (2.1) is $C^{1}$ and the standard existence and uniqueness theorems apply to the corresponding
initial value problem. Sometimes, the symbol $\mathcal{S}_{H}$ will be used to refer to system (2.1). A good starting point for the theory of Hamiltonian problems is the textbook by Arnold (1989). MacKay and Meiss (1987) have compiled an excellent collection of important papers in Hamiltonian dynamics. For applications to celestial mechanics see Arnold (1988). More advanced results on symplectic geometry can be found in Arnold and Novikov (1990). For the early history of the work of Hamilton and Jacobi on Hamiltonian systems, see Klein (1926).

In applications to mechanics (Arnold, 1989), the $q$ variables are generalized coordinates, the $\mathbf{p}$ variables the conjugated generalized momenta and $H$ usually corresponds to the total mechanical energy.

Often the Hamiltonian has the special structure

$$
\begin{equation*}
H(\mathbf{p}, \mathbf{q})=T(\mathbf{p})+V(\mathbf{q}) \tag{2.2}
\end{equation*}
$$

In mechanics $T$ and $V$ would represent the kinetic and potential energy, respectively. Hamiltonians of this form are called separable. A commonly occurring case has $T=\frac{1}{2} \mathbf{p}^{T} \mathbf{p}$, so that the Hamiltonian reads

$$
\begin{equation*}
H(\mathbf{p}, \mathbf{q})=\frac{1}{2} \mathbf{p}^{T} \mathbf{p}+V(\mathbf{q}) \tag{2.3}
\end{equation*}
$$

Of course one may also consider nonautonomous (time-dependent) Hamiltonians $H=H(\mathbf{p}, \mathbf{q} ; t)$. By using such an $H$ in (2.1), we obtain a nonautonomous Hamiltonian system. Most of the material that follows may easily be extended to cater for the nonautonomous case. However, for simplicity, we shall assume that, unless otherwise explicitly stated, all Hamiltonians considered are autonomous, i.e. time-independent.

### 2.2. The flow of a Hamiltonian system

If $t$ is a real number, we denote by $\phi_{t, H}$ the flow of the system $S_{H}$ introduced in (2.1). Recall that, by definition, $\phi_{t, H}$ is a transformation mapping $\Omega$ into itself, in such a way that for $\left(\mathbf{p}^{0}, \mathbf{q}^{0}\right)$ in $\Omega,(\mathbf{p}, \mathbf{q})=\phi_{t, H}\left(\mathbf{p}^{0}, \mathbf{q}^{0}\right)$ is the value at time $t$ of the solution of (2.1) that at time $t=0$ has the initial condition ( $\mathbf{p}^{0}, \mathbf{q}^{0}$ ) (see e.g. Section 1.4 of the contribution by Arnold and Ili'yashenko to the book by Anosov and Arnold (1988) or Chapter 1 in Guckenheimer and Holmes (1983)). Therefore, if in

$$
\begin{equation*}
(\mathbf{p}, \mathbf{q})=\phi_{t, H}\left(\mathbf{p}^{0}, \mathbf{q}^{0}\right) \tag{2.4}
\end{equation*}
$$

$t$ varies and ( $\mathbf{p}^{0}, \mathbf{q}^{0}$ ) is seen as fixed, then we recover the solution of (2.1) with initial condition ( $\mathbf{p}^{0}, q^{0}$ ). The key point is that we will mainly be interested in seeing $t$ in (2.4) as a fixed parameter and ( $\mathbf{p}^{0}, \mathbf{q}^{0}$ ) as a variable, so that we are defining a map of $\Omega$ into itself. In fact this is not quite true. The point $\phi_{t, H}\left(\mathbf{p}^{0}, \mathbf{q}^{0}\right)$ is defined only if the solution of (2.1) with initial condition ( $\mathbf{p}^{0}, \mathbf{q}^{0}$ ) exists at time $t$, which, for given ( $\mathbf{p}^{0}, \mathbf{q}^{0}$ ), is not
necessarily the case if $|t|$ is large: solutions may reach the boundary of $\Omega$ in a finite time and exist only for bounded intervals of time. Thus, for given $t \neq 0$, the domain of definition of $\phi_{t, H}$ may be strictly smaller than $\Omega$.

A simple example is provided by the the harmonic oscillator, the Hamiltonian system with $d=1, \Omega=\mathbb{R}^{2}$ and $H=\frac{1}{2} p_{1}^{2}+\frac{1}{2} q_{1}^{2}$. If we use the notation $p$ and $q$ for the dependent variables, and identify the point $(p, q)$ with the column vector $[p, q]^{T}$, the system $\mathcal{S}_{H}$ reads

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left[\begin{array}{l}
p  \tag{2.5}\\
q
\end{array}\right]=A\left[\begin{array}{c}
p \\
q
\end{array}\right], \quad A=\left[\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right]
$$

and the $t$-flow is simply the mapping that rotates points in $\mathbb{R}^{2}$ by an angle of $t$ radians around the origin:

$$
\left[\begin{array}{c}
p^{0}  \tag{2.6}\\
q^{0}
\end{array}\right] \mapsto \exp (A t)\left[\begin{array}{c}
p^{0} \\
q^{0}
\end{array}\right]=\left[\begin{array}{cc}
\cos t & -\sin t \\
\sin t & \cos t
\end{array}\right]\left[\begin{array}{c}
p^{0} \\
q^{0}
\end{array}\right]
$$

For nonlinear Hamiltonians, in general, an explicit representation of the flow cannot be found in terms of elementary functions.

## 3. Area-preserving transformations

### 3.1. Preservation of area by one degree of freedom Hamiltonian flows

The idea of symplectic integration revolves around the use of symplectic transformations. In our experience, some numerical analysts find difficulties when first coming across the notion of symplecticness and tend to confuse symplectic integrators with energy-preserving integrators or with integrators whose stability function has unit modulus on the imaginary axis. It is therefore important that we devote some time to understanding symplecticness. It is best to start with the one degree of freedom case, where symplecticness is nothing but preservation of area. We then assume in this section that $d=1$ and use the notation $p$ and $q$ to refer to the dependent variables $p_{1}$ and $q_{1}$ respectively.

For each real $t$, the flow $\phi_{t, H}$ is an area-preserving transformation in $\Omega$, in the sense that, for each bounded subdomain $\Sigma \subset \Omega$ for which $\phi_{H, t}(\Sigma)$ is defined, it holds true that $\Sigma$ and $\phi_{H, t}(\Sigma)$ have the same (oriented) area. To see this, it is enough, after recalling Liouville's theorem (see e.g. Section 3.5, Chapter 1 in the article by Arnold and Il'yashenko in Anosov and Arnold (1988)), to observe that the vector field $[-\partial H / \partial q, \partial H / \partial p]^{T}$ that features in (2.1) is divergence free because

$$
\frac{\partial}{\partial p}\left(-\frac{\partial H}{\partial q}\right)+\frac{\partial}{\partial q}\left(\frac{\partial H}{\partial p}\right)=0
$$

In the harmonic oscillator example (2.5) the area-preserving property of the flow, i.e. of the rotation (2.6), is evident.

The area-preserving property of the flow has a marked impact on the longtime behaviour of the solutions of Hamiltonian problems. Clearly asymptotically stable equilibria or limit cycles (Guckenheimer and Holmes, 1983) cannot occur: in their neighbourhoods the area would have to shrink. The Poincaré recurrence holds (Arnold, 1989): under suitable assumptions and as $t$ increases, each point in $\Omega$ being moved by $\phi_{t, H}$ returns repeatedly to the vicinity of its initial position.

In fact, all properties specific to the Hamiltonian dynamics can be derived from the preservation of area property. This is no surprise because the area-preserving character of the flow, which was shown earlier to hold for Hamiltonian systems, actually holds only for Hamiltonian systems. More precisely, assume that $\Omega$ is simply connected, i.e. it has no holes, and suppose that

$$
\begin{equation*}
\frac{\mathrm{d} p}{\mathrm{~d} t}=f(p, q), \quad \frac{\mathrm{d} q}{\mathrm{~d} t}=g(p, q) \tag{3.1}
\end{equation*}
$$

is a smooth differential system whose flow is area-preserving. Then (3.1) is actually a Hamiltonian system $\mathcal{S}_{H}$ for a suitable $H$. There is nothing deep about this. By Liouville's theorem the vector field $[f, g]^{T}$ is divergence free, so that

$$
\frac{\partial}{\partial p}(-f)=\frac{\partial}{\partial q} g
$$

But this is just the necessary and sufficient condition for the field $[g,-f]^{T}$ to be the gradient of a scalar function $H$, i.e. for (3.1) to coincide with $\mathcal{S}_{H}$.

If $\Omega$ is not simply connected, then systems with area-preserving flows are, in general, only locally Hamiltonian: in each ball $B \subset \Omega$ they coincide with a Hamiltonian system $\mathcal{S}_{H_{B}}$ but, globally, the system may not be Hamiltonian because the various $H_{B}$ cannot be patched together. A typical example is given by the area-preserving system

$$
\frac{\mathrm{d} p}{\mathrm{~d} t}=\frac{p}{p^{2}+q^{2}}, \quad \frac{\mathrm{~d} q}{\mathrm{~d} t}=\frac{q}{p^{2}+q^{2}}
$$

defined in $\Omega=\mathbb{R}^{2} \backslash(0,0)$. In each ball in $\Omega$ the system is Hamiltonian with $H$ given by a branch of the argument of the point $(p, q)$. The system is not Hamiltonian because of course the argument cannot be defined as a smooth single-valued function in $\mathbb{R}^{2} \backslash(0,0)$.

### 3.2. Checking preservation of area: Jacobians

Let $\left(p^{*}, q^{*}\right)=\psi(p, q)$ be a $\mathcal{C}^{1}$ transformation defined in a domain $\Omega$. According to the standard rule for changing variables in an integral, $\psi$ is areapreserving if and only if the Jacobian determinant is identically 1 :

$$
\begin{equation*}
\forall(p, q) \in \Omega, \quad \frac{\partial p^{*}}{\partial p} \frac{\partial q^{*}}{\partial q}-\frac{\partial p^{*}}{\partial q} \frac{\partial q^{*}}{\partial p}=1 \tag{3.2}
\end{equation*}
$$

It is a trivial exercise in matrix multiplication to check that this relationship can be rewritten as

$$
\begin{equation*}
\forall(p, q) \in \Omega, \quad \psi^{T} J \psi^{\prime}=\frac{\partial\left(p^{*}, q^{*}\right)^{T}}{\partial(p, q)} J \frac{\partial\left(p^{*}, q^{*}\right)}{\partial(p, q)}=J \tag{3.3}
\end{equation*}
$$

where

$$
J=\left[\begin{array}{cc}
0 & 1 \\
-1 & 0
\end{array}\right]
$$

and $\psi^{\prime}=\partial\left(p^{*}, q^{*}\right) / \partial(p, q)$ is the Jacobian matrix of the transformation. Going from (3.2) to (3.3) may appear to be just a matter of complicating things. This is not so: the matrix $J$ is a very important character in this play. If $\mathbf{v}$ and $\mathbf{w}$ are vectors in the plane, then $\mathbf{v}^{T} J \mathbf{w}$ is the oriented area of the parallelogram they determine. Now, let us fix a point $(p, q)$ in $\Omega$ and construct a parallelogram $\mathcal{P}$ having a vertex at $(p, q)$ and having as sides two small vectors $\mathbf{v}$ and $\mathbf{w}$ (i.e. the vertices are the points $(p, q),(p, q)+\mathbf{v}$, $(p, q)+\mathbf{w},(p, q)+\mathbf{v}+\mathbf{w})$. Then $\psi(\mathcal{P})$ is a parallelogram with curved sides, which can be approximated by the parallelogram $\mathcal{P}^{*}$ based at $\psi(p, q)$ with sides $\psi^{\prime} \mathbf{v}, \psi^{\prime} \mathbf{w}$. In fact, by the very definition of $\psi^{\prime}, \psi(\mathcal{P})$ and $\mathcal{P}^{*}$ differ in terms higher than linear in $v$ and $w$. Now $\mathcal{P}^{*}$ and $\mathcal{P}$ have the same area if and only if

$$
\mathbf{v}^{T} \psi^{T} J \psi^{\prime} \mathbf{w}=\mathbf{v}^{T} J \mathbf{w}
$$

Clearly, the last relationship holds for all parallelograms $\mathcal{P}$ in $\Omega$ if and only if (3.3) holds. The conclusion is that (3.3) means that, at each point $(p, q) \in$ $\Omega$, the linear transformation $\psi^{\prime}$ maps parallelograms based at $(p, q)$ into parallelograms based at $\psi(p, q)$ without altering the oriented area.

### 3.3. Checking preservation of area: differential forms

Differential forms in $\Omega$ provide an alternative language with which to express the considerations made in the preceding subsection. A detailed study of the meaning and properties of differential forms is definitely outside the scope of this paper (the interested reader is referred to Arnold (1989, Chapter 7)). However the algebraic manipulations required to prove conservation of area via differential forms are as a rule easier than those required to prove conservation of area via (3.3). It is therefore advisable to comment, albeit briefly, on differential forms. Our treatment will be merely formal and we shall not explain why differential 2 -forms are ways of measuring two-dimensional areas. We see a differential 1-form in $\Omega$ as a formal combination $P(p, q) \mathrm{d} p+Q(p, q) \mathrm{d} q$ where $P$ and $Q$ are smooth real-valued functions defined in $\Omega$. For instance, the differentials $\mathrm{d} p^{*}$ and $\mathrm{d} q^{*}$ of the components
of the transformation $\psi$ considered earlier are differential 1-forms

$$
\mathrm{d} p^{*}=\frac{\partial p^{*}}{\partial p} \mathrm{~d} p+\frac{\partial p^{*}}{\partial q} \mathrm{~d} q, \quad \mathrm{~d} q^{*}=\frac{\partial q^{*}}{\partial p} \mathrm{~d} p+\frac{\partial q^{*}}{\partial q} \mathrm{~d} q
$$

Two differential 1-forms $\omega$ and $\omega^{\prime}$ give rise, via the exterior product $\wedge$, to a new entity $\omega \wedge \omega^{\prime}$ called a differential 2 -form. The exterior product is bilinear, so that, for instance,
$\mathrm{d} p^{*} \wedge \mathrm{~d} q^{*}=\frac{\partial p^{*}}{\partial p} \frac{\partial q^{*}}{\partial p} \mathrm{~d} p \wedge \mathrm{~d} p+\frac{\partial p^{*}}{\partial p} \frac{\partial q^{*}}{\partial q} \mathrm{~d} p \wedge \mathrm{~d} q+\frac{\partial p^{*}}{\partial q} \frac{\partial q^{*}}{\partial p} \mathrm{~d} q \wedge \mathrm{~d} p+\frac{\partial p^{*}}{\partial q} \frac{\partial q^{*}}{\partial q} \mathrm{~d} q \wedge \mathrm{~d} q$.
The exterior product is skew symmetric. In particular, it holds that

$$
\mathrm{d} p \wedge \mathrm{~d} p=\mathrm{d} q \wedge \mathrm{~d} q=0, \quad \mathrm{~d} p \wedge \mathrm{~d} q=-\mathrm{d} q \wedge \mathrm{~d} p
$$

Thus

$$
\mathrm{d} p^{*} \wedge \mathrm{~d} q^{*}=\left(\frac{\partial p^{*}}{\partial p} \frac{\partial q^{*}}{\partial q}-\frac{\partial p^{*}}{\partial q} \frac{\partial q^{*}}{\partial p}\right) \mathrm{d} p \wedge \mathrm{~d} q
$$

and from (3.2) we see that conservation of area is equivalent to

$$
\mathrm{d} p^{*} \wedge \mathrm{~d} q^{*}=\mathrm{d} p \wedge \mathrm{~d} q
$$

This usually provides a convenient way of checking preservation of area.

## 4. Symplectic transformations

### 4.1. Hamiltonian flows and symplectic transformations

It is now time to consider the case $d>1$. Is there something analogous to the area that is being conserved by Hamiltonian flows? The $2 d$-dimensional volume in $\Omega$ appears to be a natural candidate and indeed this volume is conserved. However this is not what we really want. What does the trick is to consider two-dimensional surfaces $\Sigma$ in $\Omega$, to find the projections $\Sigma_{i}$, $1 \leq i \leq d$ onto the $d$ two-dimensional planes of the variables ( $p_{i}, q_{i}$ ) and sum the two-dimensional oriented areas of these projections. This yields a number $m(\Sigma)$. It can be proved (see e.g. Arnold (1989) Section 44) that the flow of (2.1) preserves $m: m\left(\phi_{t, H}(\Sigma)\right)=m(\Sigma)$ whenever $\Sigma$ is contained in the domain of $\phi_{t, H}$. Now transformations that have this preservation property are called symplectic or canonical, so that we have the theorem:
Theorem 4.1 For each $t$, the flow $\phi_{t, H}$ of a Hamiltonian system is a symplectic transformation.

Furthermore, if $\Omega$ is simply connected (i.e. each closed curved in $\Omega$ may be shrunk down to a single point without leaving $\Omega$ ), then the converse is also true: an $m$-preserving differential system is a Hamiltonian system, see Arnold (1989, Section 40D) (once more, if $\Omega$ fails to be simply connected then preservation of $m$ implies that the system is locally Hamiltonian). In
this respect the symplecticness of the flow is the hallmark of Hamiltonian systems and once more the dynamical features that are specific to Hamiltonian problems can be traced back to the symplectic character of the flow.

### 4.2. Checking symplecticness

The condition (3.3) which we used to decide whether a transformation $\psi$ in the plane was area-preserving or was otherwise generalized to read

$$
\begin{equation*}
\forall(\mathbf{p}, \mathbf{q}) \in \Omega, \quad \psi^{\prime T} J \psi^{\prime}=\frac{\partial\left(\mathbf{p}^{*}, \mathbf{q}^{*}\right)^{T}}{\partial(\mathbf{p}, \mathbf{q})} J \frac{\partial\left(\mathbf{p}^{*}, \mathbf{q}^{*}\right)}{\partial(\mathbf{p}, \mathbf{q})}=J \tag{4.1}
\end{equation*}
$$

where now

$$
J=\left[\begin{array}{cc}
0_{d} & I_{d}  \tag{4.2}\\
-I_{d} & 0_{d}
\end{array}\right]
$$

with $I_{d}$ and $0_{d}$ denoting the unit and zero $d$-dimensional matrix. Note that the matrix $J$ has the property that, for each pair ( $\mathbf{v}, \mathbf{w}$ ) of vectors in $\mathbb{R}^{2 d}, \mathbf{v}^{T} J \mathbf{w}$ represents the sum of the two-dimensional areas of the $d$ parallelograms that result from projecting the parallelogram determined by $\mathbf{v}$ and $\mathbf{w}$ onto the planes of the variables ( $p_{i}, q_{i}$ ).

Differential forms can also be used. In the present context, 1-differential forms are formal expressions of the form $P_{1} \mathrm{~d} p_{1}+\cdots+P_{d} \mathrm{~d} p_{d}+Q_{1} \mathrm{~d} q_{1}+\cdots+$ $Q_{d} \mathrm{~d} q_{d}$, with $P_{i}$ and $Q_{i}$ smooth real-valued functions defined in $\Omega$. Again, two 1 -forms give rise to a 2 -form via the exterior product. The transformation $\psi$ is symplectic if and only if

$$
\mathrm{d} p_{1}^{*} \wedge \mathrm{~d} q_{1}^{*}+\cdots+\mathrm{d} p_{d}^{*} \wedge \mathrm{~d} q_{d}^{*}=\mathrm{d} p_{1} \wedge \mathrm{~d} q_{1}+\cdots+\mathrm{d} p_{d} \wedge \mathrm{~d} q_{d}
$$

a relationship that we can rewrite more compactly as

$$
\mathrm{d} \mathbf{p}^{*} \wedge \mathrm{~d} \mathbf{q}^{*}=\mathrm{d} \mathbf{p} \wedge \mathrm{~d} \mathbf{q}
$$

### 4.3. Conservation of volume

Let $\phi_{t, H}$ play the role of $\psi$ in (4.1) and take determinants. The result is that $\operatorname{det}\left(\phi_{t, H}^{\prime}\right)$ is either +1 or -1 . The value -1 is excluded since, by Liouville's theorem, the flow of any differential system has a Jacobian matrix with a positive determinant. Hence $\operatorname{det}\left(\phi_{t, H}^{\prime}\right) \equiv 1$ : Hamiltonian flows preserve the oriented volume in $\mathbb{R}^{2 d}$ or, in other words, points in phase-space convected by a Hamiltonian flow behave like particles of an incompressible fluid flow. Note that preservation of volume $\operatorname{det}\left(\psi^{\prime}\right) \equiv 1$ is a direct generalization to $d>1$ of the property (3.2). However, when going from $d=1$ to $d>1$, the right generalization of preservation of area is symplectiness rather than preservation of volume. Symplectiness characterizes Hamiltonian flows; conservation of volume is a much weaker property shared by some nonHamiltonian systems.

## 5. Symplectic integrators

### 5.1. Numerical methods

Even though some attention has been given in the literature to symplectic multistep methods (see Aizu, 1985; Feng and Qin, 1987; Eirola and SanzSerna, 1990; Sanz-Serna and Vadillo, 1986, 1987), in this paper we restrict our interest to one-step integrators. If $h$ denotes the step-length and ( $\mathbf{p}^{n}, \mathbf{q}^{n}$ ) denotes the numerical approximation at time $t_{n}=n h, n$ an integer, to the value ( $\mathbf{p}\left(t_{n}\right),\left(t_{n}\right)$ ) of a solution of (2.1), then a one-step method is specified by a smooth mapping

$$
\begin{equation*}
\left(\mathbf{p}^{n+1}, \mathbf{q}^{n+1}\right)=\psi_{h, H}\left(\mathbf{p}^{n}, \mathbf{q}^{n}\right) \tag{5.1}
\end{equation*}
$$

The transformation $\psi_{h, H}$ itself is assumed to depend smoothly on $h$ and $H$. The domain $\Omega_{h}$ of $\psi_{h, H}$ need not be, for each $h$, the whole $\Omega$. In fact for implicit methods, where the actual computation of ( $\mathbf{p}^{n+1}, \mathbf{q}^{n+1}$ ) involves the solution of some system of equations, it is often the case that, for fixed ( $\mathbf{p}^{n}, \mathbf{q}^{n}$ ), the new approximation $\psi_{h, H}\left(\mathbf{p}^{n}, \mathbf{q}^{n}\right)$ is only defined if $|h|$ is suitably small.

The method (5.1) is of order $r$ with $r$ an integer, if, as $h \rightarrow 0, \psi_{h, H}$ differs from the flow $\phi_{h, H}$ by $\mathcal{O}\left(h^{r+1}\right)$ terms whenever the Hamiltonian $H$ is suitably smooth. Consistency means order $\geq 1$.

Given an initial condition ( $\mathbf{p}^{0}, \mathbf{q}^{0}$ ), the numerical approximation at time $t_{n}$ is found by iterating the mapping $\psi_{h, H} n$ times, i.e.

$$
\left(\mathbf{p}^{n}, \mathbf{q}^{n}\right)=\psi_{h, H}^{n}\left(\mathbf{p}^{0}, \mathbf{q}^{0}\right)
$$

whereas for the true solution

$$
\left(\mathbf{p}\left(t_{n}\right), \mathbf{q}\left(t_{n}\right)\right)=\phi_{t_{n}, H}\left(\mathbf{p}^{0}, \mathbf{q}^{0}\right)=\phi_{h, H}^{n}\left(\mathbf{p}^{0}, \mathbf{q}^{0}\right)
$$

### 5.2. Symplectic numerical methods

Is it possible to construct numerical methods (5.1) that take into account the Hamiltonian nature of the problem being integrated? In other words, is there such a thing as a Hamiltonian numerical method? Before answering this question, let us first note that the discrete equations (5.1) do not intend to mimic the differential system (2.1). On the contrary $\psi_{h, H}$ tries to mimic the flow $\phi_{h, H}$. Now, we saw in Section 4 that the Hamiltonian form of the differential equations corresponds, in terms of flows, to symplecticness. Hence the right question to ask is: are there numerical methods (5.1) for which $\psi_{h, H}$ is a symplectic transformation for all Hamiltonians $H$ and all step-lengths $h$ ? Such methods, that do exist, are called symplectic (or canonical) and are the subject of this paper.

Roughly speaking, there are two main groups of symplectic methods. The
first group consists of formulae that belong to standard families of numerical methods, such as Runge-Kutta or Runge-Kutta-Nyström methods, and just 'happen' to be symplectic (Sanz-Serna, 1991b). These symplectic methods can be applied to general (i.e. not necessarily Hamiltonian) systems of differential equations and, when applied to a Hamiltonian system, achieve symplecticness through a suitable balance between the formula coefficients. The second main group of symplectic integrators consists of methods that are derived via a so-called generating function. These methods cannot be applied to general systems of differential equations, not even to small dissipative perturbations of Hamiltonian systems.

The presentation to a numerical analysis audience of the methods of the first group is easier than the presentation of the second group. We therefore consider the first group in Sections 6-8 and postpone the study of the methods of the second group until Section 10. This somehow goes against the history of the field, where methods based on generating functions came first.

### 5.3. Composing methods

Before we present particular examples of symplectic integrators, it is expedient to consider the issue of composition of methods, as this plays a role in later developments. If $\psi_{h, H}^{[1]}$ and $\psi_{h, H}^{[2]}$ are consistent numerical methods, then the mapping

$$
\psi_{h, H}=\psi_{h / 2, H}^{[2]} \psi_{h / 2, H}^{[1]}
$$

is clearly a new consistent numerical method. More general compositions of the form

$$
\psi_{\theta h, H}^{[2]} \psi_{(1-\theta) h, H}^{[1]}
$$

$\theta$ a real constant, are also possible. Since it is obvious that the composition of symplectic maps is a symplectic map, the composition of two symplectic numerical methods gives rise to a new symplectic method.

On the other hand, along with each method (5.1) we consider its adjoint $\widehat{\psi}_{h, H}$. By definition (see e.g. Hairer et al. (1987, Section II.8)), this is the method such that $\hat{\psi}_{-h, H} \psi_{h, H}$ is the identity map, i.e. stepping forward with the given method is just stepping backward with its adjoint. The familiar forward and backward Euler methods are mutually adjoint. The adjoint of a symplectic method is itself a symplectic method, because the inverse of a symplectic transformation is, clearly, a symplectic transformation.

Some methods, such as the implicit midpoint rule, happen to be their own adjoints. These are called, unsurprisingly, self-adjoint. It is easy to see that the order of consistency $r$ of a self-adjoint method is necessarily even.

## 6. Runge-Kutta and related methods: conditions for symplecticness

### 6.1. Runge-Kutta methods

The application of the Runge-Kutta (RK) method to system (2.1) with tableau

$$
\frac{\left\lvert\, \begin{array}{ccc}
a_{11} & \cdots & a_{1 s}  \tag{6.1}\\
\vdots & \ddots & \vdots \\
a_{s 1} & \cdots & a_{s s} \\
\mid b_{1} & \cdots & b_{s}
\end{array}\right., \frac{b_{1}}{}}{\text { an }}
$$

results in the relations

$$
\begin{gather*}
\mathbf{P}_{i}=\mathbf{p}^{n}+h \sum_{j=1}^{s} a_{i j} \mathbf{f}\left(\mathbf{P}_{j}, \mathbf{Q}_{j}\right), \mathbf{Q}_{i}=\mathbf{q}^{n}+h \sum_{j=1}^{s} a_{i j} \mathbf{g}\left(\mathbf{P}_{j}, \mathbf{Q}_{j}\right), 1 \leq i \leq s  \tag{6.2}\\
\mathbf{p}^{n+1}=\mathbf{p}^{n}+h \sum_{i=1}^{s} b_{i} \mathbf{f}\left(\mathbf{P}_{i}, \mathbf{Q}_{i}\right), \quad \mathbf{q}^{n+1}=\mathbf{q}^{n}+h \sum_{i=1}^{s} b_{i} \mathbf{g}\left(\mathbf{P}_{i}, \mathbf{Q}_{i}\right) \tag{6.3}
\end{gather*}
$$

where $\mathbf{f}$ and $g$ respectively denote the $d$-vectors with components $-\partial H / \partial q_{i}$ and $\partial H / \partial p_{i}$ and $\mathbf{P}_{i}$ and $\mathbf{Q}_{i}$ are the internal stages corresponding to the $\mathbf{p}$ and $\mathbf{q}$ variables.

The following result was discovered independently by Lasagni (1988), Sanz-Serna (1988) and Suris (1989).

Theorem 6.1 Assume that the coefficients of the method (6.1) satisfy the relationships

$$
\begin{equation*}
b_{i} a_{i j}+b_{j} a_{j i}-b_{i} b_{j}=0, \quad 1 \leq i, j \leq s \tag{6.4}
\end{equation*}
$$

Then the method is symplectic.
Proof. We follow the technique used by Sanz-Serna (1988). Suris (1989) resorts to Jacobians rather than to differential forms. No proof is presented in Lasagni (1988). We employ the notation

$$
\mathbf{k}_{i}=\mathbf{f}\left(\mathbf{P}_{i}, \mathbf{Q}_{i}\right), \quad \mathbf{l}_{i}=\mathbf{g}\left(\mathbf{P}_{i}, \mathbf{Q}_{i}\right)
$$

for the 'slopes' at the stages. Differentiate (6.3) and form the exterior product to arrive at

$$
\begin{aligned}
\mathrm{d} \mathbf{p}^{n+1} \wedge \mathrm{~d} \mathbf{q}^{n+1}= & \mathrm{d} \mathbf{p}^{n} \wedge \mathrm{~d} \mathbf{q}^{n}+h \sum_{i=1}^{s} b_{i} \mathrm{~d} \mathbf{k}_{i} \wedge \mathrm{~d} \mathbf{q}^{n} \\
& +h \sum_{j=1}^{s} b_{j} \mathrm{~d} \mathbf{p}^{n} \wedge \mathrm{dl}_{j}+h^{2} \sum_{i, j=1}^{s} b_{i} b_{j} \mathrm{~d} \mathbf{k}_{i} \wedge \mathrm{~d} l_{j}
\end{aligned}
$$

Our next step is to eliminate $\mathrm{dk}_{i} \wedge \mathrm{dq}^{n}$ and $\mathrm{dp}^{n} \wedge \mathrm{dl}_{j}$ from this expression. This is easily achieved by differentiating (6.2) and taking the exterior product of the result with $\mathrm{dk}_{i}, \mathrm{dl}_{j}$. The outcome of the elimination is

$$
\begin{aligned}
\mathrm{d} \mathbf{p}^{n+1} \wedge \mathrm{~d} \mathbf{q}^{n+1}-\mathrm{d} \mathbf{p}^{n} \wedge \mathrm{~d} \mathbf{q}^{n}=h & \sum_{i=1}^{s} b_{i}\left[\mathrm{~d} \mathbf{k}_{i} \wedge \mathrm{~d} \mathbf{Q}_{i}+\mathrm{d} \mathbf{P}_{i} \wedge \mathrm{~d} l_{i}\right] \\
& -h^{2} \sum_{i, j=1}^{s}\left(b_{i} a_{i j}+b_{j} a_{j i}-b_{i} b_{j}\right) \mathrm{d} \mathbf{k}_{i} \wedge \mathrm{~d} \mathbf{l}_{j}
\end{aligned}
$$

The second term on the right-hand side vanishes in view of (6.4). To finish the proof is then sufficient to show that, for each $i, d \mathbf{k}_{i} \wedge d \mathbf{Q}_{i}+d \mathbf{P}_{i} \wedge d \mathbf{l}_{i}$ is 0 . In fact, dropping the subscript $i$ that numbers the stages, we can write

$$
\begin{aligned}
d \mathbf{k} \wedge d \mathbf{Q}+d \mathbf{P} \wedge d \mathbf{l}= & \sum_{\mu=1}^{d}\left[d k_{\mu} \wedge d Q_{\mu}+d P_{\mu} \wedge d l_{\mu}\right] \\
= & \sum_{\mu, \nu=1}^{d}\left[\frac{\partial f_{\mu}}{\partial p_{\nu}} d P_{\nu} \wedge d Q_{\mu}+\frac{\partial f_{\mu}}{\partial q_{\nu}} d Q_{\nu} \wedge d Q_{\mu}\right. \\
& \left.+\frac{\partial g_{\mu}}{\partial p_{\nu}} d P_{\mu} \wedge d P_{\nu}+\frac{\partial g_{\mu}}{\partial q_{\nu}} d P_{\mu} \wedge d Q_{\nu}\right]
\end{aligned}
$$

To see that this expression vanishes express $f_{\mu}$ and $g_{\mu}$ as derivatives of $H$ and recall the skew-symmetry of the exterior product.

The symplecticness of the method must be understood in the following sense. Assume that, for a given $h,\left(\mathbf{p}^{n+1}, \mathbf{q}^{n+1}\right)=\psi_{h, H}\left(\mathbf{p}^{n}, \mathbf{q}^{n}\right)$ is a smooth function defined in a subdomain $\Omega_{h}$ of $\Omega$ and satisfying the RK equations (6.2)-(6.3), then $\psi_{h, H}$ is a symplectic transformation. In general, for a given $h$ there can be several such functions (nonuniqueness of solutions of the RK scheme). Of course, for $h \rightarrow 0$ there is a unique RK solution that approximates the true solution and the corresponding domain of definition $\Omega_{h}$ tends to $\Omega$. However spurious RK solutions may also exist and they are also symplectic. For material on the existence and uniqueness of RK solutions see e.g. Dekker and Verwer (1984, Chapter 5) and Sanz-Serna and Griffiths (1991). For spurious solutions see Iserles (1990a) and Hairer et al. (1990).

Lasagni $(1988,1990)$ has shown that, for RK methods without redundant stages, (6.4) is actually necessary for the method to be symplectic. A direct proof of this result is not available in the published literature. However the result is a corollary of Theorem 5.1 in Abia and Sanz-Serna (1990).

### 6.2. Partitioned Runge-Kutta methods

In the integration of systems of differential equations it is perfectly possible to integrate some components of the unknown vector with a numerical method and the remaining components with a different numerical method. For instance, one may wish to do this if the system includes both stiff and nonstiff components. In our setting, we may wish to integrate the $p$ equations with an RK formula and the $q$ equations with a different RK formula. The overall scheme is called a partitioned Runge-Kutta (PRK) scheme and is specified by two tableaux

$$
\frac{\left\lvert\, \begin{array}{ccc}
a_{11} & \cdots & a_{1 s}  \tag{6.5}\\
\vdots & \ddots & \vdots \\
a_{s 1} & \cdots & a_{s s}
\end{array}\right.,}{\left|\begin{array}{lll}
b_{1} & \cdots & b_{s}
\end{array}\right| \begin{array}{ccc}
A_{11} & \cdots & A_{1 s} \\
\vdots & \ddots & \vdots \\
A_{s 1} & \cdots & A_{s s} \\
\left\lvert\, \begin{array}{llll}
B_{1} & \cdots & B_{s}
\end{array}\right.
\end{array} \frac{|c| l}{}}
$$

The application of (6.5) to system (2.1) results in the relationships (cf. (6.2)-(6.3))

$$
\begin{gathered}
\mathbf{P}_{i}=\mathbf{p}^{n}+h \sum_{j=1}^{s} a_{i j} \mathbf{f}\left(\mathbf{P}_{j}, \mathbf{Q}_{j}\right) \\
\mathbf{Q}_{i}=\mathbf{q}^{n}+h \sum_{j=1}^{s} A_{i j} \mathbf{g}\left(\mathbf{P}_{j}, \mathbf{Q}_{j}\right), 1 \leq i \leq s . \\
\mathbf{p}^{n+1}=\mathbf{p}^{n}+h \sum_{i=1}^{s} b_{i} \mathbf{f}\left(\mathbf{P}_{i}, \mathbf{Q}_{i}\right), \quad \mathbf{q}^{n+1}=\mathbf{q}^{n}+h \sum_{i=1}^{s} B_{i} \mathbf{g}\left(\mathbf{P}_{i}, \mathbf{Q}_{i}\right)
\end{gathered}
$$

Of course an RK method is a particular instance of (6.5) where both tableaux just happen to have the same entries. The following result was first given by the present author at the London 1989 ODE meeting (SanzSerna, 1989) and discovered independently by Suris (1990). The proof is analogous to that of Theorem 6.1.

Theorem 6.2 Assume that the coefficients of the method (6.5) satisfy the relationships

$$
\begin{equation*}
b_{i} A_{i j}+B_{j} a_{j i}-b_{i} B_{j}=0, \quad 1 \leq i, j \leq s \tag{6.6}
\end{equation*}
$$

then the method is symplectic when applied to separable Hamiltonian problems (2.1), (2.2).

Symplecticness must again be understood as in Theorem 6.1 and, once more, (6.6) is necessary for symplectiness, provided that the method has no redundant stages, see Abia and Sanz-Serna (1990).

### 6.3. Runge-Kutta-Nyström methods

Systems of differential equations of the special form

$$
\begin{equation*}
\frac{\mathrm{d} \mathbf{p}}{\mathrm{~d} t}=\mathbf{f}(\mathbf{q}), \quad \frac{\mathrm{d} \mathbf{q}}{\mathrm{~d} t}=\mathbf{p} \tag{6.7}
\end{equation*}
$$

or, equivalently, second-order systems $d^{2} \mathbf{q} / \mathrm{d} t^{2}=\mathbf{f}(\mathbf{q})$ can be efficiently integrated by means of Runge-Kutta-Nyström (RKN) methods (see e.g. Hairer et al. (1987, Section II.13)). For the RKN procedure with array

| $\gamma_{1}$ | $\alpha_{11}$ | $\cdots$ | $\alpha_{1 s}$ |
| :---: | :---: | :--- | :--- |
| $\vdots$ | $\vdots$ | $\ddots$ | $\vdots$ |
| $\gamma_{s}$ | $\alpha_{s 1}$ | $\cdots$ | $\alpha_{s s}$ |
|  | $\beta_{1}$ | $\cdots$ | $\beta_{s}$ |
|  | $b_{1}$ | $\cdots$ | $b_{s}$ |

the intermediate stages $\mathbf{Q}_{\boldsymbol{i}}$ are defined by

$$
\mathbf{Q}_{i}=\mathbf{q}^{n}+h \gamma_{i} \mathbf{p}^{n}+h^{2} \sum_{j=1}^{s} \alpha_{i j} \mathbf{f}\left(\mathbf{Q}_{j}\right)
$$

and the approximation at the next time level is

$$
\mathbf{p}^{n+1}=\mathbf{p}^{n}+h \sum_{i=1}^{s} b_{i} \mathbf{f}\left(\mathbf{Q}_{j}\right), \quad \mathbf{q}^{n+1}=\mathbf{q}^{n}+h \mathbf{p}^{n}+h^{2} \sum_{i=1}^{s} \beta_{i} \mathbf{f}\left(\mathbf{Q}_{i}\right)
$$

The system (6.7) is Hamiltonian if and only if $f$ (the 'force') is the gradient of a scalar function $-V$. When this condition is satisfied the Hamiltonian is given by (2.3). The following result is due to Suris (1989), who used Jacobians in the proof. A proof based on differential forms, similar to that of Theorem 6.1 is easily given, and can be seen in Okunbor and Skeel (1990).

Theorem 6.3 Assume that the coefficients of the method (6.8) satisfy the conditions

$$
\begin{align*}
\beta_{i} & =b_{i}\left(1-\gamma_{i}\right), \quad 1 \leq i \leq s  \tag{6.9}\\
b_{i}\left(\beta_{j}-\alpha_{i j}\right) & =b_{j}\left(\beta_{i}-\alpha_{j i}\right), \quad 1 \leq i, j \leq s \tag{6.10}
\end{align*}
$$

Then the method is symplectic when applied to Hamiltonian problems (2.1), (2.3).

The conditions (6.9) and (6.10) are also necessary for methods without redundant stages to be symplectic, see Calvo (1991).

## 7. Runge-Kutta and related methods: order conditions for symplectic methods

Before we construct specific formulae within the classes of symplectic methods we have identified in the previous section, it is clearly appropriate to discuss the corresponding order conditions, i.e. the sets of relationships that the method coefficients must satisfy to ensure that a prescribed order of consistency $r$ is reached.

### 7.1. Runge-Kutta methods

Since Hamiltonian problems are only a subclass of the family of all differential problems, it is a priori conceivable that the order of consistency $r^{*}$ that an RK method achieves for Hamiltonian problems is higher than the classical order of consistency $r$, i.e. the order of consistency for the most general problem. This is not the case. By considering Hamiltonians of the form $H=\mathbf{p}^{T} \mathbf{g}(\mathbf{q})$, we see that any $d$-dimensional differential system $\mathrm{dq} / \mathrm{d} t=\mathbf{g}(\mathbf{q})$ can be thought of as being the $\mathbf{q}$ equations of a Hamiltonian system with $d$-degrees of freedom. Hence $r=r^{*}$ and therefore the material in this subsection applies even if the system being integrated is not Hamiltonian.

The conditions that (6.1) should satisfy to achieve order $\geq r$ are well known (Butcher, 1987, Theorem 306A; Hairer et al., 1987, Theorem 2.13). Each rooted tree $\rho \tau$ with $r$ or fewer vertices gives rise to a condition

$$
\begin{equation*}
\Phi(\rho \tau)=1 / \gamma(\rho \tau) \tag{7.1}
\end{equation*}
$$

Here the density $\gamma(\rho \tau)$ is an (easily computable) integer associated with $\rho \tau$ and the elementary weight $\Phi(\rho \tau)$ is a polynomial in the method coefficients $a_{i j}, b_{i}$. Figure 1 contains the rooted trees with four vertices or less; we have highlighted the roots by means of a cross.

As an illustration, let us recall that for consistency $r \geq 1$ we require, in connection with $\rho \tau_{1,1}$,

$$
\sum_{i=1}^{s} b_{i}=1
$$

For order $r \geq 2$ we further impose, in connection with $\rho \tau_{2,1}$,

$$
\sum_{i, j=1}^{s} b_{i} a_{i j}=\frac{1}{2}
$$

For order $r \geq 3$ we add further, in view of $\rho \tau_{3,1}$,

$$
\begin{equation*}
\sum_{i, j, k=1}^{s} b_{i} a_{i j} a_{j k}=\frac{1}{6} \tag{7.2}
\end{equation*}
$$



Fig. 1. Rooted $n$-trees and $n$-trees, $n=1,2,3,4$.
and, in view of $\rho \tau_{3,2}$,

$$
\begin{equation*}
\sum_{i, j, k=1}^{s} b_{i} a_{i j} a_{i k}=\frac{1}{3} \tag{7.3}
\end{equation*}
$$

Butcher (1987, Theorem 306A) proves that, if the number of stages $s$ and the coefficients $a_{i j}, b_{i}$ are regarded as free parameters, then each equation of the form (7.1) is independent of the others. However, when the symplecticness conditions (6.4) are imposed, the method coefficients are no longer free parameters and it turns out that some redundancies appear amongst the classical order conditions (7.1) arising from the various $\rho \tau$. As a result, in order to achieve order $\geq r$ it is not necessary to write down an equation for every rooted tree of order $\leq r$. This point has been studied by Sanz-Serna and Abia (1991), whose treatment we follow closely.

Assume that two rooted trees are identified if they only differ in the location of the root, but otherwise consist of the same vertices and edges. (In Figure 1, this is the case for the rooted trees $\rho_{3,1}$ and $\rho_{3,2}$, or for the rooted trees $\rho_{4,1}$ and $\rho_{4,2}$.) Each equivalence class under this equivalence relation is called a tree. Thus, in Figure 1, the eight rooted trees of order $\leq 4$ give rise to only five trees.

Some trees are called superfluous. These are the trees that result when

Table 1. Number of order conditions.

| Order | General <br> RK | Symplectic <br> RK | General <br> PRK | Symplectic <br> PRK | General <br> RKN | Symplectic <br> RKN |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 1 | 1 | 2 | 2 | 1 | 1 |
| 2 | 2 | 1 | 4 | 3 | 2 | 2 |
| 3 | 4 | 2 | 8 | 5 | 4 | 4 |
| 4 | 8 | 3 | 16 | 8 | 7 | 6 |
| 5 | 17 | 6 | 34 | 14 | 13 | 10 |
| 6 | 37 | 10 | 74 | 24 | 23 | 15 |
| 7 | 85 | 21 | 170 | 46 | 43 | 25 |
| 8 | 200 | 40 | 400 | 88 | 79 | 39 |

two copies of the same rooted tree with $N$ vertices are joined by their roots to give rise to a graph with $2 N$ vertices. For instance, in Figure 1, the tree $\tau_{2,1}$ is superfluous because it is the juxtaposition of two copies of $\rho \tau_{1,1}$. In a similar manner, $\tau_{4,1}$ is superfluous as it is the juxtaposition of two copies of $\rho \tau_{2,1}$. There is an alternative way of thinking of superfluous trees. Assume that trees are coloured in such a way that each vertex is painted either black or white with adjacent vertices receiving distinct colours. Most trees can be coloured in two different ways: in $\tau_{3,1}$ we could have either a black vertex between two white vertices or a white vertex between two black vertices. However some trees can be coloured in only one way: in $\tau_{2,1}$ we can only have a black vertex shaking hands with a white vertex. These trees are precisely the superfluous trees.

After these preliminaries we are ready for the main result.
Theorem 7.1 Assume that the RK method (6.1) satisfies the symplecticness requirement (6.4) and has order of consistency $\geq r \geq 1$. Then it has order of consistency $\geq r+1$ if and only if for each nonsuperfluous tree $\tau$ with $r+1$ or fewer vertices there is a rooted tree $\rho \tau \in \tau$ for which (7.1) holds.

For instance, since only the tree with two vertices is superfluous, each consistent symplectic RK method actually possesses an order of at least 2. To ensure order $\geq 3$, it is sufficient to impose either (7.2) or (7.3). In other words (7.2) and (7.3) have become equivalent, as coming from the same tree. In general, for symplectic RK methods, the number of order conditions for order $\geq r$ equals the number of nonsuperfluous trees with $r$ or fewer nodes, as distinct from the situation for general RK methods, where there is an order condition for each rooted tree with $r$ or fewer vertices. The reduction in the number of order conditions is borne out in Table 1.

### 7.2. Partitioned Runge-Kutta methods

A similar theory exists for PRK methods (Abia and Sanz-Serna, 1990) applied to separable Hamiltonian systems. Again, there is no distinction between the order $r$ of the method (6.5) for separable Hamiltonian systems and the classical order when applied to systems of the form

$$
\frac{d \mathbf{p}}{\mathrm{~d} t}=\mathbf{f}(\mathbf{q}), \quad \frac{\mathrm{d} \mathbf{q}}{\mathrm{~d} t}=\mathbf{g}(\mathbf{p})
$$

where $f$ and $g$ are any smooth functions, rather than gradients of scalar functions $-V$ and $T$ as they would be in the Hamiltonian case.

It is well known that graph theory can again be used to systematize the writing of the standard order conditions (e.g. Hairer et al. 1987, Section II.14). We now need bicolour rooted trees $\beta \rho \tau$, i.e. rooted trees with vertices coloured black or white as previously described. Clearly each rooted tree gives rise to two bicolour rooted trees: the root can be coloured either black or white and the colour of the root recursively determines the colour of all vertices (cf. Figure 2). There is an order condition for each $\beta \rho \tau$. The first of these are as follows. For the two bicolour rooted trees with one vertex we get

$$
\sum_{i=1}^{s} b_{i}=1, \quad \sum_{i=1}^{s} B_{i}=1
$$

Vertices of one colour bring in lower case letters and the vertices of the other colour bring in upper case letters. In connection with the two bicolour rooted trees with two vertices, we have

$$
\begin{equation*}
\sum_{i, j=1}^{s} b_{i} A_{i j}=\frac{1}{2}, \quad \sum_{i, j=1}^{s} B_{i} a_{i j}=\frac{1}{2} \tag{7.4}
\end{equation*}
$$

etc. The symplecticness conditions (6.6) bring about some redundancies among the standard order conditions we have just presented (Abia and SanzSerna, 1990). Again the key point is to disregard the location of the root: bicolour rooted trees which only differ in the location of the root make an equivalence class called a bicolour tree $\beta \rho$ (see Figure 2). Then for symplectic methods, it is enough to consider an order condition for a particular bicolour rooted tree in each bicolour tree. For instance for a consistent symplectic method to have order 2 we impose one of the two conditions in (7.4). It should perhaps be emphasized that now bicolour trees arising from colouring a superfluous tree must also be considered. The difference between superfluous and nonsuperfluous trees is that a nonsuperfluous tree gives rise to two bicolour trees (two order conditions), while a superfluous tree only generates one bicolour tree (only one order condition).

The reduction in the number of order conditions is borne out in Table 1.


Fig. 2. Rooted bicolour $n$-trees and bicolour $n$-trees, $n=1,2,3,4$.

### 7.3. Runge-Kutta-Nyström methods

Similar considerations hold for RKN methods. In the interest of brevity we omit the corresponding results and the interested reader is referred to Calvo and Sanz-Serna (1991a). The reduction in the number of order conditions is apparent in Table 1. A word of warning: in the table, a general RKN method means a method satisfying (6.9); practical methods as a rule satisfy this condition.

### 7.4. The homogeneous form of the order conditions for symplectic methods

Let us return to the RK case. The fact that, in order to write the order conditions for symplectic methods, we are free to choose any rooted tree within each nonsuperfluous tree introduces some asymmetry among the various rooted trees. For instance, at the $r=3$ stage, we are free to disregard $\rho \tau_{3,1}$ or $\rho \tau_{3,2}$, i.e. to omit (7.2) or (7.3). Sanz-Serna and Abia (1991) provide an alternative way of writing the order conditions, where all rooted trees belonging to a nonsuperfluous tree play a symmetric role. For a consistent method to have order $r \geq 4$, Sanz-Serna and Abia (1991) put

$$
\begin{gather*}
6 \sum_{i j k=1}^{s} b_{i} a_{i j} a_{j k}-3 \sum_{i j k=1}^{s} b_{i} a_{i j} a_{i k}=0,  \tag{7.5}\\
12 \sum_{i j k l=1}^{s} b_{i} a_{i j} a_{j k} a_{j l}-4 \sum_{i j k l=1}^{s} b_{i} a_{i j} a_{i k} a_{i l}=0 . \tag{7.6}
\end{gather*}
$$

It may be observed that in (7.5) we find the elemetary weights associated with (7.2) and (7.3), while in (7.6) we find the elementary weights arising from both rooted trees in the nonsuperfluous tree with four vertices $\tau_{4,2}$. This alternative form of the order conditions is called homogeneous. Full details concerning the systematic writing of the homogeneous order conditions and a proof of the equivalence between the homogeneous and standard forms can be found in Sanz-Serna and Abia (1991).
Homogeneous forms for PRK and RKN methods exist and can be seen in Abia and Sanz-Serna (1990) and Calvo (1991) respectively.

## 8. Runge-Kutta and related methods: available symplectic methods

### 8.1. Runge-Kutta methods

We start by noticing that, for methods satisfying the symplecticness condition (6.4), it may be assumed that all the weights $b_{i}$ are not equal to 0 . In fact, if $b_{j}=0$, then (6.4) implies that $b_{i} a_{i j}=0$ for all $i$ and therefore neither does the $j$ th stage, which does not contribute to the final quadrature (6.3), contribute to any other stage with nontrivial $b_{i}$ : thus the method is equivalent to a method with fewer stages. Under the assumption of nonzero weights, (6.4) with $i=j$ reveals that a symplectic Runge-Kutta method cannot be explicit.
A second observation is that the left-hand side of (6.4) provides the entries of the $M$ matrix that features in the definition of algebraic stability introduced by Burrage and Butcher (1979) and Crouzeix (1979) (see also Dekker and Verwer (1984)). The condition $M=0$ was investigated by Cooper (1987) in a different context. It is well known that the Gauss-Legendre
methods satisfy this condition (see e.g. Dekker and Verwer 1984, Theorem 4.6) and hence we have the following result (cf. Sanz-Serna, 1988).

Theorem 8.1 The Gauss-Legendre Runge-Kutta methods are symplectic.

We recall that with $s$ stages the Gauss-Legendre method is the unique RK method that achieves order 2 s . It is also A- and B-stable. There is a price to be paid: the high computational cost deriving from implicitness. The efficient implementation of the Gauss-Legendre methods for Hamiltonian problems is an area where much work is needed. Current strategies for choosing the iterative method and initial guess for the solution of the nonlinear algebraic equations in RK processes are based on the assumption that the underlying system is stiff. This is reasonable: stiffness has been until now the main motivation for switching from explicit to implicit methods. However the problems with which we are concerned are not necessarily stiff and fresh ideas are required when dealing with the implementation. For references on the implementation of implicit RK methods see the references in Cooper and Vignesvaran (1990).

The two-stage, order 4 method has been successfully tested by Pullin and Saffman (1991) in a difficult Hamiltonian problem arising in fluid mechanics.

Of course, when the system being integrated is linear, the Gauss-Legendre methods generate diagonal Padé approximants to the exponential. The symplecticness of these rational approximants was shown by Feng (1986a), see also Feng et al. (1990).

A way of bringing down the implementation costs associated with implicitness is to resort to diagonally implicit methods. These satisfy (6.4) if and only if they have the tableau


A step of length $h$ with the method (8.1) is just a concatenation of an implicit midpoint step of length $b_{1} h$, an implicit midpoint step of length $b_{2} h$, etc. Hence diagonally implicit symplectic methods are as easy to implement as the implicit midpoint rule. This sort of method is appealing when the number of degrees of freedom $d$ is high, as would be the case if the system being integrated in time was the result of the space discretization of a partial differential equation.

Sanz-Serna and Abia (1991) show that the self-adjoint three-stage method (8.1) with

$$
b_{1}=b_{3}=\frac{1+\omega+\omega^{-1}}{3}, \quad \omega=2^{1 / 3}, \quad b_{2}=1-2 b_{1}
$$

has order 4. This method has been applied to the time-integration of some partial differential equations by de Frutos and Sanz-Serna (1991). If $\psi_{h, H}^{[\mathrm{MP}]}$ represents the midpoint rule, the fourth-order method is given by

$$
\psi_{h, H}^{[4]}=\psi_{b_{1} h, H}^{[\mathrm{MP}]} \psi_{\left(b_{2} h, H\right.}^{[\mathrm{MP}]} \psi_{b_{1} h, H}^{[\mathrm{MP}]}
$$

Following ideas in Yoshida (1990), this construction can be taken further. Consider the method

$$
\begin{equation*}
\psi_{\alpha h, H}^{[4]} \psi_{\beta h, H}^{[4]} \psi_{\alpha h, H}^{[4]} \tag{8.2}
\end{equation*}
$$

with $\alpha$ and $\beta$ chosen in such a way that $2 \alpha+\beta=1$ (consistency) and $2 \alpha^{5}+\beta^{5}=0$ (the leading $h^{5}$ term in the truncation error of the composition vanishes). Then (8.2) has order $\geq 5$, but being self-adjoint the order must actually be $\geq 6$. In turn, a sixth-order self-adjoint method can be composed to give rise to an eighth-order method etc. The conclusion is that there are diagonally implicit symplectic RK methods of arbitrarily high order. Of course it is an open question to decide whether high order methods constructed in this way have some practical interest.

Diagonally implicit methods are not the only 'easily implementable' implicit RK methods. It is well known that, following Butcher (1976), the RK matrix $A=\left(a_{i j}\right)$ can be subjected to a transformation $A \mapsto T^{-1} A T$ with a view to simplifying the linear algebra. For symplectic methods this idea has been explored by Iserles (1990b) (see also Iserles and Nørsett, 1991, Section 3.7).

### 8.2. Partitioned Runge-Kutta methods

Unlike the class of RK methods, the class of PRK methods includes formulae that are both explicit and symplectic. However it should be emphasized that these properties only hold when dealing with separable Hamiltonians (2.2). In fact the methods of the form

$$
\frac{\left.\left|\begin{array}{ccccc}
b_{1} & 0 & 0 & \cdots & 0  \tag{8.3}\\
b_{1} & b_{2} & 0 & \cdots & 0 \\
b_{1} & b_{2} & b_{3} & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
b_{1} & b_{2} & b_{3} & \cdots & b_{s}
\end{array}, \quad\right| \begin{array}{ccccc}
0 & 0 & 0 & \cdots & 0 \\
B_{1} & 0 & 0 & \cdots & 0 \\
B_{1} & B_{2} & 0 & \cdots & 0 \\
\vdots & \vdots & \vdots & \ddots & \vdots \\
B_{1} & B_{2} & B_{3} & \cdots & 0 \\
\hline b_{1} & b_{2} & b_{3} & \cdots & b_{s}
\end{array} \quad \begin{array}{|lllll}
B_{1} & B_{2} & B_{3} & \cdots & B_{s}
\end{array}\right] . \frac{|c| c}{}}{}
$$

are explicit, symplectic and have the further favourable property that they can be implemented while only storing two $d$-dimensional vectors: $\mathbf{Q}_{1}$ is nothing but $\mathbf{q}^{\boldsymbol{n}}, \mathbf{P}_{1}$ can be overwritten on $\mathbf{q}^{\boldsymbol{n}}, \mathbf{Q}_{\mathbf{2}}$ can be overwritten on $\mathbf{Q}_{1}$, etc.

The family of methods (8.3) was introduced by Ruth (1983) in one of the very first papers on symplectic integration. Ruth constructed methods with $s=r=1,2,3$. In the case $s=r=3$, there is a one-parameter family of methods and Ruth has chosen the parameter so as to obtain simple coefficients $b_{i}, B_{i}$. Sanz-Serna (1989) suggested a different choice for the parameter. Furthermore by composing the third-order, three-stage method $\psi_{h, H}$ with its adjoint $\widehat{\psi}_{h, H}$, he constructed an explicit symplectic method $\widehat{\psi}_{h / 2, H} \psi_{h / 2, H}$ that requires five evaluations per step, but produces fourthorder results both at the grid points $t_{n}=n h$ and at the points $t_{(n+1 / 2)}=$ ( $n+1 / 2$ )h. A method with $s=r=4$ has been constructed by Neri (1987), Forest and Ruth (1990) and Candy and Rozmus (1991). Yoshida (1990), by using a construction similar to that discussed earlier for diagonally implicit RK methods, has proved that there are methods of the form (8.3) possessing arbitrarily high orders. He furthermore derives sixth-order methods that use seven function evaluations per step and eighth-order methods requiring sixteen function evaluations per step.

### 8.3. Runge-Kutta-Nyström methods

There are explicit RKN methods that are symplectic. These have the tableau

| $\gamma_{1}$ | 0 | 0 | $\cdots$ | 0 |
| :---: | :---: | :---: | :---: | :---: |
| $\gamma_{2}$ | $b_{1}\left(\gamma_{2}-\gamma_{1}\right)$ | 0 | $\cdots$ | 0 |
| $\vdots$ | $\vdots$ | $\vdots$ | $\ddots$ | $\vdots$ |
| $\gamma_{s}$ | $b_{1}\left(\gamma_{s}-\gamma_{1}\right)$ | $b_{2}\left(\gamma_{s}-\gamma_{2}\right)$ | $\cdots$ | 0 |
|  | $b_{1}\left(1-\gamma_{1}\right)$ | $b_{2}\left(1-\gamma_{2}\right)$ | $\cdots$ | $b_{s}\left(1-\gamma_{s}\right)$ |
|  | $b_{1}$ | $b_{2}$ | $\cdots$ | $b_{s}$ |

and hence with $s$ stages provide $2 s$ free parameters. Okunbor and Skeel (1991) have pointed out that, for implementation purposes, (8.4) can be rewritten as an explicit PRK method, and hence only requires the storage of two $d$-dimensional vectors. Okunbor and Skeel (1990) prove that an explicit RKN method is symplectic if and only if its adjoint method is also explicit. This idea can be used to compose a method with its adjoint as shown earlier for the PRK case. Calvo and Sanz-Serna (1991b) have considered the family of fourth-order, five-stage methods of the form (8.4) that effectively require four function evaluations per step due to the fact that the last evaluation in the current step provides the first evaluation in the next
step. An optimal method within this class has been obtained by minimizing the error constants. Similar work is under way for higher order methods.

Given a number of stages $s$ and an order $r$, the tableaux (8.4) and (8.3) have the same number $2 s$ of free parameters, while Table 1 makes it clear that the number of order conditions for the RKN case is substantially smaller than the number of order conditions for PRK methods. This is due to the fact that in the PRK case we are catering for all separable Hamiltonians (2.2) where RKN methods can only cope with the special case (2.3). However case (2.3) is very common in the applications and this should make the construction of explicit symplectic RKN methods an important practical issue.

## 9. Generating functions

We cannot make any further progress with the topic of symplectic integrators without first reviewing some basic facts about the generating functions of a symplectic transformation.

It is a remarkable feature of Hamiltonian problems that each system of the form (2.1) is fully determined by the choice of a scalar function $H$, whereas a general system $\mathrm{d} \mathbf{y} / \mathrm{d} t=\mathbf{f}(\mathbf{y})$ is determined by a vector field $\mathbf{f}$. In a similar vein, a symplectic transformation $\left(\mathbf{p}^{*}, \mathbf{q}^{*}\right)=\psi(\mathbf{p}, \mathbf{q})$ can be expressed in terms of a single real-valued function $S$, rather than in terms of the $2 d$ components of $\psi$. The function $S$ is called the generating function of $\psi$.

### 9.1. Generating functions of the first kind

Let $\left(\mathbf{p}^{*}, \mathbf{q}^{*}\right)=\psi(\mathbf{p}, \mathbf{q})$ be a symplectic transformation defined in a simply connected domain $\Omega$. For each closed path $\gamma$ in $\Omega$

$$
\begin{equation*}
\int_{\gamma} \mathbf{p} \mathrm{dq}-\int_{\gamma} \mathbf{p}^{*} \mathrm{dq}^{*}=0 \tag{9.1}
\end{equation*}
$$

where $\mathbf{p} d q$ is the differential form $p_{1} \mathrm{~d} q_{1}+\cdots+p_{d} \mathrm{~d} q_{d}$, etc. In fact, by Stokes theorem, the first integral is the quantity $m(\Sigma)$, where $m$ is the sum of twodimensional areas considered in Section 4 and $\Sigma$ is any two-dimensional surface bounded by $\gamma$. The second integral is $m(\psi(\Sigma)$ ) and hence (9.1) is just a way of saying that $\psi$ is symplectic. The key observation is that (9.1) is the condition for $\mathbf{p d q}-\mathbf{p}^{*} \mathrm{~d} \mathbf{q}^{*}$ to be the differential of a function $S$ defined in $\Omega$ :

$$
\begin{equation*}
\mathrm{d} S=\mathbf{p} \mathrm{d} \mathbf{q}-\mathbf{p}^{*} \mathrm{~d} \mathbf{q}^{*} \tag{9.2}
\end{equation*}
$$

Now let us further assume that $\mathbf{q}$ and $\mathbf{q}^{*}$ are independent functions in $\Omega$, i.e. each point in $\Omega$ may be uniquely specified by the corresponding values of $\mathbf{q}$ and $\mathbf{q}^{*}$. Then we can express $S(\mathbf{p}, \mathbf{q})$ in (9.2) as a function $S^{1}$ of $\mathbf{q}$ and
$\mathbf{q}^{*}$. It is evident from (9.2) that

$$
\begin{equation*}
\mathbf{p}=\frac{\partial S^{1}}{\partial \mathbf{q}}, \quad \mathbf{p}^{*}=-\frac{\partial S^{1}}{\partial \mathbf{q}^{*}} \tag{9.3}
\end{equation*}
$$

These formulae implicitly define $\psi$ by providing $2 d$ relationships among the $4 d$ components of $\mathbf{q}, \mathbf{p}, \mathbf{p}^{*}, \mathbf{q}^{*}$. The function $S^{1}\left(\mathbf{q}, \mathbf{q}^{*}\right)$ is called the generating function (of the first kind) of $\psi$. The reader may wish to check that for the rotation in (2.6)

$$
\begin{equation*}
S^{1}\left(q, q^{*}\right)=\frac{\cot t}{2}\left(q^{2}+q^{* 2}\right)-\operatorname{cosec} q q^{*} \tag{9.4}
\end{equation*}
$$

Conversely, if we choose any smooth function $S^{\mathbf{1}}\left(\mathbf{q}, \mathbf{q}^{*}\right)$ satisfying the condition that the Hessian determinant $\operatorname{det} \partial^{2} S^{1} / \partial \mathbf{q} \partial \mathbf{q}^{*}$ does not vanish at a point ( $q_{0}, q_{0}^{*}$ ), then the formulae (9.3) implicitly define, in the neighbourhood of ( $\mathbf{q}_{0}, \mathbf{q}_{0}^{*}$ ), a symplectic transformation (see e.g. Arnold (1989, Section 47A)).

### 9.2. Generating functions of the third kind

For a symplectic transformation $\psi$ to have a generating function of the first kind, it is clearly necessary that $\mathbf{q}$ and $\mathbf{q}^{*}$ are independent, a condition not fulfilled by the identity transformation. (Note that (9.4) has a singularity at $t=0$, where the rotation (2.6) is just the identity.) Since we are interested in generating consistent numerical methods $\psi_{h, H}$, which, at $h=0$, give the identity transformation, generating functions of the first kind are not really what we want.

Let us proceed as follows. Note that from (9.2)

$$
\begin{equation*}
\mathrm{d}\left(\mathbf{p}^{T} \mathbf{q}-S\right)=\mathbf{q} \mathrm{d} \mathbf{p}+\mathbf{p}^{*} \mathrm{~d} \mathbf{q}^{*} \tag{9.5}
\end{equation*}
$$

and now assume that $\mathbf{p}$ and $\mathbf{q}^{*}$ are independent functions (which they are for the identity transformation). Then we can express the function in brackets in (9.5) in terms of the independent variables $\mathbf{p}$ and $\mathbf{q}^{*}$. The result $S^{3}\left(\mathbf{p}, \mathbf{q}^{*}\right)$ is called the generating function of the third kind of $\psi$ and, from (9.5) we conclude that the formulae that now implicitly define $\psi$ when $S^{3}$ is known are

$$
\begin{equation*}
\mathbf{p}^{*}=\frac{\partial S^{3}}{\partial \mathbf{q}^{*}}, \quad \mathbf{q}=\frac{\partial S^{3}}{\partial \mathbf{p}} \tag{9.6}
\end{equation*}
$$

The generating function of the identity is $\mathbf{p}^{T} \mathbf{q}^{*}$. For the rotation (2.6) we find

$$
S^{3}\left(p, q^{*}\right)=-\frac{\tan t}{2}\left(p^{2}+q^{* 2}\right)+\sec p q^{*}
$$

this is regular near $t=0$, but breaks down when $t$ approaches $\pm 2 \pi$ : at these values $p=q^{*}$ and $p$ and $q^{*}$ cannot be taken as independent coordinates.

Conversely given a function $S^{3}\left(\mathbf{p}, \mathbf{q}^{*}\right)$ with a locally nonvanishing Hessian $\operatorname{det} \partial^{2} S^{3} / \partial \mathbf{p} \partial \mathbf{q}^{*}$, the formulae (9.6) locally define a symplectic transformation.

### 9.3. Generating functions of all kinds

Some classical books on Hamiltonian mechanics considered four kinds of generating functions. Arnold (1989) has $2^{n}$ kinds. And in fact there are many more. According to Feng (1986a), Feng and Qin (1987), Feng et al. (1989), Wu (1988) the general idea is as follows. Collect in a ( $2 d$-dimensional) vector $\mathbf{y}$ the components of ( $\mathbf{p}, \mathbf{q}$ ) and in a vector $\mathbf{y}^{*}$ the components of ( $\mathbf{p}^{*}, \mathbf{q}^{*}$ ). Introduce new $2 d$-dimensional variables $\mathbf{w}$ and $\mathbf{w}^{*}$, such that $\mathbf{w}$ and $\mathbf{w}^{*}$ are linear functions of $\mathbf{y}$ and $\mathbf{y}^{*}$ (i.e. $\mathbf{w}=A \mathbf{y}+B \mathbf{y}^{*}$ and $\mathbf{w}=C \mathbf{y}+D \mathbf{y}^{*}$ for fixed $2 d \times 2 d$ matrices $A, B, C, D)$. Under suitable hypotheses, the symplectic transformation ( $\mathbf{p}^{*}, \mathbf{q}^{*}$ ) $=\psi(\mathbf{p}, \mathbf{q})$ reads, in terms of $\mathbf{w}$ and $\mathbf{w}^{*}, \mathbf{w}^{*}=\chi(\mathbf{w})$, where $\chi$ is the gradient of a scalar generating function $\sigma$. In the case of the generating functions of the first kind, $A$ is the matrix that extracts the $\mathbf{q}$ variables of $\mathbf{y}, B$ is the matrix that extracts the $\mathbf{q}^{*}$ variables of $\mathbf{y}^{*}$ etc.

A useful generating function is the so-called Poincaré generating function. Here $\mathbf{w}$ is taken to be the average of $\mathbf{y}$ and $\mathbf{y}^{*}$. The formulae for the transformation are (cf. MacKay, 1991)

$$
\mathbf{p}^{*}=\mathbf{p}-\partial_{2} S^{P}\left(\frac{\mathbf{p}^{*}+\mathbf{p}}{2}, \frac{\mathbf{q}^{*}+\mathbf{q}}{2}\right), \quad \mathbf{q}^{*}=\mathbf{q}+\partial_{1} S^{P}\left(\frac{\mathbf{p}^{*}+\mathbf{p}}{2}, \frac{\mathbf{q}^{*}+\mathbf{q}}{2}\right)
$$

where $\partial_{1}$ and $\partial_{2}$ respectively represent differentiation with respect to the first and second groups of arguments in $S^{P}$. The Poincaré generating function of the identity is the 0 function.

### 9.4. Hamilton-Jacobi equations

Let us now complicate things and consider symplectic transformations $\psi_{t}$ that depend on $t$. We assume that $\psi_{t}$ has a generating function of the third kind $S^{3}$, which depends on $t$. Let us further consider a Hamiltonian system (2.1) in the variables $\mathbf{p}, \mathbf{q}$. If we change variables in this system we obtain a new differential system for the new unknowns $\mathbf{p}^{*}, \mathbf{q}^{*}$. Then the following holds true (Arnold, 1989, Section 45A).

Theorem 9.1 In the situation earlier, the transformed system is also a Hamiltonian system, with the nonautonomous Hamiltonian function

$$
\begin{equation*}
H^{*}\left(\mathbf{p}^{*}, \mathbf{q}^{*} ; t\right)=H-\frac{\partial S^{3}}{\partial t} \tag{9.7}
\end{equation*}
$$

In (9.7) it is understood that once $S^{3}$ has been differentiated with respect to $t$ with $p$ and $\mathbf{q}^{*}$ constant, the formulae (9.6) that define the transformation
are used to express the right-hand side in terms of the new variables $\mathbf{p}^{*}$ and $\mathbf{q}^{*}$.

A first corollary of this result refers to the case where the transformation is actually independent of $t$ : then in the new variables the Hamiltonian system is still an autonomous Hamiltonian system and the new Hamiltonian is obtained by changing variables in the old Hamiltonian.

Another remarkable application arises when $\psi_{t}$ is the $t$-flow of (2.1) and we see the old variables evolving under the Hamiltonian system with Hamiltonian $-H(\mathbf{p}, \mathbf{q})$, i.e. under the flow $\phi_{t,-H}=\phi_{t, H}^{-1}$. Then, the symplectic transformation $\psi_{t}$ just undoes what the Hamiltonian evolution under $-H$ does; in the new variables, the solutions of the differential equations are $\mathbf{p}^{*}=$ constant and $\mathbf{q}^{*}=$ constant and the new Hamiltonian $H^{*}=-H-\partial S^{3} / \partial t$ must be 0 (or a constant: Hamiltonians are only defined up to an additive constant). We have proved that the generating function $S^{3}$ of the flow of the Hamiltonian system with Hamiltonian $H$ satisfies

$$
\begin{equation*}
\frac{\partial S^{3}}{\partial t}\left(\mathbf{p}, \mathbf{q}^{*} ; t\right)+H(\mathbf{p}, \mathbf{q})=0 \tag{9.8}
\end{equation*}
$$

This is the celebrated Hamilton-Jacobi equation. Upon replacing $q$ by $\partial S^{3} / \partial p$ (cf. (9.6)), the relationship (9.8) is a partial differential equation of the first order for a function $S^{3}$ of the variables $\mathbf{p}$ and $t$ (the $\mathbf{q}^{*}$ act just as parameters). If this equation can be solved explicitly, we find the generating function of the flow and hence the solution of the system (2.1). This is Jacobi's approach to the solution of Hamilton's equation. Jacobi and others used this technique explicitly to integrate problems of mechanics that had proved intractable by other techniques (see e.g. Arnold (1989, Section 47)). On the other hand, if we want to solve (9.8) by the method of characteristics, we find that the system of ordinary differential equations that defines the characteristics is none other than system (2.1)! The equivalence between the solution of a Hamiltonian ordinary differential system and the solution of a first-order partial differential equation with Hamilton-Jacobi structure is thus complete.

These ideas are not confined to generating functions of the third kind; they do work for all kinds of generating functions. The details of the construction of the new Hamiltonian $H^{*}$ (and hence the form of the Hamilton-Jacobi equation) vary with the kind of generating function being used. The interested reader is referred to Feng (1986a), Feng and Qin (1987), Feng et al. (1989) and Wu (1988).

## 10. Symplectic integrators based on generating functions

Theorem 9.1 is the key to the construction of symplectic integrators via Hamiltonian functions (Channell, 1983; Menyuk, 1984; Feng, 1986a; Feng and Qin, 1987; Wu, 1988; Feng et al., 1989; Channell and Scovel, 1990;

Miesbach and Pesch, 1990). Let $\psi_{t, H}$ be a symplectic numerical method consistent of order $r$ with generating function $S^{3}$. An argument similar to that leading to the Hamilton-Jacobi equation, proves that $H^{*}=-H-$ $\partial S^{3} / \partial t$ is $\mathcal{O}\left(t^{r}\right)$ as $t \rightarrow 0$; now the transformation $\psi_{t, H}$ undoes the effect of the evolution $\phi_{t,-H}$ except for terms of order $\mathcal{O}\left(t^{r}\right)$. Conversely, any function $S^{3}$ that makes $H^{*}=\mathcal{O}\left(t^{r}\right)$ generates a symplectic, $r$ th-order numerical method, see Sanz-Serna and Abia (1991, Theorem 6.1).

Feng and his coworkers take the following approach (Feng, 1986a; Feng and Qin, 1987; Feng et al., 1989; Wu, 1988). They begin by expanding $S^{3}$ in (9.8) in powers of $t$. On substituting this power series in (9.8), expanding $H$ and collecting similar powers of $t$, the generating function $S^{3}$ can be expressed in terms of derivatives of $H$. When the series for $S^{3}$ is truncated, an approximate solution of the Hamilton-Jacobi equation is obtained, which is then used to generate the numerical method via (9.6).

Of course, similar approaches can be taken for generating functions other than generating functions of the third kind. The use of the Poincare format is appealing, because it easily leads to self-adjoint schemes, with only odd powers of $h$ in the Taylor expansion of the truncation error. The secondorder method derived from the Poincare generating funtion is none other than the familiar midpoint rule, with generating function $S^{P}=h H$.

The expression for the fourth-order method turns out to be

$$
\begin{aligned}
p_{i}^{n+1}= & p_{i}^{n}-h H_{q_{i}}-\frac{h^{3}}{24}\left[H_{p_{j} p_{k} q_{i}} H_{q_{j}} H_{q_{k}}+2 H_{p_{j} p_{k}} H_{q_{j} q_{i}} H_{q_{k}}\right. \\
& -2 H_{p_{j} q_{k} q_{i}} H_{p_{j}} H_{q_{k}}-2 H_{p_{j} q_{k}} H_{p_{j} q_{i}} H_{q_{k}}-2 H_{p_{j} q_{k}} H_{p_{j}} H_{q_{k} q_{i}} \\
& \left.+2 H_{q_{j} q_{k}} H_{p_{j} q_{i}} H_{p_{k}}+H_{q_{j} q_{k} q_{i}} H_{p_{j}} H_{p_{k}}\right], \\
q_{i}^{n+1}= & q_{i}^{n}+h H_{p_{i}}+\frac{h^{3}}{24}\left[H_{p_{j} p_{k} p_{i}} H_{q_{j}} H_{q_{k}}+2 H_{p_{j} p_{k}} H_{q_{j} p_{i}} H_{q_{k}}\right. \\
& -2 H_{p_{j} q_{k} p_{i}} H_{p_{j}} H_{q_{k}}-2 H_{p_{j} q_{k}} H_{p_{j} p_{i}} H_{q_{k}}-2 H_{p_{j} q_{k}} H_{p_{j}} H_{q_{k} p_{i}} \\
& \left.+2 H_{q_{j} q_{k}} H_{p_{j} p_{i}} H_{p_{k}}+H_{q_{j} q_{k} p_{i}} H_{p_{j}} H_{p_{k}}\right] .
\end{aligned}
$$

Here summation in repeated indices must be understood and the functions featuring in the right-hand sides are evaluated at the averages

$$
\left[\frac{1}{2}\left(\mathbf{p}^{*}+\mathbf{p}\right), \frac{1}{2}\left(\mathbf{q}^{*}+\mathbf{q}\right)\right]
$$

so that the scheme is implicit. We have reported these formulae to emphasize the Taylor-series character of Feng's methods. As with any other Taylorseries method, these schemes would only be feasible if applied in conjunction with some automatic procedure for the computation of the higher derivatives.

Miesbach and Pesch (1990) note that, in Runge-Kutta methods for $\mathrm{dy} / \mathrm{d} t$ $=\mathbf{f}(\mathbf{y})$, one obtains high-order schemes without resorting to higher deriva-
tives of $\mathbf{f}$ by using as increment $\mathbf{y}^{n+1}-\mathbf{y}^{n}$ a weighted sum $h \sum b_{i} \mathbf{f}\left(\mathbf{Y}_{i}\right)$. Furthermore, the terms $h \mathbf{f}$ being weighted have the form of the increment in the Euler (i.e. simplest conceivable) method. In a similar vein, Miesbach and Pesch suggest methods where the Poincaré generating function is a weighted sum of terms, each term being the simplest generating function $h H$ (i.e. that corresponding to the implicit midpoint rule) evaluated at some suitable inner stage. The resulting method is Runge-Kutta-like in that no higher derivatives of $H$ are required; however it is not a symplectic Runge-Kutta method like those considered in Section 6.

## 11. Back to symplectic Runge-Kutta methods: the canonical theory of the order

The symplectic Runge-Kutta methods (6.1), (6.4) define a symplectic transformation which as $h \rightarrow 0$ approaches the identity. Hence they must have an $S^{3}$ generating function. Lasagni (1990) has found the corresponding expression

$$
\begin{aligned}
& S^{3}\left(\mathbf{p}_{n}, \mathbf{q}_{n+1} ; h\right)=\mathbf{p}_{n}^{T} \mathbf{q}_{n+1} \\
& \quad-h \sum_{i} b_{i} H\left(\mathbf{P}_{i}, \mathbf{Q}_{i}\right)-h^{2} \sum_{i j} b_{i} a_{i j} H_{\mathbf{p}}\left(\mathbf{P}_{i}, \mathbf{Q}_{i}\right) H_{\mathbf{q}}\left(\mathbf{P}_{j}, \mathbf{Q}_{j}\right)^{T}
\end{aligned}
$$

Here $H_{\mathbf{p}}$ and $H$ are row vectors of partial derivatives and the stages should be interpreted as functions of $\mathbf{p}_{n}, \mathbf{q}_{n+1}$ and $h$ implicitly defined in (6.2), (6.3). (Actually, in Section 9 we showed that a generating function would exist if the domain $\Omega$ were simply connected. Lasagni's recipe for $S^{3}$ works for all domains. Symplectic RK have generating functions regardless of the geometry of $\Omega$ and therefore, in symplectic geometry jargon, they give rise to exact symplectic transformations, i.e. transformations for which (9.1) holds. Actually, the flow of a Hamiltonian system is also an exact symplectic transformation.)

In a manner similar to that used for symplectic PRK, Abia and Sanz-Serna (1990) find the generating function

$$
\begin{aligned}
& S^{3}\left(\mathbf{p}_{n}, \mathbf{q}_{n+1} ; h\right)=\mathbf{p}_{n}^{T} \mathbf{q}_{n+1} \\
& \quad-h \sum_{i} b_{i} V\left(\mathbf{Q}_{i}\right)-h \sum_{i} B_{i} T\left(\mathbf{P}_{i}\right)+h^{2} \sum_{i j} B_{i} a_{i j} \mathbf{g}\left(\mathbf{P}_{i}\right)^{T} \mathbf{f}\left(\mathbf{Q}_{j}\right)
\end{aligned}
$$

and for symplectic RKN schemes the generating function is given by (Calvo and Sanz-Serna, 1991a)

$$
\begin{aligned}
& S^{3}\left(\mathbf{p}_{n}, \mathbf{q}_{n+1} ; h\right)=\mathbf{p}_{n}^{T} \mathbf{q}_{n+1} \\
& \quad-h \sum_{i} b_{i} V\left(\mathbf{Q}_{i}\right)-\frac{h}{2} \mathbf{p}_{n}^{T} \mathbf{p}_{n}+\frac{h^{3}}{2} \sum_{i j} b_{i}\left(\beta_{j}-\alpha_{i j}\right) \mathbf{f}\left(\mathbf{Q}_{i}\right)^{T} \mathbf{f}\left(\mathbf{Q}_{j}\right)
\end{aligned}
$$

We emphasize that, unlike the situation with the methods considered in

Section 10, these generating functions are not needed to derive or to implement the RK and related methods introduced in Section 6. However explicit knowledge of the generating function can be put to good use. In fact we can study the order of consistency by simply substituting the expression for $S^{3}$ with $h=t$ in $H+\partial S^{3} / \partial t$ : an $\mathcal{O}\left(t^{r}\right)$ behaviour is, as we know, equivalent to order $r$. This is the methodology suggested by Sanz-Serna and Abia (1991). For the case of RK methods these authors give systematic rules, based on graph theory, to write the Taylor expansion of $H+\partial S^{3} / \partial t$ in powers of $t$. It turns out that the graphs to be used are nonsuperfluous trees: at the $t^{\rho}$ level, $\rho>1$, the Taylor expansion contains a term for each nonsuperfluous tree with $\rho$ nodes. Hence the number of order conditions is the number of nonsuperfluous trees. Furthermore the coefficients that must be annihilated to impose $H+\partial S^{3} / \partial t=\mathcal{O}\left(t^{r}\right)$ are just the right-hand sides of the homogeneous order conditions we described at the end of Section 7, see e.g. (7.5)-(7.6). Thus the use of the Hamilton-Jacobi equation gives a very clear meaning to the results presented in Section 7.

## 12. Properties of symplectic integrators: backward error interpretation

Now that we have introduced the families of symplectic integrators available in the literature, it is time to investigate the general properties of symplectic integrators. The a priori motivation for resorting to symplectic methods was presented in Section 5: by making the integrator symplectic we reproduce an important property of the true flow. However there is a big gap in numerical analysis between a reasonably motivated method and a method that works well. It is therefore essential that theoretical analysis and numerical experiments are presented that show the advantages, if any, of symplectic integrators.

In our opinion, to the numerical analyst, the most appealing feature of symplectic integration is the possibility of backward error interpretation. This idea is very similar to the method of modified equations, see Warming and Hyett (1974) and, for a more rigorous treatment, Griffiths and SanzSerna (1986). Let us begin with an example. Consider the Hamiltonian $H=\frac{1}{2} p^{2}+V(q)$, leading to the system

$$
\begin{equation*}
\mathrm{d} p / \mathrm{d} t=f(q), \quad \mathrm{d} q / \mathrm{d} t=p \tag{12.1}
\end{equation*}
$$

where $f=-V^{\prime}$. We assume that $f(0)=0$ and $f^{\prime}(0)<0$; the first hypothesis implies that the origin is an equilibrium of (12.1), the second implies that this equilibrium is a stable centre (the origin is a minimum of the potential energy $V$ ). The system (12.1) is integrated by the following first-order, symplectic PRK method

$$
\begin{equation*}
p^{n+1}=p^{n}+h f\left(q^{n+1}\right), \quad q^{n+1}=q^{n}+h p^{n} \tag{12.2}
\end{equation*}
$$

In order to describe the behaviour of the points ( $p^{n}, q^{n}$ ) computed by (12.2), we could just say that they approximately behave like the solutions $\left(p\left(t_{n}\right), q\left(t_{n}\right)\right)$ of (12.1). This would not be a very precise description, even for $h$ small, because $\phi_{h, H}$ and $\psi_{h, H}$ differ in $\mathcal{O}\left(h^{2}\right)$ terms (first order of consistency). Can we find another differential system $\mathcal{S}_{2}$ so that (12.2) is consistent with the second order with $\mathcal{S}_{2}$ ? The points ( $p^{n}, q^{n}$ ) would then be closer to the solutions of $\mathcal{S}_{2}$ than to the solutions of the system we want to integrate. To find the modified system $\mathcal{S}_{2}$ use an ansatz

$$
\mathrm{d} p / \mathrm{d} t=f(q)+h F_{1}(p, q), \quad \mathrm{d} q / \mathrm{d} t=p+h G_{1}(p, q)
$$

(note that $h$ features here as a parameter so that $\mathcal{S}_{2}=\mathcal{S}_{2}(h)$ ), substitute the solutions of the modified system in the difference equations and ask for an $\mathcal{O}\left(h^{3}\right)$ residual. This leads to

$$
\begin{equation*}
\frac{\mathrm{d} p}{\mathrm{~d} t}=f(q)+\frac{h}{2} p f^{\prime}(q), \quad \frac{\mathrm{d} q}{\mathrm{~d} t}=p-\frac{h}{2} f(q) \tag{12.3}
\end{equation*}
$$

a Hamiltonian system, with Hamiltonian

$$
H_{2}(h)=\frac{1}{2} p^{2}+V(q)-(h / 2) p f(q)
$$

If we are not satisfied with $\mathcal{S}_{2}(h)$, we can find a differential system $\mathcal{S}_{3}(h)$ for which (12.2) is consistent with the third order. Again $\mathcal{S}_{3}(h)$ turns out to be a Hamiltonian problem; the expression for the Hamiltonian is

$$
H_{3}(h)=(1 / 2) p^{2}+V(q)-(h / 2) p f(q)+\left(h^{2} / 12\right)\left[f(q)^{2}-p^{2} f^{\prime}(q)\right] .
$$

There is no limit: for any positive integer $\rho$ a Hamiltonian system $\mathcal{S}_{H_{\rho}}(h)$ can be found such that the method $\psi_{h, H}$ differs from the flow $\phi_{h, H_{\rho}(h)}$ in $\mathcal{O}\left(h^{\rho+1}\right)$ terms (see e.g. MacKay (1991)). By going from local to global errors, in any bounded time interval, the computed points are $\mathcal{O}\left(h^{\rho}\right)$ away from the solution of $\mathcal{S}_{H_{\rho}}(h)$.

What is the situation when using a nonsymplectic method? Take the standard forward Euler method as an illustration. Again a modified system $\mathcal{S}_{2}(h)$ can be found for which consistency is of the second order. This now reads

$$
\frac{\mathrm{d} p}{\mathrm{~d} t}=\left[f(q)+\frac{h}{2} p f^{\prime}(q)\right]-h p f^{\prime}(q), \quad \frac{\mathrm{d} q}{\mathrm{~d} t}=\left[p-\frac{h}{2} f(q)\right]
$$

the terms in brackets replicate the Hamiltonian system (12.3), but there is an extra term $-h f^{\prime}(q) p$. Since $f^{\prime}(0)<0$ this extra term introduces negative dissipation near the origin: in any bounded time interval, the computed points are $\mathcal{O}(h)$ away from the solutions of the Hamiltonian system we want to solve, but $\mathcal{O}\left(h^{2}\right)$ away from the solutions of a system where the Hamiltonian character has been lost and the origin is an unstable focus.

Even though these considerations have been presented by means of an example, they hold for all symplectic methods: provided that the system
(2.1) is smooth enough, for arbitrarily high $\rho$, a modified Hamiltonian system $\mathcal{S}_{H_{\rho}(h)}$ can be found such that the method $\psi_{h, H}$ differs from the flow $\phi_{h, H_{\rho}(h)}$ in $\mathcal{O}\left(h^{\rho+1}\right)$ terms. The difference between the true Hamiltonian $H$ and the modified Hamiltonian $H_{\rho}(h)$ is $\mathcal{O}\left(h^{r}\right)$, with $r$ the order of the method.

As shown in this example, the functions $H_{\rho}(h), \rho=2,3, \ldots$, are truncations of a power series in $h$. If this power series converges, its sum $H_{\infty}(h)$ gives rise to a modified Hamiltonian problem that is integrated exactly by the symplectic numerical method: $\psi_{h, H} \equiv \phi_{h, H_{\infty}(h)}$. In the previous example with $V(q)=\frac{1}{2} q^{2}$ (i.e. the harmonic oscillator (2.5)) this modified Hamiltonian problem is given by Beyn (1991, p. 221)

$$
\frac{\mathrm{d}}{\mathrm{~d} t}\left[\begin{array}{c}
p  \tag{12.4}\\
q
\end{array}\right]=\left(h^{-1} \log \left[\begin{array}{cc}
1-h^{2} & -h \\
h & 1
\end{array}\right]\right)\left[\begin{array}{l}
p \\
q
\end{array}\right]
$$

when solving this system analytically the matrix in brackets is exponentiated and the equations (12.2) of the numerical method are recovered.

In general, for nonlinear problems, the series does not converge: the computed points are not quite an exact solution of a differential problem (SanzSerna, 1991a, p. 168). However if $H$ is very smooth, it can be shown (Neishtadt, 1984; cf. Lasagni, 1990; MacKay, 1991) that a Hamiltonian $H_{\infty}(h)$ can be constructed for which the corresponding $h$-flow differs from $\psi_{h, H}$ in terms that tend to 0 exponentially fast as $h \rightarrow 0$.

In any case the conclusion is the same: for a symplectic integrator applied to (2.1) modified Hamiltonian problems exist so that the computed points lie either exactly or 'very approximately' on the exact trajectories of the modified problem. This makes a backward error interpretation of the numerical results possible (cf. Sanz-Serna (1990)): the computed solutions are solving exactly (or 'very approximately') a nearby Hamiltonian problem. In a modelling situation where the exact form of the Hamiltonian $H$ may be in doubt, or some coefficients in $H$ may be the result of experimental measurements, the fact that integrating the model numerically introduces perturbations to $H$ comparable with the uncertainty in $H$ inherent in the model is the most one can hope for.

On the other hand, when a nonsymplectic formula is used the modified system is not Hamiltonian: the process of numerical integration perturbs the model in such a way as to take it out of the Hamiltonian class. The acceptability of such nonHamiltonian perturbations is a question that should be decided in each individual modelling problem.

### 12.1. An alternative approach

If

$$
\begin{equation*}
(\mathbf{p}, \mathbf{q})=\psi_{h, H}\left(\mathbf{p}^{0}, \mathbf{q}^{0}\right) \tag{12.5}
\end{equation*}
$$

is a numerical method, it is a simple matter to find a differential equation satisfied by the functions ( $\mathbf{p}(h), \mathbf{q}(h)$ ): we differentiate (12.5) with respect to $h$ and eliminate ( $\mathbf{p}^{0}, \mathbf{q}^{0}$ ) in the result by using (12.5).

For the symplectic method (12.2) this procedure yields the system

$$
\frac{\mathrm{d} p}{\mathrm{~d} h}=f(q)+h p f^{\prime}(q)-h^{2} f(q) f^{\prime}(q), \quad \frac{\mathrm{d} q}{\mathrm{~d} h}=p-h f(q),
$$

which (this should not be surprising by now) is a Hamiltonian system, with Hamiltonian $\tilde{H}(p, q ; h)=\frac{1}{2}(p-h f(q))^{2}+V(q)$. Since $h$ is our 'time', the system is nonautonomous. Moving from $t=0$ to $t=h$ with the method (12.2) is moving from $t=0$ to $t=h$ with a nonautonomous system with Hamiltonian $\tilde{H}$. The fact that $H$ and $\tilde{H}$ differ in $\mathcal{O}(h)$ terms is a reflection of the first-order accuracy of the method.

What is unsatisfactory with this approach is that taking two steps $0 \rightarrow$ $h \rightarrow 2 h$ with the numerical method is not going from $t=0$ to $t=2 h$ with $S_{\tilde{H}}$ : given an initial condition, to move from 0 to $2 h$ in a nonautonomous differential system is not quite the same as advancing the initial condition to $t=h$ and then using the result as new initial condition for another $0 \rightarrow h$ forward shift. There is a way around this problem: for $0 \leq t<h$ we keep the Hamiltonian $\widetilde{H}(p, q ; t)$ found earlier and for $h \leq t<2 h, 2 h \leq t<3 h, \ldots$, we repeat it periodically. The good news is that now the nonautonomous system is such that the transformation that moves the initial condition from $t=0$ to $t=n h$ is the $n$th power of the transformation that advances the initial condition from $t=0$ to $t=h$. Hence, the numerically computed points exactly lie on solutions of this nonautonomous system. The bad news is that the new Hamiltonian is not only nonautonomous, but also discontinuous as a function of $t$. Such a lack of smoothness is not very welcome.
The canonical formalism of generating functions provides a very clever way of finding $\widetilde{H}$ without having to differentiate $\psi_{h, H}$. The initial conditions ( $\mathbf{p}^{0}, \mathbf{q}^{0}$ ) do not vary with $t$ : we could see them as solutions of the 0 Hamiltonian. By using Theorem 9.1, the functions ( $\mathbf{p}(h), \mathbf{q}(h)$ ) then evolve with the Hamiltonian $\widetilde{H}=-\partial S^{3} / \partial h$. In the example, the generating function is $S^{3}=p^{0} q-(h / 2)\left(p^{0}\right)^{2}-h V(q)$ (now $p$ and $q$ play the role played by $p^{*}$ and $q^{*}$ in Section 9 , while $p^{0}$ and $q^{0}$ play now the role of 'old' variables). Differentiation with respect to $h$ in $S^{3}$ leads to $\tilde{H}=\frac{1}{2}\left(p^{0}\right)^{2}+V(q)$; in view of (12.2) this equals $\frac{1}{2}(p-h f(q))^{2}+V(q)$, the same expression we found before.
McLachlan and Atela (1991) use the discrepancy between $H$ and $\tilde{H}$ as a measure of the accuracy of the method $\psi_{h, H}$. Since such a discrepancy equals $H+\partial S^{3} / \partial h$ this is just using the Hamilton-Jacobi methodology introduced by Sanz-Serna and Abia (1991).

## 13. Properties of symplectic integrators: conservation of energy

For the system (2.1) the Hamiltonian $H$ is a conserved quantity: $H(\mathbf{p}(t), \mathbf{q}(t))$ does not vary with $t$ if $(\mathbf{p}(t), \mathbf{q}(t))$ is a solution of (2.1). In applications in mechanics conservation of $H$ usually corresponds to conservation of total mechanical energy. Do symplectic integrators possess the analogous property that, except for rounding errors, $H\left(\mathbf{p}^{n}, \mathbf{q}^{n}\right)$ does not vary with $n$ along a numerically computed solution? Sometimes they do: if (2.1) is a linear system and the integrator is a symplectic RK method (6.1)-(6.4), then $H$ is conserved along numerical trajectories. In fact in this case $H$ is a quadratic function and symplectic RK methods conserve all quadratic functions that are conserved by the Hamiltonian system being integrated, SanzSerna (1988). However if we still assume linearity in the system and we use a PRK or a RKN method, conservation of $H$ no longer holds. This is easily seen in the case of the harmonic oscillator (2.5) integrated by the method (12.2). We have noticed earlier that the computed points exactly lie on trajectories of the modified system (12.4) and hence on the lines $H_{\infty}(p, q ; h)=$ constant in the ( $p, q$ ) plane. But, for $h$ small, these lines can be seen to be ellipses, while for conservation of energy we wanted the points to be on circles $p^{2}+q^{2}=$ constant. As $h \rightarrow 0$ the eccentricity of the ellipses decreases and they look more like circles: smaller values of $h$ lead to smaller energy errors, as in the consistent method. Furthermore the fact that the computed points stay exactly on an ellipse near the theoretical circle implies that the error in energy remains bounded even if $t$ gets very large.

The same ideas apply more generally. When problem (2.1) is very smooth but nonlinear, the computed points do not remain exactly on trajectories of the modified problem $\mathcal{S}_{H_{\infty}(h)}$. Nevertheless, the drift of the points away from the modified trajectories is very slow: the numerical scheme has exponentially small local truncation errors when seen as an approximation to the modified system. Therefore $H_{\infty}(h)$ is conserved by the numerical solutions, except for exponentially small errors, for long $\left(\mathcal{O}\left(h^{-1}\right)\right.$ ) periods of time. This in turn implies that the errors in $H=H_{\infty}(h)+\mathcal{O}\left(h^{r}\right)$ possess an $\mathcal{O}\left(h^{r}\right)$ bound on time intervals of length $\mathcal{O}\left(h^{-1}\right)$ (Lasagni, 1988).
For 'general' Hamiltonians, Ge and Marsden (1988) prove that a symplectic method $\psi_{h, H}$ cannot exactly conserve energy (except for the trivial cases where the function $\psi_{h, H}$ actually coincides with or is a time reparameterization of the true flow $\left.\phi_{h, H}\right)$. Hence conservation of the symplectic structure and conservation of energy are conflicting requiriments that, in general, cannot be satisfied simultaneously by a numerical scheme. Since both the Hamiltonian and the symplectic structure are conserved by Hamiltonian systems, the question naturally arises of whether when constructing an integrator we should choose to conserve symplecticness and violate con-
servation of energy or vice versa. This is a question that should probably be answered differently for each specific application. However it should be pointed out that, as mentioned in Section 4, symplecticness is a property that fully characterizes Hamiltonian problems, while conservation of an energy-like function is a feature also present in many nonHamiltonian systems. Furthermore conservation of energy restricts the dynamics of the numerical solution by forcing the computed points to be on the correct ( $2 d-1$ )-dimensional manifold $H=$ constant, but otherwise poses no restriction to the dynamics: within the manifold the points are free to move anywhere and only motions orthogonal to the manifold are forbiden. When $d$ is large this is clearly a rather weak restriction. On the other hand, symplecticness restricts the dynamics in a more global way: all directions in phase space are taken into account.

The literature has devoted a great deal of attention to the construction of numerical schemes that exactly conserve $H$ (or more generally, to the construction of integrators for a system $\mathrm{dy} / \mathrm{d} t=\mathbf{f}(\mathbf{y})$ that exactly conserve one or more invariants of motion). Several ideas have been suggested:

1 stepping from $t_{n}$ to $t_{n+1}$ with a standard method and then projecting the numerical result onto the correct energy surface;
2 adding the conservation constraints to the differential system to obtain a system of differential-algebraic equations; and
3 constructing ad hoc schemes. However conservation of energy is not the theme of this paper and we shall not attempt to review the relevant literature.

## 14. Properties of symplectic integrators: KAM theory

The Kolmogorov-Arnold-Moser (KAM) theory for Hamiltonian problems explains the behaviour of Hamiltonian systems that are perturbations of so-called integrable Hamiltonian systems (i.e. of Hamiltonian systems that can be explicitly solved in terms of quadratures). This material is covered in the books by Moser (1973), Arnold $(1988,1989)$ and MacKay and Meiss (1987). The theory also caters for the case of symplectic mappings that are perturbations of integrable symplectic mappings. Therefore KAM results can often be applied to the mappings $\psi_{h, H}$ associated with symplectic integrators.

To get the flavour of this sort of application, let us consider once more the method (12.2) applied to (12.1). Recall that the origin is a (stable) centre for the system (12.1). For the discrete equations (12.2), linearization around the origin leads to

$$
\begin{equation*}
p^{n+1}=p^{n}+h f(0) q^{n+1}, \quad q^{n+1}=q^{n}+h p^{n} \tag{14.1}
\end{equation*}
$$

a system that has, for $h$ small, unit modulus eigenvalues. Thus the origin
is also a centre for (14.1). However to go from (14.1) to the discretization (12.2) we must include the effects of the nonlinear terms that were discarded in the process of linearization. Since (14.1) is only neutrally stable, it may be feared that the nonlinear effects, small as they may be, will render the origin unstable for (12.2). The KAM theory can be used to show that the symplecticness of the method implies that such a destabilization does not occur. Full details of this example have been given in Sanz-Serna (1991a). Incidentally, we would like to point out that it is this mechanism that renders the standard explicit midpoint rule stable in many nonlinear problems, even though this rule is only neutrally stable in a linear analysis. The interested reader is referred to Sanz-Serna and Vadillo (1986, 1987).

## 15. Practical performance of symplectic integrators

Numerical tests provide the final verdict on the usefulness of any numerical method. For Hamiltonian problems, are symplectic methods more advantageous in practice than their nonsymplectic counterparts? Before we answer this question, let us observe that many symplectic methods are implicit. Even though explicit symplectic algorithms exist in the PRK and RKN families, they are only applicable to restricted classes of Hamiltonians. Furthermore, when deriving such explicit methods, free parameters are used to ensure symplecticness which could otherwise be directed at increasing accuracy. The result is that, to achieve a given order, a symplectic explicit PRK or RKN method usually needs more stages than a standard PRK or RKN method. All these considerations show that there is a price to pay for symplecticness. Symplecticness is expected to pay back when performing very long time integrations: then a symplectic scheme has some inbuilt features that may guarantee the right long-term qualitative behaviour and even result in a favourable error propagation mechanism. On the other hand for short-time integrations, where accuracy is of paramount importance, a good standard code is expected to outperform any symplectic method.

Menyuk (1984), Feng and Qin (1987), Sanz-Serna (1989), Channell and Scovel (1990), Miesbach and Pesch (1990), Candy and Rozmus (1991), McLachlan and Atela (1991), Okunbor and Skeel (1991) and Pullin and Saffman (1991) provide numerical experiments involving symplectic integrators. The sort of experiment performed often consists of the application of a symplectic method to the long-time integration of a Hamiltonian problem; some sort of graphic output is then examined. The conclusions appear to be that symplectic integrators are very successful in identifying most relevant qualitative features of Hamiltonian flows. In most of the papers cited here, the symplectic method is tested against a standard method of the same order of accuracy. The standard method is usually proved to require much smaller step-sizes to correctly identify the true dynamics.

This sort of experimentation, encouraging as it may be to the developer of symplectic methods, is open to criticism. To begin with, the reference standard method being used tends to be either the classical fourth-order RK method or a low accuracy RK formula like the modified Euler scheme. These reference methods are far away from state of the art numerical integrators. Furthermore, in the experiments we are discussing, both the symplectic integrator and the reference standard method are implemented with constant step-sizes, which again is far away from current numerical ODE practice. It is legitimate to ask what would happen if in the comparisons the nonsymplectic method would have been chosen to be a modern variable step-size code. On the other hand, this criticism may not be entirely fair: standard methods have been under development for several decades, while we are at the stone age of symplectic integration; it may then make sense to compare our symplectic integrators with stone-age standard methods.

A somewhat more severe test has been conducted by Calvo and Sanz-Serna (1991b,c). A fourth-order, explicit, symplectic RKN method is constructed which is optimal in the sense that the error constants have been minimized following a methodology due to Dormand et al. (1987). First, this symplectic integrator, implemented with constant step-sizes, is compared with a variable step-code based on an optimal fourth-order nonsymplectic formula of Dormand et al. (1987). The result of the comparison is that, in long time integrations, the symplectic method definitely needs less work to achieve a given accuracy. This holds even in cases where the solution possesses several time scales along the integration interval and the code is much benefiting from the step-changing facility. In the integration of Kepler's problem, it can be shown rigorously (Calvo and Sanz-Serna, 1991c) that for symplectic integrators the errors grow linearly with $t$, while for nonsymplectic methods grow like $t^{2}$. Hence the symplectic methods are guaranteed to win if $t$ is large enough.

### 15.1. Variable step-sizes

Calvo and Sanz-Serna (1991b) then go on to compare the nonsymplectic code with a variable step-size implementation of the symplectic formula. For this implementation, due care was exercised in constructing the error estimator, etc. Before the experiments were conducted it was expected that the combination of the advantages of symplecticness with those of variable step-sizes would lead to a very efficient algorithm. The numerical results were very disappointing: in the variable step-size implementation, the symplectic formula does not show any advantage in the long-time error propagation mechanism. For instance, for Kepler's problem the error growth is quadratic, just as if a nonsymplectic formula were used. Since the cost per step of the simplectic algorithm is higher than that of the standard code (see
earlier), the conclusion is that the variable step-size simplectic algorithm is not competitive with the standard code.

It thus appears that there is a future for the practical application of symplectic integration, especially if high order symplectic formulae are developed and if advances are made in efficiently implementing the implicit symplectic methods. However such a future seems to be limited to constant step-size implementations!

Before closing this section it is appropriate to say some words on the failure of variable step-size symplectic methods. In Section 12 we pointed out that a symplectic integrator $\psi_{h, H}$ 'almost' provides the exact flow of a Hamiltonian problem $\phi_{h, H_{\infty}(h)}$. If $h$ is held constant during the integration, the initial condition is numerically advanced to $t=t_{n}$ by

$$
\overbrace{\psi_{h, H} \psi_{h, H} \cdots \psi_{h, H}}^{n}
$$

which for $t_{n}$ in a compact time interval differs from

$$
\overbrace{\phi_{h, H_{\infty}(h)} \phi_{h, H_{\infty}(h)} \cdots \phi_{h, H_{\infty}(h)}}^{n}=\phi_{t_{n}, H_{\infty}(h)}
$$

in exponentially small terms: the computed points stay very close of a modified Hamiltonian trajectory. The situation is quite different for variable step-sizes. Now the initial condition is advanced by

$$
\begin{equation*}
\psi_{h_{n}, H} \psi_{h_{n-1}, H} \cdots \psi_{h_{1}, H} \tag{15.1}
\end{equation*}
$$

an approximation to

$$
\phi_{h_{n}, H_{\infty}\left(h_{n}\right)} \phi_{h_{n-1}, H_{\infty}\left(h_{n-1}\right)} \cdots \phi_{h_{1}, H_{\infty}\left(h_{1}\right)}
$$

The last expression cannot be interpreted as the $t_{n}$-flow of a Hamiltonian problem: the Hamiltonians being used at different time steps are different. This shows that the backward error interpretation of symplectic integration does not hold for variable step-sizes.

There is a difficulty here: in a variable step-size code the step points $t_{n}$ are actually functions of the initial point ( $\mathbf{p}^{0}, \mathbf{q}^{0}$ ) (and also of the initial guess for the first step-size). Therefore the algorithm does not really effect a transformation mapping the phase space $\Omega$ at $t=0$ into the phase space $\Omega$ at time $t$, rather ( $\Omega \times(t=0)$ ) is mapped into some curved $2 d$-dimensional surface in the $(2 d+1)$-dimensional spacetime. It is then possible to question the relevance of (15.1) to the analysis of the variable step implementation. However in the experiments reported by Calvo and Sanz-Serna (1991b) only one fixed initial condition was used so that, in a 'mental experiment', one could pretend that the sequence of step-sizes $h_{1}, h_{2}, \ldots$, actually used in the integration was recorded and would have been used to integrate neighbouring initial conditions. In this context, compatible with the numerical
experiments, the initial condition is really advanced by the symplectic transformation (15.1).

The advantages of symplectic integration may well originate from the fact that one advances from $t=0$ to time $t_{n}$ by iterating $n$ times a single symplectic mapping. Advancing by composing $n$ different symplectic mappings does not appear to be as effective.

## 16. Concluding remarks

In the paper we have restricted ourselves to standard Hamiltonian problems (2.1) on a domain $\Omega$ in an even-dimensional oriented Euclidean space. One may also consider a so-called symplectic manifold, an even dimensional manifold endowed with a closed, nondegenerate differential 2-form that plays the role that was played here by dp $\wedge$ dq (Arnold, 1989; MacKay, 1991). In such a manifold to each scalar function $H$ there corresponds a Hamiltonian-like system of differential equations. More generally one could consider a Poisson manifold. A reference where a symplectic integrator is derived for a Poisson system is de Frutos et al. (1990). Another area of active research in the physics literature is that of Lie-Poisson integrators, see e.g. Ge and Marsden (1988).

Many partial differential equations also possess a Hamiltonian structure. In connection with symplectic integration they pose two problems: how to discretize them in space to obtain a Hamiltonian semi-discretization and how to advance in time the semi-discrete solution to have an overall symplectic algorithm. Some references are Qin (1988), Li and Qin (1988), Qin and Zhang (1990), de Frutos et al. (1990).
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# Error analysis of boundary integral methods 
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Many of the boundary value problems traditionally cast as partial differential equations can be reformulated as integral equations over the boundary. After an introduction to boundary integral equations, this review describes some of the methods which have been proposed for their approximate solution. It discusses, as simply as possible, some of the techniques used in their error analysis, and points to areas in which the theory is still unsatisfactory.
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## 1. Introduction

In the past decade there has been a dramatic growth of engineering interest in boundary integral or boundary element methods, witnessed by the large number of recent conference proceedings with these words in the title. At the same time, the former rivalry between advocates of BIE (boundary integral equation) and PDE (partial differential equation) approaches seems to have softened, as the relative strengths and weaknesses of each have become better understood.

Boundary integral methods may be used for interior and exterior problems, but have a special advantage for the latter. As a first introduction,
consider (without equations!) the problem of acoustic scattering from an object. Under appropriate idealization, the pressure in the region exterior to the object satisfies the wave equation, with an appropriate (typically Neumann) condition on the scattering surface, and a radiation condition at infinity. With the time variable separated, the equation becomes the Helmholtz equation. Regarded as a PDE problem, the setting is an infinite three-dimensional region. The boundary integral formulation of this problem, on the other hand, lives in a region that is only two-dimensional and finite - namely the surface of the scatterer.

We leave until the next section any serious discussion of boundary integral formulations (and refer to Colton and Kress (1983) for the specific matter of the Helmholtz equation), but some readers may find the following thought useful: If we knew the Green's function for this scattering problem, then the pressure at any point could be found by quadrature over the surface. But the true Green's function, incorporating the boundary condition on the scatterer, is even harder to find than the solution itself. The next best thing is to use the known fundamental solution, which is the Green's function for the infinite region with no scatterer. That incorporates the boundary condition at infinity, and solves the differential equation, but takes no account of the scatterer. To obtain a solution that satisfies the boundary conditions on the scatterer we must therefore solve for an unknown function over the surface of the scatterer. The equation to be solved is a (boundary) integral equation.

Compared to PDE formulations, those involving BIEs are usually of lower dimensionality (e.g. two-dimensional against three-dimensional in the earlier example). On the other hand BIE methods almost invariably have dense matrices, in contrast to the sparse matrices given by the PDE methods. Moreover, the matrix elements are relatively hard to compute, involving for example weakly or strongly singular kernels, perhaps (particularly in the Galerkin method) several levels of integration, and difficult geometry. Boundary integral equations rely fundamentally on the linear superposition of solutions, and therefore are happiest when the underlying differential equations are linear and homogeneous, and the material properties constant. The PDE methods in contrast, being local in character, are not so fussy about any of these matters.

Nevertheless, in the circumstances in which they are appropriate, boundary integral methods can be very useful. And their applicability can be widened by the coupling of PDE and BIE methods, using each in the regions where they are appropriate. (See, for example, Zienkiewicz et al. (1977), Johnson and Nedelec (1980), Costabel (1987) and recent reviews by Hsiao (1990, 1991).)

In this review our concern is with the numerical analysis of boundary integral methods and, in particular, with certain recent developments. The
review could not hope to be exhaustive, given the range and the complexity of the subject. We are helped, however, by the existence of two other recent reviews, by Wendland (1990) and Atkinson (1990). The former gives a comprehensive overview of the recent theory of the Galerkin method for BIEs via the theory of strong ellipticity for pseudodifferential operators. It consists of lecture notes for an audience with a strong PDE background; those without such a background might find the present review a useful introduction. The review by Atkinson (1990) lays particular stress on the problems involved in the implementation of three-dimensional boundary integral equations, such as the problem of evaluating the (often weakly singular) integrals over boundary elements, and iterative methods for the solution of the dense linear systems that result. We shall not consider such questions in the present review.

Nor can we do justice to the large body of recent work on (Cauchy) singular integral equations in the plane (see, for example, Prössdorf and Silbermann (1977, 1991), Prössdorf (1989)). Mixed boundary value problems will be ignored (see Wendland et al. (1979), Lamp et al. (1984), Stephan and Wendland (1985), McLean (1990)). And we will have nothing to say about another topic currently attracting considerable interest, namely nonlinear aspects of BIE (see Ruotsalainen and Wendland (1988), Ruotsalainen and Saranen (1989), Atkinson and Chandler (1990), Eggermont and Saranen (1990), Ruotsalainen (1992); and, in connection with coupling of BIEs and PDEs, Gatica and Hsiao (1989)).

Many aspects of linear integral equations relevant to BIEs and their linear approximation are discussed carefully in the recent books by Kress (1989), Hackbusch (1989), and Prössdorf and Silbermann (1991).

In the later part of the review we will give particular attention to problems in the plane, because this has been an area which has seen considerable recent activity, with many new methods proposed, some new techniques of analysis, and some attempt to tackle the challenging problems posed by corners. Perhaps some of these methods will subsequently be extended to the even more challenging three-dimensional problems.

The structure of this review is as follows. In the next Section a simple introduction is given to the BIE formulation of the problem. Sobolev spaces and the mapping properties of boundary integral operators cannot be avoided in the modern numerical analysis of BIEs. They are introduced gently in Section 3, and then, based on this knowledge, existence and uniqueness questions are considered in Section 4. Aside from their importance for the basic theory, the Fourier series techniques introduced in Section 3 will play a major role later in the paper, for both the analysis and design of approximate methods.

Of all the methods mentioned in this review, the only one which is in a reasonably satisfactory condition for a wide class of BIEs is the Galerkin
method. At heart, this is because it rests on a variational principle. A simple treatment is given in Section 5. Section 6 is devoted to the collocation method, and Section 7 to the so-called qualocation method and its discrete variants, for BIEs on plane curves. In general the analysis of these methods for smooth curves is reasonably satisfactory, but problems remain where there are corners. Section 8 summarizes some challenges for the future from corner and other problems. At the same time it discusses briefly an extreme case of a corner (the case of the logarithmic-kernel integral equation for a slit), for which a complete analysis is available. Perhaps this case may give some insight into the proper handling of general corners for this and other problems.

It might reasonably be said that in its theoretical analysis the boundary integral method is a decade or more behind the finite element method. A defence might be that the problem is genuinely harder, because of the nonlocal nature of integral operators. In any event, there can be no argument that there is still much to be done.

## 2. Boundary integral equations

The reformulation of elliptic boundary value problems as boundary integral equations has been discussed by many people, including Jaswon (1963) and Jaswon and Symm (1977) for potential theory and elastostatics, Kupradze (1965) for elasticity, and Colton and Kress (1983) for the Helmholtz equation. Clements (1981) considers general second-order elliptic problems, Hsiao and MacCamy (1973) and Hsiao (1989) concentrate on first-kind formulations, Ingham and Kelmanson (1984) consider biharmonic and singular problems, and Wendland (1990) discusses a range of examples. In addition there are many books and papers with an engineering flavour, among which we may mention Hess and Smith (1967), Brebbia et al. (1984), Banerjee and Watson (1986), and the introductory book by Hartmann (1989); for a more complete bibliography of engineering works see Atkinson (1990).

The classical mathematical formulations are discussed thoroughly by Mikhlin (1970). An excellent source for modern mathematical developments is the recent review of boundary integral equations by Maz'ya (1991).

Here our aim is merely to introduce some of the principal ideas in a simple setting, with no attempt at completeness or maximum generality.

### 2.1. Indirect methods

Consider the two-dimensional Laplace equation

$$
\begin{equation*}
\Delta \phi=0, \quad t \in \Omega \tag{2.1}
\end{equation*}
$$

subject to the Dirichlet boundary conditions

$$
\begin{equation*}
\phi=g \quad \text { on } \quad \Gamma=\partial \Omega \tag{2.2}
\end{equation*}
$$

where $\Omega$ is a simply-connected open domain in the plane with a piecewisesmooth boundary $\Gamma$. The simplest boundary integral formulation of this problem is via the 'single-layer representation' of the potential $\phi$; that is, one seeks a representation of $\phi$ in the form

$$
\begin{equation*}
\phi(t)=-\frac{1}{\pi} \int_{\Gamma} \log |t-s| z(s) \mathrm{d} l_{s}, \quad t \in \Omega \tag{2.3}
\end{equation*}
$$

where $|t-s|$ is the Euclidean distance between $t$ and $s, \mathrm{~d} l$ is the element of arc length, and $z$ is an unknown function, the 'single-layer density', or 'charge density'. The motivation is easily stated: because $(2 \pi)^{-1} \log |t-s|$ is the fundamental solution of the Laplace equation, (2.3) yields a solution of the Laplace equation, no matter how $z$ is chosen; thus all that remains is to satisfy the boundary condition (2.2). Letting $t$ approach the boundary, and assuming that the right-hand side of (2.3) is continuous onto the boundary, we obtain

$$
g(t)=-\frac{1}{\pi} \int_{\Gamma} \log |t-s| z(s) \mathrm{d} l_{s}, \quad t \in \Gamma
$$

This is an integral equation of the first kind (which merely means that the unknown $z$ occurs only under the integral sign). Introducing the single-layer integral operator $V$ defined by

$$
\begin{equation*}
V v(t)=-\frac{1}{\pi} \int_{\Gamma} \log |t-s| v(s) \mathrm{d} l_{s}, \quad t \in \Gamma \tag{2.4}
\end{equation*}
$$

we may write the integral equation as

$$
\begin{equation*}
V z=g \tag{2.5}
\end{equation*}
$$

That the integral on the right-hand side of (2.3) is continuous as $t \rightarrow \Gamma$ has been shown by Gaier (1976), under the assumption that $z \in L_{p}(\Gamma)$ for some $p>1$, and that the curve is piecewise smooth and has no cusps.

Next, consider the exterior problem

$$
\begin{equation*}
\Delta \phi=0, \quad t \in \Omega_{\mathrm{e}} \tag{2.6}
\end{equation*}
$$

where $\Omega_{\mathrm{e}}=\mathbb{R}^{2} \backslash \bar{\Omega}$ and $\Omega$ is defined as for (2.1). Again we assume the Dirichlet condition (2.2) on $\Gamma$, but this time we need also a regularity condition at infinity,

$$
\begin{equation*}
\phi \text { bounded at infinity. } \tag{2.7}
\end{equation*}
$$

Following Jaswon and Symm (1977), it is natural to seek a representation in the form

$$
\begin{equation*}
\phi(t)=-\frac{1}{\pi} \int_{\Gamma} \log |t-s| z(s) \mathrm{d} l_{s}+\omega \tag{2.8}
\end{equation*}
$$

where $\omega$ is a constant, and where, in order to satisfy the condition at infinity,
the side condition

$$
\int_{\Gamma} z(s) \mathrm{d} l_{s}=0
$$

is imposed. In this case the corresponding boundary integral equation is the pair

$$
\begin{equation*}
V z+\omega=g, \quad \int_{\Gamma} z=0 \tag{2.9}
\end{equation*}
$$

In the preceding paragraph we considered the exterior problem, but in fact there is nothing to stop us from using the same approach, of an additional unknown $\omega$ and a side condition on $z$, even for the interior problem (2.1), (2.2). That approach has been advocated by Hsiao and MacCamy (1973), in order to avoid the existence/uniqueness problems that can beset (2.5) (see Subsection 4.3). There is a close relationship between the two approaches: for example, if the pair $\omega, z^{(1)}$ satisfies (2.9) and if $V z^{(2)}=1$ then it is obvious that $z=z^{(1)}+\omega z^{(2)}$ satisfies (2.5). For an elaboration of this relationship see Sloan and Spence (1988a, Section 3).

Three-dimensional interior and exterior problems for the Laplace equation with Dirichlet boundary condition (and with the regularity condition $\phi(t) \rightarrow$ 0 as $|t| \rightarrow \infty$ in the exterior case) may be approached in a manner analogous to (2.3), the fundamental solution in this case being the Newtonian potential, the single-layer representation being

$$
\begin{equation*}
\phi(t)=\frac{1}{2 \pi} \int_{\Gamma} \frac{1}{|t-s|} z(s) \mathrm{d} S_{s}, \quad t \in \Omega \text { or } \Omega_{\mathrm{e}} \tag{2.10}
\end{equation*}
$$

and the single-layer operator on $\Gamma=\partial \Omega$ being

$$
\begin{equation*}
V z(t)=\frac{1}{2 \pi} \int_{\Gamma} \frac{1}{|t-s|} z(s) \mathrm{d} S_{s}, \quad t \in \Gamma . \tag{2.11}
\end{equation*}
$$

The resulting integral equation, for both interior and exterior problems, is (2.5).

### 2.2. The classical BIEs of potential theory

Returning to the two-dimensional case, the classical approach to the interior Dirichlet problem (2.1) and (2.2) is to seek a 'double-layer' representation for $\phi$, i.e.

$$
\begin{align*}
\phi(t) & =\frac{1}{\pi} \int_{\Gamma}\left(\frac{\partial}{\partial n_{s}} \log |t-s|\right) z(s) \mathrm{d} l_{s} \\
& =\frac{1}{\pi} \int_{\Gamma} \frac{n(s) \cdot(s-t)}{|t-s|^{2}} z(s) \mathrm{d} l_{s}, \quad t \in \Omega \tag{2.12}
\end{align*}
$$

Here the derivative is the normal derivative (with respect to $s$ ), in the direction of the outward unit normal $n$ (i.e. the normal directed into the exterior
region $\Omega_{\mathrm{e}}$ ). This approach leads to a quite different kind of equation, because the double-layer operator on the right of (2.12) is generally not continuous onto $\Gamma$. The following theorem is proved by Mikhlin (1970) for the case of a Lyapunov curve, and by Hackbusch (1989) and Wendland (1990) for a curve with corners.

Theorem 1 Let $\Gamma$ be piecewise Lyapunov without cusps, and let $z \in C(\Gamma)$. Then the integral

$$
\begin{equation*}
\frac{1}{\pi} \int_{\Gamma}\left(\frac{\partial}{\partial n_{s}} \log |t-s|\right) z(s) \mathrm{d} l_{s}, \quad t \in \mathbb{R}^{2} \backslash \Gamma \tag{2.13}
\end{equation*}
$$

has limiting values as $t$ approaches $\Gamma$ from $\Omega$ and $\Omega_{\mathrm{e}}$ separately. If $t^{\prime} \in \Gamma$ is a point at which $\Gamma$ has a tangent, the limiting values as $t \rightarrow t^{\prime}$ are

$$
\begin{equation*}
\frac{1}{\pi} \int_{\Gamma}\left(\frac{\partial}{\partial n_{s}} \log \left|t^{\prime}-s\right|\right) z(s) \mathrm{d} l_{s} \pm z\left(t^{\prime}\right) \tag{2.14}
\end{equation*}
$$

where the upper and lower signs hold for $t \in \Omega$ and $t \in \Omega_{\mathrm{e}}$ respectively.
The proof proceeds by representing $z(s)$ in (2.13) as $z\left(t^{\prime}\right)+\left(z(s)-z\left(t^{\prime}\right)\right)$, and showing that the integral corresponding to the second term is continuous onto $\Gamma$. For the first term, because $z\left(t^{\prime}\right)$ can be taken outside the integral, it is sufficient to prove the result for $z \equiv 1$. Briefly, for $s \in \Gamma$ and for $t$ a fixed point in $\Omega, \Omega_{\mathrm{e}}$ or $\Gamma$ (but not a corner point of $\Gamma$ ), let $\rho, \theta$ be polar coordinates of $s-t$, and let $\psi$ be the angle between the outward normal $n(s)$ and the vector $s-t$. Then

$$
\frac{\partial}{\partial n_{s}} \log |t-s|=\frac{n(s) \cdot(s-t)}{\rho^{2}}=\frac{\cos \psi}{\rho}
$$

and

$$
\mathrm{d} l_{s}=\frac{\rho \mathrm{d} \theta}{\cos \psi}
$$

thus

$$
\frac{1}{\pi} \int_{\Gamma}\left(\frac{\partial}{\partial n_{s}} \log |t-s|\right) \mathrm{d} l_{s}=\frac{1}{\pi} \int \mathrm{~d} \theta=\frac{1}{\pi}\left\{\begin{array}{cll}
2 \pi & \text { if } & t \in \Omega  \tag{2.15}\\
\pi & \text { if } & t \in \Gamma \\
0 & \text { if } & t \in \Omega_{\mathrm{e}}
\end{array}\right.
$$

That is the integral in (2.13) has in this case the value 2 or 0 for $t$ in $\Omega$ or $\Omega_{\mathrm{e}}$ respectively, while (2.14) has the value $1 \pm 1$.

Let

$$
\begin{align*}
K z(t) & =\frac{1}{\pi} \int_{\Gamma}\left(\frac{\partial}{\partial n_{s}} \log |t-s|\right) z(s) \mathrm{d} l_{s} \\
& =\frac{1}{\pi} \int_{\Gamma} \frac{n(s) \cdot(s-t)}{|t-s|^{2}} z(s) \mathrm{d} l_{s}, \quad t \in \Gamma \tag{2.16}
\end{align*}
$$

be the double-layer operator on $\Gamma$. Then if $t^{\prime}$ is a point on $\Gamma$ at which a tangent exists, the limiting values (2.14) become

$$
\begin{equation*}
K z\left(t^{\prime}\right) \pm z\left(t^{\prime}\right) . \tag{2.17}
\end{equation*}
$$

If we now return to the double-layer representation (2.12) of the interior Dirichlet problem (2.1), (2.2), we see, by taking the limit as $t$ approaches a point on the boundary and using the theorem, that $z$ satisfies

$$
\begin{equation*}
g(t)=K z(t)+z(t), \quad t \in \Gamma, \quad t \text { not a corner point. } \tag{2.18}
\end{equation*}
$$

This is an equation of the second kind, in the nomenclature introduced by Fredholm. If $\Gamma$ is a Lyapunov curve the kernel of the integral operator $K$ when appropriately parametrized turns out to be weakly singular (see Mikhlin (1970)). Indeed, if $\Gamma$ is a $C^{2}$ curve then the kernel is even continuous. In these cases the integral operator $K$ is a compact operator on $C(\Gamma)$, and the classical Fredholm theory applies.
For a region with corners $K$ is no longer compact on $C(\Gamma)$ (or indeed any other space), and the Fredholm theory is inapplicable. However, it is by now well understood that the double-layer equation (2.18) can still be a very effective tool (see, for example, Verchota (1984), Costabel (1988), Hackbusch (1989), Maz'ya (1991)). In particular, Verchota (1984) shows that the jump relations in Theorem 1 hold, almost everywhere on $\Gamma$, even for general Lipschitz curves (and hence for all piecewise Lyapunov curves without cusps), and with the density function $z$ allowed to be merely in $L_{2}(\Gamma)$, provided that the double-layer operator $K$ is defined with appropriate care. (Specifically, one need only replace 3 by 2 and $2 \pi$ by $\pi$ in the three-dimensional generalization (2.27) given below.) The precise nature of the operator $K$ at a two-dimensional corner was first elucidated by Radon (1919), and further discussed by Cryer (1970); see also Atkinson and de Hoog (1984) for a study of the Dirichlet problem for a wedge.

In the same way the exterior Dirichlet problem (2.6), (2.2), (2.7) may be approached by the double-layer representation (2.12). In this case the jump relations lead to an operator equation on $\Gamma$ with a different sign,

$$
\begin{equation*}
g(t)=K z(t)-z(t), \quad t \in \Gamma, \quad t \text { not a corner point. } \tag{2.19}
\end{equation*}
$$

The classical approach to the Neumann problem

$$
\begin{equation*}
\Delta \phi=0, \quad t \in \Omega, \quad \frac{\partial \phi}{\partial n}=h \text { on } \Gamma, \tag{2.20}
\end{equation*}
$$

or to the corresponding exterior problem satisfying also (2.7), is via the single-layer representation (2.3) or (2.10). It can be shown (Mikhlin, 1970) that for $z$ integrable on $\Gamma$ and $t \notin \Gamma$ the potential $\phi(t)$ can be differentiated
under the integral sign, giving for the two-dimensional case

$$
\begin{aligned}
\nabla \phi & =-\frac{1}{\pi} \int_{\Gamma}\left(\nabla_{t} \log |t-s|\right) z(s) \mathrm{d} l_{s} \\
& =-\frac{1}{\pi} \int_{\Gamma} \frac{t-s}{|t-s|^{2}} z(s) \mathrm{d} l_{s}, \quad t \notin \Gamma
\end{aligned}
$$

Letting $t^{\prime}$ denote a point on $\Gamma$ and $\partial \phi / \partial n$ the directional derivative in the direction of the (outward) normal at $t^{\prime}$, we have

$$
\begin{equation*}
\frac{\partial \phi}{\partial n}=-\frac{1}{\pi} \int_{\Gamma} \frac{n\left(t^{\prime}\right) \cdot(t-s)}{|t-s|^{2}} z(s) \mathrm{d} l_{s}, \quad t \notin \Gamma \tag{2.21}
\end{equation*}
$$

The normal derivative has jump discontinuities analogous to those in Theorem 1 as $t \rightarrow t^{\prime}$. For the case of a Lyapunov surface the limits as $t \rightarrow t^{\prime} \in \Gamma$ are (Mikhlin, 1970)

$$
\begin{equation*}
-K^{*} z\left(t^{\prime}\right) \pm z\left(t^{\prime}\right) \tag{2.22}
\end{equation*}
$$

where again the upper and lower signs hold for $t \in \Omega$ and $\Omega_{\mathrm{e}}$ respectively, and

$$
\begin{align*}
K^{*} z(t) & =\frac{1}{\pi} \int_{\Gamma}\left(\frac{\partial}{\partial n_{t}} \log |t-s|\right) z(s) \mathrm{d} l_{s} \\
& =\frac{1}{\pi} \int_{\Gamma} \frac{n(t) \cdot(t-s)}{|t-s|^{2}} z(s) \mathrm{d} l_{s}, \quad t \in \Gamma \tag{2.23}
\end{align*}
$$

Note that the normal derivative in this case is with respect to $t$, whereas in the double-layer operator (2.16) it is with respect to $s$. In fact these operators are adjoints of each other.
It follows from this that the two-dimensional interior and exterior Neumann problems, at least for a Lyapunov curve, are characterized by the equation

$$
\begin{equation*}
h(t)=-K^{*} z(t) \pm z(t), \quad t \in \Gamma . \tag{2.24}
\end{equation*}
$$

For a curve with corners comments similar to those made earlier for the double-layer equation are applicable: the same equation holds for $t$ not a corner point (Hackbusch, 1989).
For the three-dimensional Laplace equation the double-layer representation is

$$
\begin{align*}
\phi(t) & =-\frac{1}{2 \pi} \int_{\Gamma}\left(\frac{\partial}{\partial n_{s}} \frac{1}{|t-s|}\right) z(s) \mathrm{d} S_{s} \\
& =\frac{1}{2 \pi} \int_{\Gamma} \frac{n(s) \cdot(s-t)}{|t-s|^{3}} z(s) \mathrm{d} S_{s}, \quad t \notin \Gamma . \tag{2.25}
\end{align*}
$$

Corresponding to (2.15) are the Gauss laws as a result of which jump relations analogous to those of Theorem 1 hold. This time, however, we state
the more powerful version due to Verchota (1984). (The analogous twodimensional result also holds.) Here $\Omega$ is allowed to be an open, bounded, Lipschitz domain with connected boundary $\Gamma$, and $\Omega_{\mathrm{e}}=\mathbb{R}^{3} \backslash \bar{\Omega}$. Verchota (1984) shows, by making use of the celebrated Coifman et al. (1982) theorem, that for $z \in L_{2}(\Gamma)$ the limit of (2.25) as $t \rightarrow t^{\prime} \in \Gamma$ exists almost everywhere on $\Gamma$, and has the value

$$
\begin{equation*}
K z\left(t^{\prime}\right) \pm z\left(t^{\prime}\right) \tag{2.26}
\end{equation*}
$$

where the upper and lower signs are for the interior and exterior cases respectively, and

$$
\begin{equation*}
K z(t)=\lim _{\epsilon \rightarrow 0} \frac{1}{2 \pi} \int_{\Gamma,|t-s|>\epsilon} \frac{n(s) \cdot(s-t)}{|t-s|^{3}} z(s) \mathrm{d} S_{s}, \quad t \in \Gamma \tag{2.27}
\end{equation*}
$$

Thus the BIEs for the interior and exterior Dirichlet problem become, as in the two-dimensional case,

$$
\begin{equation*}
g=K z \pm z \tag{2.28}
\end{equation*}
$$

The operator $K$ defined by (2.27) is a bounded operator on $L_{2}(\Gamma)$, about which we will have more to say when we turn to the question of existence and uniqueness. The jump relations for the normal derivatives of the singlelayer potential extend to the three-dimensional situation in a similar way. Thus one obtains again BIEs of the form (2.24) for the interior and exterior Neumann problem, where for a general Lipschitz surface (Verchota, 1984)

$$
\begin{equation*}
K^{*} z(t)=\lim _{\epsilon \rightarrow 0} \frac{1}{2 \pi} \int_{\Gamma,|t-s|>\epsilon} \frac{n(t) \cdot(t-s)}{|t-s|^{3}} z(s) \mathrm{d} S_{s} \tag{2.29}
\end{equation*}
$$

### 2.3. Direct methods

The methods discussed so far are termed indirect methods, because they introduce quantities (namely, the single- or double-layer densities $z$ on $\Gamma$ ) which are not part of the problem as originally formulated. Direct methods, in contrast, deal only with physically meaningful quantities, and for that reason are often favoured.

Direct methods are based on Green's theorem or its analogues. Suppose we are considering the Laplace equation (2.1) for an interior domain $\Omega$ having a smooth boundary, and suppose that $\phi \in C^{2}(\bar{\Omega})$ and $\phi$ satisfies (2.1). Then Green's theorem gives (Mikhlin, 1970, p. 224)

$$
\begin{equation*}
\phi(t)=\frac{1}{2 \pi} \int_{\Gamma}\left[\left(\frac{\partial}{\partial n_{s}} \log |t-s|\right) \phi(s)-\log |t-s| \frac{\partial \phi(s)}{\partial n_{s}}\right] \mathrm{d} l_{s}, \quad t \in \Omega . \tag{2.30}
\end{equation*}
$$

An equation on the boundary may now be obtained by letting $t \rightarrow \Gamma$ and
using the continuity properties of the single-and double-layer potentials discussed earlier: we obtain

$$
\phi(t)=\frac{1}{2}(K \phi(t)+\phi(t))+\frac{1}{2} V \frac{\partial \phi}{\partial n}(t), \quad t \in \Gamma
$$

or

$$
\begin{equation*}
\phi=K \phi+V \frac{\partial \phi}{\partial n} \tag{2.31}
\end{equation*}
$$

This equation is an identity, which holds whenever $\phi$ satisfies the Laplace equation on $\Omega$. Thus far we have assumed stringent conditions on $\Gamma$ and $\phi$, but these can be relaxed significantly (see, for example, Costabel (1988)), to allow curves that are merely Lipschitz, and hence may have corners.

Now let us introduce boundary conditions. Consider first the case of the Dirichlet boundary condition (2.2). Then (2.31) gives an integral equation of the first kind for $z \equiv \partial \phi / \partial n$,

$$
\begin{equation*}
V z=g-K g \tag{2.32}
\end{equation*}
$$

Now suppose instead that the boundary condition is

$$
\begin{equation*}
\frac{\partial \phi}{\partial n}=\kappa \phi+h \tag{2.33}
\end{equation*}
$$

with $\kappa$ a constant. Then (2.31) becomes a second kind equation for $\phi$,

$$
\begin{equation*}
\phi=(K+\kappa V) \phi+V h . \tag{2.34}
\end{equation*}
$$

The direct method is particularly attractive in the common situation in which the boundary conditions are mixed, for example with Dirichlet boundary conditions imposed on $\Gamma_{1} \subset \Gamma$, and Neumann conditions on $\Gamma \backslash \Gamma_{1}$. This is because starting from the identity (2.31) (which is appropriate if we assume still that the equation is the Laplace equation), we may easily develop coupled boundary integral equations for $\partial \phi / \partial n$ on $\Gamma_{1}$ and $\phi$ on $\Gamma \backslash \Gamma_{1}$.

## 3. Sobolev spaces and mappings of operators

The modern study of boundary integral equations and their numerical approximation needs some acquaintance with the mapping properties of boundary integral operators in Sobolev spaces. In the case of the Galerkin method, discussed in Section 5, information of this kind is needed for the analysis. For some of the other methods discussed in later sections a precise understanding of the operators is even more critical, in that this understanding is built into the very design of the methods. For that reason we defer the discussion of numerical methods until we have more machinery available to us.

We shall concentrate here on the two-dimensional case, with a few remarks on the three-dimensional case at the end. We make every attempt to make
the presentation as elementary as possible. A more detailed presentation from a similar point of view has been given by Kress (1989).

We shall assume for the present that $\Gamma$ is a $C^{1}$ closed Jordan curve, parametrized by $t=\nu(x)$, where

$$
\nu:[0,1] \rightarrow \Gamma, \quad \nu \quad \text { is } 1 \text {-periodic, } \quad \nu \in C^{1}, \quad\left|\nu^{\prime}(x)\right| \neq 0
$$

Any integrable function defined on $\Gamma$ can be represented after this parametrization as a Fourier series,

$$
v \sim \sum_{k \in \mathbf{Z}} \hat{v}(k) \mathrm{e}^{2 \pi \mathrm{i} k x}
$$

where

$$
\hat{v}(k)=\int_{0}^{1} \mathrm{e}^{-2 \pi \mathrm{i} k x} v(x) \mathrm{d} x, \quad k \in \mathbb{Z}
$$

For any real number $s$ we define the Sobolev norm $\|v\|_{s}$ of $v$ by

$$
\begin{equation*}
\|v\|_{s}=\left(|\hat{v}(0)|^{2}+\sum_{k \neq 0}|k|^{2 s}|\hat{v}(k)|^{2}\right)^{1 / 2} \tag{3.1}
\end{equation*}
$$

When $s=0$ the norm $\|v\|_{0}$ is just the $L_{2}$ norm. The norm $\|v\|_{s}$ also has a simple enough interpretation when $s$ is a positive integer: if we recall that the $s$ th derivative of $v$ has the Fourier series

$$
v^{(s)} \sim \sum_{k \in \mathbb{Z}}(2 \pi \mathrm{i} k)^{s} \hat{v}(k) \mathrm{e}^{2 \pi \mathrm{i} k x}
$$

we see that, apart from an unimportant constant factor, $\|v\|_{s}$ is essentially the $L_{2}$ norm of the $s$ th derivative. (The term $|\hat{v}(0)|^{2}$ is included on the right of (3.1) to make this a norm, and not just a semi-norm.) Similarly, for negative integer values of $s$ the norm is essentially the $L_{2}$ norm of the $s$ th anti-derivative of $v$.

Corresponding to the norm $\|\cdot\|_{s}$, we introduce the Sobolev space $H^{s}$, which may be defined as the closure with respect to the norm $\|\cdot\|_{s}$ of the space of 1-periodic $C^{\infty}$ functions. The elements of $H^{s}$ are 1-periodic functions (or more generally distributions) with finite $\|\cdot\|_{s}$ norm. The space $H^{s}$ is a Hilbert space with respect to the inner product

$$
\begin{equation*}
(v, w)_{s}=\hat{v}(0) \overline{\hat{w}(0)}+\sum_{k \neq 0}|k|^{2 s} \hat{v}(k) \overline{\hat{w}(k)} \tag{3.2}
\end{equation*}
$$

An important inequality, holding for all real $s$ and $\alpha$, is

$$
\begin{equation*}
\left|(v, w)_{s}\right| \leq\|v\|_{s-\alpha}\|w\|_{s+\alpha}, \quad v \in H^{s-\alpha}, \quad w \in H^{s+\alpha} \tag{3.3}
\end{equation*}
$$

The proof is an easy application of the Cauchy-Schwarz inequality, starting
from

$$
(v, w)_{s}=\hat{v}(0) \overline{\hat{w}(0)}+\sum_{k \neq 0}|k|^{s-\alpha} \hat{v}(k)|k|^{s+\alpha} \overline{\hat{w}(k)}
$$

We also have the stronger result

$$
\begin{equation*}
\|v\|_{s-\alpha}=\sup _{w \in H^{s+\alpha}} \frac{(v, w)_{s}}{\|w\|_{s+\alpha}}, \quad v \in H^{s-\alpha} \tag{3.4}
\end{equation*}
$$

with the supremum achieved if $\hat{w}(0)=\hat{v}(0), \hat{w}(k)=|k|^{-2 \alpha} \hat{v}(k)$ for $k \neq 0$. In the jargon of the trade, $H^{s-\alpha}$ and $H^{s+\alpha}$ provide a 'duality pairing' with respect to the inner product $(\cdot, \cdot)_{s}$.

Now that the spaces are defined, we turn to the boundary integral operators, beginning with the single-layer operator $V$. Writing $t=\nu(x)$, we have, from (2.4),

$$
\begin{align*}
V z(\nu(x)) & =-\frac{1}{\pi} \int_{0}^{1} \log |\nu(x)-\nu(y)| z(\nu(y))\left|\nu^{\prime}(y)\right| \mathrm{d} y \\
& =-2 \int_{0}^{1} \log |\nu(x)-\nu(y)| u(y) \mathrm{d} y \\
& =: L u(x) \tag{3.5}
\end{align*}
$$

where we have introduced a new unknown function

$$
\begin{equation*}
u(y)=\frac{1}{2 \pi} z(\nu(y))\left|\nu^{\prime}(y)\right| \tag{3.6}
\end{equation*}
$$

which incorporates the Jacobian $\left|\nu^{\prime}(y)\right|$ and also a convenient normalization factor.

If the curve $\Gamma$ is smooth, or equivalently $\nu \in C^{\infty}$, the operator $L$ defined by (3.5) behaves rather like the corresponding operator for a circle. Let $A$ denote the operator $L$ for the specific case of a circle of radius $\alpha$. With the circle parametrized by $t=\left(t_{1}, t_{2}\right)=\alpha(\cos 2 \pi x, \sin 2 \pi x)$, we have explicitly

$$
\begin{equation*}
A u(x)=-2 \int_{0}^{1} \log |2 \alpha \sin \pi(x-y)| u(y) \mathrm{d} y \tag{3.7}
\end{equation*}
$$

Then the operator $L$ for the general curve $\Gamma$ can be written as

$$
\begin{equation*}
L=A+B \tag{3.8}
\end{equation*}
$$

where

$$
\begin{equation*}
B u(x)=-2 \int_{0}^{1} \log \left|\frac{\nu(x)-\nu(y)}{2 \alpha \sin \pi(x-y)}\right| u(y) \mathrm{d} y \tag{3.9}
\end{equation*}
$$

For the case in which $\Gamma$ is a $C^{\infty}$ curve, whereas $L$ and $A$ have kernels which contain logarithmic singularities, the kernel of $B$ is a $C^{\infty}$ 1-periodic function of two variables. Thus for $v \in H^{s}$ with $s \in \mathbb{R}$ it follows that $B v$ is
a $C^{\infty}$ function, from which we see easily that

$$
\begin{equation*}
B: H^{s} \rightarrow H^{t} \quad \text { for all } s, t \in \mathbb{R} \tag{3.10}
\end{equation*}
$$

This fact will often allow us to treat $B$ as a compact perturbation. (Be warned, however, that this strategy fails if $\Gamma$ has corners: for then $B$ does not have a smooth kernel, and the compact perturbation approach fails.)

The operator $A$ (i.e. the single-layer operator for the case of a circle of radius $\alpha$ ) turns out to have the following extraordinarily simple Fourier representation.

## Proposition 1

$$
\begin{equation*}
A v(x) \sim-2 \log \alpha \hat{v}(0)+\sum_{k \neq 0} \frac{1}{|k|} \hat{v}(k) \mathrm{e}^{2 \pi \mathrm{i} k x} \tag{3.11}
\end{equation*}
$$

This follows from the well known Fourier cosine series representation, valid for $x \neq 0$,

$$
-\log (2|\sin \pi x|)=\sum_{k=1}^{\infty} \frac{1}{k} \cos 2 \pi k x=\frac{1}{2} \sum_{k \neq 0} \frac{1}{|k|} \mathrm{e}^{2 \pi \mathrm{i} k x}
$$

or equivalently

$$
-2 \log (2 \alpha|\sin \pi x|)=-2 \log \alpha+\sum_{k \neq 0} \frac{1}{|k|} \mathrm{e}^{2 \pi \mathrm{i} k x}
$$

Equation (3.11) tells us that the effect of the operator $A$ on the $k$ th Fourier component of $v, k \neq 0$, is to multiply that component by $1 /|k|$. Recalling the definition of the Sobolev norm $\|\cdot\|_{s}$, it follows immediately that, for $v \in H^{s}$,

$$
\begin{equation*}
\|A v\|_{s+1} \leq c\|v\|_{s} \tag{3.12}
\end{equation*}
$$

and hence

$$
\begin{equation*}
A: H^{s} \rightarrow H^{s+1} \tag{3.13}
\end{equation*}
$$

Assuming for the present that $\Gamma$ is a $C^{\infty}$ curve, it follows that

$$
\begin{equation*}
L: H^{s} \rightarrow H^{s+1} \tag{3.14}
\end{equation*}
$$

(Throughout the paper $c$ denotes a constant which may take different values at its different occurrences.)

The mapping property (3.14) tells us, in effect, that $L$ is a 'once-smoothing' operator, but conveys only limited information about $L$. A more precise statement is that $L$ is a 'pseudo-differential operator of order -1 and principal symbol $|\xi|^{-1}$. That means (following Agranovich (1979)) that $L$ can
be represented in the form

$$
\begin{equation*}
L v(x)=\sum_{k \neq 0} \frac{1}{|k|} \hat{v}(k) \mathrm{e}^{2 \pi \mathrm{i} k x}+\int_{0}^{1} m(x, y) v(y) \mathrm{d} y \tag{3.15}
\end{equation*}
$$

where $m$ is a smooth kernel. This follows from (3.8), (3.9) and (3.11). Technically, the order is -1 because $|\xi|^{-1}$ is a positive-homogeneous function of degree -1. More general pseudo-differential operators exist, for example the principal symbol may change sign with $\xi$, or may depend on $x$. For the general form see Agranovich (1979) or Wendland (1990).

The identity operator $I$ is a pseudo-differential operator of order 0 and principal symbol 1. So too is the operator $I+K$ arising in Section 2 from the double-layer approach to the Dirichlet problem (see (2.16)) for the case of a $C^{\infty}$ curve $\Gamma$, since the double-layer operator $K$ has in that case a $C^{\infty}$ kernel.

Other pseudo-differential operators which arise in boundary integral methods are the Cauchy singular integral operator

$$
C v(t)=\frac{1}{\pi \mathrm{i}} \int_{\Gamma} \frac{v(s)}{s-t} \mathrm{~d} s, \quad t \in \Gamma
$$

where $s$ and $t$ are taken to be complex numbers and the integral is to be understood in the principal-value sense, which is a pseudo-differential operator of order 0 and principal symbol sign $\xi$; and the normal derivative of the double-layer potential (or the 'hypersingular' operator), which is a pseudo-differential operator of order +1 and principal symbol $|\xi|$.

For three-dimensional surfaces $\Gamma=\partial \Omega$ the Sobolev spaces cannot be defined in quite such an elementary way, because there is no equivalent of the 1-periodic parametrization. Rather, one must use the machinery of local coordinate transformations, $C^{\infty}$ cut-off functions, and Fourier transforms (see, for example, Wendland (1990)). Correspondingly, the definition of pseudo-differential operators needs to be based on Fourier transforms, rather than Fourier series. (In fact, strictly speaking this is true even in the twodimensional case. However, the equivalence of the simpler Fourier series approach has been demonstrated by Agranovich (1979); see also Saranen and Wendland (1987) and McLean (1991).)

Nevertheless, the main results can be stated just as simply: for example, assuming that $\Gamma$ is the smooth boundary of a simply connected open region, the single-layer operator defined by (2.11) is a pseudo-differential operator of order -1 , while the operator $I+K$, with $K$ the double-layer operator, is a pseudo-differential operator of order 0 , and so on.

For regions with corners all of the considerations in this section require substantial modification. The Fourier series approach to the two-dimensional single-layer operator becomes less useful, because the kernel of the operator $B$ is no longer smooth. For the case of a polygon, parametrized for
example by arc length, the single-layer potential $V$ may still be represented in the form (3.8) where $B$ is given by (3.9), but now the kernel of $B$, far from being smooth, is discontinuous at the vertices of the polygon. This defect notwithstanding, Yan and Sloan (1988, Section 5) studied the singlelayer equation for a polygon in the space $H^{0}=L_{2}$ by using the fact that the nonsmooth part of $B$ is, in a certain precise way, not too large. However, this kind of analysis has only limited applicability to the analysis of numerical methods, because the discretized operators typically have larger norms - for example Yan (1990) in using this approach to study a collocation method for this equation was forced to restrict attention to polygons with angles no smaller than a certain minimum. A related problem is that the boundary integral operators are no longer classical pseudo-differential operators. Considerable progress has been made in the study of these operators for regions with corners and edges, see Costabel and Stephan (1985) and Costabel (1988), with, for example, Mellin transforms replacing the Fourier transforms of the classical theory. However, this is a difficult subject, into which we will not venture further.

## 4. Existence and uniqueness questions

### 4.1. Introduction

Knowledge of existence and uniqueness of the exact solution is always a precondition for a satisfactory numerical analysis. In the present context we have an added interest, in that the methods used for the exact equation often have a parallel in the analysis of approximate methods.
The classical boundary integral formulations are equations of the second kind. The analysis of these, indicated in the next subsection, uses the classical Fredholm theory in the case of reasonably smooth curves or surfaces, and more sophisticated variants when corners or edges are present.
In more recent times there has been great interest in other formulations, particularly integral equations of the first kind such as those seen already in Section 2. The extension of these to more general differential equations has been considered by Fichera (1961), and more recently by Hsiao and MacCamy (1973); see also Giroire and Nedelec (1978) and, for a review, Hsiao (1989). We consider in detail the case of the logarithmic-kernel firstkind equation in the plane, which has some interesting features, and then consider briefly more general problems. In the analysis of these more general problems the notion of strong ellipticity has come to play an important role.

### 4.2. Equations with second kind structure

We begin with the classical case, treated for example by Mikhlin (1970), in which $\Gamma$ is taken to be a connected $C^{2}$ curve or surface. In this situation the
double-layer operator $K$ defined by (2.16) or (2.27) is a compact operator on $L_{2}(\Gamma)$, as is its adjoint $K^{*}$. As the Fredholm theory is applicable, it is convenient to consider together the integral equations (2.18) for the interior Dirichlet problem,

$$
\begin{equation*}
z+K z=g \tag{4.1}
\end{equation*}
$$

and (2.24) for the exterior Neumann problem

$$
\begin{equation*}
z+K^{*} z=-h \tag{4.2}
\end{equation*}
$$

since these are mutually adjoint. An argument of potential theory (see Mikhlin (1970, Chapter 18, Section 10 for the three-dimensional case, and Section 13 for the two-dimensional case)) shows that the homogeneous equation corresponding to (4.2) has only the trivial solution. The Fredholm theory (see, for example, Kress (1989)) then tells us that the same is true for the homogeneous equation corresponding to (4.1), and that both (4.1) and (4.2) have (unique) solutions $z \in L_{2}(\Gamma)$ for arbitrary $g \in L_{2}(\Gamma)$ or $h \in L_{2}(\Gamma)$ respectively. In other words, both $I+K$ and $I+K^{*}$ are boundedly invertible in $L_{2}(\Gamma)$.
Now consider the integral equation pair (2.19) for the exterior Dirichlet problem,

$$
\begin{equation*}
z-K z=-g \tag{4.3}
\end{equation*}
$$

and (2.24) for the interior Neumann problem,

$$
\begin{equation*}
z-K^{*} z=h \tag{4.4}
\end{equation*}
$$

again mutually adjoint. This time the situation is slightly more interesting, since the Gauss laws (stated explicitly for the two-dimensional case as (2.15)) are equivalent to

$$
\begin{equation*}
1-K 1=0, \tag{4.5}
\end{equation*}
$$

where 1 denotes the function on $\Gamma$ whose values everywhere equal 1 , so that the solution of (4.3) is not unique. It can be shown (Mikhlin 1970, Chapter 18, Sections11 and 13) that the solution space of $z-K z=0$ is onedimensional, thus from the Fredholm theory the same is true of the adjoint homogeneous equation. Let $f_{\epsilon}$ denote the unique solution of

$$
\begin{equation*}
f_{\epsilon}-K^{*} f_{\epsilon}=0, \quad \int_{\Gamma} f_{\epsilon}=1 . \tag{4.6}
\end{equation*}
$$

Then by the Fredholm alternative (4.3) has a solution $z \in L_{2}(\Gamma)$ if and only if $g$ is orthogonal to all solutions of the adjoint homogeneous equation, i.e. if and only if

$$
\begin{equation*}
\int_{\Gamma} g f_{\epsilon}=0 \tag{4.7}
\end{equation*}
$$

and similarly (4.4) has a solution if and only if

$$
\begin{equation*}
\int_{\Gamma} h=0 . \tag{4.8}
\end{equation*}
$$

If $h$ satisfies (4.8) and $z_{0} \in L_{2}(\Gamma)$ is a particular solution of (4.4), it now follows that the general solution of (4.4) is $z_{0}+\alpha f_{\epsilon}$, with $\alpha$ an arbitrary real number. A unique solution lying in the space

$$
\begin{equation*}
\stackrel{\circ}{L}_{2}(\Gamma)=\left\{z \in L_{2}(\Gamma): \int_{\Gamma} z=0\right\} \tag{4.9}
\end{equation*}
$$

is then obtained by the choice $\alpha=-\int_{\Gamma} z_{0}$. In other words, $I-K^{*}$ is boundedly invertible in the space $\stackrel{\circ}{L}_{2}(\Gamma)$. Similarly, $I-K$ is boundedly invertible in the space

$$
\begin{equation*}
\tilde{L}_{2}(\Gamma)=\left\{z \in L_{2}(\Gamma): \int_{\Gamma} z f_{\epsilon}=0\right\} \tag{4.10}
\end{equation*}
$$

These arguments assume considerable regularity of $\Gamma$, but it is now known that these results hold in great generality. In particular, Verchota (1984) shows for general Lipschitz curves and surfaces that it is still true that $I+K$ is boundedly invertible in $L_{2}(\Gamma)$ and that $I-K^{*}$ is boundedly invertible in $\stackrel{\circ}{L}_{2}(\Gamma)$. It then follows by duality (Verchota, private communication) that $I+K^{*}$ and $I-K$ are boundedly invertible in $L_{2}(\Gamma)$ and $\tilde{L}_{2}(\Gamma)$ respectively.

The quantity $f_{\epsilon}$ introduced in (4.6) has an interesting interpretation. Defining a potential $\psi$ in $\Omega$ by

$$
\psi(t)=-\frac{1}{\pi} \int_{\Gamma} \log |t-s| f_{\epsilon}(s) \mathrm{d} l_{s}, \quad t \in \Omega
$$

in the two-dimensional case, or

$$
\psi(t)=\frac{1}{2 \pi} \int_{\Gamma} \frac{1}{|t-s|} f_{\epsilon}(s) \mathrm{d} S_{s}, \quad t \in \Omega
$$

in the three-dimensional case, it follows from the jump relation (2.22) for the normal derivative combined with (4.6) that

$$
\frac{\partial \psi}{\partial n_{-}}=0 \quad \text { on } \Gamma
$$

in which the normal derivative is the limit as $\Gamma$ is approached from the interior $\Omega$. (In the case of a Lyapunov surface this holds everywhere on $\Gamma$; for a Lipschitz surface it is valid almost everywhere - see Verchota (1984.)) Since $\psi$ is harmonic, it follows from the usual uniqueness theorem for the interior Neumann problem that $\psi$ is constant in $\Omega$ and, hence, by the continuity of the single-layer potential,

$$
\begin{equation*}
V f_{\epsilon}=\text { constant } \quad \text { on } \Gamma \tag{4.11}
\end{equation*}
$$

(almost everywhere, in the case of a Lipschitz curve). Thus $f_{\epsilon}$ is the 'equilibrium distribution'. In physical terms we may think of $f_{\epsilon}$ as the charge distribution on $\Gamma$ (where the total charge is 1 , since $\int_{\Gamma} f_{\epsilon}=1$ ) that gives rise to a constant potential on $\Gamma$ (and hence also in the interior region $\Omega$ ).

We conclude this subsection with the observation that integral equation formulations are not always perfect reflections of the underlying boundary value problem. The condition (4.7), which we have seen is necessary and sufficient for the exterior Dirichlet integral equation (4.3) to have a solution, is by no means a necessary condition for the exterior Dirichlet problem itself. Mikhlin (1970, Chapter 18) discusses a modification of the equation which is solvable for every choice of the boundary-data function $g \in L_{2}(\Gamma)$. In a different direction, the exterior Neumann problem in two dimensions has a necessary condition, namely $\int_{\Gamma} h=0$ (this is shown for example by Mikhlin (1970, Lemma 18.13.1)), which is not apparent in the integral equation formulation. Mikhlin shows (Lemma 18.13.2) that if this condition is satisfied then $\int_{\Gamma} z=0$ (i.e. $I+K^{*}$ is boundedly invertible in $\stackrel{\circ}{L}_{2}(\Gamma)$, as well as in $L_{2}(\Gamma)$ ). The general solution of the exterior Neumann problem in two dimensions is then given by (2.8), where $\omega$ is an arbitrary constant. Because $\int_{\Gamma} z=0$, this solution satisfies the boundary condition (2.7) at infinity.

### 4.3. The logarithmic-kernel BIE and the transfinite diameter

Before turning to more general equations, we consider the first-kind logarith-mic-kernel integral equation in the plane

$$
\begin{equation*}
V z(t)=-\frac{1}{\pi} \int_{\Gamma} \log |t-s| z(s) \mathrm{d} l_{s}=g(t), \quad t \in \Gamma \tag{4.12}
\end{equation*}
$$

which we have seen arising in Section 2 from both direct and indirect approaches to the Laplace equation with Dirichlet boundary conditions. It turns out that there is a genuine uniqueness/existence difficulty if the linear scale of the problem is inappropriate (Jaswon and Symm, 1977; Hsiao, 1986; Sloan and Spence, 1988a). Even for the case of a circle equation (4.12) may run into trouble: from (3.11), which gives the explicit Fourier representation of $V z$ for a circle of radius $\alpha$, we see that if the radius $\alpha$ is 1 then $z=$ constant implies $V z=0$ (since then $\log \alpha=\log 1=0$ ). Thus the solution is not unique for the case of a circle of unit radius. Moreover, for a circle of this radius it is clear from (3.11) that there is no solution if $g \equiv 1$.
It is well known that a similar problem arises no matter what the geometry of $\Gamma$ : there is always some linear scaling of $\Gamma$ for which the solution is nonunique, and no solution exists for a constant right-hand side. (Jaswon and Symm (1977) refer to a contour with this bad scaling as a ' $\Gamma$-contour'.) The essential argument depends on nothing more than the properties of the
logarithm: suppose that for a given contour $\Gamma$ the equation

$$
\begin{equation*}
V f_{\epsilon}(t)=\frac{u}{\pi}, \quad t \in \Gamma, \quad \int_{\Gamma} f_{\epsilon}=1 \tag{4.13}
\end{equation*}
$$

has a solution $f_{\epsilon} \in L_{1}(\Gamma)$ for some real number $u$. Then for the re-scaled contour $\Gamma^{\prime}=C^{-1} \Gamma$, where

$$
\begin{equation*}
C=\exp (-u) \tag{4.14}
\end{equation*}
$$

we find, for $t^{\prime} \in \Gamma^{\prime}$ and $t=C t^{\prime}$, that

$$
\begin{aligned}
-\frac{1}{\pi} \int_{\Gamma^{\prime}} \log \left|t^{\prime}-s^{\prime}\right| f_{\epsilon}\left(C s^{\prime}\right) \mathrm{d} l_{s^{\prime}} & =-\frac{C^{-1}}{\pi} \int_{\Gamma} \log \left(C^{-1}|t-s|\right) f_{\epsilon}(s) \mathrm{d} l_{s} \\
& =C^{-1}\left(-\left(\log C^{-1}\right) \frac{1}{\pi} \int_{\Gamma} f_{\epsilon}(s) \mathrm{d} l_{s}+V f_{\epsilon}(t)\right) \\
& =C^{-1}\left(-\frac{u}{\pi}+\frac{u}{\pi}\right)=0
\end{aligned}
$$

Thus the logarithmic-kernel equation on the rescaled contour $\Gamma^{\prime}$ has a nonunique solution.
The number $C=C_{\Gamma}$ is a length associated with the contour $\Gamma$ : it is easily seen that $C_{a \Gamma}=a C_{\Gamma}$. It is called the 'transfinite diameter' or 'logarithmic capacity' of $\Gamma$. (We prefer the former name, as it reminds us that $C_{\Gamma}$ scales as a length.) In the preceding paragraph the rescaled curve $\Gamma^{\prime}$ has a transfinite diameter equal to 1 . It also has a nontrivial solution of the homogeneous logarithmic-kernel equation. This observation should persuade us that for this equation contours of transfinite diameter 1 are to be avoided.

The argument in the preceding paragraphs depends on the existence of a solution of (4.13). Fortunately, it can be shown that a solution exists under very general conditions. For example, Hille (1962, p.280), assuming only that $\Gamma$ is a closed bounded set in the plane, gives a variational definition of $u=u_{\Gamma}$ (the 'Robin constant'), as

$$
\begin{equation*}
u_{\Gamma}=\inf \left(-\int_{\Gamma} \int_{\Gamma} \log |t-s| \mathrm{d} \mu(t) \mathrm{d} \mu(s)\right) \tag{4.15}
\end{equation*}
$$

where the infimum is over all normalized positive measures $\mu$ defined on $\Gamma$ (i.e. $\mu \geq 0, \int_{\Gamma} \mathrm{d} \mu=1$ ). The transfinite diameter $C_{\Gamma}$ is then defined by (4.14). (Actually Hille gives independent definitions of transfinite diameter and logarithmic capacity, but shows them to be equivalent, in Theorem 16.4.4.) He shows moreover (in Theorem 16.4.3) that there exists a unique normalized positive measure $\mu_{\epsilon}$ which achieves the infimum in (4.15), and that, except possibly for $t$ in a set of transfinite diameter zero, one has (Hille, 1962, Theorem 16.4.8)

$$
\begin{equation*}
-\int_{\Gamma} \log |t-s| \mathrm{d} \mu_{\epsilon}(s)=u_{\Gamma}, \quad t \in \Gamma . \tag{4.16}
\end{equation*}
$$

Thus a solution of (4.13) always exists in the sense of a measure.
Some useful properties of the transfinite diameter established in Hille (1962, Chapter 16) are:
1 the transfinite diameter of $\Gamma$ does not exceed its Euclidean diameter;
2 if $\Gamma$ lies inside $\Gamma^{\prime}$, then $C_{\Gamma} \leq C_{\Gamma^{\prime}}$;
3 the transfinite diameter of a circle of radius $\alpha$ is $\alpha$; and
4 the transfinite diameter of an interval of length $l$ is $l / 4$.
For our present purposes it is sufficient to restrict $\Gamma$ to be the union of a finite number of $C^{2}$ arcs, having only a finite number of points of intersection. Note that this is both more restrictive and less restrictive than we have assumed in preceding sections: more restrictive because we do not allow general Lipschitz curves; less restrictive in that open arcs, cusps and multiple points of intersection are allowed. Under these conditions it follows from classical arguments that $\mathrm{d} \mu_{\epsilon}$ has the form of a classical distribution $f_{\epsilon} \mathrm{d} l$, where $f_{\epsilon} \in L_{1}(\Gamma)$. Indeed, much more can be said about $f_{\epsilon}$. Let

$$
\begin{aligned}
\phi_{\epsilon}(t) & =-\frac{1}{\pi} \int_{\Gamma} \log |t-s| \mathrm{d} \mu_{\epsilon}(s) \\
& =-\frac{1}{\pi} \int_{\Gamma} \log |t-s| f_{\epsilon}(s) \mathrm{d} l_{s}, \quad t \in \mathbb{R}^{2}
\end{aligned}
$$

be the potential corresponding to the equilibrium distribution. By standard arguments (e.g. Gaier (1976)) $\phi_{\epsilon}$ is continuous on $\mathbb{R}^{2}$, except possibly at ends of arcs, cusps and points of intersection, so that

$$
\phi_{\epsilon}(t) \rightarrow V f_{\epsilon}(t)=\frac{u_{\Gamma}}{\pi} \quad \text { as } t \rightarrow \Gamma
$$

With the same exceptions the jump relations (2.22) for the normal derivative hold in a pointwise sense on $\Gamma$, from which it follows that

$$
\begin{equation*}
f_{\epsilon}=-\frac{1}{2}\left(\frac{\partial \phi_{\epsilon}}{\partial n_{+}}-\frac{\partial \phi_{\epsilon}}{\partial n_{-}}\right) \tag{4.17}
\end{equation*}
$$

where the normal derivatives are the limits as $\Gamma$ is approached from the positive and negative sides (with respect to a normal with arbitrary but fixed sense). The known regularity property of the solutions of the Laplace equation now allows us to infer that $f_{\epsilon}$ is continuous on $\Gamma$ except at points of intersection, cusps or ends. On the other hand $f_{\epsilon}$ is singular at a free end: for example, for an arc lying on the positive $x$-axis, with one end at the origin, in a neighbourhood of the origin we have

$$
\phi_{\epsilon}(r \cos \theta, r \sin \theta)=\frac{u_{\Gamma}}{\pi}+c r^{1 / 2} \sin \frac{\theta}{2}+c^{\prime} r \sin \theta+\mathcal{O}\left(r^{3 / 2}\right), \quad 0<\theta<2 \pi
$$

from which it follows, using (4.17), that

$$
\begin{equation*}
f_{\epsilon}(x)=c x^{-1 / 2}+\mathcal{O}\left(x^{1 / 2}\right) \tag{4.18}
\end{equation*}
$$

in a neighbourhood of the end. Similar but weaker singularities occur at corners; for details see Sloan and Spence (1988b). Note that $f_{\epsilon} \notin L_{2}(\Gamma)$ if there is a free end. On the other hand if $\Gamma$ is the piecewise-smooth-withoutcusps boundary of an open domain $\Omega$, then $f_{\epsilon} \in L_{2}(\Gamma)$, and is just the function we met in the previous subsection as the solution of the secondkind integral equation (4.6) (since (4.11) is equivalent to (4.13)).

For $C_{\Gamma} \neq 1$ the solution of (4.12), if it exists, is unique. One way to show this is to decompose $z \in L_{1}(\Gamma)$ in the form

$$
\begin{equation*}
z=\alpha f_{\epsilon}+z_{0} \tag{4.19}
\end{equation*}
$$

with

$$
\begin{equation*}
z_{0} \in \stackrel{\circ}{L}_{1}(\Gamma)=\left\{w \in L_{1}(\Gamma): \int_{\Gamma} w=0\right\} \tag{4.20}
\end{equation*}
$$

Since this decomposition is always possible with a uniquely determined $\alpha$, namely

$$
\alpha=\int_{\Gamma} z
$$

the representation (4.19) corresponds to a direct sum decomposition of $L_{1}(\Gamma)$,

$$
\begin{equation*}
L_{1}(\Gamma)=\left\{\alpha f_{\epsilon}: \alpha \in \mathbb{R}\right\} \oplus \stackrel{\circ}{L}_{1}(\Gamma) \tag{4.21}
\end{equation*}
$$

Corresponding to the representation (4.19) we have

$$
\begin{align*}
V z & =\alpha V f_{\epsilon}+V z_{0} \\
& =\frac{u}{\pi} \alpha 1+V z_{0} \tag{4.22}
\end{align*}
$$

By a change in the order of integration (using Fubini's theorem), we see that

$$
\begin{equation*}
\int_{\Gamma}\left(V z_{0}\right) f_{\epsilon}=\int_{\Gamma} z_{0}\left(V f_{\epsilon}\right)=\frac{u}{\pi} \int_{\Gamma} z_{0}=0 \tag{4.23}
\end{equation*}
$$

thus $V: \stackrel{\circ}{L}_{1} \rightarrow \tilde{L}_{1}$, where

$$
\begin{equation*}
\tilde{L}_{1}(\Gamma)=\left\{w \in L_{1}(\Gamma): \int_{\Gamma} w f_{\epsilon}=0\right\} \tag{4.24}
\end{equation*}
$$

Thus (4.19) and (4.22) correspond to a direct sum representation of $V$, namely

$$
\begin{equation*}
V=V_{\epsilon} \oplus \stackrel{\circ}{V} \tag{4.25}
\end{equation*}
$$

where

$$
\begin{equation*}
V_{\epsilon}:\left\{\alpha f_{\epsilon}: \alpha \in \mathbb{R}\right\} \rightarrow\{\alpha 1: \alpha \in \mathbb{R}\} \tag{4.26}
\end{equation*}
$$

with $V_{\epsilon} f_{\epsilon}=V f_{\epsilon}=(u / \pi) 1$, and

$$
\begin{equation*}
\stackrel{\circ}{V}: \circ_{1}(\Gamma) \rightarrow \tilde{L}_{1}(\Gamma) \tag{4.27}
\end{equation*}
$$

The operator $V_{\epsilon}$, having one-dimensional domain and co-domain, is certainly one-to-one if $u \neq 0$ (and hence if $C_{\Gamma} \neq 1$ ); and Doob (1984) shows that the operator $\stackrel{\circ}{V}$ is positive definite (and hence one-to-one), in the sense that

$$
\begin{equation*}
-\int_{\Gamma} \int_{\Gamma} \log |t-s| z_{0}(s) \mathrm{d} l_{s} z_{0}(t) \mathrm{d} l_{t} \geq 0 \tag{4.28}
\end{equation*}
$$

for all $z_{0} \in \stackrel{\circ}{L}_{1}$. (In fact Doob's result holds for the much larger class of signed measures with mean zero.) Thus uniqueness is proved.

When does a solution of (4.12) exist? If $\Gamma$ is a $C^{\infty}$ curve then the existence can be discussed in terms of the Sobolev spaces introduced in Section 3. As in (3.5) we define $V z(\nu(x))=L u(x)$, and as in (3.8) we write $L$ as

$$
\begin{equation*}
L=A+B \tag{4.29}
\end{equation*}
$$

where $A$ is the single-layer operator for the case of a circle of radius $\alpha$. It is convenient to choose $\alpha=\mathrm{e}^{-1 / 2}$, because then we see from (3.11) that $A$ has the especially simple Fourier series representation

$$
\begin{equation*}
A v(x) \sim \hat{v}(0)+\sum_{k \neq 0} \frac{1}{|k|} \hat{v}(k) \mathrm{e}^{2 \pi \mathrm{i} k x} \tag{4.30}
\end{equation*}
$$

From this it follows that $A$ is an invertible operator from $H^{s}$ onto $H^{s+1}$ for arbitrary $s \in \mathcal{R}$, that is

$$
\begin{equation*}
A: H^{s} \rightarrow H^{s+1}, \quad A^{-1}: H^{s+1} \rightarrow H^{s} \tag{4.31}
\end{equation*}
$$

and, moreover, from the definition (3.1) of the Sobolev norms $A$ is isometric:

$$
\begin{equation*}
\|A v\|_{s+1}=\|v\|_{s} \tag{4.32}
\end{equation*}
$$

Since $A$ is invertible we may write (4.29) as

$$
\begin{equation*}
L=A(I+K) \tag{4.33}
\end{equation*}
$$

where

$$
\begin{equation*}
K=A^{-1} B \tag{4.34}
\end{equation*}
$$

Now from (3.10) it follows that

$$
K: H^{s} \rightarrow H^{t} \text { for all } s, t \in \mathbb{R}
$$

thus $K$ is a compact operator on $H^{s}$. If we assume that $C_{\Gamma} \neq 1$ then, as discussed earlier, $L$ is a one-to-one operator, thus, from (4.33), so too is $I+K$. It now follows from the Fredholm alternative that $I+K$ is boundedly invertible on $H^{s}$ or equivalently,

$$
\begin{equation*}
I+K: H^{s} \rightarrow H^{s}, \quad 1-1 \text { and onto. } \tag{4.35}
\end{equation*}
$$

The final conclusion is that if $C_{\Gamma} \neq 1$ the operator $L$ behaves just like the
operator for the case of a circle, in that

$$
\begin{equation*}
L: H^{s} \rightarrow H^{s+1}, \quad 1-1 \text { and onto. } \tag{4.36}
\end{equation*}
$$

Thus the equation $L u=f$ has a solution $u \in H^{s}$ for arbitrary $f \in H^{s+1}$.
For $\Gamma$ a closed Lipschitz curve Verchota (1984) shows, for $C_{\Gamma} \neq 1$, that (4.12) has a solution $z \in L_{2}(\Gamma)$ for arbitrary $g \in L_{2}^{\prime}(\Gamma):=\left\{w \in L_{2}(\Gamma)\right.$ : $\left.w^{\prime} \in L_{2}(\Gamma)\right\}, w^{\prime}$ being the (tangential) derivative on $\Gamma$.

Before leaving the single-layer equation, it should be said that for the three-dimensional first-kind boundary integral equation $V z=g$, with $V$ given by (2.11), no uniqueness difficulty arises; there is no scaling for which the homogeneous equation has a nontrivial solution, and in fact $V$, for any scaling of $\Gamma$, is a positive definite operator. The difficulties that arise with (4.12) may be thought of as an idiosyncracy of two dimensions.

### 4.4. More general equations - strong ellipticity

Many of the boundary integral equations that arise in practice are 'strongly elliptic' and hence 'coercive' with respect to an appropriate Hilbert space. We shall see that this not only provides a simple way of establishing the existence and uniqueness of the exact solution (in an appropriate weak sense), but also gives a very satisfactory framework for analysing the Galerkin method (see Section 5).

For simplicity we restrict ourselves to boundary integral equations which can be written as single equations of the form

$$
\begin{equation*}
L u=f \tag{4.37}
\end{equation*}
$$

In the two-dimensional case it is convenient to assume that the boundary curve $\Gamma$ has already been parametrized in the manner of (3.5), so that $u$ and $f$ are 1-periodic functions. In the three-dimensional case $u$ and $f$ are functions on $\Gamma$. By restricting ourselves to equations of the form (4.37) we are excluding systems of equations, and also equations such as (2.9), in which there is a scalar unknown in addition to the unknown function $u$. For generalizations see Stephan and Wendland (1976) and Wendland (1983, 1985, 1987).

We shall say that (4.37) has a 'weak' solution $u$ if, for all $\chi$ in an appropriate space,

$$
\begin{equation*}
(L u, \chi)_{0}=(f, \chi)_{0} \tag{4.38}
\end{equation*}
$$

where

$$
\begin{equation*}
(v, w)_{0}=\int_{0}^{1} v \bar{w} \quad \text { or } \int_{\Gamma} v \bar{w} \tag{4.39}
\end{equation*}
$$

in the two-dimensional or three-dimensional case respectively. In one important circumstance the existence of a weak solution is guaranteed: if for some

Hilbert space $H$ the bilinear form $(L \phi, \psi)_{0}$ is both bounded and coercive, i.e. if for some positive constants $D$ and $\nu$

$$
\begin{equation*}
\left|(L \phi, \psi)_{0}\right| \leq D\|\phi\|_{H}\|\psi\|_{H} \quad \forall \phi, \psi \in H \tag{4.40}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Re}(L \phi, \phi)_{0} \geq \nu\|\phi\|_{H}^{2} \quad \forall \phi \in H \tag{4.41}
\end{equation*}
$$

then the Lax-Milgram theorem (Gilbarg and Trudinger, 1983, Theorem 5.8; Ciarlet, 1978) is applicable:

Theorem 2 (Lax-Milgram) Assume that $a(\phi, \psi)$ is a bounded, coercive bilinear form on a Hilbert space $H$, and that $F$ is a bounded linear functional on $H$. Then there exists a unique $u \in H$ such that

$$
a(u, \chi)=F(\chi) \quad \forall \chi \in H
$$

It follows that $L u=f$ has a weak solution $u \in H$ for each $f$ for which $(f, \cdot)_{0}$ is a bounded linear functional on $H$.

A simple example is provided by the single-layer equation for a circle of radius $\alpha<1$, already discussed in the preceding subsection. From (3.11) and (3.1) we have in this case

$$
\begin{align*}
(L \phi, \psi)_{0} & =(A \phi, \psi)_{0}=-2 \log \alpha \hat{\phi}(0) \overline{\hat{\psi}(0)}+\sum_{k \neq 0} \frac{1}{|k|} \hat{\phi}(k) \overline{\hat{\psi}(k)} \\
& \leq \max (-2 \log \alpha, 1)\|\phi\|_{-1 / 2}\|\psi\|_{-1 / 2} \tag{4.42}
\end{align*}
$$

and

$$
\begin{equation*}
(L \phi, \phi)_{0} \geq \min (-2 \log \alpha, 1)\|\phi\|_{-1 / 2}^{2} \tag{4.43}
\end{equation*}
$$

so that $(L \phi, \phi)_{0}$ is bounded and coercive with respect to the Sobolev space $H^{-1 / 2}$. Thus the logarithmic-kernel equation $L u=f$ for a circle of radius $\alpha<1$ has a weak solution $u \in H^{-1 / 2}$ for each $f \in H^{1 / 2}$. (Recall that $H^{s}$ and $H^{-s}$ are a dual pair with respect to the $L_{2}$ inner product ( $\left.\cdot, \cdot\right)_{0}$ - see (3.3), (3.4).) This is consistent with the previously established result (4.31).

How can we establish, for more general boundary integral operators, that the conditions (4.40) and (4.41) are satisfied for some Hilbert space $H$ ? For boundary integral operators on smooth closed curves or surfaces, the theory of pseudo-differential operators, already discussed briefly in Section 3, can be used to good effect. This theory, and its application to the Galerkin method, has been discussed with admirable thoroughness in a number of places, for example Stephan and Wendland (1976), Wendland (1983, 1987, 1990) and Hsiao and Wendland (1981). Here we content ourselves with a brief look at a two-dimensional case.

Suppose that $L$ is an operator on 1-periodic functions defined by

$$
\begin{equation*}
L v(x)=\sum_{k \neq 0} a(x, k) \hat{v}(k) \mathrm{e}^{2 \pi \mathrm{i} k x}+\int_{0}^{1} m(x, y) v(y) \mathrm{d} y, \quad x \in[0,1] \tag{4.44}
\end{equation*}
$$

where $m \in C^{\infty}([0,1] \times[0,1])$, and $a(x, \xi)$ is a 1-periodic $C^{\infty}$ function of $x$ for each $\xi \neq 0$, and for some $\beta>0$ and each $x \in \mathbb{R}$ is a positive-homogeneous function of degree $\beta$ in $\xi$. Then $L$ is a pseudo-differential operator of order $\beta$ and principal symbol $a(x, \xi)$. (The logarithmic-kernel operator defined by (3.8)-(3.11) is a pseudo-differential operator of order -1 and principal symbol $|\xi|^{-1}$.) A pseudo-differential operator of order $\beta$ is (Hörmander, 1965; Wendland, 1987) a continuous operator from $H^{\sigma}$ to $H^{\sigma-\beta}$ for all $\sigma \in \mathbb{R}$. In particular, therefore, $L$ is a continuous operator from $H^{\beta / 2}$ to $H^{-\beta / 2}$. From this and (3.3) it follows that

$$
\left|(L v, w)_{0}\right| \leq\|L v\|_{-\beta / 2}\|w\|_{\beta / 2} \leq c\|v\|_{\beta / 2}\|w\|_{\beta / 2}
$$

so that (4.40) is satisfied with $H=H^{\beta / 2}$.
Now suppose, in addition, that the principal symbol $a(x, \xi)$ is 'strongly elliptic', that is to say that for some $\mu>0$

$$
\begin{equation*}
\operatorname{Re} a(x, \pm 1) \geq \mu \quad \forall x \in[0,1] . \tag{4.45}
\end{equation*}
$$

Then it is known (Kohn and Nirenberg, 1965, p.283) that, for any $\varepsilon>0, L=$ $L_{0}+M(\varepsilon)$, where $L_{0}$ is coercive with respect to $H^{\beta / 2}$,

$$
\begin{equation*}
\operatorname{Re}\left(L_{0} \phi, \phi\right)_{0} \geq(\mu-\varepsilon)\|\phi\|_{\beta / 2}^{2} \quad \forall \phi \in H, \tag{4.46}
\end{equation*}
$$

and $M=M(\varepsilon)$ is a compact operator from $H^{\beta / 2}$ to $H^{-\beta / 2}$. The addition of the compact term $M$ leaves the conclusion of the Lax-Milgram theorem unaltered, provided that $L$ remains one-to-one (Hildebrandt and Wienholtz (1964), Remark 3). Thus it follows in the strongly elliptic case that the equation $L u=f$ has a weak solution $u \in H^{\beta / 2}$ for each $f \in H^{-\beta / 2}$.

It should be noted that the pseudo-differential operator arguments need serious modification as soon as corners or edges appear (see, for example, Costabel and Stephan (1985)).

A different and in some ways more versatile approach is to found the strong ellipticity theory for boundary integral operators on the well studied strong ellipticity properties of the associated elliptic PDEs. For further details, see Costabel and Wendland (1986). This approach has the advantage that it remains available even when corners are present, and indeed even for general Lipschitz curves (Costabel, 1988).

## 5. The Galerkin method

Most theoretical treatments of the boundary element method give great attention to the Galerkin method, a method originated in the context of the
differential equations of elasticity by a Russian engineer (Galerkin, 1915). The present treatment will be briefer, not least because of the very complete discussions that exist elsewhere (see, for example, Stephan and Wendland (1976), Hsiao and Wendland (1977, 1981), Wendland (1983, 1987, 1990), Rannacher and Wendland $(1985,1988)$ ). However, the example of the twodimensional logarithmic-kernel integral equation will be worked out in some detail.

Let us assume, as in (4.37), that the problem is expressible as a single equation of the form

$$
\begin{equation*}
L u=f \tag{5.1}
\end{equation*}
$$

with $u$ and $f$ 1-periodic in the two-dimensional case, and functions on $\Gamma$ in the three-dimensional case.

Let $S_{h}$ be a finite-dimensional space within which the approximate solution is to be sought. Typically, $S_{h}$ is defined by partitioning $\Gamma$ into a finite number of pieces with simple geometry (e.g. plane or curved triangles) and maximum diameter $h$, on each of which the restriction of $S_{h}$ is a piecewise polynomial space with respect to an appropriate local parametrization (e.g. one in which the element boundary is a triangle). Continuity conditions across elements may or may not be imposed, depending on the circumstances, one important constraint being $S_{h} \subset H$, where $H$ is the space in (4.40-1). (For further details see, for example, Brebbia et al. (1984).) Then the Galerkin method is: find $u_{h} \in S_{h}$ such that

$$
\begin{equation*}
\left(L u_{h}, \chi\right)_{0}=(f, \chi)_{0} \quad \forall \chi \in S_{h}, \tag{5.2}
\end{equation*}
$$

where the inner product is defined by (4.39).
While the Galerkin method is the theorist's favourite, it is in truth not easy to implement. Let $\left\{\phi_{1}, \ldots, \phi_{N}\right\}$ be a basis for $S_{h}$. Then we may write

$$
\begin{equation*}
u_{h}=\sum_{j=1}^{N} a_{j} \phi_{j} \tag{5.3}
\end{equation*}
$$

and the equations to be solved in practice are

$$
\begin{equation*}
\sum_{j=1}^{N}\left(L \phi_{j}, \phi_{k}\right)_{0} a_{j}=\left(f, \phi_{k}\right)_{0}, \quad k=1, \ldots, N \tag{5.4}
\end{equation*}
$$

in which each matrix element on the left, even in the two-dimensional case, is a two-dimensional integral - one integral for the integral operator, and one for the inner product. In the three-dimensional case four levels of integration are needed for each matrix element. And the difficulty is compounded by the fact that the matrix in the boundary element method is invariably dense.

The error analysis for the Galerkin method rests on the variational formulation of the exact problem given in the preceding section. Suppose that
the bilinear form $(L \phi, \psi)_{0}$ satisfies the boundedness and coercivity properties (4.40) and (4.41) for some Hilbert space $H$, and that $u \in H$ is the weak solution of the exact equation (5.1). Then, provided only that $S_{h} \subset H$, Céa's lemma (Ciarlet, 1978) ensures that the Galerkin equation (5.2) has a unique solution $u_{h} \in S_{h}$, whose error in the $\|\cdot\|_{H}$ norm is within a constant factor of the error of best approximation by an element of $S_{h}$ :

Theorem 3 (Céa's lemma) Assume that the bilinear form ( $L \phi, \psi)_{0}$ satisfies (4.40) and (4.41), and that $L u=f$ has the weak solution $u \in H$. Assume also that $S_{h}$ is a finite-dimensional subspace of $H$. Then the Galerkin approximation (5.2) has a unique solution $u_{h} \in S_{h}$, which satisfies

$$
\begin{equation*}
\left\|u_{h}-u\right\|_{H} \leq \frac{D}{\nu} \inf _{v_{h} \in S_{h}}\left\|v_{h}-u\right\|_{H} \tag{5.5}
\end{equation*}
$$

Proof. The existence and uniqueness of $u_{h}$ follows from the Lax-Milgram theorem applied to $S_{h}$ as a subspace of $H$. Then (4.40), (4.41) and (5.2) give, for arbitrary $v_{h} \in S_{h}$,

$$
\begin{aligned}
\nu\left\|u_{h}-u\right\|_{H}^{2} & \leq\left|\left(L\left(u_{h}-u\right), u_{h}-u\right)_{0}\right|=\left|\left(L\left(u_{h}-u\right), v_{h}-u\right)_{0}\right| \\
& \leq D\left\|u_{h}-u\right\|_{H}\left\|v_{h}-u\right\|_{H}
\end{aligned}
$$

from which the result follows.
The result (5.5) has the nice property of reducing the Galerkin error estimation in the 'natural' or 'energy' norm $\|\cdot\|_{H}$ to a problem of approximation.

Now let us be more explicit, and assume that $\Gamma$ is a smooth curve in the two-dimensional case, or a smooth surface in the three-dimensional case, and that $L$ is a strongly elliptic pseudo-differential operator of order $\beta$. Then, as noted in the preceding subsection, $L=L_{0}+M$, where $L_{0}$ is bounded and coercive with respect to the space $H^{\beta / 2}$, and $M$ is a compact operator from $H^{\beta / 2}$ to $H^{-\beta / 2}$. It can be shown (Hildebrandt and Wienholtz, 1964) that the addition of the compact term leaves the essential conclusion of Céa's lemma unaltered, provided $L$ remains one-to-one: specifically, it follows that $h_{0}>0$ exists such that $u_{h} \in S_{h}$ exists for $h<h_{0}$, and satisfies

$$
\begin{equation*}
\left\|u_{h}-u\right\|_{\beta / 2} \leq c \inf _{v_{h} \in S_{h}}\left\|v_{h}-u\right\|_{\beta / 2} \tag{5.6}
\end{equation*}
$$

for some constant $c>0$.
We now specialize further to the case of the logarithmic-kernel integral equation. In the following example we indicate 'power of $h$ ' results for the Galerkin error not only in the energy norm, but also in a range of other Sobolev norms. We shall also return to the same example later, in other sections, to illustrate other numerical methods.
Example. Let $\Gamma$ be a smooth curve with $C_{\Gamma}$ (the transfinite diameter) not equal to 1 , and let $L$ be the logarithmic-kernel operator on $[0,1]$ defined
by (3.5). Let $S_{h}$ be the space of 1-periodic smoothest splines of order $r$ (i.e. degree $\leq r-1$ ), where $r \geq 1$, on a partition

$$
\begin{equation*}
\Pi_{h}: 0=x_{0}<x_{1}<\cdots<x_{N-1}<x_{N}=1 \tag{5.7}
\end{equation*}
$$

with

$$
\begin{equation*}
h_{k}=x_{k+1}-x_{k}, \quad k=0, \ldots, N-1 \tag{5.8}
\end{equation*}
$$

and

$$
h=\max h_{k} .
$$

That is, $v \in S_{h}$ satisfies $v \in C^{r-2}(\mathbb{R})$, and $\left.v\right|_{\left(x_{k}, x_{k+1}\right)} \in \mathbb{P}_{r-1}$. Assume, moreover, that $h \rightarrow 0$. Then it is known that for $-\infty<t \leq s \leq r$ and $t<r-\frac{1}{2}$, there exists a constant $c$ depending only on $t$ and $s$ such that

$$
\begin{equation*}
\inf _{v_{h} \in S_{h}}\left\|v_{h}-u\right\|_{t} \leq c h^{s-t}\|u\|_{s} \quad \text { if } u \in H^{s} \tag{5.9}
\end{equation*}
$$

(For a discussion see, for example, Arnold and Wendland (1983).) In particular, therefore, it follows from (5.6) that the Galerkin error estimate in the natural norm is

$$
\begin{equation*}
\left\|u_{h}-u\right\|_{-1 / 2} \leq c h^{r+1 / 2}\|u\|_{r} \quad \text { if } u \in H^{r} \tag{5.10}
\end{equation*}
$$

Error estimates in 'lower' norms can now be deduced by a duality argument ('Nitsche's trick'), apparently first used for BIEs by Hsiao and Wendland (1981). We illustrate this for the most extreme case, namely the $\|\cdot\|_{-r-1}$ norm, in which the maximum order of convergence can be doubled over that obtained in (5.10) for the natural norm. For simplicity, we assume here that $\Gamma$ is a circle of radius $\mathrm{e}^{-1 / 2}$, so that $L=A$, in the language of (4.29) and (4.30). Using (3.4), (3.2) and (4.30), we have

$$
\begin{aligned}
\left\|u_{h}-u\right\|_{-r-1} & =\sup _{v \in H^{r}} \frac{\left(u_{h}-u, v\right)_{-1 / 2}}{\|v\|_{r}}=\sup _{v \in H^{r}} \frac{\left(A\left(u_{h}-u\right), v\right)_{0}}{\|v\|_{r}} \\
& =\sup _{v \in H^{r}} \frac{\left(A\left(u_{h}-u\right), v-v_{h}\right)_{0}}{\|v\|_{r}} \\
& \leq \sup _{v \in H^{r}} \frac{\left\|u_{h}-u\right\|_{-1 / 2}\left\|v-v_{h}\right\|_{-1 / 2}}{\|v\|_{r}}
\end{aligned}
$$

where $v_{h}$ is an arbitrary element of $S_{h}$, which makes its appearance at the second-last step because we have used again the Galerkin equation (5.2). Thus, by (5.10) and another application of the approximation theory result (5.9) we obtain

$$
\begin{align*}
\left\|u_{h}-u\right\|_{-r-1} & \leq\left\|u_{h}-u\right\|_{-1 / 2} \sup _{v \in H^{r}} \frac{c h^{r+1 / 2}\|v\|_{r}}{\|v\|_{r}} \\
& \leq \operatorname{ch}^{2 r+1}\|u\|_{r} \tag{5.11}
\end{align*}
$$

Finally, error estimates in higher Sobolev norms than the $\|\cdot\|_{-1 / 2}$ norm may be established if the sequence of meshes is quasi-uniform; i.e. if there exists $c>0$ such that

$$
h_{k} \geq c h \quad \forall k
$$

with $c$ independent of $h$. From this follows the inverse estimate (see, for example, Arnold and Wendland (1983)), for $\tau \leq \sigma<r-\frac{1}{2}$,

$$
\begin{equation*}
\|v\|_{\sigma} \leq c h^{\tau-\sigma}\|v\|_{\tau} \quad \text { for } v \in S_{h} \tag{5.12}
\end{equation*}
$$

We also make use of the fact (again see Arnold and Wendland (1983) for a discussion) that for given $u \in H^{s}$ there exists $\psi_{h} \in S_{h}$, independent of $t$, such that for $t \leq s \leq r$ and $t<r-\frac{1}{2}$

$$
\left\|u-\psi_{h}\right\|_{t} \leq c h^{s-t}\|u\|_{s} \quad \text { for } u \in H^{s}
$$

with $c$ independent of $u$. Then for $-\frac{1}{2} \leq t<r-\frac{1}{2}$ it follows that

$$
\begin{align*}
\left\|u_{h}-u\right\|_{t} & \leq\left\|u_{h}-\psi_{h}\right\|_{t}+\left\|\psi_{h}-u\right\|_{t} \\
& \leq c h^{-r-1-t}\left\|u_{h}-\psi_{h}\right\|_{-r-1}+\left\|\psi_{h}-u\right\|_{t} \\
& \leq c h^{-r-1-t}\left\|u_{h}-u\right\|_{-r-1}+c h^{-r-1-t}\left\|\psi_{h}-u\right\|_{-r-1}+\left\|\psi_{h}-u\right\|_{t} \\
& \leq c h^{r-t}\|u\|_{r} . \tag{5.13}
\end{align*}
$$

Here we have assumed, for simplicity, that $u \in H^{r}$. Results for $u$ with lesser smoothness, and correspondingly fewer powers of $h$, are easily written down.

The highest-order convergence in this example - of order $\mathcal{O}\left(h^{2 r+1}\right)$ - is obtained in the $\|\cdot\|_{-r-1}$ norm. At first sight it may not be clear why 'negative norm' results of this kind are of interest, given that they cannot be observed directly. The answer is that we do indeed see the benefit if we are interested finally not in $u$, but rather in an inner product $(u, w)_{0}$, where $w$ is a reasonably smooth function. For from (3.3) we have

$$
\begin{equation*}
\left|\left(u_{h}, w\right)_{0}-(u, w)_{0}\right|=\left|\left(u_{h}-u, w\right)_{0}\right| \leq\left\|u_{h}-u\right\|_{-r-1}\|w\|_{r+1} \tag{5.14}
\end{equation*}
$$

so that the $\mathcal{O}\left(h^{2 r+1}\right)$ order of convergence in the example is observable if $w \in H^{r+1}$. As a specific example of such an inner product, suppose that in the case of the logarithmic-kernel integral equation we are interested in computing, in the context of the indirect method for the interior Dirichlet problem for the Laplace equation, the potential $\phi(t)$ given by (2.3) at a point $t \notin \Gamma$. Then from (2.3) and (3.6)

$$
\begin{align*}
\phi(t) & =-\frac{1}{\pi} \int_{\Gamma} \log |t-s| z(s) \mathrm{d} l_{s} \\
& =-2 \int_{0}^{1} \log |t-\nu(y)| u(y) \mathrm{d} y \\
& =\left(u, w_{t}\right)_{0} \tag{5.15}
\end{align*}
$$

where $w_{t}$ is the $C^{\infty}$ function defined by

$$
\begin{equation*}
w_{t}(x)=-2 \log |t-\nu(x)|, \quad t \notin \Gamma, x \in \mathbb{R} \tag{5.16}
\end{equation*}
$$

Thus if

$$
\begin{equation*}
\phi_{h}(t)=-2 \int_{0}^{1} \log |t-\nu(y)| u_{h}(y) \mathrm{d} y \tag{5.17}
\end{equation*}
$$

then

$$
\begin{equation*}
\phi_{h}(t)-\phi(t)=\left(u_{h}, w_{t}\right)_{0}-\left(u, w_{t}\right)_{0} \tag{5.18}
\end{equation*}
$$

and (5.14) applies.
Many modifications of the Galerkin method have been proposed for the case of smooth plane curves. Arnold (1983) has shown that the order of negative-norm convergence can be made arbitrarily large by the use of an unsymmetric (or Petrov-Galerkin) approximation, in which the trial space remains a spline space but the test space is a space of trigonometric polynomials. McLean (1986) obtains exponential rates of convergence in stronger norms by the use of trigonometric polynomials for both test and trial spaces, if the exact solution is smooth. Atkinson (1988) obtains a similar rate of convergence with a fully discrete version of the Galerkin method with trigonometric polynomials.
The Galerkin-collocation method (Hsiao et al. 1980, 1984), as the name suggests, has some relation to both the Galerkin and collocation methods. In this method the logarithmic-kernel integral equation for a smooth curve, in the modified form (2.9) as advocated by Hsiao and MacCamy (1973), is handled by decomposing the operator into two parts: a principal part, which is a convolution operator, treated by a Galerkin method; and a second part, which is an integral operator with a smooth kernel, treated by a discrete approximation. (The separation into the two terms is similar to that in (3.8) and (3.9), but is different in detail.) The analysis exploits the close relation to the Galerkin method, yet the implementation is much less laborious, since the matrix corresponding to the principal part is a Toeplitz matrix, and so is representable as a vector; and moreover it is independent of the particular curve, and so can be computed once and for all. An extensive discussion of applications is given in Hsiao et al. (1984).

Before leaving the Galerkin method, we may mention that Rannacher and Wendland $(1985,1988)$, by the clever use of weighted Sobolev norms, have established uniform error estimates for the Galerkin approximation for the single-layer equation on closed curves and surfaces.

## 6. The collocation method

For the solution of boundary integral equations in practice the collocation method is generally the method of choice, because it is so much easier to
implement than the Galerkin method. It does, however, have disadvantages: a theoretical analysis is available only in special cases (see later); the convergence rate in negative norms is often inferior; and the matrix is generally not symmetric even if the operator is self-adjoint.

Let us assume, as in the discussion of the Galerkin method, that the equation to be solved is a single equation of the form

$$
\begin{equation*}
L u=f \tag{6.1}
\end{equation*}
$$

where $u$ and $f$ are either 1-periodic functions on $\mathbb{R}$, or are functions on $\Gamma$ in the three-dimensional case. Let $S_{h}$ be the finite-dimensional space within which the approximation is to be sought. In the collocation method one chooses also a set of 'collocation points' $t_{1}, \ldots, t_{N}$, where $N=N_{h}$ is the dimension of $S_{h}$. Then the collocation method is: find $u_{h} \in S_{h}$ such that

$$
\begin{equation*}
L u_{h}\left(t_{k}\right)=f\left(t_{k}\right), \quad k=1, \ldots, N \tag{6.2}
\end{equation*}
$$

Needless to say, the choice of the collocation points is a very important question, one to which we shall return.

Letting $\left\{\phi_{1}, \ldots, \phi_{N}\right\}$ be a basis for $S_{h}$, and writing $u_{h}$ in the form (5.3), the equations to be solved in practice are

$$
\begin{equation*}
\sum_{j=1}^{N} L \phi_{j}\left(t_{k}\right) a_{j}=f\left(t_{k}\right), \quad k=1, \ldots, N \tag{6.3}
\end{equation*}
$$

Clearly, the labour involved in setting up the matrix is much less than in the Galerkin method: in the two-dimensional case each matrix element requires just one integration.

Theoretical analyses of the collocation method are available in a variety of situations. For the double-layer equation (2.18) on smooth curves or surfaces, the standard analysis for Fredholm integral equations of the second kind (see, for example, Atkinson (1976) or Baker (1977)) is available. For regions with corners we saw in Section 2 that the double-layer integral operator is no longer compact, so that the standard theory is not applicable, but at least in the plane case considerable progress has nevertheless been made (see, for example, Atkinson and de Hoog (1984), Chandler and Graham (1988), Elschner (1988)). In the latter papers piecewise-polynomial collocation is shown to be stable and of optimal order, provided the approximating space is suitably modified near the corner, and the mesh is appropriately 'graded'. (The mesh is graded at a corner $z$, with grading parameter $q>0$, if the points of the partition satisfy $\left|x_{k}-z\right|=c k^{q}, k=0,1, \ldots$, near $\left.z\right)$.

For more general boundary integral equations on smooth plane curves an important contribution to the theoretical study of the collocation method is that of Arnold and Wendland (1983). In that paper certain collocation methods are shown to be equivalent, after integration by parts, to Galerkin
methods with nonstandard inner products. As a consequence stability and convergence are established, with almost no restrictions on the mesh. The principal limitation is that the analysis is restricted to smoothest splines of even order or odd degree (for example, continuous piecewise-linear functions), and to the particular case of collocation at the knots.

For the case of the logarithmic-kernel equation $L u=f$ with $L$ defined by (3.5), and for smoothest splines of (even) order $r$ on the partition (5.7), the convergence result of highest order obtained by Arnold and Wendland (1983) is

$$
\begin{equation*}
\left\|u_{h}-u\right\|_{-1} \leq c h^{r+1}\|u\|_{r} \tag{6.4}
\end{equation*}
$$

if $u \in H^{r}$. That is, the highest order of convergence obtainable in any norm is $\mathcal{O}\left(h^{r+1}\right)$, compared with $\mathcal{O}\left(h^{2 r+1}\right)$ for the standard Galerkin method (see (5.11)). The nonstandard Galerkin method to which the collocation method is equivalent has as inner product the Sobolev inner product $(\cdot, \cdot)_{r / 2}$, defined by (3.2). The Arnold and Wendland (1983) analysis also handles more general pseudo-differential operators $L$, provided that the bilinear form $(L \phi, \psi)_{r / 2}$ is coercive with respect to an appropriate norm. For pseudodifferential operators of order $\beta$ the highest order convergence result they obtain is

$$
\begin{equation*}
\left\|u_{h}-u\right\|_{\beta} \leq c h^{r-\beta}\|u\|_{r} \tag{6.5}
\end{equation*}
$$

compared to

$$
\left\|u_{h}-u\right\|_{-r+\beta} \leq c h^{2 r-\beta}\|u\|_{r}
$$

for the standard Galerkin method.
A generalization this above approach to piecewise-linear collocation on the torus has been given by Hsiao and Prössdorf (1992).

The present theoretical situation for the collocation method is much less satisfactory for approximation by piecewise-constants, or other splines of even degree. For the very special case of smooth plane curves, smoothest splines and a uniform mesh, a satisfactory analysis has been developed (de Hoog, 1974; Saranen and Wendland, 1985; Arnold and Wendland, 1985; Saranen, 1988) by the use of Fourier series methods, combined with localization arguments. In this analysis the collocation points must always be chosen in an appropriate way; for a full discussion of the correct choice see Wendland (1990). For example, for the case of the logarithmic-kernel equation with a uniform mesh and smoothest splines of even degree, the collocation points should be taken to be the midpoints of each sub-interval. In this case it is known (Saranen and Wendland, 1985; Arnold and Wendland, 1985) that the result (6.4) holds. More surprisingly, in this even degree case an order of convergence one power of $h$ higher can be obtained if $u$ has the
appropriate smoothness: Saranen (1988) shows that

$$
\begin{equation*}
\left\|u_{h}-u\right\|_{-2} \leq c h^{r+2}\|u\|_{r+1}, \tag{6.6}
\end{equation*}
$$

if $u \in H^{r+1}$.
In the following section we shall see that the collocation method is a special case of the so-called 'qualocation' method. At that point we will demonstrate the Fourier series method of analysis. A generalization of the Fourier series techniques to the case of equations on a torus has been given by Costabel and McLean (1992).

Another situation for which a reasonably satisfactory collocation analysis exists is that of singular integral operators, or systems of singular operators, on plane curves; see Prössdorf and Schmidt (1981), Prössdorf and Rathsfeld (1984), and, for an overview, Prössdorf (1989). Here the principal tool is a localization technique, combined with the observation that translationally invariant operators yield circulant matrices (in the case of closed smooth curves) or Toeplitz matrices (in the case of open arcs). The circulant matrix methods are closely related to the Fourier series techniques mentioned earlier. A generalization to multi-dimensional equations is given by Prössdorf and Schneider (1991).
In spite of the successes in the analysis of the collocation method, there remain some large gaps. Most strikingly, there is apparently no analysis as yet of piecewise-constant collocation for the single-layer equation (2.5) on a three-dimensional sphere. Fourier series methods have no obvious extension, because on a sphere there is no such thing as a uniform partition. In the two-dimensional analogue, however, significant progress with nonuniform partitions has recently been achieved: Chandler (1989, 1990, 1991) has shown for the logarithmic-kernel integral equation that piecewise-constant collocation at the midpoints is stable and convergent even for an essentially arbitrary mesh. Chandler's analysis exploits the specific structure of the collocation matrix for this problem.

## 7. The qualocation and related methods

In this section we consider the qualocation method (Sloan, 1988; Sloan and Wendland, 1989; Chandler and Sloan, 1990), and its fully discrete variants (Sloan and Burn, 1991; Saranen and Sloan, 1992). For a review with a more limited focus but some more details, see Sloan (1992). An earlier review, restricted to the qualocation method, is that of Wendland (1989).

### 7.1. The qualocation method

The qualocation method (or 'quadrature-modified collocation method') is an approximation which aims to achieve an order of convergence better than that of the collocation method, while not being too much more expensive to
implement. Significant results are so far available only for boundary integral equations on smooth plane curves, thus we shall assume that the equation to be solved is a single equation of the form

$$
\begin{equation*}
L u=f \tag{7.1}
\end{equation*}
$$

where $u$ and $f$ are 1-periodic functions on $\mathbb{R}$.
The qualocation method is characterized by three things: a trial space $S_{h}$, which is the finite-dimensional space within which the approximate solution is to be sought; a test space $T_{h}$ of the same dimension as $S_{h}$; and a quadrature rule $Q_{h}$. Given these three ingredients, the method is: find $u_{h} \in S_{h}$ such that

$$
\begin{equation*}
\left(L u_{h}, \chi\right)_{h}=(f, \chi)_{h} \quad \forall \chi \in T_{h} \tag{7.2}
\end{equation*}
$$

where

$$
\begin{equation*}
(v, w)_{h}=Q_{h}(v \bar{w}) \tag{7.3}
\end{equation*}
$$

Letting $\left\{\phi_{1}, \ldots, \phi_{N}\right\}$ be a basis for $S_{h}$ and $\left\{\chi_{1}, \ldots, \chi_{N}\right\}$ a basis for $T_{h}$, the equations to be solved in practice are

$$
\begin{equation*}
\sum_{j=1}^{N}\left(L \phi_{j}, \chi_{k}\right)_{h} a_{j}=\left(f, \chi_{k}\right)_{h}, \quad k=1, \ldots, N \tag{7.4}
\end{equation*}
$$

The method is in effect a semi-discrete version of the Petrov-Galerkin method, i.e. the Galerkin method with different test and trial spaces. It reduces to the Petrov-Galerkin method if $(\cdot, \cdot)_{h}$ is replaced by the exact inner product $(\cdot, \cdot)$. The novel feature of the qualocation method lies in the discretization: for we shall see that the recommended quadrature rules can be curious indeed.

First, though, we note the important fact that the qualocation formalism includes the collocation method as a special case. For if the quadrature rule is

$$
\begin{equation*}
Q_{h} g=\sum_{\ell=1}^{N} w_{\ell} g\left(t_{\ell}\right) \tag{7.5}
\end{equation*}
$$

an $N$-point quadrature rule with nonzero weights $w_{1}, \ldots, w_{N}$, then (7.2) is equivalent to

$$
\sum_{\ell=1}^{N} w_{\ell}\left[L u_{h}\left(t_{\ell}\right)-f\left(t_{\ell}\right)\right] \bar{\chi}_{k}\left(t_{\ell}\right)=0, \quad k=1, \ldots, N
$$

which is in turn equivalent to the collocation equations (6.2) if the $N \times N$ matrix $\left\{\bar{\chi}_{k}\left(t_{\ell}\right)\right\}$ is nonsingular. It is easy to see that quadrature rules with fewer than $N$ points necessarily make the matrix in (7.4) singular, thus only quadrature rules with $N$ or more points are of interest.

At the present time theoretical results are available only if $S_{h}$ is a space of smoothest splines of order $r, r \geq 1$, and the partition $\Pi_{h}$ is uniform, with $h=1 / N$. For the trial space $T_{h}$ Sloan (1988) and Sloan and Wendland (1989) used a trigonometric polynomial space,

$$
T_{h}=\operatorname{span}\left\{\mathrm{e}^{2 \pi \mathrm{i} j x}:-\frac{N}{2}<j \leq \frac{N}{2}\right\}
$$

This choice was inspired by the Arnold and Wendland (1985) analysis of the collocation method, in which, effectively, the collocation method was treated as a qualocation method with an $N$-point rectangle rule for $Q_{h}$. Here, however, we shall follow Chandler and Sloan (1990) in taking $T_{h}=S_{h}^{\prime}$, the space of smoothest splines of order $r^{\prime}, r^{\prime} \geq 1$, on the partition $\Pi_{h}$. In practice a low-order spline test space is likely to be preferred over the trigonometric polynomial test space, because it admits a ( $B$-spline) basis in which each element has small support. (If $r^{\prime}=1$ the value of the piecewise-constant test function at a point of discontinuity must be understood to be the mean of the left-hand and the right-hand limits. This becomes important if a quadrature point is a point of the partition.)

Following Chandler and Sloan (1990), the operator $L$ in (7.1) is taken to be of the form

$$
\begin{equation*}
L=A+B \tag{7.6}
\end{equation*}
$$

where $A$ has as its Fourier series representation either

$$
\begin{equation*}
A v(x) \sim \hat{v}(0)+\sum_{k \neq 0}|k|^{\beta} \hat{v}(k) \mathrm{e}^{2 \pi \mathrm{i} k x} \tag{7.7}
\end{equation*}
$$

or

$$
\begin{equation*}
A v(x) \sim \hat{v}(0)+\sum_{k \neq 0} \operatorname{sign} k|k|^{\beta} \hat{v}(k) \mathrm{e}^{2 \pi \mathrm{i} k x} \tag{7.8}
\end{equation*}
$$

where $\beta \in \mathbb{R}$, and where

$$
\begin{equation*}
B: H^{s} \rightarrow H^{t} \quad \text { for all } s, t \in \mathbb{R} \tag{7.9}
\end{equation*}
$$

In the language of the paragraph containing (4.44), $L$ is a pseudo-differential operator of order $\beta$ and principal symbol either $|\xi|^{\beta}$ or $\operatorname{sign} \xi|\xi|^{\beta}$. Since the principal symbol is constant, i.e. independent of $x$, the operator $A$ can be represented as a convolution. If (7.7) holds then the principal symbol is even, and $A$ is said to be even. Similarly, if (7.8) holds then $A$ is said to be odd. An important special case is that of the logarithmic-kernel integral operator: setting $\beta=-1$ and taking the even case, the operators $L, A$ and $B$ defined by (3.5), (3.7-11) are exactly of the prescribed form, if the free parameter $\alpha$ is set equal to $e^{-1 / 2}$.

The quadrature rule is taken to be a composite rule of the form

$$
\begin{equation*}
Q_{h} g=h \sum_{\ell=0}^{N-1} \sum_{j=1}^{J} w_{j} g\left(\frac{\ell+\xi_{j}}{N}\right), \tag{7.10}
\end{equation*}
$$

where

$$
\begin{equation*}
0 \leq \xi_{1}<\xi_{2}<\cdots<\xi_{J}<1, \tag{7.11}
\end{equation*}
$$

and

$$
\begin{equation*}
\sum_{j=1}^{J} w_{j}=1, \quad w_{j}>0 \quad \text { for } \quad j=1, \ldots, J \tag{7.12}
\end{equation*}
$$

Thus $Q_{h}$ is the composition, onto each subinterval of the partition, of the $J$-point rule

$$
\begin{equation*}
Q g=\sum_{j=1}^{J} w_{j} g\left(\xi_{j}\right) \tag{7.13}
\end{equation*}
$$

a quadrature rule defined in $[0,1]$.
How should the rule $Q$ be chosen? Since the choice $J=1$ is equivalent to a collocation method, it is natural to consider $J=2$. Chandler and Sloan (1990) restrict attention to $J=2$ rules that are symmetric, i.e. having the property that if $\xi$ is a quadrature point then either $\xi=0$, or else $1-\xi$ is also a quadrature point with the same associated weight as $\xi$. There are just two kinds of symmetric rule with $J=2$, namely

$$
\begin{equation*}
Q g=w g(0)+(1-w) g\left(\frac{1}{2}\right), \tag{7.14}
\end{equation*}
$$

where $0<w<1$, and

$$
\begin{equation*}
Q g=\frac{1}{2} g(\xi)+\frac{1}{2} g(1-\xi), \tag{7.15}
\end{equation*}
$$

with $0<\xi<\frac{1}{2}$. The first of these is analogous to Simpson's rule, and becomes Simpson's rule if $w=\frac{1}{3}$; and the second is analogous to 2-point Gauss quadrature, and becomes so if $\xi=0.2113248654 \ldots$. We shall see, however, that these are usually not the recommended values of $w$ or $\xi$. Rather, the value of $w$ or $\xi$ should be the unique value that will increase the maximum order of (negative-norm) convergence. In some circumstances, for example, the recommended value of $w$ will turn out to be $w=\frac{3}{7}$ (giving the ( $\frac{3}{7}, \frac{4}{7}$ rule').

The next two theorems give the highest-order results obtained by Chandler and Sloan (1990) for the two kinds of quadrature rule. First we collect the main assumptions.

Assumption $Y$ : the equation to be solved is (7.1), with $L$ given by (7.6), (7.9), and one of (7.7), (7.8); $L$ is one-to-one; the partition $\Pi_{h}$ is uniform; the test space is $S_{h}^{\prime}$, the space of smoothest splines on $\Pi_{h}$ of order $r^{\prime} \geq 1$;
and $r^{\prime}$ has the same parity as $r$ if $A$ is even and the opposite parity if $A$ is odd.
Theorem 4 Assume that $Y$ holds, that $Q$ is given by (7.14), with $0<w<$ 1 , and that $r>\beta+1$.
(i) The qualocation equation (7.2) has a unique solution $u_{h} \in S_{h}$ for all $h$ sufficiently small.
(ii) If $r$ and $A$ are both even or both odd then $u_{h}$ satisfies

$$
\begin{equation*}
\left\|u_{h}-u\right\|_{\beta} \leq c h^{r-\beta}\|u\|_{r} \tag{7.16}
\end{equation*}
$$

It satisfies also

$$
\begin{equation*}
\left\|u_{h}-u\right\|_{\beta-2} \leq c h^{r-\beta+2}\|u\|_{r+2} \tag{7.17}
\end{equation*}
$$

if and only if, in addition,

$$
\begin{equation*}
w=\frac{2^{r-\beta-1}-1}{2^{r-\beta}-1} \tag{7.18}
\end{equation*}
$$

(iii) If $r$ and $A$ are of opposite parity then $u_{h}$ satisfies

$$
\begin{equation*}
\left\|u_{h}-u\right\|_{\beta-1} \leq c h^{r-\beta+1}\|u\|_{r+1} \tag{7.19}
\end{equation*}
$$

It satisfies also

$$
\begin{equation*}
\left\|u_{h}-u\right\|_{\beta-3} \leq c h^{r-\beta+3}\|u\|_{r+3} \tag{7.20}
\end{equation*}
$$

if and only if, in addition,

$$
\begin{equation*}
w=\frac{2^{r-\beta}-1}{2^{r-\beta+1}-1} \tag{7.21}
\end{equation*}
$$

A sketch of the proof of this theorem follows Theorem 5. A first observation about the content of the theorem is that (7.16) is the same as (6.5), the fastest convergence result obtained by Arnold and Wendland $(1983,1985)$ for the collocation method and $L$ a pseudo-differential operator of order $\beta$; and the one higher order result (7.19) is the improved collocation result obtained by Saranen (1988) for the case of an even operator and odd $r$, already referred to in Section 6. More interestingly, we see in (7.17) or (7.20) that the maximum order of convergence jumps by yet another two if (and only if) $w$ has the precise values specified in (7.18) or (7.21).

For the particular case of the logarithmic-kernel operator $A$ is even and $\beta=-1$, so if $r$ also is even then the special value of $w$ is

$$
\begin{equation*}
w=\frac{2^{r}-1}{2^{r+1}-1} \tag{7.22}
\end{equation*}
$$

which yields

$$
\begin{equation*}
\left\|u_{h}-u\right\|_{-3} \leq c h^{r+3}\|u\|_{r+2} \tag{7.23}
\end{equation*}
$$

whereas the best result available if $w$ has any other value is the $\mathcal{O}\left(h^{r+1}\right)$
result (6.4). For example, in the piecewise-linear case (i.e. $r=2$ ) the value $w=3 / 7$ yields an $\mathcal{O}\left(h^{5}\right)$ result, compared with $\mathcal{O}\left(h^{3}\right)$ for the collocation method. If $r$ is odd then the choice

$$
\begin{equation*}
w=\frac{2^{r+1}-1}{2^{r+2}-1} \tag{7.24}
\end{equation*}
$$

yields

$$
\begin{equation*}
\left\|u_{h}-u\right\|_{-4} \leq c h^{r+4}\|u\|_{r+3} \tag{7.25}
\end{equation*}
$$

whereas the best result if $w$ has any other value is the $\mathcal{O}\left(h^{r+2}\right)$ result (6.6). Thus in the piecewise-constant case (i.e. $r=1$ ) the value $w=3 / 7$ again yields an $\mathcal{O}\left(h^{5}\right)$ result, compared with $\mathcal{O}\left(h^{3}\right)$ for the midpoint collocation method.

We should note, though, that the higher order of convergence apparent in (7.17) or (7.20) require both higher regularity of $u$ and a more negative norm in which to observe the error. It follows that in some applications the maximum order of convergence will not be achieved.

In the next theorem the recommended quadrature points for the rule (7.15) of 2-point Gauss type are the zeros of the function

$$
\begin{equation*}
G_{\alpha}(x)=\sum_{n=1}^{\infty} \frac{1}{n^{\alpha}} \cos 2 \pi n x \tag{7.26}
\end{equation*}
$$

for appropriate values of $\alpha \geq 1$. It is known that $G_{\alpha}$ has exactly two zeros on ( 0,1 ), located symmetrically with respect to the midpoint. Some values of the first zero (taken from Sloan and Wendland (1989)) are given in Table 1.

Table 1. The unique zero of $G_{\alpha}$ in $\left(0, \frac{1}{2}\right)$

| $\alpha$ | Zero of $G_{\alpha}$ |
| :--- | :--- |
| 1 | $1 / 6$ |
| 2 | 0.2113248654 |
| 3 | 0.2308296503 |
| 4 | 0.2403351888 |
| 5 | 0.2451188417 |
| $\infty$ | $1 / 4$ |

Theorem 5 Assume that $Y$ holds, that $Q$ is given by (7.15) with $0<\xi<$ $\frac{1}{2}$, and that $r>\beta+\frac{1}{2}$.
(i) The qualocation equation (7.2) has a unique solution $u_{h} \in S_{h}$ for all $h$ sufficiently small.
(ii) If $r$ and $A$ are both even or both odd then $u_{h}$ satisfies (7.16). It satisfies also (7.17) if, in addition, $\xi$ is the unique zero in ( $0, \frac{1}{2}$ ) of $G_{r-\beta}$.
(iii) If $r$ and $A$ are of opposite parity then $u_{h}$ satisfies (7.19). It satisfies also (7.20) if, in addition, $r^{\prime} \geq 3$ and $\xi$ is the unique zero in ( $0, \frac{1}{2}$ ) of $G_{r-\beta+1}$.

The complete proofs of Theorems 4 and 5 are lengthy. Here we indicate only the outline, with main emphasis on the argument that determines the special values of $w$ or $\xi$. (For a more complete sketch of that part of the argument, see Sloan (1992).)

The main task is to prove the theorems for the special case $L=A$, the result then being extended to the full operator $L=A+B$ by a standard perturbation argument, given, for example, by Arnold and Wendland (1985). Because $A$ is a convolution operator, and so invariant under translation, and because also the partition is uniform, the qualocation matrix in (7.4) can be made diagonal if the basis functions of $S_{h}$ and $S_{h}^{\prime}$ are chosen so as to behave in an appropriate way under translation by $h$. An appropriate basis for $S_{h}$ is $\left\{\psi_{\mu}: \mu \in \Lambda_{N}\right\}$, where

$$
\begin{equation*}
\Lambda_{N}=\left\{\mu \in \mathbb{Z}:-\frac{N}{2}<\mu \leq \frac{N}{2}\right\} \tag{7.27}
\end{equation*}
$$

and

$$
\psi_{\mu}(x)=\left\{\begin{array}{l}
1, \quad \begin{array}{c}
\mu=0, \\
\sum_{k \equiv \mu}(\mu / k)^{r} \mathrm{e}^{2 \pi \mathrm{i} k x},
\end{array} \quad \mu \in \Lambda_{N}^{*} . \tag{7.28}
\end{array}\right.
$$

Here $\Lambda_{N}^{*}=\Lambda_{N} \backslash\{0\}$, and $k \equiv \mu$ means that $k-\mu$ is a multiple of $N$. (If $r=1$ the Fourier series, which is then not absolutely convergent, is to be understood as the limit of the symmetric partial sums.) That $\psi_{\mu}$ really is a spline of order $r$ on the uniform partition $\Pi_{h}$ follows from the fact that the Fourier coefficients satisfy the appropriate recurrence relation for a function $v \in S_{h}$, namely (Arnold (1983), extending Quade and Collatz (1938))

$$
k^{r} \hat{v}(k)=\mu^{r} \hat{v}(\mu) \quad \text { if } k \equiv \mu
$$

Since $\hat{\psi}_{\mu}(\nu)=\delta_{\mu \nu}$ for $\mu, \nu \in \Lambda_{N}$, the expansion coefficients of $v \in S_{h}$ in terms of $\left\{\psi_{\mu}\right\}$ are just the Fourier coefficients; that is

$$
\begin{equation*}
v=\sum_{\mu \in \Lambda_{N}} \hat{v}(\mu) \psi_{\mu} \quad \text { for } v \in S_{h} . \tag{7.29}
\end{equation*}
$$

The function $\psi_{\mu}$ is, in essence, the spline equivalent of the trigonometric polynomial $\mathrm{e}^{2 \pi \mathrm{i} \mu x}$. In particular, the two functions behave in exactly the same way under translation by $h$.

With a basis $\left\{\psi_{\mu}^{\prime}: \mu \in \Lambda_{N}\right\}$ for $S_{h}^{\prime}$ defined in a similar way, and with the aid of the expression (7.7) or (7.8) for $A$, it is a straightforward if tedious
matter to evaluate the matrix element $\left(A \psi_{\nu}, \psi_{\mu}^{\prime}\right)_{h}$ explicitly, and to verify that it vanishes for $\mu \neq \nu$. In detail, we find (Chandler and Sloan, 1990, Lemma 1)

$$
\left(A \psi_{\nu}, \psi_{\mu}^{\prime}\right)_{h}= \begin{cases}1 & \text { if } \mu=\nu=0  \tag{7.30}\\ (\operatorname{sign} \mu)|\mu|^{\beta} D(\mu h) & \text { if } \mu=\nu \in \Lambda_{N}^{*} \\ 0 & \text { if } \mu \neq \nu\end{cases}
$$

where the factor $(\operatorname{sign} \mu)$ in this equation is present only if $A$ is odd, and where

$$
\begin{equation*}
D(y)=\sum_{j=1}^{J} w_{j}\left[1+\Omega\left(\xi_{j}, y\right)\right]\left[1+\overline{\Delta^{\prime}\left(\xi_{j}, y\right)}\right] \tag{7.31}
\end{equation*}
$$

with

$$
\begin{equation*}
\Delta^{\prime}(\xi, y)=y^{r^{\prime}} \sum_{\ell \neq 0} \frac{1}{(\ell+y)^{r^{\prime}}} \mathrm{e}^{2 \pi \mathrm{i} \ell \xi} \tag{7.32}
\end{equation*}
$$

and with

$$
\begin{equation*}
\Omega(\xi, y)=|y|^{r-\beta} \sum_{\ell \neq 0} \frac{1}{|\ell+y|^{r-\beta}} \mathrm{e}^{2 \pi i \ell \xi} \tag{7.33}
\end{equation*}
$$

if $r$ and $A$ are both even or both odd, or

$$
\begin{equation*}
\Omega(\xi, y)=\operatorname{sign} y|y|^{r-\beta} \sum_{\ell \neq 0} \frac{\operatorname{sign} \ell}{|\ell+y|^{r-\beta}} \mathrm{e}^{2 \pi \mathrm{i} \ell \xi} \tag{7.34}
\end{equation*}
$$

if $r$ and $A$ are of opposite parity.
Since we will have to divide by $D(\mu h)$, for stability of the method it is essential that $D(y)$ be bounded away from zero for $y \in\left[-\frac{1}{2}, \frac{1}{2}\right]$ - a property that is not quite trivial, since it is well known that some collocation methods (e.g. midpoint collocation if $r$ and $A$ are both even) are unstable. Nevertheless it is shown in Chandler and Sloan (1990), by appeal to known properties of trigonometric sums, that under the conditions of the theorem there exists $d>0$ such that

$$
|D(y)| \geq d \quad \text { for all } y \in\left[-\frac{1}{2}, \frac{1}{2}\right]
$$

It now follows from the qualocation equation (7.4) and from (7.29) and (7.30) that

$$
\hat{u}_{h}(\mu)= \begin{cases}\left(A u, \psi_{0}^{\prime}\right)_{h} & \text { if } \mu=0  \tag{7.35}\\ \frac{(\operatorname{sign} \mu)}{|\mu|^{\beta} D(\mu h)}\left(A u, \psi_{\mu}^{\prime}\right)_{h} & \text { if } \mu \in \Lambda_{N}^{*}\end{cases}
$$

After evaluating the right-hand side (using e.g. Chandler and Sloan (1990,

Lemma 1)), we find

$$
\hat{u}_{h}(\mu)-\hat{u}(\mu)= \begin{cases}P_{h}, & \mu=0  \tag{7.36}\\ -[E(\mu h) / D(\mu h)] \hat{u}(\mu)+R_{h}(\mu), & \mu \in \Lambda_{N}^{*}\end{cases}
$$

where

$$
\begin{align*}
E(y) & =\sum_{j=1}^{J} w_{j} \Omega\left(\xi_{j}, y\right)\left[1+\overline{\Delta^{\prime}\left(\xi_{j}, y\right)}\right]  \tag{7.37}\\
\left|P_{h}\right| & \leq \sum_{n \equiv 0}^{\prime}|n|^{\beta}|\hat{u}(n)|  \tag{7.38}\\
\left|R_{h}(\mu)\right| & \leq \frac{c}{|\mu|^{\beta}} \sum_{n \equiv \mu}^{\prime}|n|^{\beta}|\hat{u}(n)|, \tag{7.39}
\end{align*}
$$

and where

$$
\sum_{n \equiv \mu}^{\prime}=\sum_{\substack{n \equiv \mu \\ n \neq \mu}}
$$

The error expression (7.36) is the key to the theorems. The quantities $P_{h}$ and $R_{h}(\mu)$ in the expression depend only on the Fourier coefficients $\hat{u}(n)$ for which $|n| \geq N / 2$, and so can be made to decay as rapidly as desired by requiring $u$ to be in a sufficiently high Sobolev space. The first term for $\mu \in \Lambda_{N}^{*}$ is in a quite different category, because it is this that imposes an absolute restriction on the maximum order of convergence that can be achieved: if $E(y)=\mathcal{O}\left(|y|^{\rho}\right)$ as $y \rightarrow 0$ then the best order of convergence we can hope for, given (7.36), is $\mathcal{O}\left(h^{\rho}\right)$. For this reason $\rho$ is called by Chandler and Sloan (1990) the 'order' of the particular qualocation method.

If $r$ and $A$ are both even or both odd then it follows from (7.32), (7.33) and (7.37) that, for any symmetric rule $Q$,

$$
\begin{equation*}
E(y)=|y|^{r-\beta} 2 \sum_{j=1}^{J} w_{j} \sum_{\ell=1}^{\infty} \frac{\cos 2 \pi \ell \xi_{j}}{\ell^{r-\beta}}+\mathcal{O}\left(|y|^{r-\beta+2}\right) \tag{7.40}
\end{equation*}
$$

(Note that $r^{\prime} \geq 2$, since under the present assumptions $r^{\prime}$ is even.) Thus the qualocation method is of order $r-\beta$ - unless, that is

$$
\begin{equation*}
\sum_{j=1}^{J} w_{j} \sum_{\ell=1}^{\infty} \frac{\cos 2 \pi \ell \xi_{j}}{\ell^{r-\beta}}=0 \tag{7.41}
\end{equation*}
$$

in which case the order jumps to $r-\beta+2$. For a rule $Q$ of the form (7.14) the latter equation becomes

$$
w \sum_{\ell=1}^{\infty} \frac{1}{\ell^{r-\beta}}+(1-w) \sum_{\ell=1}^{\infty} \frac{(-1)^{\ell}}{\ell^{r-\beta}}=0
$$

or by a standard zeta function trick

$$
\left[w-(1-w)\left(1-\frac{1}{2^{r-\beta-1}}\right)\right] \sum_{\ell=1}^{\infty} \frac{1}{\ell^{r-\beta}}=0
$$

which is satisfied if and only if $w$ has the value given by (7.18). And for a rule $Q$ of the form (7.15) it is immediately obvious that (7.41) is satisfied if and only if $\xi$ is the zero in ( $0, \frac{1}{2}$ ) of the function $G_{r-\beta}$ defined by (7.26).

Similarly, if $r$ and $A$ are of opposite parity (and hence $r^{\prime}$ is odd) then it follows from (7.32), (7.34) and (7.37) that, for $Q$ a symmetric rule,

$$
E(y)=-|y|^{r-\beta+1} 2(r-\beta) \sum_{j=1}^{J} w_{j} \sum_{\ell=1}^{\infty} \frac{\cos 2 \pi \ell \xi_{j}}{\ell^{r-\beta+1}}+\mathcal{O}\left(|y|^{r-\beta+\min \left(r^{\prime}, 3\right)}\right)
$$

Thus the method is of order $r-\beta+1$, unless

$$
\begin{equation*}
\sum_{j=1}^{J} w_{j} \sum_{\ell=1}^{\infty} \frac{\cos 2 \pi \ell \xi_{j}}{\ell^{r-\beta+1}}=0 \tag{7.42}
\end{equation*}
$$

in which case it is of order $r-\beta+3$, provided $r^{\prime} \geq 3$. The special values of $w$ or $\xi$ in rules of the form (7.14), (7.15) are as before, but with $r$ replaced by $r+1$.

The orders of convergence in every case are now seen to correspond exactly to the maximum orders of convergence in Theorems 4 and 5. For the remainder of the proof we refer to Chandler and Sloan (1990). In particular, Theorem 2 of that paper shows that all the results follow once the order and stability of the method has been established.

The qualocation analysis indicated above conforms to one of the great paradigms of numerical analysis: first identify the form of the leading term of the errors, then adjust the method so as to eliminate that leading term. Looked at that way, the $3 / 7,4 / 7$ qualocation rule is no stranger than, say, the formulas of Romberg integration.

### 7.2. Fully discrete variants

We have seen that the Galerkin method for (7.1) requires two levels of integration for each matrix element, whereas the collocation and qualocation methods need only one level. But the following variant of the qualocation method proposed by Sloan and Burn (1991) for the logarithmic-kernel integral equation on a smooth curve requires no exact integrals at all.

In this method, the exact integral (3.5) is first replaced by its rectangle rule approximation

$$
\begin{equation*}
L_{h} u(x)=-2 h \sum_{k=0}^{N-1} \log |\nu(x)-\nu(k h)| u(k h) \tag{7.43}
\end{equation*}
$$

Then one proceeds as in the qualocation method: find $u_{h} \in S_{h}$ such that

$$
\begin{equation*}
\left(L_{h} u_{h}, \chi\right)_{h}=(f, \chi)_{h} \quad \forall \chi \in T_{h} \tag{7.44}
\end{equation*}
$$

Here $(\cdot, \cdot)_{h}$ is defined again by (7.3) and (7.10-13), but now the parameters in the rule $Q$ must be chosen differently, as the quadrature rule has the added burden of compensating for the damage caused by replacing $L$ by $L_{h}$.
In working out this method $u_{h}$ is evaluated only at the points of the rectangle rule (7.43), thus the trial space $S_{h}$ becomes significant only if one wants to interpolate between the points. For the analysis, however, the choice of trial space is important. In Sloan and Burn (1991) a trigonometric trial space

$$
\begin{equation*}
S_{h}=\left\{\mathrm{e}^{2 \pi \mathrm{i} \mu x}: \mu \in \Lambda_{N}\right\} \tag{7.45}
\end{equation*}
$$

was assumed.
The following result was established in Sloan and Burn (1991) for the case of a circle by Fourier methods similar to those used above, but for general smooth curves was proved only under additional restrictions. The result for general curves was proved without the extra restrictions by Saranen and Sloan (1992).

Theorem 6 Assume that the equation to be solved is $L u=f$, where $L$ is the logarithmic-kernel integral operator in (3.5); that the transfinite diameter is different from 1 , so that $L$ is one-to-one; that the partition $\Pi_{h}$ is uniform; that the trial space is given by (7.45); that the test space is $S_{h}^{\prime}$, the space of smoothest splines of order $r^{\prime}$; that $r^{\prime}$ is even; and that

$$
Q g=\frac{1}{2} g(\xi)+\frac{1}{2} g(1-\xi)
$$

with $0<\xi<\frac{1}{2}$. Then
(i) Equation (7.44) has a solution $u_{h} \in S_{h}$ for all $h$ sufficiently small.
(ii) For $s \geq-1, u_{h}$ satisfies

$$
\begin{equation*}
\left\|u_{h}-u\right\|_{s} \leq c h^{1}\|u\|_{s+1} \tag{7.46}
\end{equation*}
$$

It satisfies also

$$
\begin{equation*}
\left\|u_{h}-u\right\|_{s} \leq c h^{3}\|u\|_{s+3} \tag{7.47}
\end{equation*}
$$

if and only if $\xi=\frac{1}{6}$.
Versions with maximum order higher than $\mathcal{O}\left(h^{3}\right)$ have been foreshadowed in Sloan (1992).

An alternative version proposed by Saranen and Sloan (1992) replaces the right-hand side of (7.44) by the exact inner product. Thus the method becomes: find $u_{h} \in S_{h}$ such that

$$
\begin{equation*}
\left(L_{h} u_{h}, \chi\right)_{h}=(f, \chi) \quad \forall \chi \in T_{h} \tag{7.48}
\end{equation*}
$$

This has an advantage if $u$ is of low regularity, in that the condition $s \geq-1$ in Theorem 6 is replaced by $s \geq-r^{\prime}-1$. On the other hand the estimate (7.47) is replaced by the more restrictive estimate

$$
\begin{equation*}
\left\|u_{h}-u\right\|_{s} \leq c h^{\min \left(r^{\prime}, 3\right)}\|u\|_{s+\min \left(r^{\prime}, 3\right)} \tag{7.49}
\end{equation*}
$$

## 8. Corners, cracks and challenges

At many points we have mentioned difficulties caused by corners. Part of the problem is that the techniques of analysis (e.g. pseudo-differential operator arguments, compactness of operators, Fourier series methods) break down when corners are present. Part of it is that corners force us to consider modifications (such as mesh grading near the corner) which further complicate the analysis. Sometimes (as in the case of the double-layer equations) the presence of corners forces changes in a method (such as modifications in the trial space for the collocation method near a corner), even though there is little or no evidence that such changes are needed other than to make the proofs go through. It is fair to say that even for plane problems corners still present many theoretical challenges.

Consider, for a moment, the qualocation method and its discrete variants, described in Section 7. Once corners are present the Fourier series arguments outlined there break down, because it is no longer possible to write the boundary integral operator in the form $L=A+B$ with $A$ given by (7.7) or (7.8) and $B$ a smoothing operator as in (7.9). Yet numerical experiments (Chandler and Sloan, 1990; Sloan and Burn, 1991) suggest very strongly that the methods can remain useful, and even yield orders of convergence similar to those predicted for smooth curves, if the mesh is suitably graded in a neighbourhood of the corner.

Curiously, there is one extreme case of a corner, namely the exterior Dirichlet problem for a slit or crack, for which the theoretical understanding is reasonably complete. Taking for simplicity a straight slit of length $2 \gamma$, and forgetting the boundary condition (2.7) at infinity, the single-layer equation (2.5) becomes

$$
\begin{equation*}
-\frac{1}{\pi} \int_{-\gamma}^{\gamma} \log |t-s| z(s) \mathrm{d} s=g(t), \quad t \in(-\gamma, \gamma) \tag{8.1}
\end{equation*}
$$

Applying the transformation (Yan and Sloan, 1988)

$$
\begin{align*}
t & =\gamma \cos 2 \pi x, \quad s=\gamma \cos 2 \pi y  \tag{8.2}\\
f(x) & =g(\gamma \cos 2 \pi x)  \tag{8.3}\\
u(x) & =\gamma z(\gamma \cos 2 \pi x)|\sin 2 \pi x| \tag{8.4}
\end{align*}
$$

we obtain (on noting that $f$ and $u$ are even and 1-periodic)

$$
\begin{equation*}
-\int_{0}^{1} \log |\gamma(\cos 2 \pi x-\cos 2 \pi y)| u(y) \mathrm{d} y=f(x), \quad x \in \mathbb{R} \tag{8.5}
\end{equation*}
$$

The cosine transformation used here has a long history, particularly in connection with the airfoil equation (Multhopp, 1938; Weissinger, 1950; Schleiff, 1968a,b). Its particular advantage in the present context is that it reduces the problem to one we have met already, namely the logarithmickernel equation for a circle: using only trigonometric and logarithmic identities and the fact that $u$ is even, it can easily be shown (see Prössdorf et al. (1992), Lemma 2.1) that (8.5) is equivalent to

$$
\begin{equation*}
-2 \int_{0}^{1} \log \left|(2 \gamma)^{1 / 2} \sin \pi(x-y)\right| u(y) \mathrm{d} y=f(x), \quad x \in \mathbb{R} \tag{8.6}
\end{equation*}
$$

But from (3.7) this is just the single-layer integral equation for a circle of radius $(\gamma / 2)^{1 / 2}$.

The transformations leading to (8.6) tell us that the solution $z$ of (8.1) usually has singularities of the form $(\gamma \mp t)^{-1 / 2}$ at the two ends (this follows from (8.4)). It also tells us, since a circle has a transfinite diameter equal to its radius (see Subsection 4.3), that equation (8.1) for $z$ is singular when $(\gamma / 2)^{1 / 2}=1$, or $\gamma=2$. (This corresponds to the fact, mentioned in Subsection 4.3, that the transfinite diameter of an interval is one quarter of its length.)

More importantly for our present purposes, this transformation lies at the heart of several theoretical analyses of numerical methods for the logarith-mic-kernel integral equation on open arcs. These include Atkinson and Sloan (1991), which gives an analysis of a discrete Galerkin method; Sloan and Stephan (1992), analysing a collocation method with Chebyshev polynomials; Prössdorf et al. (1992), adapting to an open arc the discrete method of Sloan and Burn (1991) discussed in Subsection 7.2; and Joe and Yan (1991, 1992), analysing a piecewise-constant collocation method on a graded mesh, with the collocation points taken to be the midpoints with respect to the transformed variable $x$ in (8.2) rather than with respect to the original variable $t$.

That work of Joe and Yan (1991, 1992) establishes the (surprising) conclusion that the order of convergence can be increased by a seemingly insignificant shift in the collocation points. Indeed, the order of convergence established by Joe and Yan is even higher than the apparent order of convergence of the Galerkin method for the same piecewise-constant basis and the same graded mesh (Yan and Sloan, 1989). A lesson for the future seems to be that in both the theory and the practice of mesh grading we need to take more seriously than in the past the transformed independent variable implicit in the mesh grading: if the partition is uniform with respect to the
transformed variable $x$, then perhaps we should specify all collocation points and quadrature rules with respect to that variable.

A serious challenge for many boundary element methods is the extension of the analysis to irregular meshes on plane curves, and thence to threedimensional surfaces, which is after all where the main game is. This certainly poses a problem for methods such as the qualocation method which rely on Fourier series methods for their analysis. It is even a problem, as we have remarked before, for a method as simple as piecewise-constant collocation for the single-layer equation on a sphere.

There is still much to be done. Those of us who enjoy the field are happy that this is so.
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Interior methods for optimization were widely used in the 1960s, primarily in the form of barrier methods. However, they were not seriously applied to linear programming because of the dominance of the simplex method. Barrier methods fell from favour during the 1970s for a variety of reasons, including their apparent inefficiency compared with the best available alternatives. In 1984, Karmarkar's announcement of a fast polynomial-time interior method for linear programming caused tremendous excitement in the field of optimization. A formal connection can be shown between his method and classical barrier methods, which have consequently undergone a renaissance in interest and popularity. Most papers published since 1984 have concentrated on issues of computational complexity in interior methods for linear programming. During the same period, implementations of interior methods have displayed great efficiency in solving many large linear programs of ever-increasing size. Interior methods have also been applied with notable success to nonlinear and combinatorial problems. This paper presents a self-contained survey of major themes in both classical material and recent developments related to the theory and practice of interior methods.
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## 1. Introduction to interior methods

### 1.1. The way we were

Before 1984, the question 'How should I solve a linear program?' would have been answered almost without exception by 'Use the simplex method'. In fact, it would have been extremely difficult to find serious discussion of any method for linear programming (LP) other than the famous simplex method developed by George B. Dantzig in 1947.

As most readers already know, the simplex method is an iterative procedure derived from a fundamental property of essentially all linear programs: an optimal solution lies at a vertex of the feasible region. Beginning with a vertex, the simplex method moves between adjacent vertices, decreasing the objective as it goes, until an optimal vertex is found.

Although nonsimplex strategies for LP were suggested and tried from time to time, such techniques had never approached the simplex method in overall speed and reliability. Hence the simplex method retained unquestioned preeminence as the linear programming method of choice for nearly 40 years. (We describe later the persistent unhappiness with the simplex method on grounds of its theoretical complexity.)

Such an exclusive focus on the simplex method had several effects on the field of optimization. Largely for historical reasons, the simplex method is surrounded by a bevy of highly specialized terminology ('basic feasible solution') and pedagogical constructs (the tableau) with little apparent connection to other continuous optimization problems. Many researchers and practitioners consequently viewed linear programming as philosophically distinct from nonlinear programming. This conceptual gap reinforced a tendency to develop 'new' linear programming methods only as variations on the simplex method.

In marked contrast, the field of nonlinear optimization was characterized not only by the constant development of new methods with differing flavours, but also by a shift over time in the preferred solution techniques. Since the late 1970s, for example, nonlinearly constrained optimization problems have been solved with sequential quadratic programming (SQP) methods, which involve a sequence of constrained subproblems based on the Lagrangian function. In the 1960s, however, constrained problems were most often converted to unconstrained subproblems. Penalty and barrier methods were especially popular, both motivated by minimizing a composite function that reflects the original objective function as well as the influence of the constraints. Classical barrier methods, intended for inequality constraints, include a composite function containing an impassable positive singularity ('barrier') at the boundary of the feasible region, and thereby maintain strict feasibility while approaching the solution.

Although barrier methods were widely used and thoroughly analysed dur-
ing the 1960s (see Section 3 for details and references), they nonetheless suffered a severe decline in popularity in the 1970s for various reasons, including inherent ill-conditioning as well as perceived inefficiency compared to alternative strategies. By the late 1970s, barrier methods were considered for the most part an interesting but passé solution technique.

As we shall see, the situation today (1991) in both linear and nonlinear programming has altered dramatically since 1984 , primarily as a result of dissatisfaction with the theoretical computational complexity of the simplex method.

### 1.2. Concerns about the simplex method

On 'real-world' problems, the simplex method is invariably extremely effcient, and consistently requires a number of iterations that is a small multiple (2-3) of the problem dimension. Since the number of vertices associated with any LP is finite, the simplex method is also guaranteed under quite mild conditions to converge to the optimal solution. The number of vertices, however, can be exponentially large. The well known 'twisted cube' example of Klee and Minty (1972) is a linear program with $n$ variables and $2 n$ inequality constraints for which the simplex method with the standard pivot-selection rule visits each of the $2^{n}$ vertices. The worst-case complexity of the simplex method (the number of arithmetic operations required to solve a general LP) is consequently exponential in the problem dimension. The gigantic gap between the observed and worst-case performance of the simplex method is still puzzling; the issue of whether an (undiscovered) simplex pivot rule could improve its complexity is also unresolved.

As the formal study of computational complexity increased in importance during the 1960s and 1970s, it became a strongly held article of faith among computer scientists that a 'fast' algorithm must be polynomial-time, meaning that the number of operations required to solve the problem should be bounded above by a polynomial in the problem size. The simplex method clearly does not satisfy this property. Although practitioners routinely and happily solved large linear programs with the simplex method, the existence of a provably polynomial algorithm remained a major open question.

In 1979, to the accompaniment of worldwide publicity, Leonid Khachian published the first polynomial algorithm for LP. The ellipsoid method of Khachian is based on earlier techniques for nonlinear programming developed by other mathematicians, notably Shor, Yudin and Nemirovsky. An interesting feature of Khachian's approach is that it does not rely on combinatorial features of the LP problem. Rather, it constructs a sequence of ellipsoids such that each successive ellipsoid both encloses the optimal solution and undergoes a strict reduction in volume. The ellipsoid method generates improving iterates in the sense that the region of uncertainty sur-
rounding the solution is monotonically 'squeezed'. (Simplex iterates are also improving in the sense that the objective value is decreasing, but they provide no information about the closeness of the current iterate to the solution.)

The crucial elements in polynomiality of the ellipsoid method are what might be termed outer and inner bounds for the solution. The outer bound guarantees an initial enclosing ellipsoid, and the inner bound specifies the size of the final ellipsoid needed to ensure sufficient closeness to the exact solution. Similar features also figure prominently in the complexity analysis of interior methods, and are discussed in Section 6.

Despite its polynomial complexity, the ellipsoid method's performance was extremely disappointing. In practice, the number of iterations tended to be almost as large as the worst-case upper bound, which, although polynomial, is very large. The simplex method accordingly retained its position as the clear winner in any comparison of actual solution times. Creation of the ellipsoid method led to an unexpected anomaly in which an algorithm with the desirable theoretical property of polynomiality compared unfavourably in speed to an algorithm with worst-case exponential complexity. The quest therefore continued for an LP algorithm that was not only polynomial, but also efficient in practice.
This search ended in 1984, when Narendra Karmarkar presented a novel interior method of polynomial complexity for which he reported solution times 50 times faster than the simplex method. Once again, international coverage in the popular press surrounded the event, which has had remarkable and lasting scientific consequences.
Karmarkar's announcement led to an explosion of interest among researchers and practitioners, with substantial progress in several directions. Interior methods are indeed 'fast'; extensive numerical trials have shown conclusively that a variety of interior methods can solve many very large linear programs substantially faster than the simplex method. After a formal relationship was shown between Karmarkar's method and classical barrier methods (Gill et al., 1986), much research has concentrated on the common theoretical foundations of linear and nonlinear programming.
Unlike the simplex method, interior techniques can obviously be applied to nonlinear optimization problems. (In fact, they were devised more than 30 years ago for this purpose!) Interior methods have already been developed for quadratic and nonlinear programming, and extensions of the interior approach to difficult combinatorial problems have also been proposed; see Karmarkar (1990).
A fundamental theme permeating the motivation for interior methods is the creation of continuously parametrized families of approximate solutions that asymptotically converge to the exact solution. As the parameter approaches its limit, the paths to the solution trace smooth trajectories whose
geometric properties can be analysed. Each iteration of a 'path-following' method constructs a step intended to follow one of these trajectories, moving both 'toward' and 'along' the path. In the first heyday of barrier methods, these ideas led to great interest in extrapolation. Today, they are being generalized and extended to new problem areas; for a discussion of such ideas in linear programming, see Megiddo (1987), Bayer and Lagarias (1989, 1991), and Karmarkar (1990). The field of interior methods seems to offer the continuing promise of original theory and efficient methods.

### 1.3. Overview

This article covers only a small part of the large and rapidly expanding number of topics related to interior methods. Although the term 'interior methods' is not precisely defined, several themes perceived as disparate before 1984 can now be placed in a unified framework. For reasons of space, we motivate interior methods only through a 'classical' barrier function. Karmarkar's original 1984 algorithm was based on nonlinear projection, a perspective that provides interesting geometric insights. See Gonzaga (1992), Nesterov and Nemirovsky (1989), and Powell (1990) for further interpretations.

Work in interior methods today is a melange of rediscovered as well as new methods, complexity analysis, and sparse linear algebra. The approach taken in this article is to present some initial background on optimization (Section 2), followed by a detailed treatment of the theory of classical barrier methods (Section 3). After reviewing Newton's method (Section 4), we turn in Section 5 to the special case of linear programming, and describe the structure of several interior methods. A particular interior LP method and its complexity analysis are given in detail (Section 6) to give the flavour of such proofs. The practical success of interior methods is dependent on efficient linear algebra; the relevant techniques for linear and nonlinear problems are described in Section 7. Finally, we close by mentioning selected directions for future research.

## 2. Background in optimization

### 2.1. Definitions and notation

Optimization problems, broadly speaking, involve finding the 'best' value of some function. A continuous optimization problem has three ingredients: a set of variables, usually denoted by the real $n$-vector $x$; an objective function $f(x)$ to be optimized (minimized or maximized); and constraints (equality and/or inequality) that restrict acceptable values of the variables.

Except for the linear programming case, our main interest is in inequality
constraints. We consider a generic optimization problem of the form

$$
\begin{equation*}
\underset{x \in \mathbb{R}^{n}}{\operatorname{minimize}} f(x) \text { subject to } c_{i}(x) \geq 0, \quad i=1, \ldots, m \tag{2.1}
\end{equation*}
$$

It is assumed throughout that all functions of interest are smooth. This assumption is stronger than necessary, and is imposed mainly to simplify the discussion.

The set of points satisfying the constraints of (2.1) is denoted by

$$
\begin{equation*}
\mathcal{F}=\left\{x \mid c_{i}(x) \geq 0, i=1, \ldots, m\right\} \tag{2.2}
\end{equation*}
$$

and is called the feasible region. If $x$ is in $\mathcal{F}, x$ is said to be feasible.
A linear programming problem is an optimization problem in which the objective function and all the constraint functions, both equalities and inequalities, are linear. An optimization problem is called a nonlinear program if the objective or any constraint function is nonlinear. A quadratic program has a quadratic objective and linear constraints.

Several definitions involving sets will be important in our discussion. All sets are in $\mathbb{R}^{n}$ unless stated otherwise.

Definition 1 (Interior of a set.) Given a set $S$, a point $x$ is an interior point of $S$ if $x \in S$ and there exists a neighbourhood of $x$ that is entirely contained in $S$. The interior of $S$, denoted by int $(S)$, is the collection of all interior points of $S$.
Definition 2 (Boundary of a set.) Given a set $S$, a point $x$ is a boundary point of $S$ if every neighbourhood of $x$ contains at least one point in $S$ and at least one point not in $S$. The boundary of $S$ is the collection of all boundary points of $S$.

It is straightforward to show that a closed set contains all its boundary points.

For the feasible region $\mathcal{F}$ (2.2) associated with our generic optimization problem, the subset of points in $\mathcal{F}$ for which all the constraint functions are strictly positive is denoted by $\operatorname{strict}(\mathcal{F})$ and defined as

$$
\begin{equation*}
\operatorname{strict}(\mathcal{F})=\left\{x \mid c_{i}(x)>0, \quad i=1, \ldots, m\right\} \tag{2.3}
\end{equation*}
$$

A point $x$ in $\operatorname{strict}(\mathcal{F})$ is said to be strictly feasible.
Although the sets strict $(\mathcal{F})$ and $\operatorname{int}(\mathcal{F})$ are identical in many instances, they can be different. For example, consider the single constraint $x_{1}^{2}+x_{2}^{2} \geq 0$ in $\mathbb{R}^{2}$. The corresponding feasible region $\mathcal{F}$ includes all of $\mathbb{R}^{2}$; consequently, every point in $\mathbb{R}^{2}$ is an interior point, and $\operatorname{int}(\mathcal{F})=\mathbb{R}^{2}$. In contrast, the set strict $(\mathcal{F})$ includes all points in $\mathbb{R}^{2}$ except the origin.

The idea of a level set will be used in several proofs.
Deffinition 3 (Level set.) For $x$ in a set $S$, the level set of the function
$f(x)$ corresponding to the constant $\tau$ is the set of points in $S$ for which the value of $f$ is less than or equal to $\tau$ :

$$
\{x \in S \mid f(x) \leq \tau\}
$$

For reference, we state formal definitions of local, global and isolated minimizers for the generic problem (2.1). The definitions given here, taken from Fiacco and McCormick (1968), are tailored to our treatment of interior methods, and are slightly different from those in standard textbooks. They can be specialized in an obvious way to include additional restrictions on $x$.

Definition 4 (Local constrained minimizer.) The point $x^{*}$ is a local (constrained) minimizer of problem (2.1) if there exists a compact set $S$ such that

$$
x^{*} \in \operatorname{int}(S) \cap \mathcal{F} \quad \text { and } \quad f\left(x^{*}\right)=\min \{f(x) \mid x \in S \cap \mathcal{F}\}
$$

Definition 5 (Global constrained minimizer.) The point $x^{*}$ is a global (constrained) minimizer of problem (2.1) if

$$
x^{*} \in \mathcal{F} \quad \text { and } \quad f\left(x^{*}\right)=\min \{f(x) \mid x \in \mathcal{F}\}
$$

Definition 6 (Isolated constrained minimizer.) A constrained minimizer $x^{*}$ is isolated if there is a neighbourhood of $x^{*}$ in which $x^{*}$ is the only constrained minimizer.

For the nonlinear function $f(x)$, the $n$-vector $g(x)$ denotes the gradient (vector of first partial derivatives) of $f$, and the $n \times n$ symmetric matrix $H(x)$ denotes the Hessian (matrix of second partial derivatives) of $f$. Given a nonlinear constraint function $c_{i}(x)$, its gradient will be denoted by $a_{i}(x)$, and its Hessian by $H_{i}(x)$. For an $m$-vector $c(x)$ of constraint functions, the $m \times n$ Jacobian matrix of $c$ is denoted by $A(x)$, whose $i$ th row (the transposed gradient of $c_{i}$ ) is $a_{i}(x)^{T}$.

### 2.2. Optimality conditions

We now state optimality conditions for three varieties of nonlinear optimization problems, without any explanation of the origin of these conditions. (Optimality conditions for linear programming are given in Section 5.) Detailed derivations of optimality conditions are given in, for example, Avriel (1976); Fiacco and McCormick (1968); Fletcher (1987); Gill et al. (1981); and Luenberger (1984). Optimality conditions are extremely important because they not only allow us to recognize that a solution has been found, but also suggest algorithms for finding a solution.

Unconstrained optimization. The definition of a local unconstrained minimizer will be important in our discussion of barrier functions, where 'unconstrained' implies that no constraints are locally relevant.

Definition 7 (Local unconstrained minimizer.) The point $x^{*}$ is a local unconstrained minimizer of $f(x)$ if there exists a compact set $S$ such that

$$
x^{*} \in \operatorname{int}(S) \quad \text { and } \quad f\left(x^{*}\right)=\{\min f(x) \mid x \in S\} .
$$

The following conditions are well known to be necessary for $x^{*}$ to be an unconstrained minimizer of $f(x)$ :

$$
\begin{equation*}
g\left(x^{*}\right)=0 \quad \text { and } \quad H\left(x^{*}\right) \geq 0 \tag{2.4}
\end{equation*}
$$

where the notation ' $M \geq 0$ ' means that the matrix $M$ is positive semidefinite. (Similarly, ' $M>0$ ' means that $M$ is positive definite.)
Sufficient conditions for $x^{*}$ to be an isolated unconstrained minimizer of $f(x)$ are

$$
\begin{equation*}
g\left(x^{*}\right)=0 \quad \text { and } \quad H\left(x^{*}\right)>0 . \tag{2.5}
\end{equation*}
$$

The 'order' of an optimality condition refers to the highest order of the derivatives that it contains. For example, the requirement that $g\left(x^{*}\right)=0$ is a first-order optimality condition.
Linear equality constraints. Consider the problem of minimizing $f(x)$ subject to linear equality constraints:

$$
\begin{equation*}
\operatorname{minimize}_{x \in \mathbb{R}^{n}} f(x) \text { subject to } A x=b, \tag{2.6}
\end{equation*}
$$

where $A$ is a constant $m \times n$ matrix. (Note that $A$ is the Jacobian of the linear constraints $A x-b=0$.) Let $N$ denote any matrix whose columns form a basis for the null space of $A$, i.e. for the subspace of vectors $p$ such that $A p=0$. Although the null space itself is unique, in general there are an infinite number of associated bases.

The following conditions are necessary for the point $x^{*}$ to be a local solution of (2.6):

$$
\begin{align*}
A x^{*} & =b ;  \tag{2.7a}\\
g\left(x^{*}\right) & =A^{T} \lambda^{*} \text { for some } \lambda^{*} ;  \tag{2.7b}\\
N^{T} H\left(x^{*}\right) N & \geq 0 . \tag{2.7c}
\end{align*}
$$

Sufficient conditions for $x^{*}$ to be an isolated solution of (2.6) are that (2.7ab) hold and that $N^{T} H\left(x^{*}\right) N$ is positive definite.

The first-order condition $g\left(x^{*}\right)=A^{T} \lambda^{*}$ of (2.7b) means that the gradient of $f$ at an optimal point can be expressed as a linear combination of the columns of $A^{T}$, and hence lies in the range space of $A^{T}$. The Lagrange multiplier $\lambda^{*}$ represents the set of coefficients in this linear combination, and is unique if $A$ has full row rank.

The Lagrangian function for problem (2.6) is

$$
\begin{equation*}
L(x, \lambda)=f(x)-\lambda^{T}(A x-b), \tag{2.8}
\end{equation*}
$$

where $\lambda$ is an $m$-vector. Condition (2.7b) can be interpreted as a statement that the gradient of the Lagrangian function with respect to $x$ vanishes when $\lambda=\lambda^{*}$.

The relation $g\left(x^{*}\right)=A^{T} \lambda^{*}$ is also equivalent to the condition $N^{T} g\left(x^{*}\right)=0$, namely, the projection of $g\left(x^{*}\right)$ into the null space of $A$ vanishes. (The vector $N^{T} g(x)$ is called the reduced gradient of $f$ at $x$.) Condition (2.7b) is therefore analogous to the requirement in the unconstrained case that the gradient itself must be zero.

The matrix $N^{T} H\left(x^{*}\right) N$ appearing in the second-order optimality condition (2.7c) is the Hessian of $f$ projected into the null space of $A$, and is called the reduced Hessian of $f$. For linear equality constraints, the reduced Hessian plays the same role in optimality conditions as the full Hessian in the unconstrained case.

The feasibility and first-order optimality conditions ( $2.7 \mathrm{a}-\mathrm{b}$ ) satisfied by $x^{*}$ and $\lambda^{*}$ can conveniently be summarized as a system of $(n+m)$ nonlinear equations in the variables $(x, \lambda)$ :

$$
\begin{equation*}
\Phi(x, \lambda)=\binom{g(x)-A^{T} \lambda}{A x-b}=\binom{0}{0} \tag{2.9}
\end{equation*}
$$

These equations state that the gradient of the Lagrangian function (2.8) and the constraint vector $A x-b$ should both be zero.

Nonlinear inequality constraints. The final problem category to be discussed is the generic problem with nonlinear inequality constraints:

$$
\begin{equation*}
\operatorname{minimize}_{x \in \mathbb{R}^{n}} f(x) \quad \text { subject to } \quad c(x) \geq 0 \tag{2.10}
\end{equation*}
$$

where $c(x)$ consists of $m$ component functions. The constraint $c_{i}(x) \geq 0$ is said to be active at $\bar{x}$ if $c_{i}(\bar{x})=0$ and inactive if $c_{i}(\bar{x})>0$. Let $\hat{A}(x)$ denote the Jacobian of the active constraints at $x$, and let $N(x)$ denote a matrix whose columns form a basis for the null space of $\hat{A}$.

Nonlinear constraints can be extremely complicated, and necessary optimality conditions can be stated only after making assumptions about the constraints (called regularity assumptions or constraint qualifications); see, for example, Avriel (1976), Fiacco and McCormick (1968) or Fletcher (1987). The most common form of constraint qualification is an assumption that the gradients of the active constraints are linearly independent (or that the constraints are linear).

The Lagrangian function for problem (2.10) is defined as

$$
\begin{equation*}
L(x, \lambda)=f(x)-\lambda^{T} c(x) \tag{2.11}
\end{equation*}
$$

(see (2.8)). For future reference, we note that the Hessian of the Lagrangian
with respect to $x$, denoted by $W$, is given by

$$
\begin{equation*}
W(x, \lambda)=\nabla^{2} L(x, \lambda)=H(x)-\sum_{i=1}^{m} \lambda_{i} H_{i}(x) . \tag{2.12}
\end{equation*}
$$

If a suitable constraint qualification holds at $x^{*}$, the following conditions can be shown to be necessary for the point $x^{*}$ to be a constrained minimizer of (2.10):

$$
\begin{align*}
c\left(x^{*}\right) & \geq 0 ;  \tag{2.13a}\\
g\left(x^{*}\right) & =A\left(x^{*}\right)^{T} \lambda^{*} \text { for some } \lambda^{*} ;  \tag{2.13b}\\
\lambda_{i}^{*} c_{i}\left(x^{*}\right) & =0, \quad i=1, \ldots, m ;  \tag{2.13c}\\
\lambda_{i}^{*} & \geq 0, \quad i=1, \ldots, m ;  \tag{2.13d}\\
N\left(x^{*}\right)^{T} W\left(x^{*}, \lambda^{*}\right) N\left(x^{*}\right) & \geq 0 . \tag{2.13e}
\end{align*}
$$

Condition (2.13c), which forces at least one of $c_{i}\left(x^{*}\right)$ and $\lambda_{i}^{*}$ to be zero for every $i$, is called a complementarity condition. In particular, it means that if $c_{i}\left(x^{*}\right)>0$, i.e. constraint $i$ is inactive at $x^{*}$, then $\lambda_{i}^{*}$ must be zero.
Because the multipliers for inactive constraints are zero, the first-order condition (2.13b) states that the gradient of $f$ at $x^{*}$ is a linear combination of the active constraint gradients, so that $N\left(x^{*}\right)^{T} g\left(x^{*}\right)=0$. Trivial rearrangement of ( 2.13 b ) also reveals that the gradient of the Lagrangian function with respect to $x$ vanishes at $x^{*}$ when $\lambda=\lambda^{*}$, i.e. $x^{*}$ is a stationary point of the Lagrangian function when $\lambda=\lambda^{*}$. However, $x^{*}$ is not necessarily a minimizer of the Lagrangian function.

A crucial distinction arising from constraint nonlinearities can be seen in the second-order condition (2.13e), which involves the reduced Hessian of the Lagrangian, rather than the reduced Hessian of $f$ alone. The inclusion of constraint curvature is an essential feature of efficient algorithms for nonlinearly constrained problems.

Sufficient conditions for $x^{*}$ to be an isolated constrained minimizer of (2.10) are: (i) a suitable constraint qualification applies at $x^{*}$ (for example, the gradients of the active constraints at $x^{*}$ are linearly independent); (ii) conditions ( $2.13 \mathrm{a}-\mathrm{c}$ ) are satisfied; and (iii) the following strengthened versions of ( $2.13 \mathrm{~d}-\mathrm{e}$ ) hold:

$$
\begin{align*}
\lambda_{i}^{*} & >0 \text { if } c_{i}\left(x^{*}\right)=0 ;  \tag{2.14}\\
N\left(x^{*}\right)^{T} W\left(x^{*}, \lambda^{*}\right) N\left(x^{*}\right) & >0 . \tag{2.15}
\end{align*}
$$

Inequality (2.14) is called strict complementarity, and holds when all Lagrange multipliers associated with active constraints are positive. The property of strict complementarity is often assumed because the presence of a zero multiplier for an active constraint creates complications.

Condition (2.15) is equivalent to the existence of $\alpha>0$ such that

$$
\begin{equation*}
p^{T} W\left(x^{*}, \lambda^{*}\right) p \geq \alpha\|p\|^{2} \quad \text { for all } p \text { such that } \hat{A}\left(x^{*}\right) p=0 \tag{2.16}
\end{equation*}
$$

### 2.3. Convexity

Most work on interior methods to date has focused on convex optimization problems, of which linear programming is the most obvious instance. As we shall see, many complications that arise for general optimization problems disappear in the presence of convexity. See Rockafellar (1970) for a complete treatment of convex analysis.

Definition 8 (Convex set.) The set $S$ is convex if, for every $x_{1}$ and $x_{2}$ in $S$, and for all $\theta$ satisfying $0 \leq \theta \leq 1$, the point $z=(1-\theta) x_{1}+\theta x_{2}$ is also in $S$.

Definition 9 (Convex and concave functions.) The function $f(x)$, defined for $x$ in a nonempty open convex set $S$, is convex if, for every two points $x_{1}$ and $x_{2}$ in $S$, and for all $\theta$ satisfying $0 \leq \theta \leq 1$,

$$
\begin{equation*}
f\left((1-\theta) x_{1}+\theta x_{2}\right) \leq(1-\theta) f\left(x_{1}\right)+\theta f\left(x_{2}\right) \tag{2.17}
\end{equation*}
$$

(If the set $S$ is not specified, it is assumed to be $\mathbb{R}^{n}$.) The function $f$ is concave if $-f$ is convex. The function $f$ is strictly convex if the inequality in (2.17) is strict when $x_{1} \neq x_{2}$ and $0<\theta<1$.

Several useful results associated with convexity are:
1 the intersection of a finite number of convex sets is convex;
2 all level sets of a convex function are convex;
3 given a set of convex functions $\left\{\varphi_{i}(x)\right\}, i=1, \ldots, m$, the set of points satisfying $\varphi_{i}(x) \leq 0$ is convex;
4 the smooth function $f(x)$, defined for $x$ in an open convex set $S$, is convex if its Hessian matrix $H(x)$ is positive semi-definite for all $x \in S$, and strictly convex if $H(x)$ is positive definite for all $x \in S$.

Convex programs are constrained optimization problems with important special properties. It should be stressed that the only equality constraints permitted in a convex program are linear constraints.

Definition 10 (Convex program.) The problem of minimizing $f(x)$ subject to the linear equality constraints $A x=b$ and the inequality constraints $c_{i}(x) \geq 0, i=1, \ldots, m$, is a convex program if $f(x)$ is convex and $-c_{i}(x)$ is convex for $i=1, \ldots, m$.

A slight irritation is that our generic form for inequality constraints involves a 'greater than' relation $\left(c_{i}(x) \geq 0\right)$ for expositional convenience. Unfortunately, an optimization problem with constraints in this form is a
convex program only if each negative constraint function $-c_{i}(x)$ is convex, i.e. if $c_{i}(x)$ itself is concave. Hence minus signs appear throughout our discussion of the constraints in convex programs.

Using these definitions, it is easy to see that a linear function is convex (and also concave), and that a linear programming problem is a convex program. Two properties that are important in interior methods for linear programming are stated formally in the following theorems; see Fiacco and McCormick (1968) or Fletcher (1987) for details.
Theorem 1 If $x^{*}$ is a local constrained minimizer of a convex programming problem, it is also a global constrained minimizer. Further, the set of minimizers of a convex program is convex.

Theorem 2 If the optimization problem (2.10) is a convex program, and if $x^{*}$ satisfies the feasibility and first-order necessary conditions ( $2.13 \mathrm{a}-\mathrm{d}$ ), then $x^{*}$ is a global constrained minimizer of (2.10).

## 3. Barrier methods

### 3.1. Intuition and motivation

Suppose that we wish to minimize $f(x)$ subject to a set of inequality constraints $c_{i}(x) \geq 0, i=1, \ldots, m$. If the constraints affect the solution, either an unconstrained minimizer of $f(x)$ is infeasible (for example, when minimizing $x^{2}$ subject to $x \geq 1$ ), or else $f(x)$ is unbounded below when the constraints are removed (for example, when minimizing $x^{3}$ subject to $x \geq 1$ ). Consequently, if an optimization method tries to achieve a 'large' reduction in the objective function from its value at a feasible point, the iterates tend to move outside the feasible region. In fact, many popular algorithms for nonlinearly constrained optimization (such as SQP methods; see, for example, Fletcher (1987), and Gill et al. (1981)) typically produce infeasible iterates that approach feasibility only in the limit.

When feasibility at intermediate points is essential - for example, in practical problems where the objective function is meaningless unless the constraints are satisfied - it seems desirable for iterates to approach the constrained solution from the interior of the feasible region. Barrier methods constitute a well known class of methods with this property.

Barrier methods may be applied only to inequality constraints for which strictly feasible points exist. This property does not hold for all inequality constraints, even if the feasible region is nonempty; for example, consider the constraints $x_{1}+x_{2} \geq 0$ and $-x_{1}-x_{2} \geq 0$, for which the feasible region consists of the line $\left\{x_{1}+x_{2}=0\right\}$.

Given an initial strictly feasible point and mild assumptions about the feasible region, strict feasibility can be retained by minimizing a composite function consisting of the original objective $f(x)$ plus a positive multiple of
an infinite 'barrier' at the boundary of $\operatorname{strict}(\mathcal{F})$. The most effective methods for unconstrained optimization (such as Newton's method; see Section 4) require differentiability. A suitable barrier term is therefore composed of functions that are smooth at strictly feasible points, but contain a positive singularity if any constraint is zero. Under these conditions, a minimizer of the composite function must occur at a strictly feasible point.

When the barrier term is heavily weighted, a minimizer of the composite function will lie, informally speaking, 'far away' from the boundary. If the coefficient of the barrier term is reduced, the singularity becomes less influential, except at points near the boundary; minimizers of the composite function can then move closer (but not 'too close') to the boundary. The weight on the barrier term thus tends to regulate the distance from the iterates to the boundary. In the parlance of modern interior methods, the barrier term forces the iterates to remain centred in the strictly feasible region.

As the factor multiplying the barrier term decreases to zero, intuition suggests that minimizers of the composite function will converge to a constrained solution $x^{*}$ that lies on the boundary of $\operatorname{strict}(\mathcal{F})$. We shall see later (Sections 3.3 and 3.4) that this intuition can be verified rigorously under reasonably mild conditions.

We stress that there is ample room for many formulations of a 'barrier function', as indicated by the range of definitions in Fiacco and McCormick (1968) and in Nesterov and Nemirovsky (1989). Other varieties of composite functions - called 'potential' and 'centering' functions - have also been proposed for use in interior methods; see, for example, Sonnevend (1986) and Gonzaga (1992). Karmarkar's original (1984) LP algorithm included a logarithmic potential function. The method of centres of Huard (1967) imposes an additional constraint at each iteration based on the current value of the objective function; see Renegar (1988) for an LP method based on this idea.

In all cases, the composite functions display a common motivation of simultaneously reflecting the objective function (thereby encouraging its reduction) as well as forcing iterates to stay 'nicely centred' in the feasible region. They differ, however, in the balance of these sometimes conflicting aims.

### 3.2. The logarithmic barrier function

For simplicity, we discuss only the simplest barrier function based on a logarithmic singularity, which was not only the most popular in the 1960 s, but also has received substantial attention since 1984. The logarithmic barrier function was first defined by Frisch in 1955, and was extensively studied and analysed during the 1960s. Detailed theoretical discussions of classical
barrier methods, along with historical background, are given in Fiacco and McCormick (1968) and Fiacco (1979).

The logarithmic barrier function associated with minimizing $f(x)$ subject to $c(x) \geq 0$ is

$$
\begin{equation*}
B(x, \mu)=f(x)-\mu \sum_{i=1}^{m} \ln c_{i}(x) \tag{3.1}
\end{equation*}
$$

where the barrier parameter $\mu$ is strictly positive. (When the meaning is clear, we may write $B$ with a single argument $\mu$ or without arguments.) Since the logarithm is undefined for nonpositive arguments, the logarithmic barrier function is defined only in strict $(\mathcal{F})$.

Simply stating the definition (3.1) does not give an adequate impression of the dramatic effects of the imposed barrier. Figure 1 depicts the onedimensional variation of a barrier function for two values of $\mu$. Even for the modest value $\mu=0.1$, the (visually) extreme steepness of the singularity is evident.


Fig. 1. The one-dimensional behaviour of a barrier function.

The intuitive motivation for a barrier method is that we seek unconstrained minimizers of $B(x, \mu)$ for values of $\mu$ decreasing to zero. If the solution $x^{*}$ of the constrained problem lies on the boundary and exact arithmetic is used, a barrier method can never produce the exact solution. Barrier methods consequently terminate when the current iterate satisfies some approximation to the desired optimality conditions. 'Classical' barrier algorithms as well as many recent interior methods have the following form:

## Generic Barrier Algorithm

0. Set $x_{0}$ to a strictly feasible point, so that $c\left(x_{0}\right)>0$, and set $\mu_{0}$ to a positive value; $k \leftarrow 0$.
1. Check whether $x_{k}$ qualifies as an approximate local constrained minimizer for the original problem (2.10). If so, stop with $x_{k}$ as the solution.
2. Compute an unconstrained minimizer $x\left(\mu_{k}\right)$ of $B\left(x, \mu_{k}\right)$.
3. $x_{k+1} \leftarrow x\left(\mu_{k}\right)$; choose $\mu_{k+1}<\mu_{k} ; k \leftarrow k+1$; return to Step 1 .

In practice, the calculation of $x\left(\mu_{k}\right)$ in Step 2 is carried out approximately, and only a few iterations of an unconstrained method may be performed before the barrier parameter is updated. In the theoretical results given here, we assume that $x\left(\mu_{k}\right)$ is an exact unconstrained minimizer.

We illustrate the behaviour of the generic algorithm on a simple twovariable example:

$$
\begin{aligned}
\operatorname{minimize} & x_{1} x_{2}-\frac{1}{2} x_{1}^{2}-x_{2} \\
\text { subject to } & x_{1}^{2}+x_{2}^{2} \leq 2 \\
& x_{1}^{2} x_{2}^{2} \leq 10
\end{aligned}
$$

The first constraint is satisfied inside the circle of radius $\sqrt{2}$ centred at the origin; although the second constraint is redundant, it nonetheless affects each minimizer of the barrier function. The point $x^{*}=(-1,1)^{T}$ is an isolated local constrained minimizer at which only the first constraint is active. Figure 2 depicts selected barrier minimizers converging to $x^{*}$, which lies on the boundary of the feasible region (depicted as a dashed curve).


Fig. 2. Convergence of barrier minimizers to $x^{*}=(-1,1)^{T}$.

The next two sections provide a rigorous foundation for the generic approach, including the assumptions necessary to make it succeed in converging to a solution $x^{*}$ of the original constrained problem. After establishing local convergence properties, we return in Section 3.5 to a more detailed analysis of the sequence of barrier minimizers.

### 3.3. Theoretical results for convex programs

Pre-1984 presentations of barrier methods for nonlinear problems typically begin with general results, which are then specialized to convex programs. We have chosen instead to give a self-contained presentation of the convex results first. Readers whose primary interest is in interior methods for linear and convex programming can read this section only and skip to Section 3.5.

Consider the convex programming problem

$$
\begin{equation*}
\underset{x \in \mathbb{R}^{n}}{\operatorname{minimize}} f(x) \quad \text { subject to } \quad c_{i}(x) \geq 0, \quad i=1, \ldots, m \tag{3.2}
\end{equation*}
$$

where $f$ and $\left\{-c_{i}\right\}$ are convex. In this section, $\mathcal{F}$ denotes the feasible region for the constraints of (3.2). Recall from Theorem 1 that every local minimizer of a convex program is a global minimizer; hence, if any minimizer exists, the optimal value of $f$ in $\mathcal{F}$ is unique.

An obvious fundamental question involves the conditions under which a solution $x^{*}$ of (3.2) is the limit of a sequence of unconstrained minimizers of the barrier function. The main assumption needed to prove convergence results is that the set $\mathcal{M}$ of minimizers of (3.2) is bounded. (We know already from Theorem 1 that $\mathcal{M}$ is convex.) Boundedness of the set of minimizers holds automatically under the much stronger assumption that the feasible region itself is bounded.

The major results of this section are given in Theorem 5. Two other theorems serve as a prelude.

Theorem 3 (a version of Theorem 24 in Fiacco and McCormick (1968)) shows that, if a set of convex functions defines a bounded feasible region, then suitably perturbed versions of the same functions also define a bounded feasible region. The application of this theorem in the proof of Theorem 4 involves a level set derived from the objective function.
Theorem 3 (Boundedness of perturbed convex sets.) Let $-\varphi_{i}(x)$ be a convex function for $i=1, \ldots, m$, and assume that the convex set

$$
\mathcal{N}=\left\{x \mid \varphi_{i}(x) \geq 0, \quad i=1, \ldots, m\right\}
$$

is nonempty and bounded. Then for any set of values $\left\{\Delta_{i}\right\}$, where $\Delta_{i} \geq 0$, $i=1, \ldots, m$, the set

$$
\left\{x \mid \varphi_{i}(x) \geq-\Delta_{i}, \quad i=1, \ldots, m\right\}
$$

is bounded.
Proof. The result will follow in an obvious way if verified for $\Delta_{1}>0$ and $\Delta_{i}=0, i \neq 1$. Given $\Delta_{1}>0$, let $\mathcal{N}_{1}$ denote the set

$$
\mathcal{N}_{1}=\left\{x \mid \varphi_{1}(x) \geq-\Delta_{1} \text { and } \varphi_{i} \geq 0, \quad i=2, \ldots, m\right\}
$$

Because $\mathcal{N}_{1}$ is the intersection of a finite number of convex sets, $\mathcal{N}_{1}$ is convex.
To prove by contradiction that $\mathcal{N}_{1}$ is bounded, we assume the contrary: for any point $x_{1} \in \mathcal{N}$, there exists a ray emanating from $x_{1}$ that does not intersect the boundary of $\mathcal{N}_{1}$, so that $x_{1}+\alpha p$ lies in $\mathcal{N}_{1}$ for some direction $p$ and any $\alpha \geq 0$. (The fact that any unbounded convex set must contain a ray is standard; see, for example, Grünbaum (1967).)

Because $\mathcal{N}$ is bounded by assumption, there must be a point $x_{2}$ on this ray that does not lie in $\mathcal{N}$. Let $x_{2}$ be such a point, given by $x_{2}=x_{1}+\alpha_{2} p$ for
some $\alpha_{2}>0$, for which $\varphi_{1}$ assumes a negative value, say $\varphi_{1}\left(x_{2}\right)=-\delta<0$, where $\delta<\Delta_{1}$.

Let $x_{3}$ denote a point on the ray that lies beyond $x_{2}$, i.e. $x_{3}=x_{1}+\alpha_{3} p$, where $\alpha_{3}>\alpha_{2}$. The point $x_{2}$ can then be written as

$$
\begin{equation*}
x_{2}=x_{1}+\theta\left(x_{3}-x_{1}\right)=(1-\theta) x_{1}+\theta x_{3} \tag{3.3}
\end{equation*}
$$

where $0<\theta<1$.
Applying Definition 9 of a convex function to the expression (3.3) for $x_{2}$, we obtain

$$
(1-\theta) \varphi_{1}\left(x_{1}\right)+\theta \varphi_{1}\left(x_{3}\right) \leq \varphi_{1}\left(x_{2}\right)=-\delta,
$$

which gives

$$
\theta \varphi_{1}\left(x_{3}\right) \leq-\delta-(1-\theta) \varphi_{1}\left(x_{1}\right)
$$

Because $\varphi_{1}\left(x_{1}\right) \geq 0$ and $0<\theta<1$, it follows that

$$
\varphi_{1}\left(x_{3}\right) \leq \frac{-\delta}{\theta}
$$

If $\theta$ is sufficiently small, namely $\theta<\delta / \Delta_{1}$, the value of $\varphi_{1}\left(x_{3}\right)$ must be strictly less than $-\Delta_{1}$, which shows that $x_{3}$ cannot lie in $\mathcal{N}_{1}$. This gives the desired contradiction, and shows that $\mathcal{N}_{1}$ must be bounded.

The next result is related to Lemma 12 in Fiacco and McCormick (1968), which applies to a general barrier function. Given a convex program with a nonempty strict interior and a bounded set of minimizers, the theorem states that any particular level set of the logarithmic barrier function is bounded and closed. The boundedness property is important because it implies that the set of minimizers of the barrier function is bounded.

Theorem 4 (Compactness of barrier function level sets.) Consider the convex program of minimizing $f(x)$ subject to $c_{i}(x) \geq 0, i=1, \ldots, m$. Let $\mathcal{F}$ denote the (convex) feasible region. Assume that $\operatorname{strict}(\mathcal{F})$ is nonempty and that the set of minimizers $\mathcal{M}$ for the convex program is nonempty and bounded. Then for any $\mu_{k}>0$ and any constant $\tau$, the level set

$$
S(\tau)=\left\{x \in \operatorname{strict}(\mathcal{F}) \mid B\left(x, \mu_{k}\right) \leq \tau\right\}
$$

is bounded and closed, where $B\left(x, \mu_{k}\right)$ is the logarithmic barrier function.
Proof. Boundedness of $S(\tau)$ will be established by showing that, under the stated assumptions, the barrier function cannot remain bounded above while its argument becomes unbounded.

Let $\hat{x}$ denote any point in $\operatorname{strict}(\mathcal{F})$ (which is assumed to be nonempty). Given any $\epsilon>0$, let $\hat{D}$ denote the level set defined by the values of $f(\hat{x})$ and $\epsilon$ :

$$
\begin{equation*}
\hat{D}=\{x \in \mathcal{F} \mid f(x) \leq f(\hat{x})+\epsilon\} . \tag{3.4}
\end{equation*}
$$

Convexity of $f$ implies that $\hat{D}$ is convex (see Section 2.3). The functions $f$ and $\left\{c_{i}\right\}$ are smooth, so that $\hat{D}$ is closed. The first step in proving the theorem is to show that $\hat{D}$ is bounded, from which it will follow that $\hat{D}$ is compact.

To show that the set $\hat{D}$ is bounded, we invoke Theorem 3. Let $f^{*}$ denote the minimum value of $f(x)$ for $x \in \mathcal{F}$. Because every local minimizer of a convex program is a global minimizer (see Theorem 1), the quantity $\Delta=$ $f(\hat{x})+\epsilon-f^{*}$ must be positive. By assumption, the set $\mathcal{M}$, which may be written as $\left\{x \in \mathcal{F} \mid f(x) \leq f^{*}\right\}$, is nonempty and bounded; further, $\mathcal{M}$ is convex because $f$ is convex. We now define the function $\phi(x)$ as $f^{*}-f(x)$, and observe that $-\phi$ is convex. Theorem 3 then applies to $\phi$ and the positive perturbation $\Delta$, and implies boundedness of the set

$$
\{x \in \mathcal{F} \mid \phi(x) \geq-\Delta\}=\left\{x \in \mathcal{F} \mid f^{*}-f(x) \geq f^{*}-f(\hat{x})-\epsilon\right\},
$$

which is simply a rearranged definition of $\hat{D}$. Consequently, $\hat{D}$ is compact. It is straightforward to see that its boundary, bnd $(\hat{D})$, is also compact. The definition (3.4) of $\hat{D}$ shows that $\hat{x}$ does not lie on the boundary of $\hat{D}$.
Having established the compactness of $\hat{D}$ and its boundary, we can now prove boundedness of $S(\tau)$ by contradiction. Assume the contrary of the desired result, namely that for some $\mu_{k}>0$, there is an unbounded sequence $\left\{y_{j}\right\}$ of points in $\operatorname{strict}(\mathcal{F})$ for which the barrier function values $B\left(y_{j}, \mu_{k}\right)$ remain bounded above.
For such a sequence, let $j$ be sufficiently large so that $y_{j}$ lies outside $\hat{D}$. By definition of $\hat{D}$, it must hold that

$$
f\left(y_{j}\right)>f(\hat{x})+\epsilon .
$$

Let $z_{j}$ be the point on the boundary of $\hat{D}$ where the line connecting $\hat{x}$ and $y_{j}$ intersects the boundary. (Because $\hat{D}$ is convex, $z_{j}$ is unique.) Let $\lambda_{j}$ be the scalar satisfying $0<\lambda_{j}<1$ such that

$$
\begin{equation*}
z_{j}=\left(1-\lambda_{j}\right) \hat{x}+\lambda_{j} y_{j} . \tag{3.5}
\end{equation*}
$$

We have assumed that $\left\|y_{j}\right\|$ is unbounded for sufficiently large $j$. Since $\left\|z_{j}\right\|$ is finite, (3.5) shows that

$$
\begin{equation*}
\lambda_{j} \rightarrow 0 \quad \text { as } \quad j \rightarrow \infty . \tag{3.6}
\end{equation*}
$$

Because $\hat{x}$ and $y_{j}$ are both in strict $(\mathcal{F})$, we know that $c_{i}(\hat{x})>0$ and $c_{i}\left(y_{j}\right)>0$ for $i=1, \ldots, m$. Convexity of $-c_{i}(x)$ combined with (3.5) gives

$$
\begin{equation*}
c_{i}\left(z_{j}\right) \geq\left(1-\lambda_{j}\right) c_{i}(\hat{x})+\lambda_{j} c_{i}\left(y_{j}\right)>0, \tag{3.7}
\end{equation*}
$$

which shows that $z_{j} \in \operatorname{strict}(\mathcal{F})$. Since $z_{j}$ is by definition in $\operatorname{bnd}(\hat{D})$, we conclude from (3.4) that $f\left(z_{j}\right)=f(\hat{x})+\epsilon$. Because $f$ is convex (see Defini-
tion 9), (3.5) implies

$$
f\left(z_{j}\right) \leq\left(1-\lambda_{j}\right) f(\hat{x})+\lambda_{j} f\left(y_{j}\right) .
$$

Dividing by $\lambda_{j}$ and substituting $f\left(z_{j}\right)=f(\hat{x})+\epsilon$, we obtain a lower bound on $f\left(y_{j}\right)$ :

$$
\begin{equation*}
f\left(y_{j}\right) \geq f(\hat{x})+\frac{\epsilon}{\lambda_{j}} \tag{3.8}
\end{equation*}
$$

It then follows from (3.6) that

$$
f\left(y_{j}\right) \rightarrow \infty \quad \text { as } \quad j \rightarrow \infty
$$

so that the objective function values at $\left\{y_{j}\right\}$ become unbounded.
Turning back to the constraint functions, positivity of $\lambda_{j}$ means that the first inequality in (3.7) can be rewritten as

$$
\begin{equation*}
c_{i}\left(y_{j}\right) \leq c_{i}(\hat{x})+\frac{c_{i}\left(z_{j}\right)-c_{i}(\hat{x})}{\lambda_{j}} \tag{3.9}
\end{equation*}
$$

Since the set $\operatorname{bnd}(\hat{D})$ is compact, the function $c_{i}(x)-c_{i}(\hat{x})$ achieves its maximum for some $x \in \operatorname{bnd}(\hat{D})$. Let $d_{i}$ denote

$$
d_{i}=\max \left\{c_{i}(x)-c_{i}(\hat{x}) \mid x \in \operatorname{bnd}(\hat{D})\right\}
$$

We now wish to demonstrate that $d_{i} \geq 0$. Because $z_{j} \in \operatorname{bnd}(\hat{D})$ and $c_{i}\left(y_{j}\right)>0$, we apply the definition of $d_{i}$ and relation (3.9) to show that

$$
\begin{equation*}
c_{i}(\hat{x})+\frac{d_{i}}{\lambda_{j}} \geq c_{i}\left(y_{j}\right)>0, \quad i=1, \ldots, m \tag{3.10}
\end{equation*}
$$

If $d_{i}$ were negative, the first expression in (3.10) would eventually become negative as $\lambda_{j} \rightarrow 0$, which is impossible. It follows that $d_{i} \geq 0$ for $i=1$, ..., m.

Finally, the barrier function $B\left(y_{j}, \mu_{k}\right)$ is formed. Using (3.8), (3.10), monotonicity of the logarithm function, and positivity of $\mu_{k}$, we have:

$$
\begin{align*}
B\left(y_{j}, \mu_{k}\right) & =f\left(y_{j}\right)-\mu_{k} \sum \ln c_{i}\left(y_{j}\right) \\
& \geq f(\hat{x})+\frac{\epsilon}{\lambda_{j}}-\mu_{k} \sum \ln \left(c_{i}(\hat{x})+\left(d_{i} / \lambda_{j}\right)\right) \\
& =f(\hat{x})+\frac{\epsilon-\mu_{k} \lambda_{j} \sum \ln \left(c_{i}(\hat{x})+\left(d_{i} / \lambda_{j}\right)\right)}{\lambda_{j}} \tag{3.11}
\end{align*}
$$

The logarithm function has the property that, for a positive constant $\nu$ and $\delta \geq 0$,

$$
\lim _{\lambda \rightarrow 0_{+}} \lambda \ln \left(\nu+\frac{\delta}{\lambda}\right)=0
$$

Thus the limit of the numerator in (3.11) is $\epsilon$, and the quotient in (3.11) is
unbounded above as $\lambda_{j} \rightarrow 0$. It follows that $B\left(y_{j}, \mu_{k}\right)$ is unbounded above as $j \rightarrow \infty$, thereby contradicting our assumption that the barrier function values $\left\{B\left(y_{j}, \mu_{k}\right)\right\}$ are bounded above for an unbounded sequence $\left\{y_{j}\right\}$. This proves that $S(\tau)$ is bounded.

To show that $S(\tau)$ is closed, we prove that it contains all its accumulation points. Let $\left\{x_{j}\right\}$ be a convergent sequence in $S(\tau)$, with limit point $\bar{x}$. It follows from the continuity of $f$ and $\left\{c_{i}\right\}$ in $\operatorname{strict}(\mathcal{F})$ that $\bar{x}$ must satisfy $B\left(\bar{x}, \mu_{k}\right) \leq \tau$. Further, $\bar{x}$ must either be in $\operatorname{strict}(\mathcal{F})$ or else have the property that $c_{i}(\bar{x})=0$ for at least one index $i$.

If $\bar{x}$ is in $\operatorname{strict}(\mathcal{F})$, by definition $\bar{x}$ is in $S(\tau)$. Suppose that $\bar{x}$ is not in strict $(\mathcal{F})$. Then, because $c_{i}(\bar{x})=0$ for some index $i$, unboundedness of the logarithm for a zero argument and convergence of $\left\{x_{j}\right\}$ to $\bar{x}$ together imply that, for sufficiently large $j$, the barrier term $-\sum_{i=1}^{m} \ln c_{i}\left(x_{j}\right)$ cannot be bounded above. In particular, for any constant $\gamma$ and sufficiently large $j$,

$$
\begin{equation*}
-\sum_{i=1}^{m} \ln c_{i}\left(x_{j}\right)>\gamma \tag{3.12}
\end{equation*}
$$

We now define $\gamma$ as $\gamma=\left(\tau-f^{*}\right) / \mu_{k}$; the value of $\gamma$ is finite because $f^{*}$ is finite. Since $x_{j}$ lies in strict $(\mathcal{F})$, we know from the convexity of $f$ that $f\left(x_{j}\right) \geq f^{*}$, which means that $-f^{*} \geq-f\left(x_{j}\right)$. Applying this inequality and the definition of $\gamma$ in (3.12), we obtain

$$
-\sum_{i=1}^{m} \ln c_{i}\left(x_{j}\right)>\frac{\tau-f\left(x_{j}\right)}{\mu_{k}}
$$

After rearrangement, this relation implies that $B\left(x_{j}, \mu_{k}\right)>\tau$, i.e., that $x_{j} \notin S(\tau)$, a contradiction. We conclude that any accumulation point of a sequence in $S(\tau)$ must lie in $S(\tau)$, which means that $S(\tau)$ is closed.

We have shown that $S(\tau)$ is both bounded and closed; its compactness is immediate.

We are now ready to give the main theorem concerning barrier methods for convex programs. The most important result is (vi), which shows that limit points of a minimizing sequence for the barrier function converge to constrained minimizers of the convex program.
Theorem 5 (Convergence of barrier methods on convex programs.) Consider the convex program of minimizing $f(x)$ subject to $c_{i}(x) \geq 0, i=1$, $\ldots, m$. Let $\mathcal{F}$ denote the feasible region for this problem, and assume that $\operatorname{strict}(\mathcal{F})$ is nonempty. Let $\left\{\mu_{k}\right\}$ be a decreasing sequence of positive barrier parameters such that $\lim _{k \rightarrow \infty} \mu_{k}=0$. Assume that the set $\mathcal{M}$ of constrained local minimizers of the convex program is nonempty and bounded, and let $f^{*}$ denote the optimal value of $f$. Then
(i) the logarithmic barrier function $B\left(x, \mu_{k}\right)$ is convex in $\operatorname{strict}(\mathcal{F})$;
(ii) $B\left(x, \mu_{k}\right)$ has a finite unconstrained minimizer in $\operatorname{strict}(\mathcal{F})$ for every $\mu_{k}>0$, and the set $\mathcal{M}_{k}$ of unconstrained minimizers of $B\left(x, \mu_{k}\right)$ in $\operatorname{strict}(\mathcal{F})$ is convex and compact for every $k$;
(iii) any unconstrained local minimizer of $B\left(x, \mu_{k}\right)$ in $\operatorname{strict}(\mathcal{F})$ is also a global unconstrained minimizer of $B\left(x, \mu_{k}\right)$;
(iv) let $y_{k}$ denote an unconstrained minimizer of $B\left(x, \mu_{k}\right)$ in $\operatorname{strict}(\mathcal{F})$; then, for all $k$,

$$
f\left(y_{k+1}\right) \leq f\left(y_{k}\right) \quad \text { and } \quad-\sum_{i=1}^{m} \ln c_{i}\left(y_{k}\right) \leq-\sum_{i=1}^{m} \ln c_{i}\left(y_{k+1}\right)
$$

(v) there exists a compact set $S$ such that, for all $k$, every minimizing point $y_{k}$ of $B\left(x, \mu_{k}\right)$ lies in $S \cap \operatorname{strict}(\mathcal{F})$;
(vi) any sequence $\left\{y_{k}\right\}$ of unconstrained minimizers of $B\left(x, \mu_{k}\right)$ has at least one convergent subsequence, and every limit point of $\left\{y_{k}\right\}$ is a local constrained minimizer of the convex program;
(vii) let $\left\{x_{k}\right\}$ denote a convergent subsequence of unconstrained minimizers of $B\left(x, \mu_{k}\right)$; then $\lim _{k \rightarrow \infty} f\left(x_{k}\right)=f^{*}$;
(viii) $\lim _{k \rightarrow \infty} B_{k}=f^{*}$, where $B_{k}$ denotes $B\left(x_{k}, \mu_{k}\right)$.

Proof. It is straightforward to prove convexity of $B\left(x, \mu_{k}\right)$ using the convexity of $f$ and $\left\{-c_{i}\right\}$, monotonicity of the logarithm function and Definition 9 of a convex function. Thus (i) is established.

The assumptions of this theorem are the same as those of Theorem 4. Let $x_{0}$ denote the strictly feasible point at which the barrier iterations are initiated. For the barrier parameter $\mu_{k}$ and some $\epsilon>0$, we define the set $S_{0}$ as:

$$
S_{0}=\left\{x \in \operatorname{strict}(\mathcal{F}) \mid B\left(x, \mu_{k}\right) \leq B\left(x_{0}, \mu_{k}\right)+\epsilon\right\}
$$

Theorem 4 implies that $S_{0}$ is compact for all $\mu_{k}>0$. It follows that the smooth function $B\left(x, \mu_{k}\right)$ assumes its minimum in $S_{0}$, necessarily at an interior point of $S_{0}$. We then apply Definition 7 and conclude that $B\left(x, \mu_{k}\right)$ has at least one finite unconstrained minimizer.

Because $B\left(x, \mu_{k}\right)$ is convex, any local minimizer is also a global minimizer, so that every unconstrained minimizer of $B\left(x, \mu_{k}\right)$ must be in the set $S_{0}$. Thus the set $\mathcal{M}_{k}$ of unconstrained minimizers of $B\left(x, \mu_{k}\right)$ is bounded. The set $\mathcal{M}_{k}$ is closed because the minimum value of $B\left(x, \mu_{k}\right)$ is unique, and it follows that $\mathcal{M}_{k}$ is compact. Convexity of $\mathcal{M}_{k}$ follows from Theorem 1, and result (ii) has been verified.

Result (iii) follows from Theorem 1, and results (i) and (ii).
To show result (iv), let $y_{k}$ and $y_{k+1}$ denote global minimizers of the barrier function for the barrier parameters $\mu_{k}$ and $\mu_{k+1}$. By definition of $y_{k}$ and
$y_{k+1}$ as minimizers, we have

$$
\begin{align*}
f\left(y_{k}\right)-\mu_{k} \sum_{i=1}^{m} \ln c_{i}\left(y_{k}\right) & \leq f\left(y_{k+1}\right)-\mu_{k} \sum_{i=1}^{m} \ln c_{i}\left(y_{k+1}\right)  \tag{3.13}\\
f\left(y_{k+1}\right)-\mu_{k+1} \sum_{i=1}^{m} \ln c_{i}\left(y_{k+1}\right) & \leq f\left(y_{k}\right)-\mu_{k+1} \sum_{i=1}^{m} \ln c_{i}\left(y_{k}\right)
\end{align*}
$$

We multiply the first of these inequalities by the ratio $\mu_{k+1} / \mu_{k}$, which lies strictly between 0 and 1 , add the resulting inequality to the second inequality, cancel the terms involving logarithms and obtain

$$
f\left(y_{k+1}\right)\left(1-\frac{\mu_{k+1}}{\mu_{k}}\right) \leq f\left(y_{k}\right)\left(1-\frac{\mu_{k+1}}{\mu_{k}}\right)
$$

Since $0<\mu_{k+1}<\mu_{k}$, it follows that $f\left(y_{k+1}\right) \leq f\left(y_{k}\right)$. Applying this result in (3.13) and dividing by the positive number $\mu_{k}$, we obtain

$$
\begin{equation*}
-\sum_{i=1}^{m} \ln c_{i}\left(y_{k}\right) \leq-\sum_{i=1}^{m} \ln c_{i}\left(y_{k+1}\right) \tag{3.14}
\end{equation*}
$$

as required for the second part of (iv).
To verify existence of the set $S$ in (v), we use result (iv). Let $f_{k}$ denote $f\left(y_{k}\right)$. Since $f_{k+1} \leq f_{k}$ for each $k$, the compact convex level set $\{x \in \mathcal{F} \mid$ $\left.f(x) \leq f_{k}\right\}$ not only contains all minimizers of $B\left(x, \mu_{k}\right)$, but also contains all minimizers of $B\left(x, \mu_{k+1}\right)$. The compact convex level set $S$ defined by the strictly feasible point $x_{0}$,

$$
\begin{equation*}
S=\left\{x \in \mathcal{F} \mid f(x) \leq f\left(x_{0}\right)\right\} \tag{3.15}
\end{equation*}
$$

accordingly contains $\mathcal{M}$ as well as all minimizers of $B\left(x, \mu_{k}\right)$ for all $k$.
Now we show (vi). It follows from the last statement of the preceding paragraph that every minimizer $y_{k}$ must lie in the compact set $S$ defined by (3.15). We conclude that the sequence $\left\{y_{k}\right\}$ is uniformly bounded, and hence contains at least one convergent subsequence, say with limit point $\hat{x}$. Because $y_{k}$ lies in $S$ for all $k, \hat{x}$ must be feasible.

To prove that $\hat{x}$ is a local constrained minimizer of the convex program, we assume otherwise, that $\hat{x} \notin \mathcal{M}$. Since every local solution of a convex program is a global solution, this would imply that $f(\hat{x})>f^{*}$. A contradiction is now established from this inequality and the definition of $\hat{x}$ as a limit point of a convergent subsequence of minimizers of $B\left(x, \mu_{k}\right)$.

Let $\left\{x_{k}\right\}$ denote a subsequence of $\left\{y_{k}\right\}$ converging to $\hat{x}$. Continuity of $f$ and the relation $f_{k} \geq f_{k+1}$ imply that, for all $k$,

$$
\begin{equation*}
f\left(x_{k}\right) \geq f(\hat{x}) \tag{3.16}
\end{equation*}
$$

We next show that there must exist a strictly feasible point $x_{\text {int }}$ such that

$$
f(\hat{x})>f\left(x_{\mathrm{int}}\right)
$$

Let $x^{*}$ denote any point in the set $\mathcal{M}$ of constrained minimizers, so that $f\left(x^{*}\right)=f^{*}$ and $x^{*}$ is in the set $S$ defined by (3.15). If $x^{*}$ itself is strictly feasible, we simply take $x_{\mathrm{int}}=x^{*}$, since our initial assumption was that $f(\hat{x})>f\left(x^{*}\right)$.

If $x^{*}$ is not strictly feasible, $x_{\text {int }}$ is found as follows. By assumption, $\operatorname{strict}(\mathcal{F})$ is nonempty, and hence contains at least one point, say $z$; the definition and uniqueness of $f^{*}$ guarantee that $f(z) \geq f\left(x^{*}\right)$. If $f(z)<f(\hat{x})$, $z$ may be taken as $x_{\text {int }}$. If $f(z) \geq f(\hat{x})$, consider a generic point $\bar{x}$ on the line segment joining $x^{*}$ and $z$, defined by $\bar{x}=(1-\lambda) x^{*}+\lambda z$ for $\lambda$ satisfying $0<\lambda<1$. Because $z$ is strictly feasible and $-c_{i}$ is convex for $i=1, \ldots, m$, we have

$$
c_{i}(\bar{x}) \geq(1-\lambda) c_{i}\left(x^{*}\right)+\lambda c_{i}(z)>0
$$

so that $\bar{x}$ is strictly feasible.
Convexity of $f$ implies that

$$
f(\bar{x}) \leq(1-\lambda) f\left(x^{*}\right)+\lambda f(z)
$$

where $f(z) \geq f(\hat{x})>f\left(x^{*}\right)$. Using continuity of $f$, we see that $f(\bar{x})<f(\hat{x})$ for some suitably small $\lambda$, namely $\lambda$ such that

$$
\begin{equation*}
\lambda<\frac{f(\hat{x})-f\left(x^{*}\right)}{f(z)-f\left(x^{*}\right)} \leq 1 \tag{3.17}
\end{equation*}
$$

For any $\lambda$ satisfying (3.17), $\bar{x}$ may be taken as $x_{\text {int }}$.
Thus far we have shown that, if $\hat{x}$ is not in the minimizing set $\mathcal{M}$, then a strictly feasible point $x_{\text {int }}$ exists such that

$$
\begin{equation*}
f\left(x_{k}\right) \geq f(\hat{x})>f\left(x_{\mathrm{int}}\right) \tag{3.18}
\end{equation*}
$$

Since $x_{k}$ is a global minimizer of $B\left(x, \mu_{k}\right)$,

$$
\begin{equation*}
f\left(x_{k}\right)-\mu_{k} \sum_{i=1}^{m} \ln c_{i}\left(x_{k}\right) \leq f\left(x_{\mathrm{int}}\right)-\mu_{k} \sum_{i=1}^{m} \ln c_{i}\left(x_{\mathrm{int}}\right) \tag{3.19}
\end{equation*}
$$

The barrier term involving $x_{\text {int }}$ in (3.19) is finite, and

$$
\lim _{k \rightarrow \infty} B\left(x_{\mathrm{int}}, \mu_{k}\right)=f\left(x_{\mathrm{int}}\right)
$$

If the limit point $\hat{x}$ of $\left\{x_{k}\right\}$ is also strictly feasible, the barrier term involving $x_{k}$ in (3.19) is similarly finite as $k \rightarrow \infty$, and

$$
\lim _{k \rightarrow \infty} B\left(x_{k}, \mu_{k}\right)=f(\hat{x})
$$

Letting $k \rightarrow \infty$ in (3.19), we obtain the inequality $f(\hat{x}) \leq f\left(x_{\text {int }}\right)$, which contradicts (3.18).

Suppose, on the other hand, that $\hat{x}$ is not in $\operatorname{strict}(\mathcal{F})$, so that $c_{i}(\hat{x})=0$ for at least one index $i$. Adding a barrier term involving $x_{\text {int }}$ to both sides
of the inequality $f\left(x_{\mathrm{int}}\right)<f\left(x_{k}\right)$, we have

$$
f\left(x_{\mathrm{int}}\right)-\mu_{k} \sum_{i=1}^{m} \ln c_{i}\left(x_{\mathrm{int}}\right)<f\left(x_{k}\right)-\mu_{k} \sum_{k=1}^{m} \ln c_{i}\left(x_{\mathrm{int}}\right)
$$

Combining this inequality with (3.19), rearranging and dividing by $\mu_{k}$, we obtain

$$
f\left(x_{k}\right)-\mu_{k} \sum_{k=1}^{m} \ln c_{i}\left(x_{k}\right)<f\left(x_{k}\right)-\mu_{k} \sum_{k=1}^{m} \ln c_{i}\left(x_{\mathrm{int}}\right)
$$

Cancelling $f\left(x_{k}\right)$ from both sides then gives

$$
-\sum_{k=1}^{m} \ln c_{i}\left(x_{k}\right)<-\sum_{k=1}^{m} \ln c_{i}\left(x_{\mathrm{int}}\right)
$$

The sum on the right-hand side involving $x_{i n t}$ is finite. However, since $\hat{x}$ is not strictly feasible, $-\ln c_{i}\left(x_{k}\right)$ approaches infinity for at least one $i$. The left-hand side is therefore unbounded above, and we again have a contradiction.

The conclusion is that $\hat{x}$ lies in $\mathcal{M}$, the set of minimizers. Because $\hat{x}$ is the limit point of $\left\{x_{k}\right\}$, we have obtained the crucial result (vi). For the remainder of the proof, $x^{*}$ will denote the limit point of $\left\{x_{k}\right\}$.

Part (vii) follows immediately from the fact that $\lim _{k \rightarrow \infty} x_{k}=x^{*}$.
To show (viii), note first that the optimal value of $B\left(x, \mu_{k}\right)$ is unique, and is equal to $B\left(x_{k}, \mu_{k}\right)$. We distinguish two cases, depending on whether or not $x^{*}$ (the limit point of $\left\{x_{k}\right\}$ ) is strictly feasible.

If $x^{*}$ is strictly feasible, the sum of logarithms of the constraints at $x_{k}$ remains finite as $k \rightarrow \infty$. It is easy to see that in this case $\lim _{k \rightarrow \infty} B\left(x_{k}, \mu_{k}\right)=$ $f^{*}$.

Consider the other possibility, that $x^{*}$ is not strictly feasible. Since at least one constraint is converging to zero, the barrier term of $B\left(x_{k}, \mu_{k}\right)$ must be positive for all sufficiently large $k$. Combining this property with (3.14), we have

$$
\begin{equation*}
0<-\sum_{i=1}^{m} \ln c_{i}\left(x_{k}\right) \leq-\sum_{i=1}^{m} \ln c_{i}\left(x_{k+1}\right) \tag{3.20}
\end{equation*}
$$

One implication of this result is that, for sufficiently large $k$,

$$
\begin{equation*}
B\left(x_{k}, \mu_{k}\right)>f\left(x_{k}\right) \tag{3.21}
\end{equation*}
$$

In addition, the minimizing property of $x_{k+1}$, the first inequality in (3.20), and the relation $\mu_{k+1} \leq \mu_{k}$ together give:

$$
f\left(x_{k+1}\right)-\mu_{k+1} \sum_{i=1}^{m} \ln c_{i}\left(x_{k+1}\right) \leq f\left(x_{k}\right)-\mu_{k+1} \sum_{i=1}^{m} \ln c_{i}\left(x_{k}\right)
$$

$$
f\left(x_{k}\right)-\mu_{k+1} \sum_{i=1}^{m} \ln c_{i}\left(x_{k}\right) \leq f\left(x_{k}\right)-\mu_{k} \sum_{i=1}^{m} \ln c_{i}\left(x_{k}\right)
$$

which shows that, for sufficiently large $k$,

$$
\begin{equation*}
B\left(x_{k+1}, \mu_{k+1}\right) \leq B\left(x_{k}, \mu_{k}\right) \tag{3.22}
\end{equation*}
$$

It follows from (3.21) and (3.22) that, for sufficiently large $k$,

$$
\begin{equation*}
f^{*} \leq \cdots \leq B_{k+1} \leq B_{k} \tag{3.23}
\end{equation*}
$$

where $B_{k}$ denotes $B\left(x_{k}, \mu_{k}\right)$. The sequence $\left\{B_{k}\right\}$ of barrier function values is consequently nonincreasing and bounded from below, and must converge monotonically from above to a limit, say $B^{*}$, where $B^{*} \geq f^{*}$.

Suppose that $B^{*}>f^{*}$. In this case, we define $\delta$ as the positive number $\frac{1}{2}\left(B^{*}-f^{*}\right)$. It follows from continuity of $f$ and the relation $f^{*}<B^{*}$ that there must be a neighbourhood of $x^{*}$ in which

$$
\begin{equation*}
f(x) \leq B^{*}-\delta \tag{3.24}
\end{equation*}
$$

for all $x$ in the neighbourhood. Consider a particular strictly feasible point $\bar{x}$ in this neighbourhood. (Such a point must exist because $\mathcal{F}$ is convex and $\operatorname{strict}(\mathcal{F})$ is nonempty.) Strict feasibility of $\bar{x}$ implies that the quantity $\sum_{i=1}^{m} \ln c_{i}(\bar{x})$ is finite. Because $\mu_{k}>0$ and $\mu_{k} \rightarrow 0$, there must be an integer $K$ such that, for $k \geq K$,

$$
\begin{equation*}
-\mu_{k} \sum_{i=1}^{m} \ln c_{i}(\bar{x})<\frac{1}{2} \delta \tag{3.25}
\end{equation*}
$$

Since $x_{k}$ is a global minimizer of $B\left(x, \mu_{k}\right)$, we know that

$$
B\left(x_{k}, \mu_{k}\right) \leq B\left(\bar{x}, \mu_{k}\right)=f(\bar{x})-\mu_{k} \sum_{i=1}^{m} \ln c_{i}(\bar{x})
$$

If we apply (3.24) and (3.25), the result is

$$
B\left(x_{k}, \mu_{k}\right)<B^{*}-\delta+\frac{1}{2} \delta=B^{*}-\frac{1}{2} \delta
$$

which contradicts the monotonic convergence of $\left\{B_{k}\right\}$ to $B^{*}$ from above. We conclude that $B^{*}=f^{*}$, which gives result (viii).

The implications of this theorem are remarkably strong. For any convex program with a bounded set of minimizers, the barrier function has a finite unconstrained minimizer for every value of the barrier parameter, and every limit point of a minimizing sequence for the barrier function is a constrained minimizer. It is not necessarily true in general, however, that every minimizing sequence converges.

To every convex program, there corresponds a related dual convex program. For reasons of space, general results from duality theory will not
be considered here, except for the following important result: the objective function value at any unconstrained minimizer $x_{k}$ of $B\left(x, \mu_{k}\right)$ satisfies the inequality $f\left(x_{k}\right)-f^{*} \leq m \mu_{k}$, where $m$ is the number of constraints. We know from results (iv) and (vii) of Theorem 5 that $f^{*} \leq f\left(x_{k}\right)$. Combining these bounds, we have

$$
\begin{equation*}
0 \leq f\left(x_{k}\right)-f^{*} \leq m \mu_{k} \tag{3.26}
\end{equation*}
$$

This somewhat surprising property implies that, when a barrier method is applied to a convex program, the deviation of $f\left(x_{k}\right)$ from optimality is always bounded by $m \mu_{k}$, independently of the particular problem functions. For comments about duality in linear programming, see Section 5.1.

### 3.4. Results for general nonlinear programs

Once we move from a convex program to a general nonlinear program, matters become far more complicated. In particular, certain topological assumptions are required to avoid pathological cases. Furthermore, the results apply only in a neighbourhood of a constrained minimizer, and involve convergence of subsequences of global minimizers of the barrier function. The general approach in this section follows that in Fiacco and McCormick (1968).

At the most basic level, the nice property given by Theorem 4 that the level sets of the barrier function are bounded if the set of constrained minimizers is bounded does not hold for the nonconvex case. If the feasible region is bounded, the barrier function is obviously bounded below. The following example of Powell (1972), however, shows that difficulties may arise when the feasible region is unbounded:

$$
\begin{equation*}
\text { minimize } \frac{-1}{x^{2}+1} \text { subject to } x \geq 1 \tag{3.27}
\end{equation*}
$$

The objective function is bounded below in the feasible region, and the unique solution is $x^{*}=1$. In contrast, the barrier function

$$
B(x, \mu)=\frac{-1}{x^{2}+1}-\mu \ln (x-1)
$$

is unbounded below in the feasible region, although it has a local minimizer that approaches $x^{*}$ as $\mu \rightarrow 0$.

The major local convergence results will be given in Theorem 7. To build up to the statement of this theorem, several preliminary results are required.
The following lemma, an adaptation of Corollary 8 from Fiacco and McCormick (1968), plays the role of Theorem 4 for the convex case. The general result is that, if a continuous function is unbounded above for all sequences of points in $\operatorname{strict}(\mathcal{F})$ and converging to its boundary, then the function
must achieve its minimum value at a strictly interior point. The obvious application of Lemma 1 is when $B(x, \mu)$ plays the role of $\varphi$.

Lemma 1 Given a set of $m$ smooth constraint functions $\left\{c_{i}(x)\right\}, i=1$, $\ldots, m$, let $\operatorname{strict}(\mathcal{F})$ denote the set defined by (2.3). Let $S$ be a compact set, and assume that the set strict $(\mathcal{F}) \cap S$ is nonempty. Consider any convergent sequence $\left\{y_{k}\right\} \in \operatorname{strict}(\mathcal{F}) \cap S$ whose limit point $\bar{y}$ lies on the boundary of $\operatorname{strict}(\mathcal{F})$, i.e. such that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} y_{k}=\bar{y}, \quad \text { where } \quad \bar{y} \in \operatorname{bnd}(\operatorname{strict}(\mathcal{F})) \cap S \tag{3.28}
\end{equation*}
$$

Suppose that $\varphi$ is a continuous function on $\operatorname{strict}(\mathcal{F}) \cap S$ with the property that $\varphi\left(y_{k}\right)$ is unbounded above as $k \rightarrow \infty$ for every sequence $\left\{y_{k}\right\}$ satisfying (3.28). Then the global minimum value of $\varphi$ in $\operatorname{strict}(\mathcal{F}) \cap S$, denoted by $\varphi^{*}$, is finite, and is achieved at some point $x^{*}$ in $\operatorname{strict}(\mathcal{F}) \cap S$ :

$$
\min \{\varphi(x) \mid x \in \operatorname{strict}(\mathcal{F}) \cap S\}=\varphi\left(x^{*}\right)=\varphi^{*}
$$

Proof. Given any point $\hat{\boldsymbol{x}}$ in $\operatorname{strict}(\mathcal{F}) \cap S$, define the associated level set $\hat{W}$ as

$$
\hat{W}=\{x \in \operatorname{strict}(\mathcal{F}) \cap S \mid \varphi(x) \leq \hat{\varphi}\}
$$

where $\hat{\varphi}=\varphi(\hat{x})$. Because $S$ is compact, $\hat{W}$ is bounded. Compactness of $\hat{W}$ will follow if we show that $\hat{W}$ is closed, i.e., contains all its accumulation points.

Let $R$ denote the closed set

$$
R=\operatorname{strict}(\mathcal{F}) \cup \operatorname{bnd}(\operatorname{strict}(\mathcal{F}))
$$

Because $S$ is compact and $R$ is closed, the set $R \cap S$ is compact. Consider any convergent sequence $\left\{x_{k}\right\}$ such that $x_{k} \in \hat{W}$ for all $k$, with limit point $\bar{x}$. Since $x_{k} \in \operatorname{strict}(\mathcal{F}) \cap S, \bar{x}$ must lie in $R \cap S$. Hence $\bar{x}$ must lie in either $\operatorname{strict}(\mathcal{F}) \cap S$ or $\operatorname{bnd}(\operatorname{strict}(\mathcal{F})) \cap S$.

If $\bar{x}$ is in bnd(strict $(\mathcal{F})) \cap S$, then $\left\{x_{k}\right\}$ is a sequence satisfying (3.28), which means that $\varphi\left(x_{k}\right) \rightarrow \infty$. Since $\hat{\varphi}$ is an upper bound on the value of $\varphi$ at any point in $\hat{W}$, we conclude that $x_{k} \notin \hat{W}$ for sufficiently large $k$, which is a contradiction. Any limit point $\bar{x}$ of a sequence in $\hat{W}$ therefore cannot be in $\operatorname{bnd}(\operatorname{strict}(\mathcal{F})) \cap S$, and must lie in $\operatorname{strict}(\mathcal{F}) \cap S$.

Because $x_{k}$ is in $\hat{W}$, the relation $\varphi\left(x_{k}\right) \leq \hat{\varphi}$ holds for all $k$. Continuity of $\varphi$ in strict $(\mathcal{F}) \cap S$ then implies that the limit point $\bar{x}$ satisfies $\varphi(\bar{x}) \leq \hat{\varphi}$, so that $\bar{x}$ possesses both properties required for membership in $\hat{W}$. Since $\left\{x_{k}\right\}$ is an arbitrary convergent sequence in $\hat{W}$, it follows that $\hat{W}$ contains all its accumulation points and is closed.

We know already that $\hat{W}$ is bounded, so that $\hat{W}$ is compact. Because $\varphi$ is continuous in the compact set $\hat{W}$, it attains its global minimum in $\hat{W}$ at some point $x^{*}$. By definition of $\hat{W}$, the value of $\varphi$ at any point in
$\operatorname{strict}(\mathcal{F}) \cap S$ but outside $\hat{W}$ must be strictly larger than the smallest value of $\varphi$ at any point in $\hat{W}$. Hence $x^{*}$ is the global minimizer of $\varphi$ in the entire set strict $(\mathcal{F}) \cap S$, which is the desired conclusion.

A property needed for local convergence is that a particular subset of local constrained minimizers is 'isolated' within the full set of local constrained minimizers. Such a definition is unnecessary for the convex case, since the set of minimizers is convex.

Definition 11 (Isolated subset.) Let $\mathcal{M}$ and $\mathcal{M}^{*}$ be sets in $\mathbb{R}^{n}$ such that $\mathcal{M}^{*} \subseteq \mathcal{M}$. The set $\mathcal{M}^{*}$ is called an isolated subset of $\mathcal{M}$ if there exists a closed set $E$ such that $\mathcal{M}^{*} \subset \operatorname{int}(E)$ and $E \cap \mathcal{M}=\mathcal{M}^{*}$.

Broadly speaking, $\mathcal{M}^{*}$ is 'separated' by $E$ from any other points of $\mathcal{M}$. The definition is satisfied if $\mathcal{M}^{*}=\mathcal{M}$, or if $\mathcal{M}^{*}$ is an isolated point in $\mathcal{M}$.

The next theorem (a version of Theorem 7 of Fiacco and McCormick (1968)) shows that, if a set of constrained minimizing points is compact and isolated, there is a compact set $S$, strictly enclosing the set of minimizers, within which the minimizers are global. The role of the set $S$ is critical: if we can restrict attention to points in $S$, the value of $f$ at any minimizing point in $S$ is a strict lower bound on the value of $f$ at any other feasible (nonoptimal) point in $S$. For the convex case, a suitable set $S$ is provided 'automatically' by the level set for $f$ at any strictly feasible point; see (3.15).

Theorem 6 (Existence of compact enclosing set.) Consider the problem of minimizing $f(x)$ subject to $c_{i}(x) \geq 0, i=1, \ldots, m$. Let $\mathcal{M}$ denote the set of all local constrained minimizers with objective function value $f^{*}$, and assume that $\mathcal{M}$ is nonempty. Assume further that the set $\mathcal{M}^{*} \subseteq \mathcal{M}$ is a nonempty compact isolated subset of $\mathcal{M}$. Then there exists a compact set $S$ such that $\mathcal{M}^{*}$ lies in $\operatorname{int}(S) \cap \mathcal{F}$, with the property that for any feasible point $y$ in $S$ but not in $\mathcal{M}^{*}, f(y)>f^{*}$. The points in $\mathcal{M}^{*}$ are thus global minimizers of the nonlinear program for $x \in S \cap \mathcal{F}$.

Proof. Applying Definition 11, the assumption that $\mathcal{M}^{*}$ is an isolated subset of $\mathcal{M}$ implies existence of a closed set $E$ strictly containing $\mathcal{M}^{*}$ such that $\operatorname{int}(E) \cap \mathcal{M}=\mathcal{M}^{*}$.

The assumption that $\mathcal{M}^{*}$ is compact means that we can construct a sequence of strictly nested compact sets $\left\{S_{j}\right\}$ converging to $\mathcal{M}^{*}$, each strictly containing $\mathcal{M}^{*}$, namely such that $\mathcal{M}^{*} \subset \operatorname{int}\left(S_{j}\right) \subset \operatorname{int}(E)$,

$$
\begin{equation*}
S_{j+1} \subset S_{j}, \quad \text { and } \quad \lim _{j \rightarrow \infty} S_{j}=\mathcal{M}^{*} \tag{3.29}
\end{equation*}
$$

The proof will show by contradiction that the desired compact set $S$ may be taken as $S_{j}$ for some finite $j$.

If this is impossible, then for every $j$ we can find a feasible point $x_{j}$ with
the following properties:

$$
\begin{equation*}
x_{j} \in \mathcal{F} \cap S_{j}, \quad x_{j} \notin \mathcal{M}^{*} \text { and } f\left(x_{j}\right) \leq f^{*} \tag{3.30}
\end{equation*}
$$

Consider this hypothetical sequence $\left\{x_{j}\right\}$. The nested structure of $\left\{S_{j}\right\}$ means that $\left\{x_{j}\right\}$ is bounded and hence has at least one limit point, say $\bar{x}$. It follows from (3.29) and the fact that $\mathcal{M}^{*}$ is closed that $\bar{x} \in \mathcal{M}^{*}$, so that $f(\bar{x})=f^{*}$ and $\bar{x}$ is a constrained minimizer. Let $\left\{y_{k}\right\}$ denote a subsequence of $\left\{x_{j}\right\}$ converging to $\bar{x}$, where $y_{k}=x_{j_{k}}$.

If $f\left(y_{k}\right)$ is strictly less than $f(\bar{x})$ for an infinite number of indices $k$, then every neighbourhood of $\bar{x}$ contains feasible points with a strictly smaller value of $f$. This means that $\bar{x}$ cannot be a constrained minimizer (see Definition 4) and gives a contradiction.

We conclude that eventually, for some $k=\bar{k}$, any point in $S_{j_{k}}$ that qualifies as $y_{\bar{k}}$ (i.e. any feasible point in $S_{j_{\bar{k}}}$ for which $f\left(y_{\bar{k}}\right) \leq f^{*}$ ) must have an objective function value equal to $f^{*}$. This result implies that $f^{*}$ is the smallest value of $f$ achieved at feasible points in $S_{j_{\bar{k}}}$.

Let $\bar{S}$ denote $S_{j_{k}}$. Since all subsequent sets $S_{j_{k}}$ for $k \geq \bar{k}$ are subsets of $\bar{S}$, as is the minimizing set $\mathcal{M}^{*}$, it follows that $f^{*}$ is the smallest value of $f$ assumed at any feasible point in $S_{j_{k}}$ for all $k \geq \bar{k}$.

The strictly nested property of the sets $\left\{S_{j}\right\}$ means that, for sufficiently large $j$, any point $x_{j}$ satisfying (3.30), not necessarily a member of the subsequence converging to $\bar{x}$, must lie in the interior of the compact set $\bar{S}$. Because $x_{j}$ is feasible and satisfies $f\left(x_{j}\right) \leq f^{*}$, and the smallest value of $f$ for any feasible point in $\bar{S}$ is equal to $f^{*}$, it must be true that $f\left(x_{j}\right)=f^{*}$. Since $x_{j}$ lies in the interior of the compact set $\bar{S}$ and $f\left(x_{j}\right)=f^{*}, x_{j}$ satisfies Definition 4 of a local constrained minimizer with function value $f^{*}$, and hence $x_{j}$ is in $\mathcal{M}$, the set of such minimizers. However, $x_{j}$ is by definition in $S_{j}$, which is contained in the interior of $E$. Because $\operatorname{int}(E) \cap \mathcal{M}=\mathcal{M}^{*}$, $x_{j}$ must be in $\mathcal{M}^{*}$. It follows that, for sufficiently large $j$, no points in $S_{j}$ satisfy (3.30).

We have constructed a compact set $\bar{S}$ that strictly contains $\mathcal{M}^{*}$. Further, $\bar{S}$ contains no feasible points with objective function values less than $f^{*}$, and every feasible point in $\bar{S}$ with objective function value equal to $f^{*}$ lies in $\mathcal{M}^{*}$. It follows that any feasible point $y$ in $\bar{S}$ but not in $\mathcal{M}^{*}$ must satisfy $f(y)>f^{*}$. The set $\bar{S}$ thus satisfies all the criteria specified for $S$, and the theorem is proved.

We now give a fundamental theorem, analogous to Theorems 8 and 10 in Fiacco and McCormick (1968), about local convergence of logarithmic barrier methods. This theorem assumes two important properties: (a) a compactness requirement that the relevant set $\mathcal{M}^{*}$ of local minimizers is nonempty and compact (in the simplest case, $\mathcal{M}^{*}$ is a single point); and (b) a topological restriction that at least one of the points in $\mathcal{M}^{*}$ lies in
the closure of strict $(\mathcal{F})$, i.e. is either strictly feasible or else an accumulation point of $\operatorname{strict}(\mathcal{F})$.

Assumption (b) disallows minimizers that occur at isolated feasible points (points in a neighbourhood containing no other feasible points). For example, consider the constraints $x \geq 1$ and $x^{2}-5 x+4 \geq 0$. The function $x^{2}-5 x+4$ is nonnegative if $x \leq 1$ and if $x \geq 4$, so that the feasible points lie in two separated regions. The constraint $x \geq 1$ eliminates all of the region $\{x \leq 1\}$ except the single point $x=1$. The feasible region for both constraints therefore consists of the isolated point $\{x=1\}$ and the set of points $\{x \geq 4\}$. Hence strict $(\mathcal{F})$ is the set $\{x>4\}$, and the point $x=1$ does not lie in the closure of $\operatorname{strict}(\mathcal{F})$.

Barrier methods can be viewed as finding the infimum of $f$ subject to $c(x)>0$, and consequently cannot converge to minimizers occurring at isolated points. Isolated minimizers do not arise in the convex case because a convex set with a nonempty interior cannot contain an isolated point.

Theorem 7 (Local convergence for barrier methods.) Consider the problem of minimizing $f(x)$ subject to $c_{i}(x) \geq 0, i=1, \ldots, m$. Let $\mathcal{F}$ denote the feasible region, and let $\mathcal{M}$ denote the set of minimizers corresponding to the objective function value $f^{*}$. Let $\left\{\mu_{k}\right\}$ be a decreasing sequence of positive barrier parameters such that $\lim _{k \rightarrow \infty} \mu_{k}=0$. Assume that
(a) there exists a nonempty compact set $\mathcal{M}^{*}$ of local minimizers that is an isolated subset of $\mathcal{M}$;
(b) at least one point in $\mathcal{M}^{*}$ is in the closure of $\operatorname{strict}(\mathcal{F})$.

Then the following results hold:
(i) there exists a compact set $S$ strictly containing $\mathcal{M}^{*}$ such that for any feasible point $\bar{x}$ in $S$ but not in $\mathcal{M}^{*}, f(\bar{x})>f^{*}$;
(ii) for all sufficiently small $\mu_{k}, B\left(x, \mu_{k}\right)$ has at least one unconstrained minimizer in $\operatorname{strict}(\mathcal{F}) \cap \operatorname{int}(S)$, and any sequence of global unconstrained minimizers of $B\left(x, \mu_{k}\right)$ in strict $(\mathcal{F}) \cap \operatorname{int}(S)$ has at least one convergent subsequence;
(iii) let $\left\{x_{k}\right\}$ denote any convergent subsequence of global unconstrained minimizers of $B\left(x, \mu_{k}\right)$ in $\operatorname{strict}(\mathcal{F}) \cap \operatorname{int}(S)$; then the limit point of $\left\{x_{k}\right\}$ is in $\mathcal{M}^{*}$;
(iv) $\lim _{k \rightarrow \infty} f\left(x_{k}\right)=f^{*}=\lim _{k \rightarrow \infty} B\left(x_{k}, \mu_{k}\right)$.

Proof. Result (i) follows immediately from Theorem 6, which implies the existence of a strictly enclosing compact set $S$ within which all points in $\mathcal{M}^{*}$ are global constrained minimizers.

Consider the behaviour of the barrier function $B\left(x, \mu_{k}\right)$ in the bounded set strict $(\mathcal{F}) \cap S$. Continuity of $f$ and $\left\{c_{i}\right\}$ in $\mathcal{F}$ implies that $B\left(x, \mu_{k}\right)$ is continuous in strict $(\mathcal{F}) \cap S$. The barrier function possesses the properties
of $\varphi$ in Lemma 1, which then implies that $B\left(x, \mu_{k}\right)$ achieves a finite global minimum value at some point in $\operatorname{strict}(\mathcal{F}) \cap S$. (This result is close but not equivalent to (ii), which states that the minimizing point lies in int $(S)$.) Let $y_{k}$ be any point in strict $(\mathcal{F}) \cap S$ for which the minimum value is achieved.

The sequence $\left\{y_{k}\right\}$ is bounded and hence has at least one limit point. Let $\hat{x}$ denote a limit point of $\left\{y_{k}\right\}$. Because $y_{k}$ is strictly feasible for all $k$ and the set $S$ is compact, it follows that $\hat{x} \in \mathcal{F} \cap S$, so that $\hat{x}$ is feasible.

We wish to show that $\hat{x}$ lies in the set $\mathcal{M}^{*}$ of constrained minimizers, with $f(\hat{x})=f^{*}$. The result will be proved by contradiction, and we accordingly assume the contrary, that $\hat{x} \notin \mathcal{M}^{*}$.

Since $\hat{x}$ is feasible and in $S$, result (i) implies that $f(\hat{x})>f^{*}$. We next prove that this inequality implies the existence of a strictly feasible point $x_{\text {int }}$ in $S$ such that

$$
\begin{equation*}
f(\hat{x})>f\left(x_{\mathrm{int}}\right) . \tag{3.31}
\end{equation*}
$$

The point $x_{\text {int }}$ can be found as follows. We know from assumption (b) that at least one point in $\mathcal{M}^{*}$ is in the closure of $\operatorname{strict}(\mathcal{F})$. Let $x^{*}$ denote such a point, which must either lie in $\operatorname{strict}(\mathcal{F})$ or else be an accumulation point of $\operatorname{strict}(\mathcal{F})$. Because $\mathcal{M}^{*}$ is contained in $\operatorname{int}(S), x^{*}$ is also in the interior of $S$.

If $x^{*}$ itself is strictly feasible, $x_{\text {int }}$ may be taken as $x^{*}$. If $x^{*}$ is not strictly feasible, $x^{*}$ is an accumulation point of $\operatorname{strict}(\mathcal{F})$, which means that every neighbourhood of $x^{*}$ contains strictly feasible points. Further, every neighbourhood of $x^{*}$ contains points in $S$. We know that: $f$ is continuous; $\hat{x}$ is feasible and lies in $S ; f(\hat{x})>f\left(x^{*}\right)$; and $x^{*}$ is a global constrained minimizer of $f$ for all feasible points in $S$. Hence there must be a strictly feasible point $x_{\text {int }}$ in a neighbourhood of $x^{*}$ for which $f\left(x_{\text {int }}\right)<f(\hat{x})$.

Let $\left\{x_{k}\right\}$ denote a convergent subsequence of $\left\{y_{k}\right\}$ with limit $\hat{x}$. The relation $f(\hat{x})>f\left(x_{\mathrm{int}}\right)$ then implies that, for sufficiently large $k$,

$$
\begin{equation*}
f\left(x_{k}\right)>f\left(x_{\mathrm{int}}\right) \tag{3.32}
\end{equation*}
$$

Since $x_{\text {int }}$ is in strict $(\mathcal{F}) \cap S$, our definition of $x_{k}$ as a global minimizer of $B\left(x, \mu_{k}\right)$ in $\operatorname{strict}(\mathcal{F}) \cap S$ implies the inequality

$$
\begin{equation*}
f\left(x_{k}\right)-\mu_{k} \sum_{i=1}^{m} \ln c_{i}\left(x_{k}\right) \leq f\left(x_{\mathrm{int}}\right)-\mu_{k} \sum_{i=1}^{m} \ln c_{i}\left(x_{\mathrm{int}}\right) \tag{3.33}
\end{equation*}
$$

Strict feasibility of $x_{\text {int }}$ means that the barrier term involving $x_{\text {int }}$ in (3.33) is finite, and

$$
\lim _{k \rightarrow \infty} B\left(x_{\mathrm{int}}, \mu_{k}\right)=f\left(x_{\mathrm{int}}\right)
$$

Suppose that the limit point $\hat{x}$ of $\left\{x_{k}\right\}$ is also strictly feasible, namely $\hat{x} \in \operatorname{strict}(\mathcal{F}) \cap S$. Then the barrier term involving $x_{k}$ is finite as $k \rightarrow \infty$
and

$$
\lim _{k \rightarrow \infty} B\left(x_{k}, \mu_{k}\right)=f(\hat{x}) .
$$

Letting $k \rightarrow \infty$ in (3.33), we obtain the inequality $f\left(x_{k}\right) \leq f\left(x_{\text {int }}\right)$, which contradicts the relation $f\left(x_{k}\right)>f\left(x_{\mathrm{int}}\right)$ of (3.32).

Suppose on the other hand that $\hat{x}$ is not strictly feasible. Adding a barrier term to both sides of the inequality $f\left(x_{k}\right)>f\left(x_{\text {int }}\right)$ gives

$$
f\left(x_{\mathrm{int}}\right)-\mu_{k} \sum_{i=1}^{m} \ln c_{i}\left(x_{\mathrm{int}}\right)<f\left(x_{k}\right)-\mu_{k} \sum_{k=1}^{m} \ln c_{i}\left(x_{\mathrm{int}}\right) .
$$

Combining this inequality with (3.33), rearranging and then dividing by $\mu_{k}$, we obtain

$$
f\left(x_{k}\right)-\mu_{k} \sum_{k=1}^{m} \ln c_{i}\left(x_{k}\right)<f\left(x_{k}\right)-\mu_{k} \sum_{k=1}^{m} \ln c_{i}\left(x_{\mathrm{int}}\right) .
$$

Cancelling $f\left(x_{k}\right)$ from both sides, the result is

$$
\begin{equation*}
-\sum_{k=1}^{m} \ln c_{i}\left(x_{k}\right)<-\sum_{k=1}^{m} \ln c_{i}\left(x_{\mathrm{int}}\right) \tag{3.34}
\end{equation*}
$$

As before, strict feasibility of $x_{\text {int }}$ guarantees that the sum on the right-hand side is fixed and finite. However, since $\hat{x}$ is not strictly feasible, $-\ln c_{i}\left(x_{k}\right)$ approaches infinity for at least one $i$. The left-hand side of (3.34) is therefore unbounded above, which again gives a contradiction.

In either case, we have shown that $f(\hat{x})=f^{*}$ and hence that $\hat{x} \in \mathcal{M}^{*}$. Since $\hat{x}$ was taken as any limit point of $\left\{y_{k}\right\}$, we conclude that every limit point of a convergent subsequence of global barrier minimizers lying in $\operatorname{strict}(\mathcal{F}) \cap S$ must be a constrained minimizer with objective value $f^{*}$.

Result (ii) is proved by noting that the relation $\hat{x} \in \mathcal{M}^{*}$ means that $\hat{x} \in \operatorname{int}(S)$. Since $\hat{x}$ is the limit point of $\left\{x_{k}\right\}$, it must hold that $x_{k}$ is also in int $(S)$ for sufficiently large $k$. By definition, $x_{k}$ is strictly feasible. Hence the global minimum of $B\left(x, \mu_{k}\right)$ in $\operatorname{strict}(\mathcal{F}) \cap S$ is achieved at some point $x_{k}$ lying strictly inside both $\mathcal{F}$ and $S$. Applying Definition 7, the global minimizer $x_{k}$ of $B\left(x, \mu_{k}\right)$ in $S$ is an unconstrained minimizer. Results (ii) and (iii) are thus proved.

The first relation in (iv), that $\lim _{k \rightarrow \infty} f\left(x_{k}\right)=f^{*}$, follows because $f(\hat{x})=$ $f^{*}$. The second, $\lim _{k \rightarrow \infty} B\left(x_{k}, \mu_{k}\right)=f^{*}$, follows from the same arguments used in proving (iv) and (viii) of Theorem 5 , with the additional restriction here that all points must lie in $S$.

At this point we should emphasize what has not been proved. Even within the set $S$, a general global minimizing sequence $\left\{x_{k}\right\}$ of the barrier function is not guaranteed to converge. The properties of local minimizing sequences
are even less secure. In particular, it is not true that every limit point of a local minimizing sequence is a constrained minimizer.

For example, consider the problem

$$
\operatorname{minimize} x \text { subject to } x^{2} \geq 0, x \geq-\gamma
$$

where $\gamma>0$ (Moré and Wright, 1990); a similar example is given in Fiacco (1979). The unique solution is obviously the point $x^{*}=-\gamma$. The barrier function $B(x, \mu)$ has two feasible minimizers:

$$
x(\mu)=\frac{3 \mu-\gamma \pm\left((3 \mu-\gamma)^{2}+8 \gamma \mu\right)^{1 / 2}}{2}
$$

For $\mu \rightarrow 0$, the global minimizing sequence corresponds to the negative square root and converges to $-\gamma$, the unique solution of the constrained problem. However, the nonglobal minimizing sequence of $B(x, \mu)$, corresponding to the positive square root, converges to the origin, which is not a constrained minimizer.

Despite these cautions, the bright side is that barrier methods will converge to the solutions of constrained problems for which the usual sufficient conditions do not hold. Barrier methods can converge, for example, when the constrained minimizer is not locally unique. Barrier methods can succeed even when a local constrained minimizer does not satisfy a constraint qualification.

### 3.5. The barrier trajectory

In this section, we describe conditions under which a sequence $x(\mu)$ of barrier minimizers not only converges to $x^{*}$, but also defines a smooth path (the 'barrier trajectory') that is nontangential to the active constraint gradients.

Discussions of the logarithmic barrier function involve special diagonal matrices related to vectors, for which the following notation has become popular. When a lower-case letter refers to a vector, its upper-case version means the diagonal matrix of comparable dimension whose ( $i, i$ ) element is the $i$ th component of the vector. For example, $C$ denotes the $m \times m$ diagonal matrix of constraint values $\left\{c_{i}\right\}$ :

$$
C=\operatorname{diag}\left(c_{i}\right)=\left(\begin{array}{llll}
c_{1} & & & \\
& c_{2} & & \\
& & \ddots & \\
& & & c_{m}
\end{array}\right)
$$

and $C^{-1}$ is the diagonal matrix whose $i$ th element is $1 / c_{i}$. Using this convention, we have the general relation $C e=c$, where $e$ denotes the
vector of appropriate dimension whose components are all equal to one, $e=(1,1, \ldots, 1)^{T}$.

The gradient of $B(x, \mu)$ with respect to $x$ is

$$
\begin{equation*}
\nabla B(x, \mu)=g-\sum_{i=1}^{m} \frac{\mu}{c_{i}} a_{i}=g-\mu A^{T} C^{-1} e, \tag{3.35}
\end{equation*}
$$

where all functions are evaluated at $x, a_{i}$ is the gradient of $c_{i}(x)$ and $A$ is the Jacobian of $c(x)$. (Recall that the constraint gradients are the transposed rows of $A$ and hence the columns of $A^{T}$.) The Hessian of $B(x, \mu)$ is

$$
\begin{aligned}
\nabla^{2} B(x, \mu) & =H-\sum_{i=1}^{m} \frac{\mu}{c_{i}} H_{i}+\sum_{i=1}^{m} \frac{\mu}{c_{i}^{2}} a_{i} a_{i}^{T} \\
& =H-\sum_{i=1}^{m} \frac{\mu}{c_{i}} H_{i}+\mu A^{T} C^{-2} A .
\end{aligned}
$$

The point $x(\mu)$ is an unconstrained minimizer of $B(x, \mu)$ only if the gradient vanishes at $x(\mu)$. Substituting from (3.35), the following relation must hold at $x(\mu)$ :

$$
\begin{equation*}
g(\mu)=\sum_{i=1}^{m} a_{i}(\mu) \frac{\mu}{c_{i}(\mu)}, \tag{3.36}
\end{equation*}
$$

where the argument $\mu$ denotes evaluation at $x(\mu)$. Since $\mu>0$ and $c_{i}(\mu)>0$, it follows that the gradient of $f$ at $x(\mu)$ is a positive linear combination of the gradients of all the constraints.
The first-order optimality conditions ( $2.13 \mathrm{~b}-\mathrm{d}$ ) for nonlinear constraints are

$$
\begin{equation*}
g\left(x^{*}\right)=A\left(x^{*}\right)^{T} \lambda^{*}=\sum_{i=1}^{m} a_{i}\left(x^{*}\right) \lambda_{i}^{*} \tag{3.37}
\end{equation*}
$$

where $\lambda_{i}^{*} \geq 0$ and $\lambda_{i}^{*} c_{i}\left(x^{*}\right)=0, i=1, \ldots, m$. At $x^{*}$, the gradient of $f$ is thus a nonnegative linear combination of all the constraint gradients, where inactive constraints have zero multipliers.

The similar forms of (3.36) and (3.37) reveal that the $i$ th coefficient $\mu / c_{i}(\mu)$ in the linear combination (3.36) is directly analogous to the $i$ th Lagrange multiplier $\lambda_{i}^{*}$. When standard sufficient optimality conditions hold at $x^{*}$ and the gradients of the active constraints are linearly independent, the multiplier estimates $\mu / c_{i}(\mu)$ do indeed converge to $\lambda_{i}^{*}$. In fact, under these conditions a differentiable curve $x(\mu)$ of barrier minimizers, parametrized by $\mu$, exists near $\mu=0$ and converges to $x^{*}$. This curve of minimizers is called the barrier trajectory; in linear programming, it is usually known as the central path. Its existence and properties define the broad class of 'pathfollowing' algorithms that attempt to follow the trajectory to the solution; see Sections 5.2 and 6.2.

The results of the following theorem are essentially those of Theorem 12 of Fiacco and McCormick (1968).
Theorem 8 Consider the problem of minimizing $f(x)$ subject to $c_{i}(x) \geq 0$, $i=1, \ldots, m$, where $m \geq 1$. Let $\mathcal{F}$ denote the feasible region, and assume that $\operatorname{strict}(\mathcal{F})$ is nonempty. Assume further that $x^{*}$ is a local constrained minimizer at which
(a) $g\left(x^{*}\right)=A\left(x^{*}\right)^{T} \lambda^{*}$, with $\lambda_{i}^{*} c_{i}\left(x^{*}\right)=0$;
(b) $\lambda_{i}^{*}>0$ if $c_{i}\left(x^{*}\right)=0$;
(c) there exists $\alpha>0$ such that $p^{T} W\left(x^{*}, \lambda^{*}\right) p \geq \alpha\|p\|^{2}$ for all $p$ satisfying $\hat{A} p=0$, where $\hat{A}$ denotes the Jacobian of the active constraints at $x^{*}$ and $W$ is the Hessian of the Lagrangian function (see (2.12));
(d) the gradients of the active constraints at $x^{*}$ are linearly independent.

Consider a logarithmic barrier method in which $B\left(x, \mu_{k}\right)$ is minimized for a sequence of positive values $\left\{\mu_{k}\right\}$ converging monotonically to zero as $k \rightarrow \infty$. Then
(i) there is at least one subsequence of unconstrained minimizers of the barrier function $B\left(x, \mu_{k}\right)$ converging to $x^{*}$;
(ii) For such a convergent subsequence $\left\{x_{k}\right\}$,

$$
\lim _{k \rightarrow \infty} \mu_{k} / c_{i}^{k}=\lambda_{i}^{*}, \quad \text { where } c_{i}^{k} \text { denotes } c_{i}\left(x_{k}\right) ;
$$

(iii) for sufficiently large $k$, the Hessian matrix $\nabla^{2} B\left(x_{k}, \mu_{k}\right)$ is positive definite;
(iv) a unique, continuously differentiable vector function $x(\mu)$ of unconstrained minimizers of $B(x, \mu)$ exists in a neighbourhood of $\mu=0$;
(v) $\lim _{\mu \rightarrow 0} x(\mu)=x^{*}$.

Proof. The properties assumed about $x^{*}$ ensure that it is an isolated constrained minimizer. Two implications follow from the linear independence of the active constraint gradients: the Lagrange multipliers $\lambda^{*}$ are unique; and every neighbourhood of $x^{*}$ contains points in strict $(\mathcal{F})$, so that $x^{*}$ is in the closure of the interior of the feasible region. Theorem 7 consequently applies to $x^{*}$, and implies that there is at least one subsequence of unconstrained minimizers of $B\left(x, \mu_{k}\right)$ converging to $x^{*}$. This proves (i).
Let $\left\{x_{k}\right\}$ denote such a convergent sequence, with redefinition of $k$ as necessary, so that

$$
\begin{equation*}
\lim _{k \rightarrow \infty} x_{k}=x^{*} \tag{3.38}
\end{equation*}
$$

As convenient, we denote quantities associated with $x_{k}$ by a subscript or superscript $k$; the subscript $i$ always denotes the $i$ th component of a vector.

For sufficiently large $k, x_{k}$ is an unconstrained minimizer of $B\left(x, \mu_{k}\right)$, which means that the gradient (3.35) of the barrier function vanishes at $x_{k}$ :

$$
\begin{equation*}
g^{k}=\sum_{i=1}^{m} a_{i}^{k} \lambda_{i}^{k}, \quad \text { where } \quad \lambda_{i}^{k}=\frac{\mu_{k}}{c_{i}^{k}} \tag{3.39}
\end{equation*}
$$

The quantity $\lambda_{i}^{k}$ is strictly positive for any $\mu_{k}>0$.
Suppose that constraint $i$ is inactive at $x^{*}$. Then, from (3.38),

$$
\begin{equation*}
\lim _{k \rightarrow \infty} c_{i}^{k}=c_{i}\left(x^{*}\right)>0, \quad \text { and hence } \quad \lim _{k \rightarrow \infty} \lambda_{i}^{k}=\lambda_{i}^{*}=0 \tag{3.40}
\end{equation*}
$$

If no constraints are active, we have verified (ii).
Otherwise, let $\mathcal{A}$ denote the set of indices of constraints active at $x^{*}$, so that $c_{i}\left(x^{*}\right)=0$ for $i \in \mathcal{A}$. Let the positive numbers $s_{k}$ and $v_{i}^{k}$ be defined as

$$
s_{k}=\sum_{i=1}^{m} \lambda_{i}^{k} \quad \text { and } \quad v_{i}^{k}=\frac{\lambda_{i}^{k}}{s_{k}}
$$

Note that $v_{i}^{k}>0$ and $\sum_{i=1}^{m} v_{i}^{k}=1$, so that $v_{i}^{k} \leq 1$. Since $s_{k}>0$ and (3.39) holds at $x_{k}$, we have

$$
\begin{equation*}
\frac{1}{s_{k}} g^{k}-\sum_{i=1}^{m} a_{i}^{k} v_{i}^{k}=0 \tag{3.41}
\end{equation*}
$$

As $k \rightarrow \infty$, the sequence $\left\{v_{i}^{k}\right\}$ is bounded for $i=1, \ldots, m$, and accordingly contains a convergent subsequence.

The value of $\lim \inf _{k \rightarrow \infty} s_{k}$, denoted by $\hat{s}$, must be finite. If not, consider (3.41) as $k \rightarrow \infty$. Because of (3.38), $a_{i}^{k}$ converges to $a_{i}^{*}$, where the superscript * denotes evaluation at $x^{*}$. The following relation must hold for any set $\left\{\hat{v}_{i}\right\}$ of limit points of $\left\{v_{i}^{k}\right\}$ :

$$
\begin{equation*}
\sum_{i=1}^{m} a_{i}^{*} \hat{v}_{i}=0, \quad \text { where } \quad \hat{v}_{i} \geq 0 \quad \text { and } \quad \sum_{i=1}^{m} \hat{v}_{i}=1 \tag{3.42}
\end{equation*}
$$

Because $\hat{v}_{i}=0$ if constraint $i$ is inactive at $x^{*}$, relation (3.42) states that a nontrivial linear combination of the active constraint gradients at $x^{*}$ is zero, which contradicts our assumption of their linear independence.

Finiteness of $\hat{s}$ implies that each component $\lambda_{i}^{k}$ is bounded for all $k$, and consequently the sequence $\left\{\lambda_{i}^{k}\right\}$ has at least one accumulation point, say $\bar{\lambda}_{i}$. It follows from (3.39) and (3.40) that

$$
g^{*}=\hat{A}^{T} \bar{\lambda}
$$

Because the rows of $\hat{A}$ are linearly independent, the values satisfying this equation are unique, and we conclude that $\bar{\lambda}_{i}=\lambda_{i}^{*}$ for $i \in \mathcal{A}$, which completes the proof of (ii).

We now wish to demonstrate positive-definiteness of the barrier Hessian
at $x_{k}$. This property will be verified using the asymptotic structure of the Hessian of the barrier function, which approaches the sum of the Hessian of the Lagrangian function and a 'large' matrix in the range space of the active constraint gradients.

Consider the ratio $\mu_{k} /\left(c_{i}^{k}\right)^{2}$, which we denote by $d_{i}^{k}$ :

$$
\begin{equation*}
d_{i}^{k}=\frac{\mu_{k}}{\left(c_{i}^{k}\right)^{2}}=\frac{\lambda_{i}^{k}}{c_{i}^{k}} \tag{3.43}
\end{equation*}
$$

When constraint $i$ is active at $x^{*}$, i.e. $i \in \mathcal{A}$, result (ii) and assumption (b) of strict complementarity imply that $\lambda_{i}^{k}$ converges to a strictly positive constant. Since $c_{i}^{k}$ converges to zero for $i \in \mathcal{A}$, the final ratio in (3.43) is clearly unbounded, and

$$
\begin{equation*}
\liminf _{k \rightarrow \infty} d_{i}^{k}=\liminf _{k \rightarrow \infty} \frac{\mu_{k}}{\left(c_{i}^{k}\right)^{2}}=\infty \quad \text { for } i \in \mathcal{A} \tag{3.44}
\end{equation*}
$$

Recall that the Hessian of the barrier function is given by

$$
\nabla^{2} B(x, \mu)=H-\sum_{i=1}^{m} \frac{\mu}{c_{i}} H_{i}+\sum_{i=1}^{m} \frac{\mu}{c_{i}^{2}} a_{i} a_{i}^{T}
$$

Let $H_{B}^{k}$ denote $\nabla^{2} B\left(x_{k}, \mu_{k}\right)$. The limiting properties of this matrix are revealed by expressing it in the following form:

$$
H_{B}^{k}=W^{*}+M^{*}+M_{1}^{k}+M_{2}^{k}+M_{3}^{k}
$$

The first two matrices on the right-hand side depend on $x^{*}$ and a bounded positive constant $\gamma$ :

$$
\begin{aligned}
W^{*} & =H^{*}-\sum_{i=1}^{m} \lambda_{i}^{*} H_{i}^{*} \\
M^{*} & =\gamma \sum_{i \in \mathcal{A}} a_{i}^{*}\left(a_{i}^{*}\right)^{T}=\gamma \hat{A}^{T} \hat{A} .
\end{aligned}
$$

The remaining three matrices are expressed as perturbations involving $x_{k}$, $x^{*}$ and $\gamma$ :

$$
\begin{aligned}
M_{1}^{k} & =H^{k}-H^{*}-\left(\sum_{i=1}^{m} \lambda_{i}^{k} H_{i}^{k}-\sum_{i=1}^{m} \lambda_{i}^{*} H_{i}^{*}\right) \\
M_{2}^{k} & =\gamma \sum_{i \in \mathcal{A}}\left(a_{i}^{k}\left(a_{i}^{k}\right)^{T}-a_{i}^{*}\left(a_{i}^{*}\right)^{T}\right) \\
M_{3}^{k} & =\sum_{i \in \mathcal{A}}\left(d_{i}^{k}-\gamma\right) a_{i}^{k}\left(a_{i}^{k}\right)^{T}+\sum_{i \notin \mathcal{A}} d_{i}^{k} a_{i}^{k}\left(a_{i}^{k}\right)^{T}
\end{aligned}
$$

The matrix $W^{*}$ is the Hessian of the Lagrangian function at $x^{*}$. For sufficiently large $k$, the matrices $M_{1}^{k}$ and $M_{2}^{k}$ can be made arbitrarily small
in norm; this statement follows from continuity of the problem functions, convergence of $x_{k}$ to $x^{*}$, convergence of $\lambda_{k}$ to $\lambda^{*}$, and boundedness of $\gamma$. Because $d_{i}^{k}$ is unbounded above for $i \in \mathcal{A}$ (see (3.44)), the quantity ( $d_{i}^{k}-\gamma$ ) is positive for sufficiently large $k$; hence the matrix $M_{3}^{k}$ is the sum of two positive semi-definite matrices and must itself be positive semi-definite.

Positive-definiteness of $H_{B}^{k}$ will follow if the matrix $W^{*}+\gamma \hat{A}^{T} \hat{A}$ is guaranteed to be positive definite for some constant $\gamma$. This property is shown by examining the effect of the matrix in two orthogonal subspaces: the range space of $\hat{A}^{T}$ and the null space of $\hat{A}$.

It is well known that any $n$-vector $p$ may be uniquely expressed as the sum of two orthogonal components,

$$
p=p_{R}+p_{N}
$$

where $p_{R}$ lies in the range space of $\hat{A}^{T}$ and $p_{N}$ lies in the null space of $\hat{A}$. Using this form, the product $p^{T}\left(W^{*}+\gamma \hat{A}^{T} \hat{A}\right) p$ can be written as

$$
\begin{equation*}
p_{N}^{T} W^{*} p_{N}+2 p_{N}^{T} W^{*} p_{R}+p_{R}^{T} W^{*} p_{R}+\gamma p_{R}^{T} \hat{A}^{T} \hat{A} p_{R} \tag{3.45}
\end{equation*}
$$

To ensure positive-definiteness, this quantity must be bounded below by a positive number when $p \neq 0$. To develop the bound, we use a relation that holds for any matrix $C$ and vectors $x$ and $y$ :

$$
x^{T} C y \geq-\|C\|\|x\|\|y\|
$$

Assumption (c) guarantees the existence of $\alpha>0$ (the smallest eigenvalue of the reduced Hessian of the Lagrangian; see (2.16)) such that

$$
p_{N}^{T} W^{*} p_{N} \geq \alpha\left\|p_{N}\right\|^{2}
$$

By definition, $p_{R}$ is in the range of $\hat{A}^{T}$. Hence, if $p_{R} \neq 0$, it holds that

$$
\hat{A} p_{R} \neq 0 \quad \text { and } \quad p_{R}^{T} \hat{A}^{T} \hat{A} p_{R}>\beta\left\|p_{R}\right\|^{2}
$$

for some positive $\beta$ (the square of the smallest nonzero singular value of $\hat{A}$ ). Let $\omega$ denote $\left\|W^{*}\right\|$.

Applying these inequalities to (3.45), we obtain

$$
p^{T}\left(W^{*}+\gamma \hat{A}^{T} \hat{A}\right) p \geq \alpha\left\|p_{N}\right\|^{2}+\gamma \beta\left\|p_{R}\right\|^{2}-2 \omega\left\|p_{R}\right\|\left\|p_{N}\right\|-\omega\left\|p_{R}\right\|^{2}
$$

If $\left\|p_{R}\right\|=0$, so that $p$ lies entirely in the null space of $\hat{A}$, the expression on the right-hand side is simply $\alpha\left\|p_{N}\right\|^{2}$, which must be positive. Otherwise, if $\left\|p_{R}\right\| \neq 0$, the right-hand side is guaranteed to be positive if $\gamma$ is bounded below as follows:

$$
\begin{equation*}
\gamma>\frac{\omega^{2}+\alpha \omega}{\alpha \beta} \tag{3.46}
\end{equation*}
$$

We have shown that the Hessian of the barrier function at $x_{k}$ must be positive definite for sufficiently large $k$, which is result (iii). The point $x_{k}$
is consequently an isolated unconstrained minimizer of $B\left(x, \mu_{k}\right)$ (see (2.5)), and is locally unique.

To verify the existence of a unique, differentiable function $x(\mu)$ in a neighbourhood of $x\left(\mu_{k}\right)$, we apply the implicit function theorem (see Ortega and Rheinboldt (1970)) to the $n+1$ variables ( $x, \mu$ ). At ( $x_{k}, \mu_{k}$ ), we know from (3.36) that the following system of nonlinear equations has a solution:

$$
\Phi(x, \mu)=g(x)-\mu \sum_{i=1}^{m} \frac{1}{c_{i}(x)} a_{i}(x)
$$

The Jacobian of $\Phi$ with respect to $x$ is the barrier Hessian $H_{B}^{k}$, which was just shown to be positive definite at $\left(x_{k}, \mu_{k}\right)$. The implicit function theorem then implies that there is a locally unique, differentiable function $x(\mu)$ passing through $x\left(\mu_{k}\right)$ such that $\Phi(x, \mu)=0$ for all $\mu$ in a neighbourhood of $\mu_{k}$.

Using continuation arguments, it is straightforward to show that the function $x(\mu)$ exists for all $0<\mu \leq \mu_{k}$ for sufficiently large $k$, which gives result (iv).

The final result is immediate from the local uniqueness of $x(\mu)$ and result (i).

We have now verified the existence of both the barrier trajectory $x(\mu)$ and the associated multiplier estimate $\lambda(\mu)$. A remaining question involves existence and differentiability of the trajectory at $x^{*}$ itself. For sufficiently small $\mu$, the following $n+m$ equations are satisfied identically at every pair $(x(\mu), \lambda(\mu))$ on the trajectory:

$$
\begin{align*}
g(x)-A(x)^{T} \lambda & =0  \tag{3.47a}\\
\lambda_{i} c_{i}(x) & =\mu, \quad i=1, \ldots, m \tag{3.47b}
\end{align*}
$$

If we treat the multipliers $\lambda(\mu)$ as separate variables, (3.47) can be viewed as a system of nonlinear equations in the $n+m$ variables $(x, \lambda)$. The Jacobian matrix of this system is given by

$$
J(\mu)=\left(\begin{array}{cc}
H(\mu)-\sum \lambda_{i}(\mu) H_{i}(\mu) & -A(\mu)^{T}  \tag{3.48}\\
\Lambda(\mu) A(\mu) & C(\mu)
\end{array}\right)
$$

where $\Lambda$ and $C$ are diagonal matrices corresponding to $\lambda$ and $c$.
We can again apply the implicit function theorem to deduce the existence of a differentiable trajectory $(x(\mu), \lambda(\mu))$ at $\left(x^{*}, \lambda^{*}\right)$ if the matrix (3.48) is nonsingular at $\mu=0$. Let $J^{*}$ denote the limiting version of (3.48):

$$
J^{*}=\left(\begin{array}{cc}
W^{*} & -A^{* T} \\
\Lambda^{*} A^{*} & C^{*}
\end{array}\right)
$$

Nonsingularity of $J^{*}$ will follow if there is no nontrivial solution $z$ to the
system $J^{*} z=0$. Partitioning $z$ into an $n$-vector $u$ and an $m$-vector $v$ and using the form of $J^{*}$, the condition $J^{*} z=0$ implies that

$$
\begin{equation*}
W^{*} u-A^{* T} v=0 \quad \text { and } \quad \Lambda^{*} A^{*} u+C^{*} v=0 . \tag{3.49}
\end{equation*}
$$

If $c_{i}^{*}>0$, we know that $\lambda_{i}^{*}=0$, and the second equation in (3.49) then implies that $v_{i}=0$ for all inactive constraints. If, on the other hand, $c_{i}^{*}=0$, the same relation implies that $\lambda_{i}^{*}\left(a_{i}^{*}\right)^{T} u=0$ for $i \in \mathcal{A}$. It follows that $u$ must lie in the null space of $\hat{A}$, the Jacobian of the active constraint gradients. Combining these properties, we see that

$$
\begin{equation*}
v_{i}=0 \text { for } i \notin \mathcal{A} \text { and }\left(a_{i}^{*}\right)^{T} u=0 \text { for } i \in \mathcal{A} \tag{3.50}
\end{equation*}
$$

If $J^{*} z=0$, the scalar $z^{T} J^{*} z$ must also be zero. Writing out $z^{T} J^{*} z$ in terms of $u$ and $v$, we have

$$
z^{T} J^{*} z=u^{T} W^{*} u-v^{T} A^{*} u+v^{T} \Lambda^{*} A^{*} u+v^{T} C^{*} v=0 .
$$

It follows from (3.50) that $v^{T} A^{*} u=0, v^{T} \Lambda^{*} A^{*} u=0$, and $v^{T} C^{*} v=0$. Therefore, $u^{T} W^{*} u=0$. But by assumption (c), this can be true only if $u=0$.
If $u=0$, the first equation in (3.49) implies that $A^{* T} v=\sum_{i=1}^{m} a_{i}^{*} v_{i}=0$. Because the components of $v$ corresponding to inactive constraints are zero, it follows that that $\sum_{i \in \mathcal{A}} a_{i}^{*} v_{i}=0$. Under assumption (d) that the active constraint gradients are linearly independent, this can be true only if $v_{i}=0$ for all $i \in \mathcal{A}$. But in this case, $u=0$ and $v=0$, which means that $z=0$. Since $J^{*} z=0$ only for a zero vector $z, J^{*}$ is nonsingular. The implicit function theorem applied to (3.47) thus implies that the trajectory $x(\mu)$ exists and is differentiable at $x^{*}$.
The approach of the trajectory $x(\mu)$ to $x^{*}$ can be analysed as follows. Let $\dot{x}$ denote $\mathrm{d} x(\mu) / \mathrm{d} \mu$, with a similar meaning for $\dot{\lambda}$. Differentiating (3.47) with respect to $\mu$, we see that, for sufficiently small $\mu, x(\mu)$ and $\lambda(\mu)$ satisfy the system of differential equations

$$
\left(\begin{array}{cc}
H-\sum \lambda_{i} H_{i} & -A^{T}  \tag{3.51}\\
\Lambda A & C
\end{array}\right)\binom{\dot{x}}{\dot{\lambda}}=\binom{0}{e},
$$

with initial conditions $x(0)=x^{*}$ and $\lambda(0)=\lambda^{*}$.
Let $y$ denote the vector $\dot{x}$ evaluated at $\mu=0$, i.e., $y$ is the tangent to the barrier trajectory at $x^{*}$. For an active constraint $i$, the second set of equations in (3.51) reveals that

$$
\begin{equation*}
\lambda_{i}^{*}\left(a_{i}^{*}\right)^{T} y=1, \quad \text { so that } \quad\left(a_{i}^{*}\right)^{T} y=\frac{1}{\lambda_{i}^{*}} \quad \text { and } \quad \hat{A} y=\left(\hat{\Lambda}^{*}\right)^{-1} e \tag{3.52}
\end{equation*}
$$

The assumption of strict complementarity means that $\lambda_{i}^{*} \neq 0$ for any active constraint. Hence relation (3.52) shows that the barrier trajectory ap-
proaches $x^{*}$ nontangentially with respect to the active constraints, i.e. the iterates do not converge 'along' the boundary.

Assume that constraint $i$ is active, and let $\theta_{i}$ denote the angle between $y$ and the normal to constraint $i$ at $x^{*}$. It follows from (3.52) that

$$
\begin{equation*}
\cos \theta_{i} \sim \frac{1}{\left\|a_{i}^{*}\right\| \lambda_{i}^{*}} . \tag{3.53}
\end{equation*}
$$

If all active constraint gradients are approximately equal in norm, relation (3.53) shows that the approach of barrier trajectory to $x^{*}$ is 'closer to tangential' for active constraints with larger multipliers.

These properties are illustrated graphically with a two-variable example:

$$
\begin{aligned}
\operatorname{minimize} & 2 x_{1} x_{2}-x_{1}^{2}-x_{2} \\
\text { subject to } & x_{1}^{2}+x_{2}^{2} \leq 2 \\
& x_{1}^{2} x_{2}^{2} \leq \leq 10 \\
& \left(x_{1}-\frac{1}{2}\right)^{2}+\left(x_{2}-1\right)^{2} \leq \frac{9}{4}
\end{aligned}
$$

The first and third constraints (shown as dashed curves in Figure 3) intersect at $x^{*}=(-1,1)^{T}$, which is an isolated local minimizer with Lagrange multipliers $\lambda_{1}^{*}=\frac{3}{2}$ and $\lambda_{3}^{*}=\frac{1}{3}$. The trajectory of barrier minimizers is depicted as a solid line converging to $x^{*}$. As expected, the trajectory approaches both active constraints along a nontangential path. The figure also confirms the prediction of (3.53) concerning the relative angles of approach to these constraints.


Fig. 3. The nontangential approach of $x(\mu)$ to $x^{*}$.

The nontangential property fails to hold without strict complementarity, even if the active constraint gradients are linearly independent. A complete analysis of this case is given in Jittorntrum (1978).

### 3.6. Properties of the barrier Hessian

The Hessian matrices $H_{B}$ of the barrier function display a special structure as $\mu \rightarrow 0$. The barrier Hessian is given by

$$
H_{B}(\mu)=H-\sum_{i=1}^{m} \frac{\mu}{c_{i}} H_{i}+\mu A^{T} C^{-2} A
$$

As $x(\mu)$ converges to $x^{*}$, the first two terms of the Hessian approach the Hessian of the Lagrangian function at $x^{*}$; the third matrix is given by

$$
\begin{equation*}
\mu A^{T} C^{-2} A=A^{T} D^{2} A, \quad \text { where } \quad D^{2}=\mu C^{-2}=\Lambda C^{-1}=\frac{1}{\mu} \Lambda^{2} \tag{3.54}
\end{equation*}
$$

We have already shown that the elements of $D$ corresponding to inactive constraints are converging to zero, and the elements corresponding to active constraints are becoming unbounded (see (3.44)).

Let $\hat{m}$ denote the number of active constraints whose gradients are linearly independent. The Hessian of the barrier function can be characterized in three ways, depending on $\hat{m}$.

If no constraints are active at $x^{*}$, then the Hessian of the barrier function converges (as we would expect) to the Hessian of $f$ itself.

At the other extreme, suppose that $\hat{m}=n$, so that the Jacobian of the active constraints has rank $n$. If $\hat{\lambda}^{*}>0$, the barrier Hessian along the trajectory approaches a large multiple of the nonsingular matrix $\hat{A}^{T}\left(\hat{\Lambda}^{*}\right)^{2} \hat{A}$. In this case, the condition of the limiting Hessian depends on the condition of $\hat{A}$ and the condition of $\hat{\Lambda}^{*}$, but is not necessarily large. (This situation holds for linear programs in which there are no zero Lagrange multipliers.)

Finally, assume that $0<\hat{m}<n$. The limiting matrix $D^{2}$ then contains $\hat{m}$ unbounded elements and $n-\hat{m}$ zero elements, which means that asymptotically $A^{T} D^{2} A$ of (3.54) becomes not only unbounded, but also rank-deficient. Murray (1971) showed that $H_{B}(\mu)$ has $\hat{m}$ unbounded eigenvalues, corresponding to eigenvectors in the range space of $\hat{A}^{T}$, and $n-\hat{m}$ bounded eigenvalues, corresponding to eigenvectors in the null space of $\hat{A}$. The barrier Hessian accordingly becomes increasingly ill-conditioned for 'small' $\mu$, and is singular in the limit. This property is one of the reasons that barrier function methods fell into disfavour in the 1970s, since standard unconstrained methods (such as Newton-based or quasi-Newton methods) tend to experience numerical difficulties when the Hessian is ill-conditioned. Various linear algebraic approaches have been proposed for dealing with this inherent ill-conditioning of the Hessian, and will be discussed in Section 7.2.

Our general analysis of barrier methods will be applied in Section 5 to the special case of linear programming. As background, we briefly summarize the relevant features of Newton's method in Section 4.

## 4. Newton's method

The application of interior methods to linear programming is heavily based on Newton's method, which we review in this section. Newton's method enters because satisfaction of certain nonlinear equations is definitive in optimality conditions (see Section 2.2), and the most popular technique for solving nonlinear equations is Newton's method.

### 4.1. Nonlinear equations and unconstrained minimization

We consider two forms for Newton's method. First, let $\Phi(x)$ denote an $n$ vector of smooth scalar functions $\varphi_{i}(x), i=1, \ldots, n$, and let $J(x)$ denote the Jacobian matrix of $\Phi$. We seek a point $x^{*}$ where $\Phi\left(x^{*}\right)=0$. If $x_{k}$ is the current point and $J\left(x_{k}\right)$ is nonsingular, the Newton step $p_{k}$ is the step from $x_{k}$ to the zero of the local affine model of $\Phi$, and is the unique solution of the linear system

$$
\begin{equation*}
J_{k} p_{k}=-\Phi_{k} \tag{4.1}
\end{equation*}
$$

where $J_{k}$ denotes $J\left(x_{k}\right)$ and $\Phi_{k}$ denotes $\Phi\left(x_{k}\right)$.
The second form of Newton's method is designed for unconstrained minimization of $f(x)$. Here, a quadratic model of the local variation of $f$ is obtained from the Taylor-series expansion about $x_{k}$ :

$$
f\left(x_{k}+p\right)-f\left(x_{k}\right) \approx g_{k}^{T} p+\frac{1}{2} p^{T} H_{k} p,
$$

where $g_{k}=g\left(x_{k}\right)$ and $H_{k}=H\left(x_{k}\right)$. If $H_{k}$ is positive definite, the Newton step $p_{k}$ is the step from $x_{k}$ to the minimizer of this model, and satisfies the nonsingular linear system

$$
\begin{equation*}
H_{k} p=-g_{k} . \tag{4.2}
\end{equation*}
$$

The direction $p_{k}$ of (4.2), derived for minimization, is equivalent to the Newton step for solving the $n$-dimensional nonlinear system $g(x)=0$.

### 4.2. Local convergence

A pure Newton method for either zero-finding or minimization begins with an initial point $x_{0}$, and generates a sequence of Newton iterates $\left\{x_{k}\right\}$, where

$$
\begin{equation*}
x_{k+1}=x_{k}+p_{k} \tag{4.3}
\end{equation*}
$$

and $p_{k}$ is defined by (4.1) or (4.2). Newton's method is often regarded as an 'ideal', in large part because of its fast quadratic convergence. When $x_{0}$ is sufficiently close to the solution and the relevant matrix (Jacobian or Hessian) is nonsingular, the error after each pure Newton step is effectively squared:

$$
\left\|x_{k+1}-x^{*}\right\|=O\left(\left\|x_{k}-x^{*}\right\|^{2}\right) .
$$

Far from the solution, a pure Newton method is unreliable and may fail to converge. The standard way to encourage convergence from a general starting point is to require a reduction at each iteration in some merit function that measures progress. The new iterate is then defined by

$$
\begin{equation*}
x_{k+1}=x_{k}+\alpha_{k} p_{k} \tag{4.4}
\end{equation*}
$$

where $\alpha_{k}$ is a positive scalar called the step length.
To guarantee convergence, the step $\alpha_{k}$ must satisfy conditions known as sufficient decrease in $\|\Phi\|$ or $f$, as appropriate. The process of choosing $\alpha_{k}$ to produce a sufficient decrease in $F$ is called a line search. Standard sufficient decrease conditions are discussed in detail in, for example, Ortega and Rheinboldt (1970). For well-behaved problems, the ultimate quadratic convergence of Newton's method can be retained because the 'natural' step of unity ( $\alpha_{k}=1$ in (4.4)) asymptotically produces a sufficient decrease.

### 4.3. Linear equality constraints

Newton's method for minimizing $f(x)$ subject to linear equality constraints can be derived in two ways: solving the nonlinear equations associated with optimality, or solving the constrained minimization subproblem derived from the local quadratic model.

The optimal $x^{*}$ and multiplier $\lambda^{*}$ can be viewed as the solution of the system (2.9) of $n+m$ nonlinear equations in the variables ( $x, \lambda$ ). Given $x_{k}$ and $\lambda_{k}$, we substitute the Jacobian from (2.9) into the generic Newton equation (4.1), which leads to two equivalent linear systems satisfied by the Newton step $\left(p_{k}, \delta_{k}\right)$ :

$$
\left(\begin{array}{cc}
H_{k} & -A^{T}  \tag{4.5}\\
A & 0
\end{array}\right)\binom{p_{k}}{\delta_{k}}=\left(\begin{array}{cc}
H_{k} & A^{T} \\
A & 0
\end{array}\right)\binom{p_{k}}{-\delta_{k}}=\binom{-g_{k}+A^{T} \lambda_{k}}{b-A x_{k}}
$$

(The second form has been rewritten with $-\delta_{k}$ as an unknown so that the matrix is symmetric.) The matrices in (4.5) are nonsingular whenever $A$ has full rank and the reduced Hessian $N^{T} H_{k} N$ is positive definite. Another option is to treat the 'new' Lagrange multiplier $\lambda_{k+1}=\lambda_{k}+\delta_{k}$ as an unknown, producing the linear system

$$
\left(\begin{array}{cc}
H_{k} & A^{T}  \tag{4.6}\\
A & 0
\end{array}\right)\binom{p_{k}}{-\lambda_{k+1}}=\binom{-g_{k}}{b-A x_{k}}
$$

The form (4.6) is often called the augmented system; the symmetric indefinite matrix in (4.6) is sometimes called the KKT matrix.

Viewed from a minimization perspective, the Newton step $p_{k}$ is chosen to minimize the Taylor-series quadratic model of $f$ subject to satisfying the constraints $A x_{k+1}=b$. With this formulation, $p_{k}$ solves the quadratic
program

$$
\begin{equation*}
\underset{p \in \mathbb{R}^{n}}{\operatorname{minimize}} \quad \frac{1}{2} p^{T} H_{k} p+g_{k}^{T} p \quad \text { subject to } \quad A p=b-A x_{k} \tag{4.7}
\end{equation*}
$$

This subproblem is itself an optimization problem subject to linear equality constraints. The Newton iterate $x_{k}+p_{k}$ satisfies the conditions ( $2.7 \mathrm{a}-\mathrm{b}$ ) for optimality of (4.7) if

$$
\begin{equation*}
A p_{k}=b-A x_{k} \quad \text { and } \quad g_{k}+H_{k} p_{k}=A^{T} \lambda_{k+1} \tag{4.8}
\end{equation*}
$$

After rearrangement, we again obtain the same linear system (4.6).
If $x_{k}$ already satisfies the linear constraints, so that $A x_{k}=b$, the Newton step is constrained to lie in the null space of $A$. In this case, the first equation in (4.8) becomes $A p_{k}=0$. If $H_{k}$ is nonsingular, we may multiply the second equation by $A H_{k}^{-1}$ and use the fact that $A p_{k}=0$, yielding the equations

$$
\begin{aligned}
A H_{k}^{-1} A^{T} \lambda_{k+1} & =A H_{k}^{-1} g_{k} \\
p_{k} & =H_{k}^{-1} A^{T} \lambda_{k+1}-H_{k}^{-1} g_{k}
\end{aligned}
$$

## 5. Linear programming

The main focus of interior methods since 1984 has been on linear programming. Much of the work on interior methods for LP can be viewed as an application of the general theory for barrier functions (Section 3), with enormous simplifications arising from the special properties of linear programs. Before describing specific interior methods, we give the relevant background on LP, emphasizing the special structure that is relevant to barrier methods.

It should be stressed in advance that hundreds of papers have been and continue to be written about interior LP methods, so that preparation of a complete list of references would be a daunting task. Fortunately, the excellent survey article of Gonzaga (1992) contains an extensive bibliography covering most aspects of the subject through mid-1991. A general bibliography on interior methods has been compiled by Kranich (1991), and can be accessed via electronic mail.

### 5.1. Background

For various historical and computational reasons, linear programs are widely stated in so-called standard form:

$$
\begin{equation*}
\underset{x}{\operatorname{minimize}} c^{T} x \quad \text { subject to } \quad A x=b, \quad x \geq 0 \tag{5.1}
\end{equation*}
$$

where $A$ is $m \times n$. The nonnegativity bound constraints $x \geq 0$ are the only inequalities in a standard-form problem. It is customary to assume that the rows of $A$ are linearly independent. The point $x$ is called strictly feasible for the linear program (5.1) if $A x=b$ and $x>0$.

A standard-form LP is a convex program (see Definition 10), and firstorder conditions are sufficient for optimality. Combining results for linear equalities and general inequalities, we see that the feasible point $x^{*}$ is a minimizer of the standard-form LP (5.1) if and only if, for some $m$-vector $y^{*}$ and $n$-vector $z^{*}$,

$$
c=A^{T} y^{*}+z^{*}, \quad z^{*} \geq 0, \quad \text { and } \quad z_{i}^{*} x_{i}^{*}=0 \quad \text { for } i=1, \ldots, n .
$$

The vector $z^{*}$ is the Lagrange multiplier for the inequality (simple bound) constraints, and $y^{*}$ is the Lagrange multiplier for the equality constraints. We note that $x^{*}$ and $z^{*}$ satisfy a complementarity relation (see (2.13c)); because of the special nature of standard form, the values of the variables $\left\{x_{i}\right\}$ are also the values of the inequality constraints.

A well known property of linear programs is that, if the optimal objective value is finite, a vertex minimizer must exist. For a standard-form LP, a point $x^{*} \geq 0$ satisfying $A x^{*}=b$ is a vertex if at least $n-m$ components of $x^{*}$ are zero. At a nondegenerate vertex $x^{*}$, exactly $n-m$ components are zero. For details about linear programming and its terminology, see, e.g., Chvátal (1983) or Goldfarb and Todd (1989).

The LP (5.1) is traditionally called the primal problem. Its dual may be written in the inequality form

$$
\begin{equation*}
\underset{y}{\operatorname{maximize}} b^{T} y \quad \text { subject to } \quad A^{T} y \leq c \tag{5.2}
\end{equation*}
$$

or in standard form:

$$
\begin{equation*}
\underset{y, z}{\operatorname{maximize}} b^{T} y \text { subject to } A^{T} y+z=c, \quad z \geq 0 \tag{5.3}
\end{equation*}
$$

The vector $z$ in (5.3) is called the dual slack. The solution $y^{*}$ of the dual is the Lagrange multiplier for the $m$ general equality constraints in the primal, and the primal solution $x^{*}$ is the Lagrange multiplier for the $n$ equality constraints of the standard-form dual problem (5.3).

The termination criteria in many interior LP methods are based on an important relationship between the primal and dual objective functions. Let $x$ be any primal-feasible point (satisfying $A x=b, x \geq 0$ ) and $y$ any dualfeasible point (satisfying $A^{T} y \leq c$ ), with $z$ the dual slack vector $c-A^{T} y$. It is straightforward to show that

$$
\begin{equation*}
c^{T} x-b^{T} y=x^{T} z \geq 0 \tag{5.4}
\end{equation*}
$$

The necessarily nonnegative quantity $c^{T} x-b^{T} y$ is called the duality gap, and is zero if and only if $x$ and $y$ are optimal for the primal and dual.

Given a primal-feasible $x$ and a dual-feasible $y$, the duality gap also provides a computable bound on the closeness of $c^{T} x$ to the optimal value $c^{T} x^{*}$. Assume that $c^{T} x-b^{T} y=\beta$. Since $c^{T} x^{*}=b^{T} y^{*}$,

$$
c^{T} x-c^{T} x^{*}=\beta+b^{T} y-b^{T} y^{*}
$$

Because the dual objective is maximized by $y^{*}$ for all dual-feasible $y$, we know that $b^{T} y^{*} \geq b^{T} y$, which means that $b^{T} y-b^{T} y^{*} \leq 0$. Similarly, because the primal objective is minimized among all primal-feasible $x, c^{T} x-c^{T} x^{*} \geq 0$. Hence a duality gap of $\beta$ at $(x, y)$ implies

$$
\begin{equation*}
0 \leq c^{T} x-c^{T} x^{*} \leq \beta \tag{5.5}
\end{equation*}
$$

### 5.2. The central path

Suppose that we wish to apply a barrier method to a standard-form LP for which the following assumptions are satisfied:
(a) the set of $x$ satisfying $A x=b, x>0$, is nonempty;
(b) the set ( $y, z$ ) satisfying $A^{T} y+z=c, z>0$, is nonempty;
(c) $\operatorname{rank}(A)=m$.

Because the inequality constraints in a standard-form problem are exclusively simple bounds, the corresponding logarithmic barrier function is $B(x, \mu)=c^{T} x-\mu \sum_{i=1}^{n} \ln x_{i}$. The barrier subproblem involves minimizing $B(x, \mu)$ subject to satisfying the linear equality constraints:

$$
\begin{equation*}
\text { minimize } c^{T} x-\mu \sum_{i=1}^{n} \ln x_{i} \text { subject to } A x=b . \tag{5.6}
\end{equation*}
$$

The gradient and Hessian of $B(x, \mu)$ for this case have particularly simple forms:

$$
\begin{equation*}
\nabla B(x, \mu)=c-\mu X^{-1} e, \quad \nabla^{2} B(x, \mu)=\mu X^{-2} \tag{5.7}
\end{equation*}
$$

where $X=\operatorname{diag}\left(x_{i}\right)$.
The barrier subproblem (5.6) has a unique minimizer if assumption (b) is satisfied, i.e. there exist points that are strictly feasible for the dual problem. (This result can be deduced from the special nature of linear programs and Theorem 4.) The optimality conditions (2.7) for linear equality constraints imply the existence of $y$ such that the solution of (5.6) satisfies

$$
c-\mu X^{-1} e=A^{T} y \quad \text { or } \quad c=A^{T} y+\mu X^{-1} e .
$$

Defining $z=\mu X^{-1} e$, we may write

$$
c=A^{T} y+z \quad \text { and } \quad X z=\mu e .
$$

These equations are reminiscent of the equations (3.47) that hold along the barrier trajectory, since $c$ is the objective gradient and the variables $x$ are also the inequality constraints. The central path for a standard-form LP is defined by the vectors $x(\mu), y(\mu)$ and $z(\mu)$ satisfying

$$
\begin{align*}
A x & =b, \quad x>0  \tag{5.8a}\\
A^{T} y+z & =c, \quad z>0  \tag{5.8b}\\
X z & =\mu e . \tag{5.8c}
\end{align*}
$$

The central path plays a crucial role in many interior LP methods; see Gonzaga (1992) for a detailed survey of methods based on the central path. We stress that relation (5.8c) formally defines the concept of 'centering' $x$ and $z$, namely using the barrier parameter to control the distance of both vectors from zero (the boundary). Furthermore, the objective value along the path provides an estimate of the deviation from optimality; see (3.26).

### 5.3. The primal Newton barrier method

Assume that we are given a point $x$ satisfying $A x=b$ and $x>0$, and that we wish to apply a barrier method to solve the standard-form LP (5.1). Using the forms (5.7) for the barrier gradient and Hessian, the Newton subproblem (4.7) for (5.6) is

$$
\begin{equation*}
\underset{p}{\operatorname{minimize}} \frac{1}{2} \mu p^{T} X^{-2} p+c^{T} p-\mu p^{T} X^{-1} e \quad \text { subject to } \quad A p=0 \tag{5.9}
\end{equation*}
$$

The first-order optimality criteria of (2.7) applied to (5.9) show that the Newton direction $p$ must satisfy

$$
\begin{equation*}
\mu X^{-2} p+c-\mu X^{-1} e=A^{T} y \tag{5.10}
\end{equation*}
$$

for some Lagrange multiplier vector $y$. (We use $y$ rather than $\lambda$ for the Lagrange multiplier to retain consistency with LP notation.) Multiplying through by $X^{2}$ and noting that $X e=x$, we obtain two expressions for $p$ :

$$
\begin{align*}
p & =\frac{1}{\mu} X^{2}\left(A^{T} y-c+\mu X^{-1} e\right)  \tag{5.11a}\\
p & =x+\frac{1}{\mu} X^{2}\left(A^{T} y-c\right) \tag{5.11b}
\end{align*}
$$

An expression for the Lagrange multiplier $y$ is derived by multiplying (5.10) by $A X^{2}$ and using the relation $A p=0$ to eliminate $p$ :

$$
\begin{equation*}
A X^{2} A^{T} y=A X^{2} c-\mu A X e=A X(X c-\mu e) \tag{5.12}
\end{equation*}
$$

Because $A$ has full rank and $x \neq 0$, the matrix $A X^{2} A^{T}$ is positive definite.
Equation (5.12) has the familiar form of the normal equations for a linear least-squares problem with coefficient matrix $X A^{T}$. The vector $y$ can therefore equivalently be represented as the solution of

$$
\begin{equation*}
\underset{y}{\operatorname{minimize}}\left\|X A^{T} y-(X c-\mu e)\right\|_{2}^{2} \tag{5.13}
\end{equation*}
$$

The residual vector corresponding to (5.13) is given by $r=X A^{T} y-(X c-\mu e)$. Applying (5.11a), we see that the Newton direction $p$ satisfies

$$
p=\frac{1}{\mu} X r
$$

and is a diagonally scaled multiple of the least-squares residual.

Alternatively, we can think of $p$ and $y$ as forming a combined vector of dimension $n+m$ that solves the linear equations corresponding to the augmented system (4.6) for (5.9):

$$
\left(\begin{array}{cc}
\mu X^{-2} & A^{T}  \tag{5.14}\\
A & 0
\end{array}\right)\binom{p}{-y}=\binom{-c+\mu X^{-1} e}{0}
$$

Since by construction $A p=0$, it follows that $A(x+\alpha p)=b$ for any step $\alpha$ along $p$ whenever $A x=b$. The pure Newton iterate for this problem (see (4.3)) is $\bar{x}=x+p$; however, a step of unity may violate strict feasibility. Because the constraints are linear, strict feasibility is retained if the step taken along $p$ is less than the step $\hat{\alpha}$ to the boundary of the feasible region. With simple bound constraints, $\hat{\alpha}$ can be calculated directly: for all indices $i$ such that $p_{i}<0, \hat{\alpha}$ is the smallest value of $-x_{i} / p_{i}$.

A model primal Newton barrier algorithm includes both 'outer' and 'inner' iterations. The outer iterations reduce the barrier parameter, and the inner iterations apply Newton's method to solve the current barrier subproblem (5.6).

## Primal Newton Barrier Algorithm

$k \leftarrow 0 ; \mu_{0}>0 ; x_{0}$ satisfies $A x_{0}=b$ and $x_{0}>0 ;$
while $x_{k}$ is not sufficiently close to optimal for the LP do
$x_{k}^{0} \leftarrow x_{k} ; i \leftarrow 0 ;$
while $x_{k}^{i}$ is not sufficiently close to optimal for (5.6) do
Calculate the Newton direction $p^{i}$ at $x_{k}^{i}$;
$x_{k}^{i+1} \leftarrow x_{k}^{i}+\alpha^{i} \boldsymbol{p}^{i}$, where $\alpha^{i}<\hat{\alpha}^{i}$ and $B\left(x_{k}^{i+1}, \mu_{k}\right)<B\left(x_{k}^{i}, \mu_{k}\right)$;
$i \leftarrow i+1 ;$
end while
$x_{k+1} \leftarrow x_{k}^{i}$;
Choose $\mu_{k+1}<\mu_{k} ; k \leftarrow k+1$;
end while
The major computational effort associated with a primal barrier algorithm is the calculation of the Newton direction. The equations satisfied by the Newton direction can be written in a variety of theoretically equivalent forms, each of which suggests different linear algebraic techniques; the linear algebra issues will be discussed in Section 7.1.

The unspecified, implementation-dependent aspects of this algorithm include the selection of $x_{0}$ and $\mu_{0}$, the strategy for altering the barrier parameter, and the choice of termination criteria for the inner and outer iterations. With suitable modification, this algorithm does not necessarily require a strictly feasible point. See Gonzaga (1992) for references on approaches that allow a general starting point.

With respect to the choice of the step $\alpha$, it has been universally observed
in practice that a very simple line search strategy of choosing $\alpha$ as a fixed fraction close to one (say, 0.95 or 0.99 ) of the step $\hat{\alpha}$ to the boundary almost always produces an adequate sufficient decrease (see Section 4.2) in the barrier function. In the extremely rare cases when this step is inadequate, a standard backtracking line search may be used. (For nonlinear problems, the issue of the line search becomes more complicated; see Murray and Wright (1991).)

Affine scaling interior methods were originally derived in terms of scaled steepest descent, and at first sight appear unrelated to barrier functions. However, the primal affine scaling method corresponds to defining $y$ from (5.12) with $\mu=0$. In general, an affine scaling method may be viewed as the limiting case of Newton's method applied to a barrier function. Gonzaga (1992) discusses the history of affine scaling methods.

In the first few years following 1984, affine scaling techniques experienced considerable popularity, in large part because of their simplicity, and were among the most effective in practice. At present, primal-dual methods, to be discussed in the next section, are accepted as the most efficient interior methods for LP. Certainly they are the most widely implemented in major software packages.

### 5.4. Primal-dual barrier methods

The primal Newton barrier algorithm just described finds a Newton step in only the primal variables $x$; the Lagrange multiplier $y$ arises from the equality-constrained Newton subproblem (5.9). An alternative approach is motivated by finding primal and dual variables $x, y$, and $z$ that satisfy the (rearranged) nonlinear equations from (5.8) that define the central path:

$$
\Phi(x, y, z)=\left(\begin{array}{c}
X Z e-\mu e  \tag{5.15}\\
A x-b \\
A^{T} y+z-c
\end{array}\right)=0
$$

Note that the second and third equations are linear; all the nonlinearity occurs in the first equation.

Applying Newton's method (4.1) to this system, we obtain

$$
J\left(\begin{array}{c}
p_{x}  \tag{5.16}\\
p_{y} \\
p_{z}
\end{array}\right)=\left(\begin{array}{ccc}
Z & 0 & X \\
A & 0 & 0 \\
0 & A^{T} & I
\end{array}\right)\left(\begin{array}{c}
p_{x} \\
p_{y} \\
p_{z}
\end{array}\right)=\left(\begin{array}{c}
\mu e-X Z e \\
b-A x \\
c-A^{T} y-z
\end{array}\right)
$$

where $J$ is the Jacobian of $\Phi$ in (5.15) and $p_{x}, p_{y}$ and $p_{z}$ are the Newton directions for $x, y$ and $z$. Despite the difference in derivation, the linear systems associated with the Newton step in a primal-dual method have the same character as those in a primal method.

The third equation in (5.16) gives the expression

$$
p_{z}=-A^{T} p_{y}+c-A^{T} y-z
$$

Substituting in the first equation to eliminate $p_{z}$, we obtain an augmented system involving $p_{x}$ and $p_{y}$ :

$$
\left(\begin{array}{cc}
X^{-1} Z & A^{T}  \tag{5.17}\\
A & 0
\end{array}\right)\binom{p_{x}}{-p_{y}}=\binom{\mu X^{-1} e-c+A^{T} y}{b-A x}
$$

(see (4.6)). Since both $x$ and $z$ are strictly positive, the matrix $X^{-1} Z$ may be written as a positive diagonal matrix $D^{2}$, with $d_{i}^{2}=z_{i} / x_{i}$.

Using $X^{-1} Z$ as a block pivot to eliminate $p_{x}$ from the second equation of (5.17), the result is

$$
\begin{equation*}
A Z^{-1} X A^{T} p_{y}=A Z^{-1} X\left(c-\mu X^{-1} e-A^{T} y\right)+b-A x \tag{5.18}
\end{equation*}
$$

As in (5.12), the matrix is symmetric and positive definite, with the form $A D^{2} A^{T}$. Once $p_{y}$ is known, $p_{z}$ and $p_{x}$ may be calculated without solving further equations.

Finally, if $b-A x$ may be written as $A D v$ for some vector $v$ (for example, if $A x=b$ ), the equations (5.18) are the normal equations for a linear leastsquares problem with matrix $D A^{T}$; see (5.13).

Primal-dual algorithms typically have a form similar to the primal algorithm given in Section 5.3. Most implementations choose separate steps for the primal and dual variables, in each case to ensure a sufficient decrease in some suitable merit function. When $x$ and $z$ are respectively primaland dual-feasible, the easily-computable duality gap provides a guaranteed measure of the deviation from the optimal objective value; see (5.5).

Primal-dual methods of several varieties have been implemented, many with great practical success. An important feature not discussed here is the use of a 'predictor-corrector' technique closely related to extrapolation along the trajectory. For detailed discussion of primal-dual methods, see, for example, Lustig et al. (1990) and Mehrotra (1990).

## 6. Complexity issues

It is interesting as well as ironic that interior methods possess the same property as the simplex method: they are much faster in practice than indicated by complexity analysis. As we shall see, the typical upper bound on the number of iterations required by an interior method is extremely large for a problem of even moderate size. However, a lighthearted 'rule of thumb' articulated by several implementors is that interior LP methods tend to converge in an effectively constant number of iterations for many problems. This discrepancy has yet to be explained rigorously.

A major reason for the widespread interest in interior methods has been
their provable polynomial complexity. Although formal complexity proofs are not typical in the numerical analysis literature, we have included one to indicate its flavour.

### 6.1. The role of problem size

In complexity proofs, it is standard to assume that exact arithmetic is used, and that all data of the problem (i.e. the entries of $A, b$ and $c$ ) are integers. This is equivalent to assuming that the problem data are rational, since rational values can be rescaled to become integers. We therefore assume, in discussions of complexity only, that the entries of $A, b$ and $c$ are integers.

For a standard-form LP with $n$ variables and $m$ general constraints, the worst-case complexity of the simplex method depends on the number of vertices of the feasible region (which provides an upper bound on the number of iterations) and on the number of arithmetic operations required to perform an iteration. Both of these numbers can be bounded by expressions involving only the dimensions $n$ and $m$.

When analysing the complexity of interior methods, however, a 'new' integer $L$ makes an appearance. The usual interpretation is that $L$ measures the 'size' of a linear program, and indicates the amount of information needed to represent an encoding of the problem.

The exact definition of $L$ varies somewhat in the literature. For example, in Goldfarb and Todd (1989), the value of $L$ for a standard-form LP with $n$ variables and $m$ equality constraints is defined as

$$
\begin{equation*}
L=\sum_{i=0}^{m} \sum_{j=0}^{n}\left\lceil\log \left(\left|a_{i j}\right|+1\right)+1\right\rceil \text {, } \tag{6.1}
\end{equation*}
$$

where $a_{i 0}=b_{i}$ and $a_{0 j}=c_{j}$. It should be stressed that $L$ can be enormous for problems of even moderate dimension.

The value of $L$ enters the complexity analysis at both lower (termination) and upper (initialization) extremes. The role of $L$ in the initialization of interior methods will be discussed following Theorem 9.

With respect to termination, Khachian (1979) showed that the smallest possible nonzero variation in the objective function between any two distinct vertices is expressible in terms of $L$. In particular, if $x$ is any vertex, then $c^{T} x$ is either equal to the optimal value $c^{T} x^{*}$ or must exceed the optimal value by at least $2^{-2 L}$. This bound depends on the fact that an optimal vertex is the solution of a linear system involving $b$ and a nonsingular submatrix of $A$. Under an integrality assumption on the entries of $A$ and $b$, Cramer's rule shows that the exact solution of such a system is a vector of rational numbers, such that the absolute value and denominator of each component are bounded by $2^{O(L)}$.

A stopping rule that defines acceptable closeness to optimality is needed
for interior methods because the exact solution of an LP (a vertex) cannot be produced in a finite number of iterations by a method that generates strictly feasible iterates. Given any feasible point $x$, a formal 'rounding' procedure requiring $O\left(n^{3}\right)$ operations is known that will produce a vertex $\bar{x}$ for which $c^{T} \bar{x} \leq c^{T} x$. If the objective value at an interior point is known to be within $2^{-2 L}$ of the optimal value, a single application of the rounding procedure will produce an optimal vertex. This result follows from the property stated above concerning the minimum nonzero variation in objective values between vertices; see Papadimitriou and Steiglitz (1982) and Gonzaga (1992) for details.

Although the optimal objective value is in general unknown, an interior method that constructs primal- and dual-feasible points can use the duality gap to provide a computable upper bound on the difference between the current and optimal objective values; see (5.5).

### 6.2. A polynomial-time path-following algorithm

The material in this section closely follows Roos and Vial (1988); similar proofs are given in Monteiro and Adler (1989a). See Gonzaga (1992) for a survey of path-following strategies and the associated complexity bounds.

The argument typifies complexity proofs involving Newton steps and the central path. The fundamental ideas are: first, defining a computable measure of closeness to the central path; second, showing that a Newton step retains a sufficient degree of closeness to the path; and finally, decreasing the barrier parameter at a rate that allows a polynomial upper bound on the number of iterations required to reduce the duality gap to less than $2^{-O(L)}$.

An important element of the proof is a suitable definition of a proximity measure $\delta(x, \mu)$, which measures closeness to the central path. This quantity is defined for a strictly feasible $x$ and positive barrier parameter $\mu$. Let $y(x, \mu)$ and $z(x, \mu)$ denote the vectors satisfying $A^{T} y+z=c$ for which $\|X z-\mu e\|$ is minimized. This requirement means that $y(x, \mu)$ and $z(x, \mu)$ solve an optimization problem with a quadratic objective function and linear equality constraints:

$$
\begin{equation*}
\underset{y, z}{\operatorname{minimize}} \frac{1}{2} z^{T} X^{2} z-\mu x^{T} z \quad \text { such that } \quad A^{T} y+z=c \tag{6.2}
\end{equation*}
$$

Problem (6.2) is merely a conceptual formalism; the required vectors are implicit in the calculations (5.11) and (5.12) associated with the primal Newton direction:

$$
y(x, \mu)=y \quad \text { and } \quad z(x, \mu)=c-A^{T} y
$$

The projected Newton direction $p$ (5.11) may consequently be written as

$$
\begin{equation*}
p=x-\frac{1}{\mu} X^{2} z \tag{6.3}
\end{equation*}
$$

where $z$ is the optimal $z(\mu)$ from (6.2).
The proximity measure $\delta(x, \mu)$ is defined as

$$
\begin{equation*}
\delta(x, \mu)=\left\|X^{-1} p\right\|=\left\|\frac{X z}{\mu}-e\right\|, \quad \text { where } \quad z=z(x, \mu) \tag{6.4}
\end{equation*}
$$

If $x$ solves (5.6), i.e. $x$ lies on the central path, then $\delta(x, \mu)=0$. The value of $\delta$ is thus a scaled measure of the Newton step, and indicates the distance of $x$ from the central path.

It is convenient to use the $n$-vector $s$ whose $i$ th component is $s_{i}=x_{i} z_{i} / \mu$, so that

$$
\begin{equation*}
s=\frac{X z}{\mu} \quad \text { and } \quad z=\mu X^{-1} s \tag{6.5}
\end{equation*}
$$

The definitions of $\delta$ and $s$ imply the relations

$$
\begin{equation*}
\delta^{2}=\sum_{i=1}^{n}\left(\frac{x_{i} z_{i}}{\mu}-1\right)^{2}=\|s-e\|^{2}=\sum_{i=1}^{n}\left(s_{i}-1\right)^{2} \tag{6.6}
\end{equation*}
$$

It follows from (6.3) and (6.5) that the next iterate $\bar{x}$ of a pure Newton method is

$$
\begin{equation*}
\bar{x}=x+p=2 x-\frac{X^{2} z}{\mu}=2 x-X s \tag{6.7}
\end{equation*}
$$

Component-wise, the new iterate satisfies

$$
\begin{equation*}
\bar{x}_{i}=2 x_{i}-x_{i} s_{i}=\left(2-s_{i}\right) x_{i} \tag{6.8}
\end{equation*}
$$

Before treating the algorithm itself, we show that the duality gap is bounded if the proximity measure is sufficiently small.
Lemma 2 (Bounds on the duality gap.) If $x$ is strictly feasible, $\delta(x, \mu)<1$ and the vectors $y$ and $z$ solve (6.2), then $y$ is dual-feasible (i.e., $A^{T} y \leq c$ ) and

$$
\mu(n-\delta(x, \mu) \sqrt{n}) \leq c^{T} x-b^{T} y \leq \mu(n+\delta(x, \mu) \sqrt{n})
$$

Proof. Since $x>0$ and $\delta(x, \mu)<1$, it follows from the first equation in (6.6) that $x_{i} z_{i} \geq 0$. Hence $z \geq 0$, which means that $A^{T} y \leq c$ and $y$ is dual-feasible.

Because $x$ and $y$ are primal- and dual-feasible, we know from (5.4) that the duality gap is given by $x^{T} z$, with $z=c-A^{T} y$. By definition of $\delta$ and $e$,

$$
\delta(x, \mu) \sqrt{n}=\left\|\frac{X z}{\mu}-e\right\|\|e\|
$$

Applying the Cauchy-Schwarz inequality, we obtain

$$
\delta(x, \mu) \sqrt{n}=\left\|\frac{X z}{\mu}-e\right\|\|e\| \geq\left|e^{T}\left(\frac{X z}{\mu}-e\right)\right|=\left|\frac{x^{T} z}{\mu}-n\right|
$$

which leads to

$$
n-\delta(x, \mu) \sqrt{n} \leq \frac{x^{T} z}{\mu} \leq n+\delta(x, \mu) \sqrt{n}
$$

Multiplying by $\mu$ gives the desired result.
We now begin a sequence of lemmas that prove crucial relationships about Newton steps and the proximity measure. First, we show that, if the proximity measure is sufficiently small for given $x$ and $\mu$, the proximity measure for the same value of $\mu$ is squared at the next Newton iterate.

Lemma 3 (Quadratic convergence of proximity measure.) Let $x$ satisfy $A x=b, x>0$, and assume that $\delta(x, \mu)<1$. Then the next Newton iterate $\bar{x}$ (6.7) also satisfies $A \bar{x}=b$ and $\bar{x}>0$. Further, $\delta(\bar{x}, \mu) \leq \delta(x, \mu)^{2}$.
Proof. Because $\delta(x, \mu)<1$, it follows from (6.6) that $\left|s_{i}-1\right|<1$, so that $0<s_{i}<2$ for $1 \leq i \leq n$. Relation (6.8) then implies that $\bar{x}>0$. The fact that $A \bar{x}=b$ is immediate from the construction (5.9) of $p$ to satisfy $A p=0$.

Because $\delta(\bar{x}, \mu)$ is the smallest value of $\|\bar{X} z / \mu-e\|$ for all vectors $y$ and $z$ satisfying $A^{T} y+z=c$, we have

$$
\delta(\bar{x}, \mu) \leq\left\|\frac{\bar{X} z}{\mu}-e\right\|
$$

Using the relations $z=\mu X^{-1} s$ and $\bar{x}_{i}=2 x_{i}-x_{i} s_{i}$ gives

$$
\frac{\bar{X} z}{\mu}=\bar{X} X^{-1} s=(2 X-X S) X^{-1} s=2 s-S^{2} e
$$

Therefore, $\delta(\bar{x}, \mu) \leq\left\|2 s-S^{2} e-e\right\|$, which means that

$$
\delta(\bar{x}, \mu)^{2} \leq \sum_{i=1}^{n}\left(2 s_{i}-s_{i}^{2}-1\right)^{2}=\sum_{i=1}^{n}\left(s_{i}-1\right)^{4} \leq\left(\sum_{i=1}^{n}\left(s_{i}-1\right)^{2}\right)^{2}=\delta(x, \mu)^{4}
$$

The condition $\delta(x, \mu)<1$ thus ensures that the pure Newton iterates converge quadratically to the point $x(\mu)$ on the central path.

The next lemma develops a bound on the proximity criterion corresponding to a reduced value of the barrier parameter.
Lemma 4 (Effect of a reduction in $\mu$.) If $\theta$ satisfies $0<\theta<1$ and $\bar{\mu}$ is defined as $(1-\theta) \mu$, then

$$
\delta(x, \bar{\mu}) \leq \frac{\delta(x, \mu)+\theta \sqrt{n}}{1-\theta}
$$

Proof. It follows from the definition of $\delta$ that, for $z=z(x, \mu)$,

$$
\delta(x, \bar{\mu}) \leq\left\|\frac{X z}{\bar{\mu}}-e\right\|
$$

Let

$$
\nu=\frac{1}{1-\theta}=\frac{\mu}{\bar{\mu}}
$$

so that $\nu>1$ and $\nu-1=\theta /(1-\theta)$. Then

$$
\delta(x, \bar{\mu}) \leq\left\|\frac{X z}{\bar{\mu}}-e\right\|=\left\|\nu \frac{X z}{\mu}-e\right\|=\|\nu s-e\| .
$$

Applying the triangle inequality gives

$$
\begin{aligned}
\delta(x, \bar{\mu}) & \leq\|\nu(s-e)+(\nu-1) e\| \\
& \leq \nu\|s-e\|+(\nu-1)\|e\| \\
& =\frac{\delta(x, \mu)+\theta \sqrt{n}}{1-\theta}
\end{aligned}
$$

which is the desired result.
We now combine the preceding two lemmas to obtain a bound on the proximity measure for the Newton iterate with a barrier parameter that has been reduced by a factor related to the problem dimension.
Lemma 5 (Bounds on the proximity measure.) Assume that $\delta(x, \mu) \leq \frac{1}{2}$, and let

$$
\theta=\frac{1}{6 \sqrt{n}}, \quad \text { so that } \quad \theta \sqrt{n}=\frac{1}{6} .
$$

When $\bar{x}$ is the Newton iterate (6.7) and $\bar{\mu}=(1-\theta) \mu$, then $\delta(\bar{x}, \bar{\mu}) \leq \frac{1}{2}$.
Proof. Applying first Lemma 4 and then Lemma 3, we have

$$
\begin{aligned}
\delta(\bar{x}, \bar{\mu}) & \leq \frac{\delta(\bar{x}, \mu)+\theta \sqrt{n}}{1-\theta} \leq \frac{\delta(x, \mu)^{2}+\theta \sqrt{n}}{1-\theta} \\
& \leq \frac{\frac{1}{4}+\frac{1}{6}}{1-\theta}=\frac{\frac{5}{12}}{1-\theta} \\
& \leq \frac{1}{2}
\end{aligned}
$$

where the last inequality holds because $1 /(1-\theta) \leq \frac{6}{5}$.
An approximate path-following method based on reducing the barrier parameter and taking a single Newton step is obviously suggested by these results. Assume that we are given a strictly feasible $x_{0}$ and barrier parameter $\mu_{0}$ such that $\delta\left(x_{0}, \mu_{0}\right) \leq \frac{1}{2}$; the latter condition can always be satisfied, as we shall discuss after the proof of Theorem 9. The following algorithm constructs a sequence of pairs $\left(x_{k}, \mu_{k}\right)$ such that every $x_{k}$ is strictly feasible, $\mu_{k}>0, \delta\left(x_{k}, \mu_{k}\right) \leq \frac{1}{2}$, and $\mu_{k} \rightarrow 0$ as $k \rightarrow \infty$.

Let $q$ be an accuracy parameter, to be described later, and define $\theta$ as $1 /(6 \sqrt{n})$.

```
Algorithm I
    \(k \leftarrow 0\);
    while \(n \mu_{k}>\mathrm{e}^{-q}\)
        \(\mu_{k+1} \leftarrow(1-\theta) \mu_{k} ;\)
        \(x_{k+1} \leftarrow 2 x_{k}-X_{k}^{2} z_{k} / \mu_{k}\), where \(z_{k}=z\left(x_{k}, \mu_{k}\right)\) of (6.2);
        \(k \leftarrow k+1\);
    end while
```

An upper bound for the number of iterations required by Algorithm I is given in the following theorem.

Theorem 9 (Worst-case number of iterations.) Define $q_{0}=\left\lceil\ln \left(n \mu_{0}\right)\right\rceil$. Then Algorithm I will terminate after at most $6\left(q+q_{0}\right) \sqrt{n}$ steps, and the final iterate $x$ and the corresponding $y$ obtained from (6.2) satisfy

$$
c^{T} x-b^{T} y \leq \frac{3}{2} \mathrm{e}^{-q}
$$

Proof. We know from Lemma 3 that every iterate $x_{k}$ is strictly feasible, and from Lemma 5 that $\delta\left(x_{k}, \mu_{k}\right) \leq \frac{1}{2}$. The algorithm terminates when $k$ satisfies $n \mu_{k} \leq \mathrm{e}^{-q}$, where by construction $\mu_{k}=(1-\theta)^{k} \mu_{0}$. Applying the definition of $q_{0}$, termination will occur when

$$
n \mu_{k}=n(1-\theta)^{k} \mu_{0} \leq(1-\theta)^{k} \mathrm{e}^{q_{0}} \leq \mathrm{e}^{-q} .
$$

Taking logarithms, the termination condition is

$$
\begin{equation*}
-k \ln (1-\theta)>q+q_{0} . \tag{6.9}
\end{equation*}
$$

Since $-\ln (1-\theta)>\theta$ for all $\theta<1$, the inequality (6.9) holds if $k \theta>q+q_{0}$. Using the definition of $\theta$, we see that the algorithm terminates if $k$ satisfies

$$
k>6 \sqrt{n}\left(q+q_{0}\right)
$$

which gives the first desired result.
For the final iterate $x_{k}$, let $y_{k}=y\left(x_{k}, \mu_{k}\right)$. Lemma 2 implies that $y_{k}$ is dual feasible and that

$$
c^{T} x_{k}-b^{T} y_{k} \leq \mu_{k}\left(n+\delta\left(x_{k}, \mu_{k}\right) \sqrt{n}\right)
$$

Since $n \mu_{k} \leq \mathrm{e}^{-q}$ and $\delta\left(x_{k}, \mu_{k}\right) \leq \frac{1}{2}$, rearrangement gives

$$
c^{T} x_{k}-b^{T} y_{k} \leq \mathrm{e}^{-q}\left(1+\frac{\delta\left(x_{k}, \mu_{k}\right)}{\sqrt{n}}\right) \leq \frac{3}{2} \mathrm{e}^{-q}
$$

which completes the proof.
To conclude that this bound is polynomial, we need to connect $L$ (6.1) to both the initial barrier parameter $\mu_{0}$ (which defines $q_{0}$ ) and to the accuracy parameter $q$.

The value of $\mu_{0}$ is related to $L$ in detailed proofs by Monteiro and Adler
(1989a, b), who show that any LP is polynomially equivalent (i.e. can be transformed in a polynomial number of operations) to an LP of similar size. For this related LP, a strictly feasible $x_{0}$ and an initial $\mu_{0}=2^{O(L)}$ are known such that $x_{0}$ lies on the central path. With these choices of $\mu_{0}$ and $x_{0}$, the value of $q_{0}$ is $O(L)$, and $\delta\left(x_{0}, \mu_{0}\right)=0$. It should be emphasized that this value of $\mu_{0}$ is enormous, and would never be used in a practical algorithm.

Turning now to the accuracy parameter $q$, we know from our initial discussion of $L$ that the algorithm should terminate when the duality gap is less than $2^{-O(L)}$. In Algorithm I, the duality gap is tested against $\mathrm{e}^{-q}$. Consequently, $q$ should be chosen as $O(L)$ to ensure that the rounding procedure will produce an optimal vertex from the final iterate.

With both $q$ and $q_{0}$ taken as $O(L)$, the bound of Theorem 9 is indeed $O(\sqrt{n} L)$ iterations. Finally, each iteration of the algorithm requires $O\left(n^{3}\right)$ operations, to calculate $p, y$ and $z$ from (5.11) and (5.12). The total computational effort for Algorithm I is therefore $O\left(n^{3.5} L\right)$, which is (as promised) a polynomial in the problem size.

Polynomiality has been proved for a wide variety of interior methods for linear and quadratic programming. See, for example, Monteiro and Adler (1989b), in which the nature of the 'rounding' required for QP is described in detail. Various authors have proposed interior path-following methods for convex nonlinear problems satisfying certain assumptions. Recent discussion of these approaches is given in, for example, Nesterov and Nemirovsky (1989), den Hertog et al. (1990), Mehrotra and Sun (1990), and Jarre (1991). With these methods, polynomial bounds can be proved only on the number of iterations, since no rounding procedure exists for general nonlinear problems.

## 7. Linear algebraic issues

A persuasive argument can be made that the practical success of interior methods depends on numerical linear algebra. For very large problems, even (say) 40 iterations of an interior method would be inordinately timeconsuming if the associated linear systems could not be solved efficiently and reliably.

### 7.1. Linear algebra in interior LP methods

The linear systems in interior methods for linear programming have a strikingly different nature from those associated with the simplex method. At each simplex iteration, two (transposed) square $m \times m$ systems are solved, and the matrix changes by only a single column per iteration. Typical implementations of the simplex method perform an initial sparse $L U$ factorization of the basis, followed by Forrest-Tomlin or Bartels-Golub updates. As an aside, we stress that linear algebra in the 'real' simplex method bears almost
no resemblance to a typical textbook tableau. Recent discussions of selected linear algebraic issues in the simplex method may be found in Bixby (1990), Duff et al. (1986) and Forrest and Tomlin (1990, 1991).

Interior LP methods have been of practical interest mainly for large problems, and we henceforth assume that the matrix $A$ is large and sparse. In most implementations to date, the Newton direction is calculated from equations arising in two theoretically equivalent formulations:
(i) Normal-equation form, involving an $m \times m$ symmetric positive-definite matrix $A D^{2} A^{T}$ (see (5.12) and (5.18));
(ii) Augmented system form, containing an ( $n+m$ )-dimensional speciallystructured symmetric indefinite matrix (see (5.14) and (5.17)).

Least-squares problems such as (5.13) have primarily been solved by conversion to (i) or (ii), although some interest remains in application of sparse $Q R$ factorizations. A complete discussion of the relevant linear algebraic issues for all these approaches is given in Björck (1991), along with an extensive bibliography.

With either (i) or (ii), the following features are important:

- The $n \times n$ matrix $D$ changes completely at every iteration, but its elements are converging to quantities associated with $x^{*}$;
- The Newton direction need not necessarily be computed with high accuracy, since it is only a means to follow the path. Unless there is a complete breakdown in accuracy, the line search ensures progress for any direction of descent with respect to the particular merit function.

The simplest and by far the most popular linear algebraic technique for the normal-equation approach is direct solution: we explicitly form $A D^{2} A^{T}$ and compute its Cholesky factorization,

$$
A D^{2} A^{T}=R^{T} R
$$

where $R$ is upper triangular. Sparse Cholesky factorizations have been widely studied and carefully implemented in several sparse matrix packages. Comprehensive discussions are given in, for example, George and Liu (1981) and Duff et al. (1986).

Most implementations of a sparse Cholesky factorization perform an initial symbolic analyse phase that constructs a pivot ordering intended to produce a sparse factor $R$. When $A D^{2} A^{T}$ is sufficiently positive definite, all pivoting orders are numerically stable, so that the ordering need not be altered later. Because only the diagonal scaling $D$ changes at each iteration of an interior LP method, a single analyse phase suffices for all iterations. After a suitable ordering is determined, the triangular matrix $R$ is calculated using the numerical values in $A D^{2} A^{T}$.

Standard ordering heuristics, most commonly minimum degree and mini-
mum local fill, have been very effective in interior methods. The calculation of $R$ has been organized in both 'left-looking' and 'right-looking' versions. The best choice of ordering and organization has been found, not surprisingly, to depend on details of the hardware such as vectorization and memory hierarchy.

Although the barrier Hessian is nonsingular at strictly interior iterates, it becomes asymptotically singular when the linear program is dual degenerate. Many (some would say most) real linear programs display a high degree of dual degeneracy, leading to obvious ill-conditioning in $A D^{2} A^{T}$. The small number of observed numerical difficulties with the normal-equation approach has therefore been a continuing surprise. A careful error analysis is likely to explain this phenomenon, but it remains slightly mysterious at this time.

The major practical difficulty with forming the Cholesky factorization of $A D^{2} A^{T}$ is known as the 'dense column' problem. If any columns of $A$ contain a relatively large number of nonzeros, the matrix $A D^{2} A^{T}$ is much denser than $A$. (If $A$ has even one entirely dense column, $A D^{2} A^{T}$ fills in completely.) To retain efficiency, some strategy must be developed to detect and treat dense columns separately.

Suppose that $A$ is partitioned into two subsets of columns, with a similar partition of $D$ :

$$
A=\left(\begin{array}{ll}
A_{1} & A_{2}
\end{array}\right), \quad \text { so that } \quad A D^{2} A^{T}=A_{1} D_{1}^{2} A_{1}^{T}+A_{2} D_{2}^{2} A_{2}^{T}
$$

where $A_{2}$ contains the dense columns. The hope is to solve systems involving $A D^{2} A^{T}$ without forming the matrix explicitly, using a Cholesky factorization of the 'sparse part':

$$
A_{1} D_{1}^{2} A_{1}^{T}=R_{1}^{T} R_{1}
$$

A direct strategy can be devised by observing that the solution $p$ of $A D^{2} A^{T} p=d$ also satisfies

$$
\left(\begin{array}{cc}
A_{1} D_{1}^{2} A_{1}^{T} & A_{2}  \tag{7.1}\\
A_{2}^{T} & -D_{2}^{-2}
\end{array}\right)\binom{p}{z}=\binom{d}{0}
$$

It is well known that the extended system (7.1) can be solved if we can solve linear systems involving $A_{1} D_{1}^{2} A_{1}^{T}$ and the (negative) Schur complement

$$
C=D_{2}^{-2}+A_{2}^{T}\left(A_{1} D_{1}^{2} A_{1}^{T}\right)^{-1} A_{2}
$$

The matrix $C$ can be expressed in terms of $R_{1}$ as

$$
C=D_{2}^{-2}+A_{2}^{T}\left(R_{1}^{T} R_{1}\right)^{-1} A_{2}=D_{2}^{-2}+U^{T} U
$$

where $U=R_{1}^{-T} A_{2}$. The desired vector $p$ is found by solving (in order)

$$
R_{1}^{T} v=d, \quad C z=U^{T} v, \quad R_{1} p=v-U z
$$

If the column dimension of $A_{2}$ is small, the positive-definite matrix $C$ can
be formed and factorized without undue effort. This technique for dealing with dense columns is discussed in, for example, Marxen (1989) and Choi et al. (1990).

A second approach involves applying an iterative technique such as the conjugate gradient method. Given that the equations need not be solved exactly, there is some hope that the required number of iterative steps will not be too large on average. Because $A D^{2} A^{T}$ is often ill-conditioned, preconditioning is essential. An obvious source for the preconditioner is a 'sparsified' Cholesky factorization of $A D^{2} A^{T}$, such as the factorization of $A_{1} D_{1}^{2} A_{1}^{T}$; see, for example, Gill et al. (1986). Other strategies combining direct and iterative techniques have also been devised; see Lustig et al. (1990).

A drawback with either strategy is that the matrix $A_{1} D_{1}^{2} A_{1}^{T}$ remaining after removal of dense columns has frequently been found to be extremely ill-conditioned or even numerically singular. A second problematic aspect is that heuristic criteria must be developed to identify which columns qualify as dense.

We now turn to formulation (ii) - solving an augmented system in which the matrix has one of the forms

$$
K=\left(\begin{array}{cc}
D^{-2} & A^{T}  \tag{7.2}\\
A & 0
\end{array}\right) \quad \text { or } \quad M=\left(\begin{array}{cc}
\beta I & \tilde{D} A^{T} \\
A \tilde{D} & 0
\end{array}\right)
$$

The second matrix arises from a least-squares formulation, and the scalar $\beta$ is a scaling factor included to improve stability. Its selection is a compromise between preserving sparsity and maintaining stability; see Arioli et al. (1989) and Björck (1991).

Both $K$ and $M$ are symmetric but obviously indefinite. (We shall refer to $K$ in the discussion, but most comments apply also to $M$.) The standard direct method for solving systems of this form involves calculation of the symmetric indefinite factorization

$$
P^{T} K P=L B L^{T}
$$

where $P$ is a permutation matrix, $L$ is unit lower-triangular, and $B$ is blockdiagonal, with $1 \times 1$ or $2 \times 2$ blocks. For dense problems, $P$ is chosen using a stability criterion that determines whether to use a $1 \times 1$ or $2 \times 2$ pivot; see Bunch and Kaufman (1977).

In contrast to the positive-definite case, it cannot be guaranteed that all pivoting orders for a symmetric indefinite matrix are numerically stable. The analyse phase for the symmetric indefinite factorization thus attempts to choose a pivot ordering based solely on sparsity that will lead to low fill-in in $L$. When the factorization itself is computed with the actual numerical values, interchanges that alter the predicted pivot sequence may be required to retain numerical stability.

The augmented system approach involves an increase in dimension com-
pared to the normal equations, as well as a more complicated factorization. Nonetheless, solving the augmented system should be more reliable numerically, particularly in avoiding instabilities attributable to dense columns. Very promising results have been reported by Fourer and Mehrotra (1990).

As a compromise between approaches (i) and (ii), some suggestions have been made for working with 'partially reduced' augmented systems of the form $K$ in (7.2). The idea is to perform a block pivot in $K$ with the 'good' part of $D$, simultaneously producing a smaller system and retaining numerical stability. In any such approach, the dense columns of $A$ are placed in the portion of $K$ that is not factorized; see, for example, Vanderbei (1991) and Gill et al. (1991). Alternatively, the indefinite system can be solved using an iterative method with a sparse preconditioner; see Gill et al. (1990).

Although taking advantage of symmetry often leads to savings in storage and computation, some linear algebra issues are simplified by ignoring symmetry. An approach that deserves exploration is the use of unsymmetric but highly structured systems, such as (5.16).

Much opportunity clearly remains for improvements and refinements in the linear algebraic aspects of interior LP methods.

### 7.2. Linear algebra for nonlinear problems

For nondegenerate linear programs, the results of Section 3.6 show that the barrier Hessian is asymptotically nonsingular, since $\hat{A}$ (the Jacobian matrix of the active constraints) has rank $n$. As soon as we consider nonlinear problems (including quadratic programming), however, in general the Hessian of the barrier function becomes increasingly ill-conditioned as the solution is approached along the trajectory Since the exact solution of an ill-conditioned problem is by definition extremely sensitive to small changes in the data, interior methods might appear to be fundamentally unsound.

Fortunately, a more optimistic view is justified by several observations. Inherent ill-conditioning afflicts the barrier Hessian only 'near' the solution, which is precisely where asymptotic properties of the Lagrangian function and the barrier trajectory apply. In particular, a 'good' step toward $x^{*}$ from a point sufficiently near $x^{*}$ is not poorly determined. The ill-conditioning is consequently an artifact of the barrier transformation rather than inherent to the constrained problem. In effect, the ill-conditioning gradually and implicitly reveals subspace information whose asymptotic nature is known.

If the correct active set is identified, a highly accurate approximation to the Newton step can be calculated in two orthogonal 'pieces' lying in the range of $\hat{A}^{T}$ and the null space of $\hat{A}$, where the condition of the relevant equations reflects that of the original problem; see Wright (1976). But since a definitive property of interior methods is that they do not make an explicit
identification of the active set, it is arguably inappropriate to make such a prediction. More recent work on this issue has several flavours.

The Newton equations can be solved using a rank-revealing Cholesky (or modified Cholesky) factorization with symmetric interchanges (Higham, 1990), where linear algebraic criteria are invoked to define numerical rankdeficiency. When the condition of the Hessian becomes excessively large, its Cholesky factors lead to bases for the required range and null spaces (Wright, 1991).

If the nonlinear constraints are formulated in 'standard form', namely as $c(x)=0, x \geq 0$, the barrier transformation applies only to the simple bounds. (Inequality constraints can always be converted to standard form by adding nonnegative slack variables.) The resulting Hessian of the barrier function asymptotically approaches the Hessian of the Lagrangian plus a diagonal matrix, some of whose entries are becoming unbounded. In this form, the ill-conditioning is concentrated entirely in large diagonal elements of the Hessian, and does not affect the sensitivity of the solution of the associated KKT system (Ponceleón, 1990).

Finally, in the spirit of seeking nonsymmetric matrices that may avoid difficulties with symmetric forms, we recall from Section 3.5 that the matrix

$$
\left(\begin{array}{cc}
H-\sum \lambda_{i} H_{i} & -A^{T} \\
\Lambda A & C
\end{array}\right)
$$

which arises in a primal-dual characterization of the barrier trajectory, is nonsingular at $x^{*}$, and does not suffer inevitable ill-conditioning. A nonlinear primal-dual algorithm can thus be developed in which the linear systems are unsymmetric but well-conditioned; see McCormick (1991).

It is still unknown which, if any, of these strategies will be most successful in overcoming the difficulties with conditioning that plagued barrier methods for nonlinear problems in the 1960s and 1970s.

## 8. Future directions

Many issues remain to be resolved for interior methods, even for linear programming. At the most basic level, the problem categories for which simplex and interior methods are best suited are not well understood. In addition, the gap between worst-case and average-case performance has not been satisfactorily explained.

One great strength of the simplex method is its efficient 'warm start' capability. Many large linear programs do not arise only once, in isolation, but are modified versions of an underlying model. After each change in the model, the resulting LP is re-solved. Because the simplex method can make effective use of a priori information, it is not uncommon for the solution to be found in a very small number of simplex iterations - many fewer than
if the problem were solved from scratch. In contrast, the very nature of interior methods is to move away from the boundary and then approach the solution along a central path. No effective strategy has yet been devised for allowing interior methods to exploit 'strong hints' about the constraints active at the solution.

For nonlinear problems, researchers are returning with fresh enthusiasm to old topics, such as the treatment of ill-conditioning, the choice of merit function, and termination of the solution of each barrier subproblem. The work of Nesterov and Nemirovsky (1989) suggests new, previously unconsidered, barrier functions, which may be of practical as well as theoretical significance.

It seems safe to predict that the field of interior methods will continue to produce interesting research to suit every taste.
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