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PREFACE 

The present volume contains contributions presented at the NATO 
Advanced Study Institute on Molecular Ions held on the island of Kos, 
Greece, from September 30 to October 10, 1980. The meeting was 
attended by some 60 participants from 15 different countries. It 
was the first meeting devoted exclusively to the topic of molecular 
ions. Its vitality derived from bringing together experts and 
students from a wide variety of disciplines, whose studies bear upon 
the structure of molecular ions. The aim of the meeting was to 
assemble these scientists, representing many countries in Europe and 
North America, to discuss the advances and capabilities of the 
various experimental and theoretical approaches and to point out un­
solved problems and directions for future research. The format, in­
volving lecturers and students, served as a tutorial. 

Molecular ions play an important role in very diverse fields of 
nature such as reactions in the ionosphere, the processes of forma­
tion of molecules in dense interstellar clouds, and the magnetohydro­
dynamics of plasmas used for energy generation. 

Our understanding of the properties of molecular ions, their 
electronic and geometric structures, has been developing from a 
variety of sources, as far removed as tickling ions with radiofre­
quency radiation and smashing them apart at relativistic energies. 
Various laser techniques are described, and the queen of structural 
determination, spectroscopy, is well represented. On the instrumen­
tal side, older techniques have been perfected and new methods have 
evolved. Various levels of sophistication of quantum-mechanical 
calculations are presented, and the impetus toward convergence 
between theory and experiment can be seen. 

The prospects seem very good for many more molecular ion 
structures to be determined in the next couple of years than the 
handful of triatomics and even fewer polyatomics now known. 

The complete volume represents frontier knowledge about the 
field of molecular ions, their geometric and electronic structures. 
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vi PREFACE 

Unfortunately the book was delayed in the publishing process 
for reasons outside the editors' control. Etymologically, the Latin 
word "moles" means "burden, load, heaviness"; "molecule" corresponds 
to "little burden" -- quite an inappropriate term for the effort 
invested in overcoming the above-mentioned delay, for which the 
editors apologize. 

Joseph Berkowitz 

Argonne, 1L 

Karl-Ontjes E. Groeneveld 

Frankfurt/Main 



ACKNOWLEDGMENTS 

The editors wish to acknowledge the generous support of NATO 
Scientific Affairs Division, Brussels, administered by Mario di 
Lullo. Support by the Office of Naval Research of the U.S. Depart­
ment of the Navy through the help of F. E. Saalfeld and the National 
Science Foundation, Washington, D.C., U.S.A., is gratefully acknowl­
edged. Most helpful support by the Badische Anilin and Soda Fabrik/ 
Ludwigshafen through Klaus Bethge is recognized. The institutional 
support provided by the Physics Department of Argonne National 
Laboratory and by the University of Frankfurt/Main was essential for 
the ASI. Many individuals contributed to the successful organization 
of the ASI; the editors recognize especially the efforts of institu­
tional secretaries and the members of the organizing committee and 
Dr. J. Theodorakopoulos, H.J. Frischkorn, and Peter Koschar . 

International Organizing Committee 

Alan Carrington 
Chemistry Department 
University of Southampton 
Southampton, Hampshire, 

England 

John Maier 
Physikalisch-chemisches 

Institut der 
Universitat Basel 

Basel, Switzerland 

Directors 

Joseph Berkowitz 
Physics Division 
Argonne National Laboratory 
Argonne, IL 60439, U.S.A. 

Karl-Ontjes E. Groeneveld 
Institut fur Kernphysik 
Johann Wolfgang Goethe 

Universitat 
Frankfurt/Main, Germany 

Local Committee 

Hans Jurgen Frischkorn, Frankfurt/Main 

Peter Koschar, Frankfurt/Main 

Joanna Theodorakopoulos, Athens 

vii 



CONTENTS 

I. INTRODUCTORY PRESENTATION 

Spectroscopy of Molecular Ions - A Historical Survey 
A. Carrington 

II. MICROWAVE AND LASER SPECTROSCOPY OF MOLECULAR IONS 

Microwave Studies of Molecular Ions 
R.C. Woods 

. . . . . . . . . . . . 
Fast-Beam Laser Spectroscopy of Molecular Ions 

W.H. Wing 

1 

11 

17 

Vibration-Rotation Spectroscopy of the HD+ Ion • • • • • •• 27 
A. Carrington 

Structure of Molecular Ions from Laser Magnetic 
Resonance Spectroscopy • • • • • • . • • • 

R.J. Saykally, K.G. Lubic, and K.M. Evenson 
33 

Laser-Induced Fluorescence of Trapped Molecular Ions • • • • 53 
J .S. Winn 

III. SPECTROSCOPIES OF MOLECULAR IONS 
(IR, Visible, UV, and Photoelectron) 

Determination of Molecular Ion Structures by 
Photoelectron Spectroscopy • • • • • • 

G.L. Goodman and J. Berkowitz 
. . . . . . . . 

Gas-Phase Structure Studies of Open-Shell Organic 
Cations by Means of Their Radiative Decay 

J.P. Maier, O. Marthaler, L. Misev, and 
F. Thommen 

ix 

69 

125 



x 

Infrared Absorption Spectra of Molecular Ions in 
Solid Argon • • • • • • • • • • • • • • • 

L. Andrews 

Visible and Ultraviolet Spectra and Photochemistry 
of Molecular Ions in Solid Argon • • • • • • 

L. Andrews 

Contributed Papers 

Application of Data from Photoelectron Spectroscopy 
to Optical Spectroscopic Studies of Gaseous 
Cations ..• . .. • . • . • . . . • . • 

J.M. Dyke, N. Jonathan, and A. Morris 

Role of Core Hole State Geometry in Molecular 
Electron Spectroscopies •• • • • • • • 

J. Muller and H. Agren 

Electronic Fluorescence Spectra of Gas-Phase 
Positive Ions •• • • • • • • • • • • 

A. Carrington and R.P. Tuckett 

HeI Photoelectron Spectroscopy of Transient and 
Unstable Species • • • • . • • • • • • • • 

N.P.C. Westwood 

Autoionization Processes in Carbonyl Sulfide 
Investigated by Threshold Photoelectron 
Spectroscopy • • • • • • • • • • • • • • 

M.-J. Hubin-Franskin, J. Delwiche, P.-M. Guyon, 
and 1. Nenner 

Correlation and Self-Repulsion in Studies of 
Molecular Ions with the HAM Method 

E. Lindholm, L. !sbrink, and C. Fridh 

IV. MOLECULAR ION STRUCTURES BY AB INITIO THEORY 

Theoretical Studies of the Structures of Molecular Ions 
J.A. Pople 

MRD-CI Method for the Study of Low-Lying Electronic 
States. Application to Second-Row Molecular 
Ions of Type AH2+, AH+, AB+, and HAB+ •••• 

P.J. Bruna, G. Hirsch, R.J. Buenker, and 
S.D. Peyerimhoff 

CONTENTS 

153 

183 

217 

221 

271 

275 

279 

283 

287 

309 



CONTENTS 

Green's Function Calculations of Ionization Spectra 
of Molecules in the Outer and Inner Valence 
Region • • • 

W. von Niessen 

Contributed Papers 

Calculations of Electric Dipole Transition 
Probabilities in the Electronic Ground 
States of the NeH+, ArH+, and KrH+ Ions 

R. Rosmus, E.-A. Reinsch, and H.J. Werner 

Ab Initio Potential Energy Functions and Vibrational 
States of the Fluoronium and Chloronium Ions • 

P. Botschwina 

Ab Initio Calculation of Potential Energy 
Curves of the C02+ Ion ••••• 

M.-Th. Praet, J.-C. Lorquet, and G. Raseev 

Density Functional Approach to Molecular Structure 
and Atomic Scattering •• • • • • . • • • • • 

E.K.U. Gross, A. Toepfer, B. Jacob, M. Horbatsch, 
H.J. LUdde, and R.M. Dreizler 

V. STRUCTURAL AND RELATED STUDIES USING MeV MOLECULAR IONS 

Geometric and Electronic Structures of Molecular 
Ions from High Energy Collisions • • • • • 

K.-O. Groeneveld 

Geometric and Electronic Structure of Molecular 
Ions Penetrating through Solids •. • • • 

J. Remillieux 

The Role of Excited States of Molecular Ions in 
Structure Studies with High Energy Collisions 

E.P. Kanter 

VI. OTHER STUDIES OF MOLECULAR ION PROPERTIES 

A Proposed Mechanism for Forming Some Larger 
Molecules in Dense Interstellar Clouds 

R.C. Woods 

355 

4W 

411 

415 

419 

423 

445 

463 

511 



xii 

Contributed Papers 

Comparative Study of the Reactivity of Gaseous Ions 
in Selected Internal Energy States by Using a 
Tandem and a Triple Mass Spectrometer • • • • 

I. Szabo 

Ligand Field Aspects of the Electronic Structure of 
Molecular Ions of Metal Coordination Compounds 

C. Furlani and G. Mattogno 

Surface Interactions between a Water Molecule and a 
Ferroelectric Crystal of NaN02 • • • • • • • • 

C. Ghio 

CONTENTS 

517 

563 

565 

Index . . . . . . . . . . . . . . . . . . . . . . . . . 569 



SPECTROSCOPY OF MOLECULAR IONS - A HISTORICAL SURVEY 

Alan Carrington 

Department of Chemistry 
University of Southampton 
Hampshire, England 

INTRODUCTION 

The spectroscopy of gaseous molecular ions has always 
presented exciting challenges and some of the contemporary work 
in this field is of the very highest quality and originality. The 
would-be historian attempting to locate the foundations of the 
subject, however, will find it a confusing task -- but he will 
encounter some gems of prose and foresight in the process. Dr. 
Arthur Schuster working in Clerk Maxwell's laboratory in Cambridge 
was one of the first to observe the green-yellow glow produced by 
an electric discharge in oxygen [1] and comments (1878): "The 
many unexplained phenomena attending the passage of electricity 
through gases will probably for some time to come occupy the 
attention of experimental physicists. It is desirable that the 
subject should be approached from as many different sides as pos­
sible. One of our most powerful instruments of research is the 
spectroscope ••• ". One doubts that Schuster could foresee the 
many types of "spectroscope" which would be developed during the 
succeeding 100 years, but his statement could be made with as much 
validity today. Even earlier, in 1877, Schuster writes [2]: "As 
the science of spectroscopy advances we shall be able to determine 
the physical conditions which exist on the surface of the sun with 
as great a degree of certainty and a much smaller degree of dis­
comfort than if we were placed there ourselves". Most contemporary 
editors would greet that sentence with a red pen, more's the pity, 
but would not deny that spectroscopy and astronomy have often over­
lapped to the mutual benefit of their development. 

The emission spectrum of the 02+ ion was certainly one of the 
first such spectra to be observed, although it was not recognized 
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as such by Schuster. By 1924 Johnson [3], in a careful study, had 
concluded that the emission was not due to ozone but to an oxygen­
type molecule. The situation was muddied somewhat by Stark who 
attributed the spectrum to " ••• a monoatomic oxygen molecule" but 
in 1927 Ellsworth and Hopfield [4] made an essentially correct 
analysis of the vibrational structure and described the emission 
spectrum as the second-negative system of the 02+ ion. Unfor­
tunately the emission in 1uestion, which we would now describe as 
being due to the A2ITu + X ITg transition, is also now known as the 
first-negative system! 

During the late 1920's a number of electronic emission 
spectra of diatomic molecular ions were observed, identified and 
analyzed correctly. They included HCl+, Be~, and N2+ [5,6]. The 
traditional methods of electronic spectroscopy have continued to 
be productive, and have provided most of the definitive information 
which is available about molecular ion structure . Much of this 
article will be concerned with recent and novel approaches to the 
solutions of old problems but those who work with lasers, ion 
beams, quadrupole traps, computers, etc. (including the author) 
might be reminded of the beauty, depth, and precision of the in­
formation provided by the classic methods of electronic spectro­
scopy, particularly the spectrographic method. It is to this 
subject which we turn first. 

ELECTRONIC SPECTROSCOPY 

The electronic spectroscopy of molecular ions has been 
reviewed by Herzberg [7]. Emission spectra are usually excited 
by an appropriate discharge in a low pressure gas; this method 
often produces electronically-excited neutral molecules and radi­
cals in addition to ions, so that the problems of disentangling 
overlapping spectra are often acute. Among many examples the 
reader might enjoy the beautiful emission spectrum of C~ obtained 
by Lutz [8]. Absorption spectra are usually obtained through a 
modification of the flash photolysis technique, in which the ions 
are produced by an electrical pulse and the absorption spectrum 
photographed after a short time interval. Excellent examples are 
the absorption spectrum of C2- obtained by Herzberg and Lagerqvist 
[9] and the emission spectrum of HeNe+ observed recently by 
Dabrowski and Herzberg [10]. Laboratory studies have confirmed 
that molecular ions are often present in astronomical sources. 
For example, the absorption spectrum of CH+ is observed in inter­
stellar regions, the spectrum of H20+ has been observed in the 
tail of the comet Kohoutek [11], whilst the CO+ and CO2+ ions are 
now known to be present in the upper atmosphere of Mars [12]. All 
of these ions have been studied in the laboratory by spectro­
graphic techniques, and more recently electron impact or laser­
induced fluorescence techniques have been applied to the study of 
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more complex ions (see, for example, Miller [13], Leach [14], and 
Maier [15] and further references given by these authors). 

PHOTO IONIZATION AND PHOTODISSOCIATION METHODS 

Alternative approaches to the determination of electronic 
state energies in ions have involved processes such as photo­
ionization or photodissociation, combined with momentum analysis 
of electrons, atomic or molecular fragments. The most widely 
developed of these methods is the technique known as photoelectron 
spectroscopy in which a neutral gas is ionized by monochromatic 
radiation from an appropriate source and the kinetic energy of the 
ionized electron determined. Through the use of high energy radi­
ation sources it is possible to produce the conjugate positive ion 
in electronic states of increasing energy and in many cases this 
technique has so far been the sole source of information (see, for 
example, [16]). The disadvantage of photoelectron spectroscopy is 
its relatively low resolution which is two to three orders of 
magnitude lower than that obtained by Doppler-limited spectro­
graphic methods. A variant of photoelectron spectroscopy which 
yields much higher resolution consists of employing a tunable 
radiation source and detecting the photoelectrons produced with 
threshold energies of Z to 3mV. The present lack of suitable 
radiation sources, particularly of shorter wavelength, means that 
this technique has been of limited application so far, but a nice 
example is to be found in the work of Peatman on the HZ+ ion [17]. 

3 

Photodissociation methods employ either cyclotron resonance 
methods for ion detection or ion beams. Irradiation of a beam of 
HD+ ions, for example, with an argon ion laser beam leads to 
photodissociation; the H+ or D+ ions produced may then be momentum 
analyzed and the results used to determine vibrational energies of 
the parent ion. Again, the technique is of low resolution compared 
with conventional spectroscopic methods (see, for example, Van 
Asselt, Maas and Los [18]) except in certain special cases in­
volving predissociation which we describe later. 

RADIOFREQUENCY SPECTRUM OF HZ+ 

Only one ion, the HZ+ ion, has been successfully studied by 
radio frequency spectroscopy. The ideas and techniques employed 
have, however, been developed by others and the work therefore 
occupies an important position in the development of the subject. 
The principles were first outlined by Dehmelt and Jefferts [19]; 
the HZ+ ions are formed by electron impact on HZ and are contained 
in a quadrupole radiofrequency trap for periods of several seconds. 
They are irradiated with polarized white light in the presence of 
a magnetic field. Photodissociation occurs and at the end of a 
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prescribed time interval of irradiation, the number of H2+ ions 
remaining is counted. Now the measured photodissociation rate 
depends, among other things, on the spatial orientation of the H2+ 
ions so that different magnetic sublevels photodissociate at dif­
ferent rates. Consequently, as photodissociation proceeds the 
remaining H2+ ions develop a degree of preferred spatial alignment. 
Application of a radiofrequency field with the appropriate crossed 
polarization tends to destroy the spatial alignment when the radio­
frequency is resonant with an appropriate spectroscopic transition. 
Since a partially aligned sample photodissociates more slowly than 
an unaligned one, the photodissociation rate is increased by the 
presence of a resonant radio frequency field. Hence radiofrequency 
transitions can be detected by sweeping either the frequency or 
the applied magnetic field and monitoring the photodissociation 
rate. Richardson, Dehmelt and Jefferts [20] detected magnetic 
resonance hyperfine transitions and subsequent papers by Jefferts 
[21] describe the observation of swept frequency hyperfine transi­
tions. Very high resolution was obtained, with linewidths down to 
1kHz or less. 

While the original experiment has not been applied to other 
ions, the idea of using the dependence of photodissociation rate 
on internal state distribution has been used in other techniques 
which employ ion beams. 

ROTATIONAL SPECTROSCOPY 

Detection of molecular ions by microwave spectroscopy has 
proved to be extremely difficult and the first successful studies 
were actually reported by radioastronomers. An interstellar line 
at 89l90MHz was correctly attributed to HCO+ and subsequently 
interstellar lines for N2~ were detected and identified [22,23]. 
The same transitions in these two ions were then studied in the 
laboratory by Woods and his colleagues [24]. In a series of out­
standing papers they described the development of a microwave 
spectrometer which could be used to study transient molecular 
species (ions and free radicals) present in a discharge plasma. 
Most microwave spectroscopists had believed that such experiments 
were not feasible, noise and non-resonant microwave absorption 
being unacceptably severe. A careful analysis by Woods [25] 
showed these views to be over-pessimistic, and Woods and Dixon 
[26] described a s~ectrometer which was used to detect microwave 
spectra of the HCO , N2H+, and CO+ [27,24,28] ions. The spectro­
meter employed a free space cell with a sustained dc glow dis­
charge, and high sensitivity was achieved either by Zeeman modula­
tion or source modulation. It should be noted that for the three 
ions studied the frequency search problem was removed because of 
the data already available, and it will be interesting to see if 
laboratory detection of ions whose spectra are unknown will be 
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achieved. 

An alternative approach to the rotational spectroscopy of 
molecular ions is through magnetic resonance techniques and the 
method known as laser magnetic resonance is particularly sensitive. 
The radiation source is a far-infrared molecular laser and radicals 
or ions which are paramagnetic can be tuned into resonance with the 
laser by means of an external magnetic field. Sayka11y and 
Evenson [29] have recently succeeded in observing rotational 
transitions in the HBr+ ion using this method. They obtained 
excellent signa1-to-noise ratios and resolution sufficient for 
the observation of bromine hyperfine structure. This technique 
is likely to prove successful in other cases in the near future. 

ION BEAM STUDIES 

The attractions of an ion beam as a medium for spectroscopy 
are readily evident; many positive ions can be extracted from 
electron impact sources, mass analysis using magnetic or electro­
static selection enables separation and identification of the ions, 
and the ion beam intensity is easily determined . The technology 
of mass spectrometry is highly developed, and is commercially 
available. The only real disadvantage is that even for intense 
molecular ion beams, the ion density is too low for absorption 
spectroscopy and only in certain special cases is electronic 
emission spectroscopy feasible. Consequently, much effort has 
been devoted to the development of indirect techniques for the 
detection of spectroscopic transitions [30]. The underlying 
principle of these techniques is that changes in internal state 
distribution produced by absorption of radiation should lead to 
changes in flux, of either the parent ion which absorbs the radia­
tion, or of a secondary ion. We now describe four different 
applications of this principle, all taken from the recent litera­
ture. 

Electron Photodetachment 

One of the earliest examples of a successful spectroscopic 
experiment using an ion beam was described by Lineberger and 
Patterson [31]. They formed a beam of C2- ions and observed that 
irradiation with near-ultraviolet or visible light from a laser 
source led to photodetachment of an electron with the production 
of neutral C2 molecules which could be detected directly. Single 
step photodetachment is of interest in itself but provides only 
limited spectroscopic information. However, Lineberger and 
Patterson found that by scanning the laser wavelength electronic 
excitation of the C2- could be induced, the excited C2- ions then 
absorbing a second photon to produce the detected C2 particles: 
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A well-resolved electronic spectrum of C2- was obtained, with good 
signal-to-noise ratio. 

Predissociation 

A number of authors have described studies of the O2+ ion 
which depend upon predissociation [32]. Electron impact ionization 
of 02 leads to substantial population of the metastable 4rru state. 
Radiation in the wavelength wave 4000-5000A excites transitions to 
the 4Eg- state, which undergoes predissociation with the production 
of 0+ 10ns which can be separated from 02+ and detected. Some 
workers have used a swept-frequency dye laser as the radiation 
source, while others have used a fixed-frequency argon ion laser 
beam aligned to be colinear with the ion beam. Variation of the 
ion beam potential enables the ion velocity and hence Doppler 
shift to be swept, so that spectra can be obtained. The technique 
is very sensitive because each photon absorbed leads to the pro­
duction of one 0+ ion; ions can be detected with virtually 100% 
efficiency. The resolution is also high because of a subtle 
effect known as kinematic compression or velocity bunching which 
occurs for fast ion beams, and which greatly reduces the Doppler 
width. 

Charge Exchange 

Undoubtedly the most important technique for observing 
spectra of ion beams is that developed by Wing and his collabo­
rators which utilizes charge exchange reactions between the ions 
and neutral molecules. In a classic experiment Wing, Ruff, Lamb, 
and Spezeski [33] showed that vibration-rotation transitions in 
the HD+ ion could be detected by measuring the attenuation of beam 
intensity produced by charge-exchange with H2 and observing the 
change in beam intensity which occurred when vibration-rotation 
transitions were pumped with a CO infrared laser. They used the 
Doppler tuning method and observed rotational components of the 
1 + 0, 2 + I, and 3 + 2 vibrational bands, with linewidths down 
to a few MHz. Subsequently, Wing and his coworkers have used the 
same techni~ue to observe vibration-rotation transitions in HeH+ 
[34] and D3 [35]. 

Carrington, Milverton, Sarre [36] have shown that charge­
exchange can also be used to detect electronic absorption spectra 
of molecular ions in beams. They studied the CO+ ion and, using 
l3C enriched carbon monoxide, were able to demonstrate the very 
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high resolution attainable by resolving 13C nuclear hyperfine 
structure. 

Photodissociation 

Carrington, Roberts, and Buttenshaw [37] have recently 
described an alternative method of obtaining vibration-rotation 
spectra of the HD+ ion which is complementary to the charge­
exchange technique of Wing. Electron impact ionization of HD 
produces an HD+ ion beam in which all the vibrational levels 
(v = 0 to 21) up to the dissociation limit are populated. Conse­
quently, a C02 infrared laser beam (hv - lOOOcm-l ) can induce 
transitions from the highest vibrational levels of the ground 
electronic state to the repulsive excited state; photoproduct H+ 
and D+ are produced and can be detected. The photodissociation 
arises from absorption of one photon, but if the laser frequency 
is tuned into resonance with a vibration-rotation transition, an 
increase in the H+ and D+ photoproduct yield is observed, arising 
from absorption of two photons. Carrington, Roberts, and 
Buttenshaw again used the Doppler tuning method for spectroscopic 
scanning and observed the first five R-branch components of the 
v = 18 + 16 band with very high sensitivity. The main interest in 
this technique is not so much that it applies to molecular ions, 
but rather that it opens a route to the study of molecules near to 
dissociation by high-resolution spectroscopy. Undoubtedly there 
are many other ions which can be approached by this technique. 

VIBRATION-ROTATION SPECTROSCOPY 

Finally we turn to studies of the vibration-rotation spectra 
of ions by techniques which are somewhat more conventional in that 
they do involve the detection of the infrared radiation. There 

7 

the conventionality ceases; one example is the observation of the 
vibration-rotation spectra of NO+ in hot air resulting from a high 
altitude nuclear explosion: The other major example is the recent 
and beautiful work of Oka [38] who has detected the infrared ab­
sorption spectrum of the H3+ ion. Oka uses a tunable infrared laser 
source (4400-2400cm- l ) in which radiation from an argon ion laser 
and a tunable dye laser are mixed in a lithium niobate crystal. 
The infrared radiation makes multiple passes through a dc discharge 
cell containing H2 at I torr pressure and direct absorption lines 
are detected. Fifteen vibration-rotation lines have been observed 
so far and the measured frequencies are in excellent agreement 
with ab initio calculations of Carney and Porter [39] made several 
years earlier. The calculations were, in fact, of great value in 
simplifying the spectroscopic search problem. This work of Oka, 
and the simultaneous independent detection of vibration-transitions 
in D3+ by Shy, Farley, and Wing [35] using the ion beam charge-
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exchange technique open new possibilities for the study of molecular 
ions. The new techniques have come of age, and together with the 
classical methods of electronic spectroscopy can be expected to 
solve major problems in the coming years. 
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For stable neutral molecules in the gas phase microwave 
spectroscopy has for about three decades provided the most reliable 
and precise information available on molecular structure and in­
ternal properties, e.g., dipole moments, hyperfine interaction 
constants, or barriers to internal rotation or inversion. Rota­
tional transitions, which are sensitive to the molecule's moments 
of inertia and thus its structure, are observed directly and with 
very high resolution, so that their frequencies can be measured 
with great accuracy. The experimental frequencies are so exact, 
in fact, that the accuracy of the microwave structure obtained is 
always limited by the theoretical problems associated with the 
vibration-rotation interaction (non-rigidity) in the molecule 
rather than experimental errors. The most satisfactory type of 
structure is the equilibrium (re ) type, which accounts completely 
for vibration-rotation coupling by using the equilibrium rotational 
constants, 

Experimentally this requires that spectra in excited vibrational 
states corresponding to all the normal modes of the molecule be 
obtained and analyzed, a requirement so demanding that re struc­
tures (accurate typically to .0000lA, or about I nuclear diameter) 
have only been found for diatomics and some triatomics. The next 
best type of structure is the substitution type r s ' which requires 
only ground vibrational state data, but requires it for many 
isotopic forms, namely a standard form plus a .form singly substi­
tuted at each atom (N + I species for a N-atomic molecule). These 

o 
rs structures (accurate to about ±.OOlA) have been obtained tor a 

11 



12 R. C WOODS 

great many molecules with up to about eight or ten atoms. In 
recent years a great deal of effort in a number of groups has gone 
into extending these studies to transient molecular species, a 
regime in which the intrinsically modest sensitivity of microwave 
spectroscopy quickly becomes the limiting factor. Nevertheless, 
some considerable success has come from these efforts, and in 
particular in our laboratory some successful microwave studies of 
molecular ions have now been carried out [1-3]. We have obtained 
spectra of CO+, HCO+, and HNZ+' as well as several neutral 
transient species, and for the two triatomic ions we have found 
complete rs structures, the most accurate molecular structures 
available for any free polyatomic ions. The major emphasis of 
our research now is the extention of this technique to a number 
of other molecular ions. In our experiments the ions are produced 
in a large DC glow discharge tube, through which microwave radia­
tion is passed in a free space mode. We have three such tubes: 
(a) 15cm diameter by 4m long, (b) 45cm by 5m, and (c) a newly 
completed lOcm by 3m version. Discharge pressures are typically 
5-Z00mTorr, voltages, lOOO-2000V, and currents are typically a 
few hundred milliamps except in the newest model, where water­
cooled electrodes and a larger power supply permit currents up to 
1.Z amps. Each tube can be operated either near room temperature, 
or with liquid nitrogen cooling to near 77°K. The details of 
construction of tube (a) above, which has been used for all ion 
studies to date, have previously been published [4]. The newer 
tube (c) is part of the completely new and independent system that 
is designed to maximize the future prospects of detecting ions; 
its decreased diameter and increased maximum current yield plasma 
densities about one order of magnitude higher than the older 
system [tube (a)]. These total electron densities are measured by 
microwave interferometry, and up to lOll/cm3 has been achieved for 
Ar in the new system. The older tube is equipped with magnets and 
other facilities for doing Zeeman modulation on paramagnetic 
species, e.g., CO+, but in fact all studies of ions to now have 
employed some form of source modulation, even those on CO+. The 
microwave source frequency and the collection of absorption 
spectral data are controlled by a minicomputer [5] and spectral 
data in digital forms are stored on magnetic tape for further 
processing, e.g., least squares lineshape analysis. The exact 
nature of the source modulation and the computer control scheme 
and the associated software have been dramatically modified for 
the better in the past year, as will be described below. The new 
system is also equipped with a quadrupole mass spectrometer and a 
high resolution UV-visible emission spectrometer that will permit 
us to measure and optimize the concentrations of particular ions 
or transient species before beginning to search for their normally 
weak microwave spectra. 

The first ion that we detected several years ago was CO+, 
whose N = 0 + 1 rotational frequency near 118GHz could be predicted 
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from available optical data to within 300MHz. The transitions 
were located after weeks of searching and eventually the two 
members of the spin doublet [J = (1/2) + (3/2) and (1/2) + (1/2)] 
were measured to ±.05MHz. The spectrum was best in a 10-1 helium 
to carbon monoxide discharge at liquid nitrogen temperature. More 
recently we have measured the corresponding lines in the C180+ and 
13CO+ varieties. In the latter case, 13C magnetic hyperfine con­
stants were obtained, and they were found to agree well with the 
values obtained by Carrington and coworkers using the ion beam­
laser beam technique [6]. CO+ has not yet been detected by radio­
astronomy, notwithstanding the fact that the precise frequency is 
now known, presumably due to the fast reaction with hydrogen 
H2 + CO+ + HCO+ + H. The ion HCO+, on the other hand, was seen 
first (1970) by radioastronomy [7], as an unidentified species 
(X-ogen) that was subsequently (1970) suggested by K1emperer to 
be HCO+ [8]. Our later (1975) observation of the very same X-ogen 
transition in a laboratory hydrogen-carbon monoxide discharge 
totally confirmed the K1emperer assignment. We have now measured 
the 0 + 1 transitions in six isotopic forms (HCO+, DCO+, H13CO+, 
D13CO+, HC180+, and DC180+), which are more than enough for a 

o 
complete su~stitution (rs ) structure. We obtain rHC = 1.093A and 
reO = 1.107A. Our results for H13CO+ confirmed the assignment of 
the corresponding radioastronomica1 transition [9] and our fre­
quencies for DCO+ and HC180+ led to subsequent detection of these 
important species in the interstellar medium [10,11]. The iso­
electric species HN2+ was also first detected by radioastronomy 
[12], and in this case identification was possible on the basis 
of the quadrupole hyperfine pattern in the astrophysical spectra 
[13]. Again we could see the same transition (near 93GHz) in a 
laboratory discharge (nitrogen-hydrogen mixture) and we later 
extended the observations to a total of six isotopic forms. The 
rs structure thus obtained is rNH = 1.032A and rNN = 1.095A. Our 
frequency for the DN2+ species [14] soon made it possible for 
radioastronomers to detect it in the interstellar medium [15], and 
as in the case of HCO+ the ratio DN2+/HN2+ was far greater than 
the cosmic deuterium abundance would suggest, due to a chemical 
fractionation process. The structural studies of HCO+ and HN2+ 
were all done with liquid nitrogen cooling of the discharge tube. 

All these studies were done with a scheme of "double square 
wave" frequency modulation of the source. The waveform applied 
to the frequency controlling electrode is an audio pulse signal 
with a voltage sequence (0, +v, 0, -V, 0, +v, ••• , etc.) and the 
resultant absorption 1ineshape for an unsp1it line after demodu­
lation in a lock-in amplifier is a series of three peaks in a 
-1, +2, -1 intensity sequence. The great disadvantage of this 
scheme (and almost all other source modulation techniques) is that 
phase locking of the source to a stable reference oscillator is 
impossible. In the past year we have switched over to a new "tone 
burst" modulation scheme invented by Pickett [16]. The modulation 
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waveform applied in this case is an R. F. sine wave (e.g., lMHz) 
turned on and off at some audio frequency (e.g., 50kHz) and the 
demodulated lineshape is almost the same as for the double square 
wave method. Now, however, it is possible to phase lock the 
source, using a digital phase detector also developed by Pickett 
[17], and thus to program the frequency digitally to great pre­
cision with the computer. The spectral purity, resolution, 
measurement accuracy, sensitivity and degree to which the spectro­
meter can be automated are all significantly enhanced by this new 
technique. In addition, the specifics of this scheme make possible 
a very useful baseline suppression algorithm for the computer 
processing of the spectra. A completely new software system 
implementing all this has now been completed for the older spectro­
meter. The microwave spectrometer for the new discharge tube 
[tube (c) above] will also incorporate these innovations and 
several others, including a liquid helium cooled InSb detector 
which should both improve the sensitivity and extend this upper 
frequency limit for spectroscopy. The components for the new 
system are almost all in hand now, and it should be operational 
soon. 

In addition to information on molecular structure and elec­
tronic structure (through quantities like hyperfine coupling 
constants), microwave spectroscopy is capable of providing signifi­
cant dynamical information on ions in the plasma environment. 
Relative intensities can in principle provide rotational and 
vibrational temperatures of ions. Linewidths at high pressure can 
yield cross-sections for collisions with other molecules, and thus 
help in understanding intermolecular forces, while linewidths in 
the lowest pressure region are controlled by the Doppler effect 
and can yield translational temperatures for ions. Since the ions 
undergo unidirectional drift in the electric field of the DC dis­
charge, there is also a Doppler shift or change in apparent center 
frequency and this can in principle yield ion mobilities. Detailed 
knowledge of these dynamical quantities is highly useful in pre­
dicting intensities of microwave absorption lines and thus in 
planning experiments on new ions. For this reason we have been 
carrying out a series of very detailed studies of the HCO+ transi­
tion at 89GHz. We have looked for vibrational satellite lines for 
both HCO+ and CO+ without success, indicating a rather low vibra­
tional temperature for these ions. On the other hand, most neutral 
molecules, especially transient ones, have very prominent vibra­
tional satellite spectra indicating high vibrational temperatures. 
It is these vibrational excited state transitions that must be 
observed if an re structure is ever to be obtained for HCO+. We 
have more successfully been studying the pressure broadening 
linewidth of HCO+. The initial measurements were for the broaden­
ing of HCO+ by H2 at liquid nitrogen temperature and used the 
older double square wave modulation. These preliminary experiments 
yielded ~v ~ 29MHz/Torr and have already been published [18]. We 
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are now using the new modulation and computer control scheme and 
have been able to obtain HCO+ spectra at room temperature and with 
large amounts of noble gases added. We already have results for 
the ~v parameter for HCO+-H2 at 300° (-15MHz/Torr) and HCO+-Ar at 
300° (-15MHz/Torr) and hope to extend this to a 77° and 300° value 
for H2, He, Ne, or Ar as the collision partner. The ~v's appear 
to be two to three times greater than those for comparable neutral 
molecules. The new instrumental scheme permits reliable low pres­
sure linewidths to be measured and so far these Doppler widths 
appear to indicate an ion kinetic temperature of about l200 0 K for 
the "room temperature" discharge. Previous measurements of the 
neutral molecule O2 in oxygen discharges indicate translational 
temperatures near 300 0 K in similar current conditions and also 
rotational temperatures near 350 0 K, i.e., only very modest excita­
tion. No rotational temperature data is yet available for iqns. 
Finally, we are attempting to obtain reliable Doppler shift data. 
This requires center frequency measurements accurate to 1 part in 
108 , and this in turn pushes to their limits the entire instru­
mental system and least squares lineshape analysis. The main goal 
here is to obtain very accurate rest frequency measurements so 
that astrophysical Doppler profiles can be reliably converted into 
velocity distributions. 

One of the greatest difficulties in microwave spectroscopy of 
transient species has been the blind search problem. One normally 
doesn't know either the frequency at which the spectra will occur 
or the proper conditions for optimizing the production of the 
species. This can lead to frustrating and unproductive searches 
when spectra are weak. The quadrupole mass spectrometer that is 
incorporated into our new system is designed to eliminate just 
this blind search problem. Ions (or neutral molecules) escaping 
through a pinhole in the wall of the discharge tube are mass 
analyzed and detected with high sensitivity. One can tune the 
mass spectrometer to a given mass peak and find for that ion the 
optimum production conditions: current, pressure, flow rate, 
temperature, gas mixture, etc. Combining the relative ion inten­
sity data from the mass spectrometer with the total ion density 
from microwave interferometry one can even obtain approximately an 
absolute ion concentration. Inserting this into the theoretical 
formula for absorption intensity one can say with some reliability 
whether or not a microwave experiment on a new ion is feasible. 
The most difficult aspect of sampling ions in a DC discharge is 
the voltage tracking required between the plasma potential and the 
ion optics and mass filter. We have been developing an electronic 
feedback system for this purpose. The mass spectrometer is now 
operational and is also interfaced to and controlled by a mini­
computer. The final component of our new system is a high resolu­
tion 1.5 meter UV-visible spectrometer. This can act as a monitor 
of metastable concentrations, just as the mass spectrometer does 
for ions. For ions the high resolution optical spectra appear to 
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offer an avenue for determination of rotational temperatures, which 
are particularly hard to obtain otherwise. With the combination of 
increased ion production, increased microwave spectrometer sensi­
tivity, and diagnostic tools like mass spectrometry we hope to be 
able to obtain microwave spectra of a number of new ions, including 
perhaps some negative ones. 
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INTRODUCTION 

Historically, studies of stable atoms and molecules 
containing one and two electrons were crucial to the development 
of the quantum theory of matter. For example, attempting to 
explain from first principles the simple spectrum of the one­
electron hydrogen atom led N. Bohr to discover quantization of 
angular momentum. The puzzle of the missing triplet ground state 
in the two-electron helium atom was solved by W. Pauli's postula­
tion of the famous and far-reaching Exclusion Principle. The 
theory of the covalent chemical bond was developed by W. Heitler 
and F. London for the two-electron hydrogen molecule. The dis­
covery by W. E. Lamb and R. C. Retherford that the 22Sl/2 level of 
the hydrogen atom was displaced from the 22Pl /2 level, contrary to 
the prediction of the theory of P. A. M. Dirac, spurred the 
development of modern quantum electrodynamics. The list of such 
advances can be extended greatly. 

Such theoretical developments were based on the need to 
understand experimental results, principally those obtained by 
high resolution spectroscopy. The spectroscopy of the atomic 
species just mentioned, as well as that of the hydrogen molecule, 
was well advanced before the middle of this century, using the 
techniques then available. However, there is a group of bound 
systems which resisted application of the classical techniques. 
These are the molecular ions, which class includes most of the 
possible one- and two-electron bound molecules (Table I). They 
have succumbed to high-resolution spectroscopic investigation 
(10-6 to 10-7 absolute accuracy) only very recently: in fact, 
within the past five years. Most of the work has been accomplished 
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Table I. Stable One- and Two-Electron Systems 

Electrons Nuclei Examples 

1 1 H, He+, Li*, ••• atoms 

1 Z HZ+' HeH* molecular ions 

Z 1 H-, He, Li+, ... atoms 

2 2 HZ molecule, HeH+ molecular ion 

2 3 H + molecular ion 3 

using a new type of spectroscopic instrument, the Doppler-tuned 
laser beam-ion beam spectrometer, whose development was begun at 
Yale University in 1971 and completed,at the University of 
Arizona in 1976. Other workers also have made use of this tech­
nique, and some of their results have been reported in this con­
ference. 

In this talk I will discuss the three molecular ions (HD+, 
4He~, and D3+) that we have studied [1-6] at the University of 
Arizona, describe the operating principles of the University of 
Arizona instrument, mention briefly some of the advantages and 
limitations of this technique, and suggest some future research 
directions. 

The hydrogen molecular ion is the simplest molecule, con­
taining only three bodies . Therefore it is the natural testing 
ground for high-precision molecular theory calculations. As is 
well known from elementary texts on quantum mechanics, the three­
body problem can be solved analytically with the assumption that 
two of the bodies (the nuclei) are massive and have negligible 
kinetic energies compared to the third. With the nuclei fixed in 
space, the electron's SchrBdinger equation can be separated into 
three ordinary differential equations, which can then be solved 
by function series or continued-fraction methods. The electron 
probability distribution in the HZ+ ground state was first ob­
tained in this way by Burrau [7]. One then treats the electron's 
energy eigenvalue as part of the effective central potential in 
which the nuclei vibrate and rotate, and solves for the nuclear 
eigenfunctions and eigenenergies numerically. This is the so­
called "clamped-nuclei," or lowest Born-Oppenheimer, approximation. 
More accurate treatments lead to the adiabatic approximation and 
to nonadiabatic, or nonrelativistically exact, calculations, 
usually done variationally. When "full reality" is considered, 
one must include corrections due to special relativity, quantum 
electrodynamics, finite nuclear size, hyperfine structure, etc. 
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Table II(a). 

Quantity 

Dissociation energy 
Lowest vibrational spacing 
Lowest rotational spacing 
Largest hyperfine splitting 

HD+ Energies 

Energy (MHz) 

660,000,000 
57,000,000 
1,300,000 

1,000 

Table II(b). Post-Born-Oppenheimer Theoretical Corrections 
to Lowest Vibrational Spacing in HD+ 

1 cm-l 

Correction 

Adiabatic 
Nonadiabatic 
Relativistic 
Radiative 

30,000 MHz. 

Shift (MHz) 

-15,000 
- 4,500 
+ 1,000 

150 

in short, all the effects that arise in high-accuracy treatments 
of the hydrogen atom. Table II summarizes typical sizes of some 
of these for the HD+ isotope. 
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Although most of these effects are very small, ultimately 
they must be included to bring theory and experiment into accord. 
This process will provide a stringent test of both experimental 
techniques and theoretical calculations in a system other than the 
familiar hydrogen atom. While it is not now clear what the 
accuracy limits are for either theory or experiment, it is clear 
that they have not been reached in either direction. Ultimately, 
of course, the possibility of agreement will be restricted by our 
knowledge of the fundamental constants. By a slight alteration 
of emphasis, new constant values can then be obtained. 

The only electronic state of the hydrogen molecular ion that 
is strongly bound and readily accessible (and the only one that 
has been observed) is the ground state, lscr2E~. Thus it is 
logical to study the vibration-rotational spectrum of this level. 
We chose to study the isotope HD+ because of its moderately large 
electric-dipole transition moment, which results from displacement 
of its charge and mass centers. 

The HeH+ molecular ion is of interest because it is composed 
of the two most abundant elements in the universe, and therefore 
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is likely to be present in certain regions of the interstellar 
medium, and of stellar atmospheres. Theoretically, the first 
quantum-mechanical calculation of HeH+ structure was that of 
Glockler and Fuller [8] in 1933. The most accurate calculation of 
ground-state rotation-vibrational energy levels has been made by 
Bishop and Cheung [9]. As with H2+' only the ground electronic 
state (XlL+) has a deep and well-shaped potential well, although 
some of the excited electronic states also exhibit minima. Be­
cause the electrons tend to collect around the He++ nucleus, the 
molecule possesses a large static electric-dipole moment, and 
interacts strongly with radiation. 

The H3+ ion is the simplest polyatomic molecule, and is 
therefore the object of much interest on the part of theoretical 
chemists since it is the first system that is complex enough to 
provide a realistic test of calculational techniques applicable to 
complicated molecules. It is triangular in shape. The most ac­
curate published calculation of H3+ and D3+ rotation-vibrational 
spectra, including the effects of strong vibration-rotation inter­
action, is that of Carney and Porter [10]. The homonuclear 
variants of this molecule (H3+ and D3+) have two distinct vibra­
tional modes: a breathing mode, which is optically inactive, and 
a doubly-degenerate optically-active mode (v2 mode). 

EXPERIMENTAL DETAILS 

I will describe the apparatus as it was used in the experiment 
on HD+ [1,4]. The HD+ molecules are processed in three stages, as 
sketched in Figure 1. The apparatus is diagrammed in Figure 2. 
The equipment is an optical-frequency analogue of a molecular beam 
electric resonance spectrometer, but each part is, of course, 
quite different. In an electron gun, HD+ ions are formed from HD 
and quickly extracted and accelerated before gas-phase reactions 
can occur. Vibrational populations are proportional to Franck­
Condon factors for HD ionization, while rotational populations are 
determined by the Boltzmann distribution at the source gas temper­
ature of about 300o K. Relatively little angular momentum (hence 
little heat) is added during the ionization process. Next the ion 
beam is illuminated by a nearly-colinear CO laser beam. The ion 
beam velocity is adjusted to bring a CO laser line frequency into 
resonance with a nearby HD+ transition frequency via the Doppler 
effect. An extra benefit of the fast-beam method is that the 
velocity spread in the moving beam is reduced by a factor of 20 to 
50 from that in the ion source. This is a readily obtainable 
result of the acceleration kinematics. Thus quite a narrow 
resonance is seen. This "bonus" became apparent in 1971 during 
the initial design phases of .the experiment and was mentioned in 
progress reports of that date [11]. 
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Fig. 1. 
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If the populations of the resonating states are unequal, as 
is generally the case, a net transfer will occur, allowing the 
possibility of detection. Then the HD+ frequency is calculated 
from the CO frequency (typically 1600 to 1900 cm- l ) and the rela­
tivistic Doppler shift. 

Because of extremely low population densities in the ion beam, 
it seemed impractical to look directly for optical absorption or 
emission at resonance. Instead we pass the irradiated ion beam 
into a gas target chamber where a fraction of the ions is neutral­
ized by charge exchange. If ions in the two resonating states 
have unequal charge-exchange cross sections, it is easy to show 
that when the laser beam is turned on the charged-particle fraction 
of the beam will change slightly in intensity. 

In our case, the beam current is typically 3xlO- 7A and the 
resonance signal typically 3xlO-6 of that. A I-kHz laser beam 
chopper and a lock-in amplifier permit detection of signals of 
this size, if attention is paid to minimizing the ion beam noise. 
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We have succeeded in keeping it near the shot-noise level. The 
choice of target gas is not critical; signals have been seen using 
N2' Ar, and H2 targets. 

Small variations of detail were necessary for study of the 
4HeH+ [2,5] and D3+ ions [3,6]. Both are made via ion-molecule 
reactions in the ion source, rather than by direct ionization of 
a neutral molecular gas. Therefore population distributions among 
vibration-rotational states are considerably different than for 
HD+; roughly speaking, somewhat smaller vibrational excitation and 
considerably greater rotational excitation occurs. To enhance the 
formation rates, we raised the source gas pressure and modified 
the source so as to increase ion residence time [12]. Nonetheless, 
ion beam currents were smaller; in fact, less than lO-8A for 4He~. 
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Very little is known about the collision process in the detector 
(step 3 of Figure 2); most likely it is charge-exchange neutral­
ization followed by dissociation of the unstable neutral. Finally, 
the initial uncertainty in theoretical s~ectral line positions was 
much greater for these cases than for HD , and signals were ex­
pected (and found) to be weaker. Several hundred hours of scanning 
were required to find the first resonance in each case. To reduce 
the tedium of searching, we attached to the spectrometer an in­
expensive microcomputer, which controls the voltage sweep and 
acquires data. 

RESULTS 

The detailed spectroscopic data for HD+, 4HeH+, and D3+ can 
be seen in the cited publications [1-3]. Additional material can 
be found in the Ph.D. theses of J. J. Spezeski [4], D. E. Tolliver 
[5], and J.-T. Shy [6], and still more is in preparation for 
publication. Here I will briefly summarize and comment on the 
main results. 

In HD+ several vibration-rotational transitions have been_l 
studied in detail and measured to ±0.4 ppm accuracy (±0.007 cm ), 
and several additional ones have been seen. The frequencies of 
those involving the lowest vibrational and rotational levels (0,1 
and 0,1,2 respectively) agree within ±O.OOI to ±0.002 cm-l (out of 
typically 1700 cm-l ) with the 1977 calculations of Bishop and 
Cheung [13] and the recent ones of Wolniewicz and Poll [14]. This 
level of verification of the theory (±lxlO-6) is only moderately 
lower than the accuracy of the proton/electron mass ratio 
(±4xlO- 7), which enters as the square-root in the vibrational fre­
quencies of a molecule. In fact, considered as a fundamental­
constant determination, the HD+ experiment and theory together 
corroborate the 1973 adjusted value [15] of IDp/me and reject the 
erroneous 1969 value [16], both at the 2-s.d. level. An accuracy 
improvement in the theory by a factor of 5, and in the experiment 
by a factor of 2, is all that is required to yield a fully com­
petitive value of ~/me' For the experiment, this requires mainly 
comparatively straightforward improvements in laser calibration 
accuracy. 

Experiment [2] and theory [9] for HeH+ differ by 0.14 to 
0.25 cm-l (out of typically 1800 cm- l ). The disagreement is 
greater than in the HD+ case because the ~eH+ theory is less 
complete. The Bishop-Cheung calculation neglects nonadiabatic, 
relativistic, and quantum-electrodynamic effects, which together 
contribute shifts of about 0.2 cm-1 to HD+ transition frequencies. 
Therefore, given these omissions, the agreement is satisfactory. 
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In the case of 03+, the difference between theory [3] and 
experiment [10] is only 0.003 to 0.03 cm-l for the transitions 
that have been assigned. However, the apparently remarkable 
theoretical accuracy must be examined carefully. In contrast to 
the diatomic cases, the theory for 03+ is not really a first­
principles theory. Carney and Porter [9] made a careful clamped­
nuclei theory (at, therefore, a lower accuracy level than was the 
case for HD+ and HeH+). They then brought theory and experiment 
into agreement by adjusting the rotationless vibrational frequency 
by +8.9 cm- l and the equilibrium internuclear spacing by -0.8%. 
By this device they were able to obtain good agreement for four 
transitions using two adjustable parameters. The importance of 
their work lies in the fact that it shows the basic correctness 
of the theory of the very substantial rotation-vibration inter­
action in this molecule, and indicates where the post-Born­
Oppenheimer refinements of the principles will have their main 
effects. 

A qualitatively similar situation holds for the very fine 
direct absorption measurements of Oka on H3+ [17]. In both his 
case and ours, the experimental errors are so small (±0.005 and 
±0.0007 cm- l , respectively) that the experimental data can be re­
garded as sharp. 

STRENGTHS, LIMITATIONS, POSSIBLE IMPROVEMENTS, 
AND FUTURE DIRECTIONS 

To summarize, then: The principal advantages of this un­
orthodox form of spectroscopy are 

--Suitability for highly reactive ions (and, in principle, 
neutrals formed by high-speed charge exchange); 

--Doppler-effect tuning, permitting use of fixed-frequency 
lasers, with fractional tuning at present ~10-3; 

--Requirement of only small samples: I~10-9A; 
--Non-optical detection with 100% efficiency; 
--High resolution. 

While its limitations are 
--Involvement of complex and exotic apparatus, not commer­

cially available; 
--Weak signals; 
--Resolution so high that exploration for unknown spectra is 

not easy. 
These limitations would be ameliorated, and the method's utility 
enhanced, by higher signal-to-noise ratio. The best place to look 
for stronger signals seems to be in the detection method. The 
charge-exchange method and other non-optical detection methods 
actually work better for electronic than for vibrational transi­
tions, because of the greater dissimilarity of collisional proper­
ties of the initial and final states in the electronic case. One 
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possibility for improvement, which we are exploring, is to de­
celerate the ions entering region 3 into the kinetic energy range 
where ion-molecule reactions dominate, since these have collision 
cross sections that are very vibrational-state dependent, and also 
may depend significantly on rotational state. 

Finally, I will list some future directions for this research, 
recognizing that these may change rapidly as new ideas appear. 

It is clear that there are many interesting and important 
molecular ions whose spectra are unexplored at present. We are 
beginning to work on H2D+, which is of special astrophysical 
interest. One could also mention ~e4HeT, CH+, and many similar 
examples. The limitations, as the molecules grow progressively 
more complex, are the increasing experimenters' time required and 
decreasing signal strength. 

A second project, as I mentioned earlier, is to remeasure the 
proton/electron mass ratio via HD+ spectroscopy. 

A third and related area is spectroscopy of H atom Rydberg 
states, with the aim of remeasuring the Rydberg constant. 

A fourth avenue of research is the study of ion-molecule 
reactions and high-speed collisions in known vibration-rotational 
states, by examining resonance intensities. Very little work of 
this sort has been done before. We have already seen, for ex­
ample, a splitting of a 4HeH+ spectral line in the 4-3 or 3-2 
vibrational band, which results from two production mechanisms in 
the ion source having different released kinetic energies. Lower 
bands show no such phenomenon. It appears that with this observa­
tion we are on the verge of opening an exciting new topic in the 
field of molecular reaction dynamics. 
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INTRODUCTION 

An approach to the spectroscopy of molecular ions which has 
obvious appeal is to use the well-established technique of mass 
spectrometry for producing an appropriate mass-selected ion beam, 
and to allow the ion beam to interact with electromagnetic radia­
tion. One soon concludes, however, that the direct detection of 
the absorption of radiation will be difficult, and probably 
impossible. The reason is that even an intense molecular ion beam 
(e.g., 1012 ions/sec) has a very low ion density. Consequently, 
the successful approaches to date have involved indirect detection 
of absorption spectra; the basic principle is that one attempts to 
detect the changes in internal state of the ion, brought about by 
the absorption of radiation, through changes in either the parent 
ion beam intensity or secondary ion intensities [1]. In the case 
of the HD+ ion two successful approaches have been described, one 
involving charge-exchange reaction with H2' the other involving 
photodissociation. These experiments are described in detail in 
the third and fourth sections of this review. 

ELECTRON IMPACT IONIZATION OF HD 

Beams of HD+ ions are produced by electron bombardment of HD 
gas and extraction by acceleration to potentials of several kilo­
volts. HD+ in its 2L ground state has a dissociation energy of 
2l,500cm- l and supports vibrational levels up to and including 
v = 21. Electron impact ionization produces HD+ ions in which all 
the vibrational levels are populated to some extent. Even the 
highest bound vibrational level, v = 21, has a calculated population 
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factor of -0.0001. The relative rotational level populations 
will, however, be close to. those of neutral HD at the source 
temperature. 

The first excited electronic state of HD+ is repulsive and 
at large internuclear separation the ground and excited states 
correlate with the same dissociation limits, H+ + D and H + D+, 
with the atoms in their ground states . These two dissociation 
limits are separated by Z9cm- l • 

Excitation of HD+ with an appropriate radiation source which 
induces transitions from the bound to the repulsive state leads to 
photodissociation; the H+ or D+ photo fragments can be readily 
detected with a suitable magnetic (or electrostatic) analyzer and 
electron multiplier detector. Numerous investigations of the 
photodissociation produced by visible lasers have been reported; 
however, because of the population of the highest vibrational 
levels in the beam, even an infrared laser can produce photo­
fragmentation. We have observed strong photodissociation produced 
by a COZ laser operating at 930cm- l • This photodissociation is 
the necessary basis of our spectroscopic studies described in 
the fourth section. 

CHARGE-EXCHANGE DETECTION OF VIBRATION-ROTATION TRANSITIONS 

The most significant spectroscopic study of an ion beam has 
been that described by Win~ et al [Z] who detected vibration­
rotation transitions in HD by using the charge-exchange reaction 
with HZ: 

HD+ hv HD+* 2 HD + H + ) 

I 

co laser k'j Z 

HZ 
kZ 

Vibration-rotation transitions in the HD+ ions are excited with a 
carbon monoxide infrared laser, combined with Doppler tuning of 
the ion beam. HZ gas is introduced and attenuates the intensity 
of the HD+ beam because of charge-exchange reactions with both 
the parent (kZ) and laser-excited (kl) ions. The intensity of 
the HD+ beam is monitored and is found to change on laser excita­
tion because kl and kZ are not equal. Wing et al obtained signal­
to-noise ratios of the order 10:1 and detected rotational compo­
nents of the v" = 1 -+ 0, Z -+ 1 and 3 -+ Z bands. 
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TWO-PHOTON DISSOCIATION SPECTROSCOPY 

As we have already discussed in the second section, photo­
dissociation of an HD+ beam can be induced by a CO2 infrared laser 
beam because of significant population of the vibrational levels 
close to the dissociation limit. This photodissociation is 
readily observed using a tandem mass spectrometer system in which 
the photofragment H+ or D+ ions can be separated from the parent 
HD+ ions. Single-photon dissociation is of considerable interest, 
but it does not provide precise spectroscopic information. How­
ever, Carrington, Buttenshaw, and Roberts [3] have developed a 
two-photon technique in which the first photon is used to drive a 
vibration-rotation transition, while the second photon induces 
dissociation. Using a CO2 laser and Doppler tuning of the ion 
beam they have observed the first five members of the R-branch of 
the 18 + 16 vibrational band. Signal-to-noise ratios of 100:1 are 
readily obtained and the observed linewidths are ~50MHz. 

Theoretical calculations of the vibration-rotation levels of 
HD+ have been reported by Hunter, Yau and Pritchard [4] and most 
recently by Wolniewicz and Poll [5]. The latter calculations are 
in agreement with the measurements of Wing et al to within 0.003 
cm-l , and with the measurements of Carrington et al on the high 
vibrational levels to within O.Olcm-l or better. 

DEVELOPMENTS IN THE TWO-PHOTON DISSOCIATION TECHNIQUE 

We are at present planning a new ion beam system which is to 
be built by Vacuum Generators and is based on that company's ZAB 
mass spectrometer system. With increased sensitivity a number of 
novel studies of the HD+ ion are possible and in this section we 
indicate how greater sensitivity is to be obtained. The main 
features of the new machine which are important to our work are 
as follows: 

(a) The parent ion beam intensity is likely to be ten times 
greater than that at present available; moreover, the maximum 
source potential will be 10kV compared with 5kV at present, 
yielding a factor of 12 increase in Doppler tuning range. 

(b) The ion beam is mass analyzed with a 60°12" radius magnetic 
sector and the photofragment ions separated with an electro­
static sector. The ions form a focus between the two sectors, 
at which point interaction with the laser radiation will 
occur. Interaction between ions and photons is likely to be 
some fifty times more efficient than in our present machine, 
in which the ion beam is not focused. 

(c) The collection efficiency of the electrostatic sector is 
likely to be 5-10 times higher than in our present machine. 
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In summary, we hope for an increase in signal-to-noise ratio 
of two orders of magnitude. 

We also intend to improve the technique by using two lasers 
instead of one. The optimum sensitivity depends upon producing 
the maximum photodissociation yield; consequently, high laser 
power is required. However, relatively low power is required to 
drive the resonant vibration-rotation transition and indeed it is 
likely that our present spectral lines are power broadened. The 
new ion beam machine will therefore be linked with two lasers; one 
of these will operate as a C02 laser of high power to maximize the 
photodissociation, while the other will be used as a C02 or CO 
laser to drive the resonant transitions. 

DEVELOPMENTS IN THE VIBRATION-ROTATION SPECTROSCOPY OF HD+ 

With improvements to the apparatus we hope it will be possible 
to observe satellite components which yield values of the lH and 
2H nuclear hyperfine constants. Each vibration-rotation level in 
HD+ has a complex structure due to hyperfine and spin-rotation 
coupling. However, because the spin-rotation interaction is ex­
tremely small (~lOMHz) the electric dipole intensity is almost 
entirely confined to transitions which do not yield hyperfine 
couplings; any splittings in the lines observed so far would arise 
only from differences in the hyperfine couplings for the two 
vibrational levels involved. Transitions which yield the hyperfine 
couplings are three to four orders of magnitude lower in intensity, 
but they may be observable with the increased sensitivity expected 
for the new apparatus. 

Our major goal is to observe transitions which involve the 
highest vibrational levels, v = 20 and v = 21. The v = 21, N = 1 
level is calculated to lie only 0.7cm- l below the lower dis­
sociation limit (~ + D). Consequently, we anticipate that the 
non-adiabatic effects will be very large and that, in this level, 
the HD+ ion will exhibit unsymmetrical charge distribution, with 
the positive charge displaced towards the proton. Measurements 
of the proton and deuterium hyperfine constants would therefore 
be of particular interest. 

We think it might also be possible to observe directly the 
quasibound levels above the dissociation limit, and we might also 
be able to probe lower lying vibrational levels through multiphoton 
transitions induced by a pulsed laser. The most attractive general 
feature, however, is the potential ability to study by high reso­
lution spectroscopy levels close to the dissociation limit. 
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APPLICATIONS TO OTHER MOLECULAR IONS 

In principle the two-photon dissociation technique described 
in this paper can be applied to other more complex ions if the 
high-lying vibrational levels are appreciably populated. In fact, 
we have found that photodissociation of ions with a CO2 laser is 
a quite general feature. We have observed [6] such dissociations 
in the following cases: 

+ 3 4 + + 
HD, He He , NH3 ' 

+ + + + + + + 
NH2 ' NH , CH5 ' CH4 ' CH 3 ' CH2 ' CH , 

+ + + 
H30 , H20, OH 

In every case above (except He2+) photodissociation involves 
removal of a hydrogen atom and production of the fragment ion with 
mass reduced by one unit. The extent of photodissociation varies 
from 1:103 in the cases of NH3+ and CH4+ to 1:104 for HD+ and 
1:106 for CH+, measurements being made with lOW CW laser power at 
~930cm-l. In a number of cases we have confirmed the fragmentation 
yield to be linear in laser power; we do not, therefore, believe 
that multiphoton dissociation is involved. Ions which do not 
appear to photodissociate include N20+ and H3+ We see no reason 
why we should not be able to detect resonant transitions in the 
ions listed above, thus opening a route to the study of polyatomic 
molecules close to their dissociation limits. 
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INTRODUCTION 

The status of molecular ion spectroscopy was elegantly re­
viewed by Dr. G. H. Herzberg in his Faraday Lecture to the Chemical 
Society [1] in September of 1971. As of that time thirty-three 
diatomic ions and six polyatomic ions had been studied by spectro­
scopic methods. All of these had been observed by absorption or 
emission in the visible region of the spectrum, except for H1; it 
had become the first molecular ion to be detected by a high reso­
lution (better than the optical Doppler width) technique in 1968 
through the work of K. B. Jefferts [2]. 

The last decade has witnessed dramatic advances in the 
spectroscopy of molecular ions. The HCO+ [3] and HNN+ [4] ions 
have been established as important and ubiquitous constituents of 
interstellar clouds by the powerful new radio astronomy techniques 
that have been used to detect them. Microwave spectroscopy has 
been successful in detection of rotational spectra and the deter­
mination of precise structures for CO+ [5], HCO+ [6], and H~ [7]. 
Ion beam spectroscopy has produced vibrational spectra of HD+ [8], 
He~ [9], and D~ [10] and high resolution electronic spectra of 
CO+ [11], H20+ l12], 02+ [13,14], and HD+ [15]. Far infrared 
laser magnetic resonance spectroscopy has been used to detect pure 
rotational spectra of HBr+ [16] . Most recently, vibrational 

33 



34 R. J. SAYKALLY ET AL. 

absorption spectra of H3+ have been detected with a tunable infrared 
difference frequency laser system [17]. In addition, optical 
spectra have been observed for a number of molecular ions stored in 
radiofrequency traps by laser induced fluorescence [18). 

As of this date spectra of over 60 different molecular ions 
have been detected. Nine of these ions have been studied with high 
resolution methods. In this paper we will discuss the use of one 
of these promising new techniques -- far-infrared laser magnetic 
resonance -- to obtain detailed information on the geometrical and 
electronic structures of molecular ions. We begin by reviewing 
the general principles of LMR and describing the experimental 
design. 

THE LASER MAGNETIC RESONANCE EXPERIMENT 

LMR [19) is very closely related to the technique of gas-phase 
electron paramagnetic resonance developed by Radford and by 
Carrington and his collaborators over a decade ago. In both ex­
periments the paramagnetic energy levels of an atom or molecule 
contained in a resonant cavity are tuned by a dc magnetic field 
until their energy difference matches that of a fixed frequency 
source. The final product of the spectrometers is then an absorp­
tion spectrum as a function of magnetic flux density. The principal 
distinction between the two experiments is that EPR transitions 
are usually between different magnetic sublevels (MJ ) of a particu­
lar angular momentum state (J), whereas the LMR transitions occur 
between different rotational states. The laser magnetic resonance 
experiment therefore has the prerequisite that a given transition 
frequency must lie very close (within 1% on the average) to a 
far-infrared lasing transition. It was this requirement that 
severely constrained the applicability of LMR during the first 
decade of its inception, since only a few laser lines were then 
available from the H20 and HCN gas lasers that were used as 
sources. The optically-pumped far-infrared laser has now dramati­
cally expanded the scope of LMR, providing a discretely tunable 
source covering most of the far-infrared (50-1000 ~m). 

LMR derives its power from the really remarkable combination 
of sensitivity and resolution it can produce. Using the OH radical 
for comparison, it has been found that EPR can detect a density of 
about 2 x 1010 cm- 3, while microwave spectroscopy is at least an 
order of magnitude less sensitive. Resonance fluorescence methods 
(with a water vapor discharge source) can detect near 3 x 109 cm- 3• 
With laser magnetic resonance we can detect an OH density of 
5 x 105 cm- 3• The only technique presently more sensitive is laser 
induced fluorescence, with a proven detection limit of 1 x 106 cm- 3 
in ambient air, but certainly much less with optimum conditions. 
This method, however, is limited in resolution by the optical 
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Doppler width (~l GHz on the average), while LMR produces a col­
lision-broadening linewidth of about 10 MHz at normal operating 
pressures (1 torr), and an easily accessible Doppler width of 
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about 1 MHz. Sub-Doppler resolution can often be effected by using 
saturation dip techniques because the sample is located inside the 
optical cavity of the laser. Therefore, LMR can give us essenti­
ally the resolution of a microwave spectroscopy experiment with 
up to a million times the sensitivity! 

A schematic diagram of the optically pumped LMR spectrometer 
built at the National Bureau of Standards in Boulder, Colorado is 
given in Figure 1. A gas (e.g., CH30H) having a strong vibrational 
absorption line that coincides with a C02 laser frequency is 
pumped nearly transversely by a CW, grating and piezoelectrically 
tuned C02 laser operating on a single mode with powers of up to 
50 watts . The far-infrared lasing action is induced between 
rotational states of the upper vibrational level and oscillates 
inside the cavity defined by one fixed mirror and another mounted 
on a micrometer drive. The cavity mode spacing (c/2 ~ = 150 MHz) is 
much larger than the gain profile (5 MHz), so the laser length can 
be adjusted to select a single longitudinal mode, while higher 
order transverse modes are extinguished with an iris diaphragm. A 
piece of l3~m thick polypropylene stretched on a mount at the 
Brewster angle separates the transversely-pumped gain cell from 
the sample region of the cavity. This polarizes the laser radia­
tion, and the polarization can then be rotated to select either 0 
or TI orientation relative to the magnetic field. The sample region 
of the cavity is located between the pole faces of a 15" electro­
magnet, operating with 15 cm pole tips and a 7.2 cm airgap. Max­
imum fields of 20 kG can be obtained with this configuration. 

The total power oscillating inside the cavity is monitored by 
coupling a small fraction of it out of a polyethylene window with 
a 4 rom diameter copper mirror machine at 45° which is mounted on a 
small rod. This coupling mirror can be inserted into the laser 
mode pattern to optimize the output coupling for each laser line. 
A liquid helium cooled gallium-doped germanium bolometer which 
has a NEP of about 6 x 10-12 WHz-l/2 is used to detect the coupled 
radiation. An ac magnetic field of up to 50 G is produced by a set 
of Helmholtz coils operating at 1kHz, and lock-in detection is 
used to process the signals. The LMR spectrometer operates within 
an order of magnitude of the quantum noise limit set by the laser, 
about 1.4 x 10-12 watts. The minimum detectable one-way intra­
cavity loss has been shown to be about 2 x 10-10; this is roughly 
1000 times less than could be achieved with a single pass through 
an external cell. After normalizing with the effective path 
length inside the cavity (about 75 cm, determined by the flame 
extent and the finesse of the cavity) we find that the direct 
interaction between the absorbing intracavity sample and the laser 
gain medium produces an enhancement in the sensitivity of about a 
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Fig. 1. Schematic diagram of an optically pumped far infrared 
LMR spectrometer. 

factor of 20. 

All of the free radicals observed until 1978 were generated 
in low pressure (1 Torr) flames burning inside the laser cavity. 
The methane fluorine atom reaction has been a particularly affluent 
souce of radicals. Evenson and his co-workers have now observed 
CR, CRZ, CCH, CHZF, CF, CF2' and C atoms in this one flame alone 
[19J. By modifying the laser design to accommodate an intracavity 
positive column discharge and incorporating a solenoid magnet to 
provide the field, we were able to detect the LMR spectra of 
metastable states of CO and 02' the 0 atom, and the HBr+ molecular 
ion. These experiments will be discussed in the next section. 

LASER MAGNETIC RESONANCE DETECTION OF A MOLECULAR ION 

The discharge LMR spectrometer consists of a 7.6 cm diameter 
by 38 cm long quartz far-infrared gain cell pumped transversely by 
a 2.3 meter C02 laser with a 30 watt single line output. The 
pumping geometry and output coupling is otherwise identical to that 
in Figure 1. The gain cell is separated from the 5 cm diameter by 
58 cm long sample region by a 13 ~m beamsplitter. Instead of being 
located inside the pole faces of a IS" transverse magnet, the 
sample region is centered inside the bore of a 5 ern diameter by 
33 cam long solenoid magnet cooled by liquid nitrogen. The magnet 
can produce fields of 6 kG with a homogeneity of 0.1% over a 
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15 cm length. An ac modulation field was provided by a solenoidal 
coil wound to be concentric with the liquid nitrogen-cooled magnet. 
Since the solenoid produces an axial magnetic field, only a-type 
transitions can be observed with this system. A dc glow discharge 
is maintained between a water-cooled copper cathode located in a 
sidearm outside of the optical cavity and a cylindrical copper 
anode located about 3 cm from the beamsplitter. Magnetic field 
measurements are made by placing a calibrated shunt resistor 
(0.01 n) in series with the magnet, keeping it at a constant tem­
perature in a thermostated oil bath, and measuring the voltage drop 
across it with a digital voltmeter. The relationship between 
voltage and magnetic field in the sample region is calibrated with 
a NMR gaussmeter, and was determined to be linear over the entire 
range of fields available. With this system, flux densities can 
easily be measured with a precision of about 0 . 5 G . 

The vacuum for the sample region is provided by a 750 l/min 
mechanical pump. Generally the discharge is operated at about 1 
Torr total pressure with a fairly slow flow rate (~100 l/min). 
Pressures in both the sample region and gain cell are monitored 
with capacitance manometers. 

The plasma is generally run at relatively low currents 
«50 rnA). The plasma density at zero magnetic field is in the 
range 108-1010 cm- 3. With an axial magnetic field one can expect 
the plasma density to increase markedly because the ambipolar 
diffusion of the electrons and ions to the walls is inhibited. 
We have, in fact, observed this effect in some of our spectra. 
In discharges of this nature, one generally observes a high elec­
tron temperature (20,0000K) while the translational and rotational 
degrees of freedom of molecules in the plasma are nearly thermal­
ized at the wall temperature. Because vibrational relaxation is 
so much slower, vibrational temperatures can often exceed several 
thousand degrees. 

The electric field in the positive column plasma filling the 
laser cavity is a few volts/cm. As a consequence, the positive 
ions will experience a net drift velocity of a few hundred meters 
per second toward the cathode in addition to their predominant 
radial motion. In the microwave studies of ions at the University 
of Wisconsin [5-7], this drift velocity was measured by virtue of 
the resulting Doppler shift of about 100 kilohertz in the microwave 
absorption frequency. In the LMR experiment the plasma is sampled 
by a standing wave rather than a traveling wave; therefore the 
slow drift velocity will manifest itself as a broadening of the 
absorption lines rather than a frequency shift. 

The presence of the plasma causes a definite shift in the 
resonant frequency of the cavity, as expected from its higher 
refractive index. In principle, this shift could provide a direct 
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measurement of the plasma density. The plasma also introduces high 
frequency noise into the lock-in-detection system. One of the 
major experimental problems is simply to minimize this plasma 
noise, which is done empirically by varying pressure, current, and 
gas composition . 

The first experiments performed with this glow discharge 
apparatus consisted of detecting spectra of OH and 02 in the 
plasma. The J = 1 + 2 fine struct~1e transition in atomic oxygen 
was then found a t 63. 1 ~m, using CH30H as the lasing medium. The 
measured fine structure splitting was determined to be 158.3098(7) 
cm-l using precise g-factors from earlier EPR studies. The ° atoms 
were produced in a discharge through a 1% mixture of 02 in He. 
The signal intensity was found to be proportional to the current 
over the range O-lOOrnA and was roughly independent of the total 
pressure. The transition is shown in Figure 2 [20]. 

The J = 8 + 9 rotational transition of the al~g state of 02 
was found next, using the 392 ~m laser line of CH30H in a discharge 
through pure 02. This spectrum is particularly interesting because 
it demonstrated the capability of this spectrometer to produce sub­
Doppler saturation dip spectra, as exhibited in Figure 3. It was 
analyzed along with several others observed for the al~g state in 
the conventional LMR apparatus, using the afterglow of a 2450 MHz 
discharge as the source of metastables. The results of this work 

03p 

J= 2~1 

H (Teslo) 

.3116 .3126 .3136 

~MJ= -2~-1 

I ~ MJ =-I~O 

MJ=O~+HI 

Fig. 2. The J = 2 + 1 transitions of ° (23p) . The line shape for 
these transitions, observed in a 40 rnA glow discharge 
through a mixture of ~2% 02 in helium at 133 Pa total 
pressure with the 63.1 ~m laser line of l3CH30H pumped by 
the 10.3 ~m P(12) line of a C02 laser , is shown along 
with the calculated positions and intensities of the in­
dividual m-components. 
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Fig. 3. 

0-+ 0 . 1 T 

Laser magnetic resonance spectrum of the J = 8 + 9 
transition of al~g 02 observed with the 392.1 ~m line of 
CH30H. Saturation dips are marked with arrows. 

will be published shortly [21]. 
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Another interesting result was the detection of pure rota­
tional spectra of the metastable a 3n state of CO [22]. This state 
is quite short-lived, with a radiative lifetime of about 7.5 msec. 
These results are being analyzed along with earlier molecular beam 
and microwave data [23] in an attempt to obtain a more reliable 
set of molecular parameters for this state. 

Of course, all of these experiments were done as "tune-ups" 
for the ultimate experiment -- a search for the spectrum of a 
molecular ion! A consideration of the possible candidates for 
this initial experiment revealed HCI+ as being the best suited. 
It had been carefully studied by optical spectroscopy [24] and its 
rotational transitions could be predicted accurately. Its dis­
charge kinetics had been the subject of flowing afterglow experi­
ments [25] and it could be expected to be an abundant ion in a 
discharge through a dilute mixture of HCI in He. And it had a 
reasonably close coincidence between a low-J rotational transition 
and a known laser line. However, a series of intense searches for 
the spectrum of HCI+ failed, for reasons which are not yet totally 
clear. We decided to try the experiment on the analogous HBr+ ion. 

The search was based on predictions of rotational transition 
frequencies from the optical work of Barrow and Caunt [26]. An 
energy level diagram of the 2n ground state calculated from their 
results is given in Figure 4. A discharge through a few percent 
of HBr in helium at about 1 torr was used to generate the ion. 
After considerable effort, a spectrum which could quite definitively 
be attributed to HBr+ was observed. This was the J = 3/2 + 5/2 
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Fig. 4. Energy level diagram for the 2n ground state of HBr+. 
The small lambda doubling in the n = 3/2 state (Case A 
notation) is multiplied by 100; that in the diamagnetic 
Q = 1/2 state is to scale. The molecular parameters 
used to calculate the energies are taken from Ref. 26. 

transition in the Q = 3/2 ground state, shown in Figure 5. 

The maximum signal-to-noise ratio was obtained with a current 
of 15 rnA and 1 torr of a 1% mixture of HBr in helium. An increase 
in the HBr content beyond a few percent caused the lines to dis­
appear. Similarly, the addition of small amounts of air, 02, H2' 
or H20 to the discharge resulted in large decreases in the signal. 
When HBr was replaced by DBr the spectra could not be obtained. 

The strongest evidence that the spectrum was due to HBr+ is 
provided by spectroscopic considerations. The transition was 
found very near the resonant field predicted from optical data. 
Because there are two equally abundant bromine isotopes (masses 
79 and 81) each having a nuclear spin of 3/2, one expects to 
observe two sets of quartets for every MJ transition, with each 
line split by the lambda doubling. This is exactly the pattern 
that was found. Because we could only reach fields of 5 kG 
at this time, only the fastest tuning Zeeman component could be 
observed (J = -3/2 + -1/2). By shifting the laser frequency (dv) 
and observing the shift in magnetic field (dH) we determined the 
sign of the tuning rate dH/dv, which told us that the laser fre­
quency was above the zero field transition frequency, as predicted. 
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Fig. 5. The laser magneti~ resonance spectrum of the J = 3/2 + 5/2 
transition of HBr+ observed at 251.1 ~m (CH30H). This 
spectrum was recorded on a single scan with a 0.1 sec 
time constant in a glow discharge through 1% HBr in 
helium at a pressure of 133 Pa (1 torr). The positions 
of the eight doublets represent the hyperfine splitting 
in the MJ = -3/2 + -1/2 Zeeman transition. The doublet 
splitting is due to the lambda doubling. 

With this degree of assurance as to the identity of the 
carrier, we searched for and easily found the J = 5/2 + 7/2 
transition with the 180. 7 ~m line of CD30H, as shown in Figure 6. 
Again, the spectral features were much as predicted. The chemistry 
tests were repeated as before with the same results. Then the 
J = 3/2 + 5/2 transition was detected with a different laser line, 
the 253.7 ~m line of CH30H. The J = 3/2 + 5/2 transition of DBr+, 
predicted by scaling the hydrogen isotope constants for reduced 
mass was then found. Finally, the J = 5/2 + 7/2 transition of 
HBr+ in the v = 1 state was detected just where it was predicted 
to be. Several other strong laser lines were used to check for 
spurious transitions, with negative results. 

In subsequent experiments, the maximum field of the magnet 
was extended out to 6.2 kG. The spectra were then taken over 
the entire range of fields, and the next MJ components of all of 
the transitions were found. Magnetic flux densities were measured 
for the three v = 0 HBr+ spectra with accuracies of ±l kG, using 
the digital voltmeter scheme described earlier. Attempts were made 
to detect an increase in the linewidth by operating the discharge 
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Fig. 6. The J = 5/2 + 7/2 transition of HBr+ observed at 180. 7 ~m 
(CD30H) under the same conditions used in Figure 2. Only 
the first eight hyperfine lines of the MJ = 5/2 + 3/2 
Zeeman component could be reached with available magnetic 
fields. 

in an abnormal glow mode with a higher voltage drop but these 
experiments predictably failed. As can be seen in Figure 5, the 
intensity of the otherwise equally intense hyperfine components 
shows a small but definite increase as the field is increased . 

ASSIGNMENT AND ANALYSIS OF THE SPECTRUM 

As with all spectroscopic techniques, there is good news and 
bad news about laser magnetic resonance. The good news is the 
tremendous sensitivity and high resolution that can be obtained, 
and the fact that about 90% of the features of a LMR spectrum for 
a "nice" molecule (one that does not exhibit Paschen-Bach effects) 
can be predicted, explained, and understood in terms of very 
simple first-order expressions. The bad news pertains to the 
remaining 10% that cannot. It becomes very laborious, time­
consuming, and expensive to correctly account for it. LMR produces 
data that are among the most difficult molecular spectra to analyze 
accurately. In this section we will discuss the problem of assign­
ment and analysis of the LMR spectrum of HBr+. 

The Zeeman energy of a paramagnetic atom or molecule can be 
expressed to first-order as 

(1) 

where EO is the zero-field energy, ~O is the Bohr magneton, H is 
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the magnetic flux density, gJ is an effective g-factor for the 
angular momentum state J, and MJ is the space projection of J. 
For a .6.MJ = 0 transition between states E' (upper) and E" (lower) 
we obtain 

where Vo = EO' - EO" and vL = E' - E" is the frequency difference 
which must match the laser frequency at resonance. For .6.MJ = ±l 
transitions we get 

v = V +]J H (g' - gil) M II +]J Hg' 
L 0 0 J - 0 

The magnetic tuning rates of these transition frequencies are 

dVL 
-_ = V (g' - gil) M II 

dH 0 J 

= ]J (g' - gil) M II +]J g' o J - 0 

o 

.6.M = ±l 
J 

Solving (2) and (3) for the resonant magnetic fields we obtain 

H 
VL - Vo 

]J (g' - gil) M II 
0 J 

V - Vo 
H 

L 
]J (g' - gil) M II +]J g' 

0 J - 0 
±l 

(3) 

(4) 

(5) 

If we plot the reciprocal of the resonant fields versus MJ ", we 
obtain a straight line in each case with a slope of 

del/H) 
aM II 

J 

]J (g' - gil) o 
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For a .6.MJ = 0 transition the intercept is zero, but for a .6.MJ ±l 
transition it has the value 

These plots are very useful in initially assigning a LMR spectrum. 

Another very useful tool for the assignment of a spectrum is 
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the "laser pulling" experiment. The reciprocal of the tuning rate 
given by (4) determines which direction the res~nant field will 
shift if the laser frequency is shifted to the red or blue. If 
the sign of the term g' - gil is known (as it usually is), this 
will tell us the sign of Mi' and thus whether the laser frequency 
is above or below the zero-field transition frequency. 

Specializing to the present case of a 2IT molecule described 
by Hund's Case A, we note that the effective g-factor for a given 
J state is given by the vector model as 

(A + 2.002I) S"l 
g = 
J J(J + 1) 

(6) 

Therefore g' - gil will always be negative for pure rotational 
transitions between the S"l = 3/2 levels. This tells us that the 
fastest tuning Zeeman transition will be that with the largest 
negative MJ value if vL > Vo or the largest positive MJ if VL < VO' 
For a ~MJ = ±l transition, we see from (5) that the fastest tuning 
transition will also be that with ~MJ = +1 if VL > Vo or ~MJ = -1 
if vL < vo. In both of these last cases, the opposite branch 
(~MJ = -1 if vL > Vo or ~MJ = +1 if vL < Vo) will occur at higher 
fields. The relative intensities for all of these transitions 
are easily obtained from standard matrix elements of the direction 
cosine operator. With equations (1) through (6) and the direction 
cosine results the main features of the LMR spectrum can be pre­
dicted very easily. 

Hyperfine interactions in LMR spectra are usually described 
at all but the lowest fields «1 kG) by a decoupled representation, 
i.e., with nuclear spin independently quantized in the space-fixed 
axis system defined by the magnetic field. Therefore the effect 
of a nuclear spin I will be to split each Zeeman transition into 
21 + 1 equally intense components. In a Case A molecule, the mag­
netic hyperfine energy can be expressed as simply 

(7) 

where aJ is an effective hyperfine constant for the state labeled 
by J. Because of the ~MI = 0 selection rule the effect of the 
magnetic hyperfine interaction is to split each Zeeman component 
of a transition into 21 + 1 equally spaced lines. This can be 
expressed in frequency space as 

~ M "(a ' - a ") 
-l: J J J o 

~ [(a ' - a ") M II + a'] 
-l: J J J- ±1 (8) 
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To transform these expressions into magnetic field space, we 
multiply by the term (aH/dv). Note that we desire the shift in 

45 

the field corresponding to a shift in the zero-field frequency Vo 
(not vL) caused by the hyperfine interactions. This derivative has 
the opposite sign of that of field with respect to VL• The result 
is 

o 

M [( '- a ") M II + a ] (-1) I aJ J J - J 
11 (g' - gil) M II + 11 g' o J - 0 

+1 (9) 

The form of the magnetic hyperfine coupling constant aJ can be 
obtained easily from the theory of gas phase electron resonance 
spectroscopy, so nicely worked out by Carrington and co-workers 
[27] a decade ago. For terms diagonal in all quantum numbers, the 
magnetic hyperfine constant for a Case A 2n state can be expressed 
as 

J(J + 1) 
(10) 

where h = a + [(b + c), and a, b, and c are the Frosch and Foley 
hyperfine interaction constants, defined as reduced matrix elements 
over the unpaired electron density. From (9) we see that the 
shift in magnetic field due to the magnetic hyperfine interaction 
in a ~MJ = 0 spectrum is independent of MJ , and thus the hyperfine 
splitting is also independent of MJ in this case. For a ~MJ = ±l 
spectrum that is not generally the case. Also, we note that for a 
positive h, (aJ' - aJ") is negative for ~J = +1 transitions with 
no change in rl (pure rotational transitions). Since (gJ' - gJ") 
is also negative for these cases, the sign of the shift in the 
resonant field position caused by the magnetic hyperfine effect 
depends only on the sign of MI for ~MJ = O. For ~MJ = ±l this is 
not generally true, and we must consider each specific case. How­
ever, it is usually true that for the fastest tuning transitions, 
the sign of MJ " and the ± in (9) are correlated such that for a 
positive h the +MI component always appears at lowest field in 
both ~MJ = 0 and ~MJ = +1 transitions, at least in the situations 
we are considering. In summary, the appearance of magnetic hyper­
fine structure in the pure rotational LMR spectrum of a 2rr3/2 
molecule will be that of (21 + 1) equally spaced, equally intense 
lines, with the +Mr transitions appearing first in the low-field 
MJ components. 

The presence of a nuclear electric quadrupole moment will 
destroy the equal spacing of hyperfine lines. The first-order 
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quadrupole energy in a decoupled basis can be expressed as 

(11) 

where 

_ ~ [ 3Q2 - J(J + 1)] 
QJ - 4 {(2J - 1) J(J + 1)(2J + 1)[31 - 1(1 + l)]} 

Although this expression does not simplify as nicely as that for 
the magnetic hyperfine, we can still draw some useful generaliza­
tions from it. Because of the squared dependence on MI the 
quadrupole interaction will cause the otherwise equally-spaced 
hyper fine levels to "bunch up"; that is, the spacing will either 
increase or decrease from lower to higher energies. The essentially 
1/J4 dependence of QJ causes the lower J state of the transition 
to dominate this effect in the transition. From (7) we noted that 
the order of the MI states is opposite in Zeeman levels with 
opposite sign of MJ • This fact, together with the squared de­
pendence on MJ in (11) means that the "bunching" of levels will 
occur in the same direction (from low to high energy or vice 
versa) in a +MJ state as that in a -MJ state. Therefore, whether 
the laser is above or below the zero field transition frequency 
will reverse the appearance of the hyperfine pattern. This is 
very similar to EPR patterns, which are reversed with a sign change 
in MJ. The pattern will depend only on the sign and magnitude of 
QJ. We can deduce that for positive QJ the hyperfine lines will 
converge to low fields when vL > vo' and if QJ is negative or if 
vL < vo they converge to high fields, for IMJ I = J. 

Next we will consider the lambda doubling. At this stage we 
only want to determine how to assign the parity correctly. The 
lowest energy Kroni~ symmetry will generally be that which is the 
same as the lowest ~ state, which will dominate the lambda 
doubling perturbation, e.g., if the lowest 2~ state has + Kronig 
symmetry, then + symmetry levels of the 2IT state will be lower than 
- levels. We must then multiply the Kronig symmetry by the rota­
tional phase factor (_1)J-8 to get total parity. Therefore, for 
the usual case of a 1~+ perturber, we have + parity the lowest for 
J = 1/2, - the lowest for J = 3/2, + the lowest for J = 5/2, and 
so on. In the Q = 3/2 state, lambda doubling increases with J. 
Therefore the ~ state of a transition will determine the 
relative parity of the lambda-doubling components. Very simply, 
in a J = 3/2 + 5/2 transition under the above conditions, the 
- + + parity component occurs at lower energy than the + + -

(parity must change in electric dipole transitions, of course). 
Therefore if the laser is at a lower frequency than the zero field 
rotational frequency, the - + + transition will appear at the lower 
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magnetic field, and vice-versa. 

Finally, we shall discuss the very simple case of having dif­
ferent isotopic masses for a given molecule. Different masses 
will, of course, produce different rotational constants and hence 
different rotational energies. For light molecules (CH, OH, etc.) 
the isotope shift in the energies is large, such that different 
isotopes don't generally appear in the same spectrum, except 
through coincidence. For heavier molecules, the isotope shift 
may be small enough so that several species can be observed simul­
taneously. Then if the laser is above the zero-field transition 
frequency, the lighter isotopes appear at lowest fields; if vL is 
below vo' then the heavier isotopes appear first. 

With only these simple ideas, an LMR spectrum can usually be 
assigned. The next step was to carry out a nonlinear least squares 
fit of the transition using a far more exact Hamiltonian. Again, 
most of the theory required to analyze LMR spectra was worked out 
earlier by Carrington, Levy, and Miller [28]. J. M. Brown [29] has 
since developed a more precise Zeeman Hamiltonian, and we have 
adopted his approach for 2n molecules. The detailed effective 
Hamiltonian used is given in almost complete form by Brown et al 
in [29], and we will not reproduce it here. The quadrupole inter­
action was not included in that work, however, and we have used 
the expressions from [28], to obtain its matrix elements in a de­
coupled Case A representation. The form of the effective 2n 
Hamiltonian used is 

(12) 

where Hso represents spin-orbit coupling, Hrot and Hcd represent 
the rotational kinetic energy and centrifugal distortion, Hsr is 
the electron spin-rotation interaction, HLD and HcdLD represent 
the lambda doubling interaction and its centrifugal distortion 
corrections, Hhfs and Hcdhfs are the hyperfine interactions and 
distortion corrections, and Hz is the Zeeman interaction. 

A computer program was written to set up the matrix elements 
of (12) including terms off-diagonal by ±l unit in J. For HBr+ the 
matrices are 24 x 24 for each MJ value. Each MJ matrix is diago­
nalized and sorted at the appropriate resonant field position, 
differences are taken and the frequencies for each transition are 
then computed; the parameters are then iteratively adjusted until 
these transition frequencies converge to within some tolerance of 
the laser frequency. The size and structure of the data set 
dictates which of the parameters can be determined by this method. 
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INTERPRETATION OF MOLECULAR PARAMETERS 
IN TERMS OF ELECTRONIC STRUCTURE 

R. J. SAYKALLY ET AL. 

Once a LMR spectrum has been detected, measured, and assigned, 
and the parameters extracted from a suitable analysis (such as a 
nonlinear regression method), the parameters are interpreted in 
terms of various integrals over the electronic distribution of the 
molecule. This subject has been developed to a high degree of 
sophistication for the purpose of analyzing microwave and electron 
paramagnetic resonance spectra [27,28,30]. We will review some of 
the salient aspects very briefly, but we do not present a detailed 
set of results for HBr+ because our analysis is still in a very 
preliminary stage. 

From a pure rotational LMR spectrum we can directly obtain 
the rotational constants, centrifugal distortion constants, hyper­
fine constants, lambda doubling constants, electron spin-rotation 
constants, quadrupole coupling parameters. In addition, measure­
ment of cross-spin transitions (~~ I 0) will directly measure the 
spin-orbit parameter and the spin-spin parameter for states with 
S > 1. If the data are precise enough, higher-order corrections 
to the g-factors that occur in the Zeeman Hamiltonian can be 
determined. 

Once these parameters are determined, details of the elec­
tronic structure are revealed from their definitions as integrals 
over the electronic distributions. The rotational constants are 
the reciprocals of the moments of inertia averaged over the 
vibrational motion in the state they are measured for. The quanti­
ties of fundamental interest are not these effective rotational 
constants, but rather the equilibrium values, from which one can 
deduce the equilibrium structure of the molecule. This is possible 
only when rotational transitions have been measured in at least 
one excited level of every vibrational mode, which is usually not 
possible. One is thus generally forced to use the effective 
moments of inertia as an approximation to the equilibrium values. 
While the structure problem seems totally trivial for a diatomic 
molecule, the measurement of four isotopes of HBr+ allows a rather 
precise determination of the bond distance through the use of 
Kraitchman's equations [31]. For a linear molecule this reduces 
to 

(13) 

where Z is the center-of-mass coordinate for the isotopically 
substituted atom, and I' and I are moments of inertia of the sub­
stituted and original molecules. Because we have measured two 
isotopes of both bromine and hydrogen, subtraction of the coordi­
nates obtained from (13) will yield a precise approximation for 
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the equilibrium bond distance, in which the effect of the vibra­
tional averaging has been largely eliminated. In general, LMR has 
the same capability as microwave spectroscopy for obtaining these 
precise substitution geometries for small molecules. 

The magnetic hyperfine parameter h used in (10) is defined as 

h = a + L: (b + c) (14) 

The Frosch and Foley hyper fine constants a, b, and c are in turn 
defined as follows [30]. 

a = 2g, "" "0 < J) nuclear spin-elee tron orbit 

b + ~ = 16n g ~_ ~O ~2(0) Fermi contact 
3 3 I ' N 

A cos2 8- 1" 
c = 3gi ~N ~O'" r3 ~nuclear spin-electron spin (15) 

In addition there is the parity-dependent spin-spin parameter 

d 

In these expressions r is the distance between the nucleus and the 
electrons and the average is over the unpaired electron density. 
If one can determine all of these integrals, then a detailed view 
of the unpaired electron distribution can be obtained. For 
example, the value of ~2(0) is non-negligible only for electrons 
in s orbitals, while a will be appreciable only for orbitals with 
non-zero orbital angular momentum, and c will similarly vanish for 
a spherical (s) orbital. By comparing values of <1/r3>, ~2(0), 

obtained from spectroscopic measurements of a, b, c, and d with 
values obtained for the free atoms, one can deduce the degree 
of atomic orbital (s, p, ... ) character for a given open-shell 
molecular orbital system, and from this draw qualitative conclu­
sions regarding the nature of the chemical bonding (double bond 
character, etc.) in the molecule. 

The quadrupole coupling constant eqQ, provides similar but 
complementary information on the electronic structure. In this 
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constant, e is the nuclear charge and Q is the nuclear quadrupole 
moment, while q = <a2v/az2> is the field gradient at the nucleus, 
which can be expressed as 

q (16) 

The average in this expression is to be taken over the entire 
electron distribution, not just over the unpaired electron density . 
Evaluation of q can provide considerable insight as to the degree 
of ionic character of a bond, the amount of mixing of sand p 
atomic orbitals in a given molecular orbital, and also about the 
amount of multiple bond character . 

We have shown that far- infrared laser magnetic resonance 
spectroscopy is a powerful new method for studying molecular ion 
structures. While our results for HBr+ are most encouraging with 
respect to prospects for expanding the study to other charged 
species we should remind ourselves that these were a series of 
very difficult experiments. There are other promising candidates 
for LMR studies, including diatomics, like HC1+, HF+, HI+, OH+, 
NH+, O2+, SH+, PH+, and po1yatomics like H20+, H2S+, NNO+, and 
OCS+; however, we should not expect any of these to be much easier 
to observe than HBr+. Spectra, and the resulting determination of 
geometrical and electronic structures of other ions are very 
likely to proceed from LMR studies in the future, but each is 
guaranteed to contribute a certain amount of gray hair to the 
experimenters who do them. 
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LASER INDUCED FLUORESCENCE OF TRAPPED MOLECULAR IONS 

John S. Winn 
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INTRODUCTION 

Laser induced fluorescence (LIF) spectra (laser excitation 
spectra) are conceptually among the most simple spectra to obtain. 
One need only confine a gaseous sample in a suitable container, 
direct a laser along one axis of the container, and monitor the 
sample's fluorescence at a right angle to the laser beam. As the 
laser wavelength is changed, the changes in fluorescence intensity 
map the absorption spectrum of the sample. (More precisely, only 
absorption to states which have a significant radiative decay 
component are monitored.) For ion spectroscopy, one could benefit 
in many ways by such an experiment. Most optical ion spectra have 
been observed by emission techniques, and, aside from the problems 
of spectral analysis, discharge emission methods often produce the 
spectra of many species, some of which may be unknown or uncertain. 
Implicit in the description of LIF given above is certainty as to 
the chemical identity of the carrier of the spectrum. 

This article describes a method by which the simplifying 
aspects of LIF can be extended to molecular ions (albeit with a 
considerable increase in experimental complexity over that neces­
sary for stable neutral molecules). Briefly, we use a quadrupole 
ion trap to store and spatially confine ions. The trap is mass­
selective, affording species identification over a large mass 
range. The laser is pulsed, allowing time-resolved studies of 
various types. This experiment has been developed over several 
years in collaboration with Professor Bruce Mahan, Dr. Fred 
Grieman, and Mr. Tony O'Keefe. The article is divided into two 
main sections. The first describes the apparatus in some detail, 
and the second gives selected results demonstrating the types of 
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measurements which are made possible. Further details of the 
apparatus can be found elsewhere [1]. 

EXPERIMENTAL METHOD 

Ion Trap 

The experimental apparatus is based on the ability to confine 
a sufficient number of molecular ions in an electric field of 
suitable geometry. There are many types of trap designs discussed 
in the literature [2]. Before discussing the design we have 
chosen, a few comments are in order on the desirability of using a 
trap over other ion sources. 

One alternative technique, exemplified by the work of 
Carrington [3], is to use an ion beam source. A beam has the 
advantages of spatial localization and velocity control, and high 
resolution spectra can result from various methods which reduce 
the Doppler width of the beam-laser interaction. A decided dis­
advantage is the relatively low number density of ions in a 
focussed, mass selected ion beam. For example, a typical mass 
40 ion beam with a cross-sectional area of 0.04 cm2, a laboratory 
energy of 100 eV, and an ion current of 1 nA has an ion density 
of 7 x 104 cm- 3. Of these 7 x 104 ions, a crossed ion-laser beam 
interaction geometry would irradiate only ~3000 ions per cm of 
irradiated ion beam length, assuming a 2 x 2 mm ion beam cross­
section. By the time one mUltiplies this figure by a typical 
population distribution for what are generally rather hot ions, 
the number of ions in any given quantum state has fallen below 
detectability by LIF. 

One can use discharge flow methods, as demonstrated by Miller 
and coworkers [4]. The ion density is considerably greater and 
the ions can be equilibrated to the temperature of the carrier gas . 
This temperature can be made significantly lower than ambient. 
One potential drawback is the lack of ionized species isolation 
and identification which a mass spectrometer allows. The identi­
fication of the carrier of a spectrum is not automatic in a 
discharge flow where perhaps many types of ions or radicals are 
present. 

The ion trap therefore offers the following experimental 
conditions. The ion density can be made sufficiently large 
(~106 cm- 3) for a reasonable detection probability. The trapped 
ion mass can be varied, allowing unambiguous chemical identifica­
tion. The trap can be operated at sufficiently low pressures so 
that ions can be confined in a collision-free environment for long 
times (long compared to fluorescence decay times and, generally, 
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for times which are limited by the ion-neutral collision rate). 
From the very nature of collision-free trapping, one gains the 
added benefit that the ion state distribution reflects the 
nascent distribution resulting from the chosen ionization method. 
For favorable systems, one can trap ions for times on the order 
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of many collision periods. One can in this way study inelastic 
collision processes and perhaps follow the course of reactive ion­
molecule collisions. On the negative side, the rather high 
velocity and chaotic motion characteristic of trapped ions limits 
the spectral resolution. Progress has been made toward reducing 
the velocity spread of trapped ions; the rather spectacular 
results [5] obtained by laser cooling of atomic ions is one poten­
tially useful method. 

The ion trap we use is cylindrical in geometry. Design 
criteria for such traps have appeared in the literature [6]. The 
cylindrical design was chosen over a more conventional hyperbolic 
design [2] primarily to allow the various apertures needed for 
light entrance and exit to be cut into the trap without seriously 
disturbing the electric fields. A cut-away assembly drawing, 
showing more than the trap itself, is shown in Figure 1. The trap 
itself consists of two end, or cap, electrodes which are elec­
trically grounded (2 and 5 in Figure 1) and a cylindrical center 
electrode (denoted 3 in Figure 1). Two dimensions determine the 
trap geometry: the cap-to-cap spacing, 2zl, and the radius of the 
cylindrical center electrode, rl' By changing the removeable cap 
electrode cones (horizontally shaded portions of 2 and 5 in 
Figure 1), we can alter the zl to rl ratio. In our design, rl = 
1.43 cm, and cap electrode cones are available to permit zl = rl or 
2zi = rio The latter geometry closely approximates the ideal 
hyperbolic case [6]. 

Trapping is achieved by applying a potential of the form 
U + V cos wt to the center electrode. U is a constant potential; 
V is the amplitude of an r.f. potential of frequency w. By 
changing the ratio U/V one changes the range of masses which can 
be trapped. By changing the magnitudes of U and V while main­
taining a constant ratio, one changes the center of this range of 
masses. Thus one can trap all ions, ions of only one mass, or 
ions of neighboring masses. In our design, the maximum mass we 
can trap is ~100 amu and the maximum useable resolution is 
m/t:,m ~ 40. 

The other components of the trap region shown in Figure 1 are 
described briefly below. Ionization is attained by electron bom­
bardment from the electron gun (13). The gun uses a thoriated W 
filament and is tightly enclosed to reduce scattered filament 
light. The electron current (~50 ~A maximum) is monitored by a 
small Faraday cup (4). Laser light passes through the trap in a 
direction perpendicular to the plane of Figure 1. How this is 
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16 

Fig. 1. Cross-sectional drawing of the ion trap assembly. 
Numbered items are identified in the text. 

done is described in greater detail below. Fluorescence passes 
through the planar end electrodes, which are wire mesh. If 
emitted downwards, the light is reflected back up by the metallic 
spherical mirror (9). Upward fluorescence is gathered by a 
Fresnel lens (17), directed through a quartz window (14) through 
the vacuum and onto the photocathode of the detection photo­
multiplier (not shown in Figure 1). 

To determine the ion density, a magnetic strip electron 
multiplier (15) is located beneath the trap. A magnetic shield 
(10) isolates this device from the trap region. By applying 
appropriate voltages to the trap, mirror, and associated plates 
(6, 8, and a Cu insert in 10), ions are pulsed out of the trap and 
detected. It is vital that ions are pulsed out of the trap at the 
same point in the r.f. cycle of the trap in order to obtain re­
produceable measures of the ion density. 

Ancillary pieces shown in Figure 1 include the multiplier 
mount (11), a Teflon insulator (7), one of the height adjustment 
assemblies (1 and 12) and the locating pin (16) which precisely 
repositions the trap assembly into the vacuum chamber. Note also 
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that ceramic balls are used to position, insulate, and space the 
trap electrodes. 

An assembly diagram of the remainder of the trap chamber is 
shown in Figure 2. The laser beam entry and exit arms are shown 
in relation to the trap itself. Extensive light baffles are used 
to reduce scattered light, as are (occasionally) bandpass filters 
before the photomultiplier. 

Optical System 

The laser is a Molectron nitrogen laser pumped dye laser. 
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Due to Doppler motion, the laser bandwidth need be no less than 
~0.6 cm- l . The laser pulse is 5 to 10 nsec in duration with an 
energy of 50 and 500 ~J/pulse. Laser power on a shot-to-shot basis 
is monitored with a photodiode. The laser repetition rate is 
usually kept at its maximum of 40 Hz. Laser wavelength is monitored 
optogalvanically [7]. A hollow cathode discharge in Ne is mounted 
past the exit window. Impedance changes in the discharge due to 
laser excitation of excited Ne atoms are monitored as the laser 
wavelength is changed. The numerous Ne* transitions throughout the 
visible region of the spectrum provide calibration markers. 

Fluorescence is collected by the lens and mirror system 
mentioned above. They have a geometric collection efficiency of 
10%. The detector is a cooled photomultiplier tube operated in a 
photon-counting mode. 

Experimental Timing 

Since the laser is pulsed and the ions are stored for, at 
most, some small fraction of a second, the entire experiment is 
continuously cycled under computer control. A typical cycle 
follows. The electron gun is fired for about 2 msec. Mass 
selection and fluorescence decay (from electron bombardment) is 
allowed to occur for about 0.1 to 1.0 msec. The laser is fired 
and its power recorded. After a second delay of up to several 
~sec (but more typically tens of nsec), the gain of the photo­
multiplier tube is switched from a low to a useable, high value, 
and fluorescence counts are accumulated. Ions are then pulsed 
from the trap and their density recorded. The optogalvanic signal 
is measured, and one cycle is ended. This cycle is repeated at a 
given wavelength for a predetermined number of laser shots. The 
wavelength is then advanced a preset amount, and a new set of 
cycles is initiated. The relevant signal is the raw fluorescence 
normalized to laser power and ion density recorded as a function 
of the laser frequency. Spectra are stored on disks for later 
manipulation and display by the computer. 
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Ten nsec, the laser pulse duration time, is generally a 
brief period in the radiative lifetime of an electronically ex­
cited molecule. We can thus measure radiative decay by changing 
the experimental setup slightly. We keep the laser fixed at one 
wavelength in coincidence with a previously assigned feature in 
the spectrum. Then the fluorescence is monitored after each laser 
shot by a fast multichannel scaler (minimum channel width = 10 
nsec). Data are accumulated for hundreds to many thousands of 
laser shots. Background radiation is subtracted from this signal 
by detuning the laser and repeating the measurement. A normal 
single exponential fluorescence decay curve results. 

Other Experimental Remarks 

We typically fill the vacuum chamber to a pressure ~ 10-5 torr 
with the necessary parent neutral ion . Primary ions are easily 
produced. Fragment ions, however, are subject to large, and 
generally unknown, repulsive kicks when they are formed. The 
laboratory kinetic energy gained by these kicks depend on fragment 
masses and details of the dissociation dynamics. One possible 
result is an inability to stabilize high velocity fragments by the 
trap fields themselves. We have successfully found the CH+ frag­
ment from both CH4 and C2H2 ionization, as discussed below, but we 
have not yet explored the possible difficulties of trapping frag­
ment ions in general . 

Trapped ions zip around the trap with high velocity . As a 
result, the addition of a buffer gas is likely to heat ions rather 
than collisionally cool them. Whether this is an advantage or a 
disadvantage depends on one's point of view. Likewise, the initial 
state distribution of the ions depends on the molecule and the 
energy distribution of the ionizing electrons. Electrons are 
injected into the trap, and they undergo energy changes which are 
difficult to control. As a result, more detailed studies of the 
ionization process itself could be done with, for instance, a 
photoionization source, but only at a considerable loss in ion 
density. 

EXPERIMENTAL RESULTS 

Diatomic LIF Spectra 

Given the limitations in spectral resolution of our experi­
ment, the relatively sparse level structure of light diatomic ions 
becomes the most advanta~eous to explore. Our spectra of the 
fragment ions CH+ and CD will be described briefly here as 
examples of the types of spectra one can expect. Further details 
of these spectra can be found elsewhere [8]. 
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+ + Table 1. Molecular Constants for CH and CD • 
Energies are in cm-1 units. 

+ CH (0,0) band 

VOO = 23596.81(01)* 

X 1n+ A In 

BO 13.9303(40) BRP 
0 11.4532(37) 

DO 1.373(11) x 10- 3 BQ 
0 11.4169(41) 

DRP 
0 

2.050(9) x 10-3 

DQ 
0 2.049(11) x 10- 3 

qo 0.038 

+ CD (0,0) band 

VOO = 23747.71(1) 

BO 7.627(20) BRP 
0 6.285(20) 

DO 1.06(15) x 10- 3 BQ 
0 6.280(21) 

HO 1.55(35) x 10-6 DRP 
0 1.08(14) x 10- 3 

DQ 
0 1.16(16) x 10- 3 

HRP 
0 1. 12 (29) x 10-6 

HQ 
0 1. 41(37) x 10-6 

qo 0.016 

The ~est known and most important band system of CH+ is the 
A In + x [+ system. This system has been characterized in emis­
sion [9] and is of importance to the astrophysical problem of CH+ 
formation via radiative association [10]. We have produced CH+ 
and CD+ from CH4, C2H2, and the perdeuterated compounds. The (0,0) 
and (2,1) bands have been measured, and an example [the CH+(O,O) 
band] is shown in Figure 3. The spectrum is easily assigned, but 
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Table I (Cont'd) 

+ 
CD (2,1) band 

\i2l = 24095.08(1) 

Bl 7.416(46) BRP 
2 5.492(44) 

Dl 1. 25(56) x 10-3 BQ 
2 5.479(49) 

HI 4.5(2.0) x 10-6 DRP 
2 8.8(4.8) x 10-4 

DQ 
2 7.1(6.2) x 10-4 

HRP 
2 2.5(1.5) x 10-6 

HQ 
2 1.2(2.2) x 10-6 

q2 0.014 

*Numbers in parentheses represent a one standard deviation un­
certainty in the last digits of each constant. 
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the rotational distribution indicated significantly hotter ions 
than are seen in emission. Emission spectra followed the R branch 
out to the R(7) line; we have seen lines out to R(2l). While we 
gain in quantity of information, we are, as Figure 3 indicated, 
limited in resolution to a few tenths of a wavenumber. In this 
case, the gain in quantity was the more desirable outcome. We 
found that the new lines at high J could not be fit by the existing 
molecular. constants. We therefore refit our CH+ and CD+ lines to 
a new set of constants which are given in Table I. 

We have also observed known bands in N1 and CO+ 
not add new spectroscopic information to that already 
these molecules, our data on them are of interest for 
reasons, as discussed below. 

Polyatomic LIF Spectra 

While we do 
known for 
other 

We have observed spectra for two polyatomic ions in detail, 
Br~ and 1,3.5-trifluorobenzene cation. Spectra have also been 
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23419 

CH+ 
A-X System 
(0-0) Bond 

P Bronch 

o Bronch 

J. S. WINN 

R Branch 

II~ 

I I 

23697 

Fig. 3. LIF spectrum of the (0,0) band of the CH+ A-X system. 
Features from the (2,1) band (such as Q9) appear weakly 
in this spectral region. 

found for H2S+ and ClCN+, but these have not been examined in 
grea t detail. 

For BrCN+, the B 2rr + X 2rr system extending from 20,000 to 
24,500 cm- l was investigated [Ill. The ions were found to be 
internally hot, and rotational resolution was impossible. However, 
a vibrational progression, assigned to the vI mode (primarily C-Br 
stretch) of the B state was observed. The frequency was found to be 
441 ± 18 cm-l . This is an average band spacing and does not prop­
erly account for anharmonicities, nor are observed irregularities 
in the band-to-band spacings fully explained. Each band is split 
by the spin-orbit interactions of each state. We find a difference 
in the spin-orbit constants to be A" - A' = 224 ± 43 cm-l . 

BrCN+ is not the ideal ion to study by this method. Not only 
are the ions hot and the levels closely spaced, but overlapped 
sequence bands and Fermi interaction (between v2" = 290 cm-l and 
vI' = 441 cm-l or vI" = 509 cm-l ) cause nonsystematic spacings and 
intensity irregularities. 

To test our trap near the limit of its mass range, we investi­
gated the B A2" + X E" band system of the 1,3,5-trifluorobenzene 
cation, which has a mass of 132 amu. We were able to trap the ion, 
but with a mass resolution of only 15. This value is purely the 
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result of the particular power supply we used to operate the trap. 
Thus, we may have co-trapped fragment ions along with the desired 
parent, but our spectra [1] agreed well with those obtained by 
others [4,12]. In general, the many bands we observed were in 
good agreement with those of previous assignments, but we lacked 
the resolution (due to the ion temperature) needed to provide the 
more detailed interpretations of Miller and Bondybey, who worked 
with colder gaseous ions and with matrix isolated ions. 

Radiative Lifetimes 

We have tested the ability of our apparatus to record radia­
tive lifetimes over a considerabl~ range of values. The strong N1 
first negative system, B 2Et + X E~, is characterized by a 60 nsec 
radiative lifetime, which we measure without difficulty. This 
value is not constant throughout the spectra, however. Perturba­
tions by the longer-lived A 2ITu state are known [13], and pertur­
bations by an unknown 4Et state have been suspected [14]. Our N1 
spectra extend to high rotational quantum number, N, and we plan 
a systematic search for lifetime perturbations throughout the 
spectra [15]. 

At the long end of the radiative lifetime scale, we have ob­
served and verified the 3.25 ~sec lifetime of the CO+ A 2n + X 2Z+ 
(v' = 2) band. The lifetime of CH+ is known to be intermediate to 
these extremes. Other measurements have relied on fast electron 
pulse excitation to initiate the experiment. As Erman [16] has 
shown, these measurements can be systematically low due to the 
rapid spatial dissipation of ions from the viewing region due to 
ion-ion repulsive forces. His result, 630 nsec, was the largest 
reported experimental value, yet it is below the theoretical range 
(660 - 800 nsec) predicted by the ab initio calculations of 
Yoshimine, Green, and Thaddeus [17]. Our method does not suffer 
from such a systematic error. Therefore, we measured the lifetime 
of CH+ (A lIT) in order to compare to the electron excitation value 
and the ab initio value. Our result [8] was 815 ± 25 nsec, in 
good agreement with the upper range of the theoretical value and 
clearly at odds with the electron excitation value. 

Ion State Distributions 

The collision-free nature of the trap affords us the oppor­
tunity to probe the nascent internal state distribution of 
ionized molecules and fragments. Of course, we use the term 
"nascent" to mean the distribution in the ground or optically 
metastable states which result after radiative cascade from the 
truly nascent excited states which may be formed. Emission 
spectra, when recorded under single collision conditions, yield 
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these excited state distributions. In a more practical vein, 
however, the ground or metastable state distributions we observe 
are of considerable importance to experiments which use ions after 
fast decay processes have occurred, but before thermalizing col­
lisions (or infrared fluorescence) have otherwise altered the 
energy distribution. Inelastic and reactive scattering experiments 
with ion beams are clear examples of such a situation. 

Ionization of CO is one case we have begun to study. The 
comet-tail system, A 2IT - X 2E+, mentioned above in regards to 
lifetime measurements, is a useful band system to use in probing 
the X state internal energy distribution. We produce CO+ by 
bombardment with electrons of roughly 150 eV energy. Cross-sections 
for excitation to levels in the A state have been measured [18], 
and high vibrational levels of the A state are known to be popu­
lated with significant probability. Moreover, the A + X Franck­
Condon factors are known, and they indicate that the X state will 
become vibrationally hot as a result of A + X decay. The X state 
is not expected to be formed in high vibrational levels as a 
result of primary ionization from room temperature CO. 

Figure 4 verifies this prediction. Portions of the (7,7) and 
(4,5) LIF bands are shown. Population in X (v" = 7 or 5) is 
essentially all due to cascade from the A state. We are currently 
measuring other band intensities, from which we expect to obtain a 
very complete picture of the ionization of CO. 

A second example involves the fragment ions CH+ and CD+. As 
noted above, we find [8] these ions to be rather hot; we estimate 
a rotational temperature near 3000 K and a vibrational temperature 
near 5500 K. Somewhat more remarkable is the observation that 
these temperatures are obtained whether we use CH4 or C2H2 as the 
parent gas. 

E. Collisional Energy Transfer and Product State Analysis 

The translational motion of trapped ions is well above the 
ambient temperature of the parent gas. A temperature of ~4000 K 
is typical [8,19]. If we produce N~, for instance, we find [1] a 
rotational distribution in the ground state characterized by a 
temperature of 300 ± 25 K. This result is obtained following a 1 
msec ionization period on pure N2 at a pressure of ~5 x 10-6 torr. 
(Recall that under these conditions, the ion-neutral collision rate 
is ~l msec- l .) We can easily follow the consequences of a few 
collisions by raising the N2 pressure, by waiting for longer times 
before we fire the laser, and/or by adding a non-trapped, chemi­
cally inert buffer gas at a higher concentration. For example, a 
spectrum of Nt produced by a 1 msec ionization of a mixture of Kr 
(3 x 10-4 torr) and N2 (5 x 10-5 torr) shows considerable collision 
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co+ 

622 625 629 633 
nm 

Fig. 4. LIF spectrum of the (7,7) and (4,5) bands of the CO+ 
A-X system. 

induced rotational heating. The rotational temperature rises to 
585 ± 15 K. (An increase in vibrational temperature is also 
apparent from the spectrum, but the effect is more difficult to 
make quantitative.) 
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This experiment shows two important facts. First, ions can 
be confined for times long enough that the consequences of several 
collisions can be probed, and secondly, these consequences can be 
measured. For reactive collisions, we envision, but have not yet 
attempted, an experiment of the following type . A mixture of a 
heavy gas (such as N2) and a light gas (such as H2) with the light 
gas in excess is admitted to the trap. The mass resolution is ad­
justed to yield trapping of the heavy primary ion and the only 
slightly heavier product ion which would result from a reactive 
collision (such as N2H+). Many exothermic ion-molecule reactions 
are known to proceed at virtually every collision. We have con­
strained the reaction dynamics by a choice of masses which insures 
that the product will not receive a large translational impulse on 
reaction. We therefore co-trap the primary reactant ion and the 
ion-molecule reaction product which we investigate by LIF. As the 
alert reader has no doubt noticed, the principle drawback of this 
scheme is the general lack of spectroscopic data on most product 
ions which are otherwise suitable for such an experiment. 

SUMMARY 

This article has given an overview of the experimental oppor­
tunities afforded by studying the laser induced fluorescence 
spectra of molecular ions confined in a mass selective ion trap. 
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The advantages include species identification, collision control 
ranging from none to several collisions, timed measurements leading 
to radiative lifetimes, delayed excitation leading to the study of 
collisional alteration of the nascent ion state distribution, and 
the spectroscopic advantages LIF spectra give to complement emis­
sion spectra. The primary disadvantages are the large Doppler 
widths of spectral lines and, as always, an ion density that 
borders on the low end of usefulness. 

ACKNOWLEDGMENT 

This research was supported by the U. S. Department of Energy, 
Office of Basic Energy Sciences, Division of Chemical Sciences 
under Contract No . W-7405-Eng-48. The radiative lifetime of CH+ 
and the spectrum of CO+ shown in Figure 4 were obtained using a 
Nd:YAG pumped dye laser supplied by the San Francisco Laser Center, 
supported by a grant to the University of California and Stanford 
University from the National Science Foundation under grant 
CHE79-16250. 

REFERENCES 

1. F. J. Grieman, "Laser induced fluorescence of trapped molecular 
ions," Lawrence Berkeley Laboratory Report LBL-l0021 (1979) 
(Ph.D. Thesis). 

2. P. H. Dawson and N. R. Whetton, Adv . Elec. and Electron Phys. 
12, 59 (1969); H. G. Dehmelt, Adv. At. Mol. Phys. 1, 53 (1967). 

3. A. Carrington, D. R. J. Milverton, P. G. Roberts, and P. J. 
Sarre, J. Chern. Phys. 68, 5659 (1979). 

4. T. A. Miller, V. E. Bondybey, and J . H. English, J. Chern. 
Phys. 70, 2919 (1979). 

5. D. J. Wineland, J . C. Berquist, W. M. Itano, and R. E. 
Drullinger, Opt. Lett. 2, 245 (1980) . 

6. M. Benalin and C. Audoin, Int. J. Mass Spec. Ion Phys. 11, 
421 (1973); R. F. Bonner, J. E. Fulford, and R. E. March, 
Int. J. Mass Spec. Ion Phys. ~, 255 (1977) . 

7. D. S. King and P. K. Schenck, Laser Focus, p. 60 (March 1978). 
8. F. J . Grieman, B. H. Mahan, and A. O'Keefe, J. Chern. Phys. ~, 

4246 (1980); F. J. Grieman, B. H. Mahan, A. O'Keefe, and J. S. 
Winn (to appear in Discussions of the Faraday Soc. 2!, 1981). 

9. A. E. Douglas and G. Herzberg, Can. J. Res. 20, 71 (1942); 
A. E. Douglas and J. R. Morton, Ap. J. 131, 1 (1960). 

10 . A. Dalgarno, in: "Atomic Processes and Applications," P. G. 
Burke and B. L. Moiseiwitsch, ed., North Holland, Amsterdam 
(1976), p. llO. 

11. F. J. Grieman, B. H. Mahan, and A. O'Keefe, J. Chern. Phys. 
(in press). 

12. V. E. Bondybey, T. A. Miller, and J. H. English, J . Chern. 



LASER-INDUCED FLUORESCENCE OF TRAPPED MOLECULAR IONS 

Phys. 11, 1088 (1979) and reference therein. 
13. R. A. Gottscho, R. W. Field, K. A. Dick, and W. Benesch, 

J. Mol. Spectrosc. ~, 435 (1979). 
14. J. Dufay and O. Nede1ec, C. R. Acad. Sci. Ser. B 285, 173 

(1977). -
15. A. O'Keefe and J. S. Winn (unpublished results). 
16. P. Erman, Ap. J. 213, 289 (1977). 
17. M. Yoshimine, S. Greene, and P. Thaddeus, Ap. J. 183, 899 

(1973) . 
18. R. F. Holland and W. G. Maier, II, J. Chern. Phys. ~, 5229 

(1972); J. F. M. Aarts and F. J. DeHeer, Physica 49, 425 
(1970); J. M. Aje110, J. Ch~Phys. 55, 3158 (1971). 

19. R. D. Knight and M. H. Prior, J. App. Phys. 50, 3044 (1979). 

67 



DETERMINATION OF MOLECULAR ION STRUCTURES 

BY PHOTOELECTRON SPECTROSCOPY 

G. L. Goodman and J. Berkowitz 

Argonne National Laboratory 

Argonne, Illinois 60439 U.S.A.* 

I. INTRODUCTION 

Let us differentiate at the outset between photoelectron spec­
troscopy (PES) and photoionization mass spectrometry (PIMS). In PES, 
a fixed wavelength of light (most commonly the He I resonance line 
at 584A = 21.2 eV) crosses a molecular target, causing some ioniza­
tion. The kinetic energies of electrons thus liberated are measured 
by an electron energy analyzer. From the energy conservation condi­
tion 

hv = (I,P')n + (K.E')n, 

where (K.E')n are the measured electron kinetic energies, one can de­
duce the various ionization potentials of the molecule (I,P')n up to 
a maximum I.P. of hv. The (I.P')n correspond to states of. the mo­
lecular ion. The assignment of these states to appropriate symmetry 
classifications is often aided by some level of molecular orbital 
calculation. The most direct approach, and one most commonly used 
in the past, is to compute the orbital energies of the neutral mole­
cule, and to identify the (I,P')n as the negative of the orbital en­
ergies, often referred to as invoking Koopmans' theorem. The order­
ing of the (I,P')n according to symmetry is usually, but not in­
variably, given correctly by this method. A cursory examination of 
the molecular orbitals involved can usually tell us if an electron 
has been removed from a bonding, antibonding or non-bonding orbital, 
resulting in an ionic state that is less/more weakly bound than the 
corresponding neutral molecule. More sophisticated calculations 
taking into effect relaxation of the molecule ion include ~SCF and 
Green's function techniques. 

*Work performed under the auspices of the Division of Basic Energy 
Sciences of the U.S. Department of Energy. 
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In the valence region, single electron excitations are most 
prevalent. The difference in I.P. between two states gives us an 
accurate determination of the transition frequency, and hence pro­
vides a valuable aid in the analysis of the optical spectra of these 
ions. Often one can observe resolved vibrational frequencies of the 
ions in their various states. Hence, PES is a valuable tool in 
elucidating the electronic structure of molecular ions. It has the 
further advantage that photoelectron spectra of a vast array of mole­
cules have by now been measured (see, for example, Refs. [1] and 
[2]), providing our largest source of information about molecular 
ions. PES can also provide information about the geometric struc­
ture of molecular ions. This will be the main topic of the ensuing 
lectures. 

PIMS is a measurement of the relative ionization yield of ions 
of a particular mass, using a tunable, variable wavelength light 
source as the ionizer. The onset of ionization at the lowest photon 
energy usually corresponds to the first ionization potential. PIMS 
is not as generally useful as PES for the determination of molecular 
ion structures. However, there are a few cases where it can prove 
helpful. In PIMS of simple molecules, one can often observe sharp 
resonant structure. This is a consequence of excitation to Rydberg 
levels converging to a higher ionization potential than the first. 
Interaction of the quasi-discrete Rydberg state with the ionization 
continuum results in ionization, and hence the resonant peak struc­
ture. 

The Rydberg state, which can be viewed as a molecular ion with 
a distant Rydberg electron, will rapidly approach the properties of 
the molecular ion (vibration frequencies, geometry) as the principal 
quantum number of the Rydberg electron increases. If one could make 
a rotational analysis of the autoionization structure, one would 
have a means of determining the geometrical structure of the Rydberg 
state, and thus approximate the structure of the molecular ion. How­
ever, the auto ionization process is usually too rapid, smearing out 
the rotational fine structure. Occasionally, one can perform such 
an analysis of Rydberg levels below the first ionization threshold. 
In such cases the Rydberg levels are detected by photoabsorption. 

If vibrational levels are resolved as autoionization resonances, 
and if the auto ionization process (and competing processes) are not 
sensitive to the vibrational state, then Franck-Condon analysis of 
the vibrational intensity distribution can provide geometric in­
formation about the Rydberg state, and by inference, the molecular 
ion. This can be hazardous, because of the assumptions mentioned. 

The decomposition of molecular ions, as studied by PIMS, can 
sometimes yield information about the structure of fragment ions. 
This approach is often aided by isotopic substitution. We provide 
one example below. 
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The isotopic forms CH 3 0D and CD 3 0H of methanol were studied by 
PIMS [3a]. The first fragment observed as the photon energy in­
creased could be interpreted as CH 3 0H+ or CH 2 0H+. The isotopic 
study revealed that it was predominantly the latter, providing indirect 
evidence that CH 2 0ff+ is more stable than CH30+. A higher energy 
fragment could be described as COH+ or HCO+. Again, the isotopic 
study concluded that the latter was far more probable, and hence 
presumably the more stable form. Ab initio calculations have drawn 
the same conclusion. However, an intermediate energy fragment hav­
ing the mass corresponding to CH 2 0+ (formaldehyde ion) was actually 
found to have the structure CHOH+ near its energy threshold from 
CH 3 0ff+. We shall show later that ionization of CH 2 0 does result in 
a CH 2 0+ structure. Our best evidence to date from ab initio calcu­
lations (see note added in proof, Ref. [3a], and Ref. [3b]) is that 
CHOH+ and CH 2 0+ have very nearly the same stability (i.e., heat of 
formation) and hence the structure initially formed may be strongly 
influenced by kinetic or stereochemical factors. 

Finally, we should mention that transition states of ions 
(short-lived intermediates representing a transition path between 
parent and fragment ions) are often inferred from rates of uni­
molecular decay and theories adapted to this process. This is a 
specialized field, and not directly related to the present topic, 
which concerns the structure of stable molecular ions. 

II. THE DIATOMIC FRANCK-CONDON ANALYSIS 

A. General Theory and Background 

Spectroscopic determination of molecular structure is predicated 
on achieving sufficient optical resolution to observe rotational fine 
structure. A rotational analysis then enables one to deduce moments 
of inertia, and thereupon a molecular geometry. When data of this 
quality are available, accurate molecular geometries can be calcu­
lated. Since the number density of molecular ion sources is usually 
not very large, the corresponding emission spectra are usually ten­
uous and one cannot often afford the luxury of acquiring a high 
resolution spectrum. 

Photoelectron spectroscopy, combined with the Franck-Condon 
principle, offers an alternative method of obtaining information 
about the geometrical structure of molecular ions. A consequence 
of this principle is that the relative intensities of the vibra­
tional components of an electronic band depend upon the change of 
geometrical structure in the ionization process. Since the structure 
of the neutral ground state is usually known, and the photoelectron 
spectrum contains information about the change in structure upon 
ionization, one can in principle calculate the structure of the mo­
lecular ion in each of its observable ionic states. Actually, one 
needs to know the frequencies and normal modes of both neutral and 
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ionic states, so that the fitting variable is the geometrical change 
along one or another normal mode. In vibrationally resolved spectra, 
this information is available. Even here, however, there may be 
some ambiguity. The calculated best fit may provide, e.g., a change 
of internuclear distance Ar, with undetermined sign. Some additional 
information, or chemical intuition must be invoked in such cases. 

A major advantage of the photoelectron spectral approach to 
molecular ion structure is that a very large class of molecular ions 
becomes accessible to study. All species for which vibrationally 
resolved photoelectron spectra have been obtained are candidates 
for analysis. This represents a wealth of relatively untapped in­
formation. Even when vibrationally resolved spectra are not avail­
able, a moment analysis of unresolved spectra I4] can provide struc­
tural information. Species which are excluded from such an analysis 
are stable ions which do not have correspondingly stable neutral 
counterparts, such as H,+, HsO+, and He~. However, species ex­
cluded by other techniques because they don't have transition dipole 
moments are accessible here. 

The simplest class of molecules to which the Franck-Condon ap­
proach can be applied are diatomics with vibrationally resolved pho­
toelectron spectra not involving hot bands, i.e., the progenitor 
neutral molecule is only in the v" = 0 state. Several molecules 
fitting this criterion have been studied, including HF [5], CS [6], 
SO [7], PN [8], NS [9]. In these cases, Morse curves have been used 
to describe neutral and ionic states, thereby including anharmonic 
effects. The internuclear distances of the ionic states calculated 
by this method are usually accurate to (0.01 1, as can be judged by 
comparing with optically derived information in test cases. For Hr+ 
and CS+. the ground state internuclear distances initially obtained 
by the Franck-Condon method were 1.002 1 and 1.500 1, respectively; 
those subsequently deduced from optical spectra were 1.0011 1 and 
1.495 1. Unfortunately, it is difficult to provide many new ex­
amples applicable to this simple analysis. The common volatile di­
atomic molecules, such as O2 , CO, NO, N2 , have well-known ionic 
structures. Diatomic molecules generated by electric discharge or 
high temperature techniques may have hot bands or may not have 
vibrationally resolved photoelectron spectra. Even volatile di­
atomics can sometimes introduce minor difficulties. In the usual 
formulation of the Franck-Condon calculation, the wave functions of 
initial and final state are exp~essed in the adiabatic approximation 

'¥ = We (x, X) cf> (X) , 

where We (x, X) is the electronic wavefunction, 

cf>(X) is the vibrational wavefunction and 

x, X are the electronic and nuclear coordinates. respectively. 
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The intensity of the transition is proportional to the square 
of the electric dipole transition moment M, i.e., 

M = f!1jJe'~'M(x, X)1jJe"~"dxdX. 

Integrating over the electronic coordinates first, and designating 
that integral by Re , we can write 

M = JRe(XH'~"dX. 

However, in the case of H2(lEg+) + H2+(2 Eg+) it has been shown [10, 
11] that Re varies significantly over the experimental range, and 
hence the experimental relative intensities depart from the values 
deduced with the Franck-Condon factors, i.e., the square of the 
overlap integrals of the vibrational wavefunctions. 

In the sections that follow, we shall extend this approach to 

a) Diatomic spectra containing hot bands, i.e., cases where the 
neutral progenitor has a Boltzmann distribution; 

b) Diatomic spectra containing hot bands and unresolved vibra­
tional structure; 

c) Certain cases of polyatomic species. 

In so doing, we shall bring a large class of experimental data 
within the scope of Franck-Condon analysis. 

For the section that follows, it will be convenient to employ 
a formalism developed by Cederbaum and Domcke [4], which we shall 
briefly sketch. These authors use a Green's function approach to 
compute ionization energies to a higher order of approximation than 
given by Koopmans' theorem. Of relevance here is their extension 
of this formalism to include vibrational effects. An important ad­
vantage of this approach is that only data for the initial electronic 
state (i.e., the ground state of the molecule) are required. The 
Franck-Condon factors are expressed in terms of certain coupling 
constants, which they say can be easily calculated in the single­
particle approximation, but can be modified to include many-body 
effects. They further state that "because of its simplicity, the 
method is applicable to fairly large polyatomic molecules, yielding 
reasonably accurate results with moderate computational expense." 

They expand the most general vibrational Hamiltonian for an 
arbitrary electronic state in terms of the normal coordinates of the 
ground electronic state. This Hamiltonian splits into 4 terms: 

H = HE + HN + H~N) + H~~), 
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where 

the electronic Hamiltonian at the equilibrium position of 
the ground state. In the Green's function formalism, this 
term of the Hamiltonian is the basis of their earlier work, 
calculating vertical ionization energies to higher order. 

HN = the dependence of the ground state on nuclear coordinates 
(vibrations), including anharmonic effects. 

H~~) = the dependence of the difference of electronic energy 
between ionic and ground electronic state on nuclear co­
ordinates, within the single-particle approximation. 

H~~) = same as H~~), but for 2-particle correlation energy. 

They then simplify the Hamiltonian in several ways. 

1. Adiabatic approximation - they discuss going beyond this 
approximation for cases of Jahn-Teller splitting, but only 
qualitatively. 

2. Harmonic approximation - neglect of anharmonicity, ATN 
and AVo in their HN• 

3. Single-particle approximation - neglecting electron-elec­
tron interaction integrals. 

For diatomic molecules, Domcke and Cederbaum [12] show that an­
harmonic effects and their linear coupling constant K enter together 
in such a way as to partially cancel the quadratic coupling con­
stant y, which enables the harmonic approximation to remain fairly 
good for a large number of cases. 

With these approximations, they develop an equation for the 
transition probability (simplified for Vl, Vz, ••• = 0 for the ground 
electronic state) in which the overlap of the wave functions of two 
displaced M-dimensional harmonic oscillators with different fre­
quencies is expressed as a finite linear combination of the '0verlaps 
of the corresponding non-displaced oscillators. In this expression, 
factors enter which are overlaps between excited state functions 
evaluated at the excited state equilibrium position and excited state 
functions evaluated at the ground state equilibrium position. 

In the one-dimensional case (diatomic molecule) the vibrational 
intensities reduce to a Poisson distribution, 

n 
£.... e-a 
nl 
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(Wi = frequency of ion, Ws = frequency of neutral). 

where 

1 (dE') Ksi = linear coupling constant = - _J_ h dQs 0 

Ei is the ionization energy of state i 

Qs is a normal coordinate. 

In the polyatomic case, when the quadratic coupling constants 
vanish (i.e., Wi = ws), the transition probability becomes 

where 

and ITeil2 is the electronic cross section for ionization . 

They then make the important point that a totally resolved pho­
toelectron spectrum, in which the individual vibrational intensities 
can be measured and related to Franck-Condon factors, is not ab­
solutely necessary. Even a poorly resolved or unresolved spectrum 
can be analyzed by its moments, which depend upon the coupling con-

. i stants KS1, yss ' and on wS' 

In such an analysis, we can take 

Mo normalization of spectrum, e.g . , sum of vibrational in­
tensities = 1 or (in unresolved spectra), area = 1. 

Ml = L Invn = 0, or appropriate integration in unresolved case, 
where In, vn = intensity and energy of vibrational leveln. 

M2 is the critical quantity to be determined. With their assump­
tion of y = 0, or Wi = ws ' M2 = aws 2. 
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Therefore, a determination of M2 and knowledge of Ws enables us 
to compute a, which can be related to an internuclear distance in 
the ion. 

Cederbaum and Domcke conclude that a low-resolution spectrum is 
well-characterized by its first few moments, and that the center of 
gravity and the width of the vibrational spectrum can be determined 
without knowing anything about the details of the vibrational motion 
in the ionic state. 

We have found that the approximation wi = ws, or y = 0, leads 
to a poor description of the width of the experimental spectrum, al­
though the intensity distribution is not too bad. From Eqs. 5.44b 
and 5.56 in Cederbaum and Domcke's paper [4], and taking Ml = ° in 
our normalization, we obtain 

for the diatomic case. The approximation Wi = ws ' y 
expression to 

° reduces this 

It is this expression which we have tested, and for which the 
width was not well reproduced. We have improved upon this approxima­
tion by noting that 

from which we can obtain K if we know ws ' wi' and M2. Note that 

since K = ±1M2 - 2y 2, there is an ambiguity in the sign of K. The 
internuclear distance of the ion, within their harmonic approxima­
tion is then computed from 

R R = AR = ~ j 2ws K ion - 0 u.. , wi )l 

where )l is the reduced mass. The ambiguity in the sign of K results 
in a corresponding ambiguity in the sign of ~R, which must be re­
solved by other considerations. We can also arrive at K by least 
squares matching of the calculated intensity distribution and the 
experimental one. 

If the ionic state is described by a Morse potential, instead 
of their harmonic potential, then one can show that 
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with 

(_W )1/2 Wl.' If~ and Y = [1 + i - 4x]/2 
2Di 11 

wh~re 

X = _:::::.a , K (w )1/2 
Wi Di 

and Di is the dissociation energy of the ionic state. 

We have tested these formulae by calculating the second mo­
ment Ma of vibrationally resolved photoelectron spectra for the 
simple molecules Oa, NO, Ha, CO, HF, and Fa in their first photo­
electron bands, corresponding to the ionic ground states of these 
molecules. From these second moments we have calculated internu­
clear distances with both the harmonic potential and the Morse po­
tential, and compared both with optically determined internuclear 
distances. The results are summarized in Table 1. These various 
cases include examples involving removal of bonding, antibonding 
and non-bonding electrons. It appears as if the Morse potential 
yields comparable or more accurate internuclear distances than the 
harmonic potential, except for the case of Fa. For the case of H2 , 

the Morse potential is far superior. Overall, the Morse potential 
yielded values for the internuclear distances within 0.01 A except 
for Hr+ (0.014 A) and F2+ (0.023 A). 
B. Test of Franck-Condon Intensities in Vibrationally 

Resolved Photoelectron Spectra, Incorporating 
Boltzmann Terms 

We have found three molecular sytems convenient for the test­
ing of theory at this level: Bra, la, and Sa. In order to derive 
molecular parameters for ionic states when hot bands are present we 
shall find it more convenient (and also more transparent to the 
reader) to calculate the vibrational intensity profile that best 
matches the experiment, instead of the second moment approach. The 
latter requires a priori knowledge of the difference in frequency 
between neutral and ionic state, whereas the fitting procedure 
yields the ionic frequency directly. 

1. Development of the Fitting Procedure 

In their early paper [13], Cederbaum and Domcke present a gen­
eralized formula for the .intensities of individual vibrational 
bands starting from a vibrationally excited electronic ground state. 
In our current terminology, this may be written 
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00 

M M 
x o(w - £i(O) + ~i - L msws + E niwi) 

s=l i=l 

The matrix element in this expression incorporates Franck-Condon 
factors connecting initial and final states that may have different 
frequencies. The additional term Emsws allows for an energy offset 
due to hot bands. 

00 

The integral term E 1< ml ••• mmlUlnl ..• ~ >12 
nl ~ = 0 

reduces, in the diatomic case and when the overlaps between non­
displaced harmonic oscillators are delta functions (wi = ws ) to 

m+n ~m,n] ( )-f I I ~2 1< lui >12 a -a E -a m. n. 
m n = n!m! e f = 0 f!(m-f)! (n-f)! 

where [m,n] denotes the lesser of the two. 

This expression implies that the quadratic coupling constant 
y = 0, and corresponds to Cederbaum and Domcke's "best" harmonic 
approximation. It also corresponds to the observations of other 
authors that the vibrational intensity distribution is much more 
sensitive to the offset in internuclear distance than it is to a 
change in frequency. Some calculations have been performed in which 
the full overlap expressions were evaluated allowing upper state fre­
quency to differ from lower state frequency, and the results were 
usually not perceptibly different from those obtained using the above 
expression (see Appendix 1). 

However, the energy scale is sensitive to the frequency of the 
ion, and this has been included by allowing wi to differ from Ws in 
the 0 term. In fact, we have found that the appearance of the spec­
trum is sensitive to anharmonic terms, and have included them in 
the 0 expression. 

In order to compare the calculated vibrational intensity dis­
tribution with the experimental one, the above expression must be 
weighted with a Boltzmann factor and summed over the initial states. 
In addition, each vibrational line must be given a width character­
istic of the instrumental resolution and inherent line width. For 
the latter, we have used a Gaussian function whose half-width was 
either set by the resolution given by the respective authors or de­
duced from the experimental spectrum. From the best fit, we deduce 
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Br2~ ,20g 

5000 

Comparison of experimental and calculated photoelectron 
spectra for Br2(X 1 E+) + Br2+(2ns/2 , and 2nl /2 g)' Expt. 
from Ref. 14, solid line; calcu1ate§ spectrum,'dotted line. 

a value of a. This can be converted into an expression for K, the 
linear coupling constant, by combining Eqs. (23), (25), and (45) 
given by Cederbaum and Domcke [13] and becomes 

K = ±[wi S a/ws]1/2 

This value of K can then be introduced into either the harmonic or 
Morse potential formulae previously given to deduce ~R. 

2. Bra 

Cornford et al. [14] have published a photoelectron spectrum 
of Br2, and conveniently display an enlarged version of the incom-' 
pletely resolved vibrational structure in the spin-orbit parnters 
(the 2nS /2,g and 2nl /2,g states of the ion). We reproduce this spec­
trum in Fig. 1. 

The authors state that the experiment was performed at room 
temperature, which we have taken as 298°K. The stated resolution, 
0.03 eV, was used for the Gaussian. The best fits to each of the 
states are drawn as dotted lines in Fig. 1. The assignment of the 
vibrational quantum numbers of the ionic states given by Cornford 
et al. is confirmed. The energy scale used in the calculations fits 
that given in the experimental spectrum. For the anS / 2,g state, the 
residual discrepancy occurs in the higher vibrational components, 
which are given with somewhat higher intensity by the calculation. 
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For the 2 IT1 / 2 ,g state the hot bands are somewhat weaker in the cal­
culations. In both cases, the overall fits are very good. 

The parameters for best fit are as follows: 

2IT S / 2 ,g 2IT 1/ 2 ,g 

CIl 371 cm- 1 360 cm- 1 i 

a 1.6 1.45 

CIlixi 1.86 cm- 1 1.8 cm- l 

We note here that Cornford, et al., reported the same frequency 
for both states (360 cm-l), whereas Huberman [15] gives a value from 
optical spectra of 376 cm-l. Neither 360 cm- l nor 376 cm- 1 gives as 

2 . 
goo~ a fit for IT 3/ 2,g as our selected value. By contrast, wi = 360 
cm- provides a much better fit for 2IT1 /2,g than either 371 or 376 
cm- 1 • 

The internuclear distances* derived from the a values are as 
follows: 

Harmonic potential 2.196 A 2.199 A 
Morse potential 2.166 2.172 

As in the case of F2+ which we had explored earlier, the Morse 
potential gives a larger ~R for Br2+' In that case, the result from 
optical spectroscopy was between the Morse and harmonic results, but 
closer to the harmonic value. Cornford et al., using a simpler 
Franck-Condon analysis, arrived at R ; 2.186 A for both states. Our 
average values are 2.181 ± 0.015 A for 2IT3 /2 g and 2.186 ± 0.013 A 
f 2 ' or IT 1 / 2 ,g. 

*Values of Rneutral, ~, and Di are taken from Huber and Herzberg 
[16] • 
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! 1 

9.8 9.9 10.0 10.1 

Comparison of experimental and calculated photoelectron 
spectra for Iz(X1r+) ~ Iz+(zITs/z,g and zIT1/Z,g)' Expt. 
from Ref. 17, solid line; calculated spectrum, dotted line. 

In this case, the hot bands present a more serious problem, and 
initially led to a misassignment of the adiabatic ionization poten­
tial. Higginson et a1. [17] have performed photoelectron spectro­
scopic temperature variation experiments, using two different elec­
tron energy analyzers. 

The results of the first such experiment, performed at 32°C, 
is shown in Fig. 2. Both the zrrs/z,g and zIT1/Z,g states are dis­
played. In addition, "impurity" lines due to the presence of 744 A 
radiation as well as the dominant 736 A radiation are indicated by 
vertical arrows. 

Our best fit (shown as dotted lines in Fig. 2) was obtained by 
choosing a resolution width of 0.018 eV. Our energy scale is the 
same as that given in their figure. The calculated hot band inten­
sities are somewhat weaker in the zrr1/Z,g than the experimental in-

tensities, but not as notably so in the zIT S / 2 ,g case. A slightly 
higher temperature than given by the authors could improve the agree­
ment, which is nonetheless veri good. The satisfactory agreement 
confirms the assignments of Higginson et a1., and their conclusion 
that the Rydberg series limit for the adiabatic ionization potential 
obtained by Venkateswarlu [18] is in error, as is the value obtained 
by temperature dependent photoionization mass spectrometry [19]. 
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9.2 9.3 
eV 

9.4 

83 

Fig. 3. Ex~erimental photoelectron spectrum for 12 (X1I;+) + 
12 (2 rr '/2,g) at -lOoe (dotted line) and +30 oe (solid line) 
from Ref. 17. 

The parameters for best fit are as follows: 

2n'/2,g 2n 1 / 2,g 

wi 242 cm- 1 242 cm- 1 

a 1.4 1.0 

wixi (1.21 cm- 1 ) (1. 21 cm- 1 ) 

Higginson et al. inferred wi = 240 cm- 1 for 2n'/2,g and 220 cm- 1 

for 2n1 /2,g, whereas we are unable to see a significant difference 
in wi between these states. 

The internuclear distances* derived from the a values are as 
follows: 

*Values of R t l'~' and Di are taken from Huber and Herzberg 
[16]. neu ra 
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° Harmonic potential 2.588 A 2.600 A 

Morse potential 2.567 2.586 

As with the Br2+ case, the Morse potential yields a larger ~R. 
Our av~rage values are 2.578 ± 0.010 A for 2TI S/ 2,g and 2.593 ± 0.007 
A for TI l / 2,g. 

Higginson et al. also provide spectra of the 2TIS /2,g state 
taken on another analyzer, with poorer resolution, but at two tem­
peratures (-10°C and +30°C). We reproduce these spectra in Fig. 3. 
This time we were unable to reproduce their spectrum with the energy 
scale on their figure, unless we changed the wi deduced from the 
higher resolution spectrum. We changed the energy scale by 5% in 
order to make the peak positions correspond. The Gaussian width 
function was increased to 0.022 eV to correspond to the resolution 
of the second instrument, and the prescribed temperatures were used 
in the calculations. The results are displayed in Fig. 4 as solid 
lines for +30°C spectrum and dotted lines for the - 10°C spectrum, to 
correspond to their convention. A reduction in the hot band region 
is observed in the calculated spectrum, but we also note a reduction 
in the higher energy bands not observed in the experimental spectrum. 
The -10°C experiment also shows signs of diminished resolution, and 
indicates the difficulty of performing successive experiments at dif­
ferent temperatures with identical resolution. The previous con­
clusion regarding the location of the adiabatic ionization potential 
is confirmed. 

The two 12+ states are convenient cases to distinguish two 
slightly different uses of the term "vertical ionization potential" 
seen in the literature. The empirical approach selects the largest 
peak in a resolved spectrum, or the peak in an unresolved spectrum. 
If viewed as a vertical transition from Re of the lower electronic 
state to that same internuclear distance for the upper state poten­
tial energy curve, this intersection can occur at a particular vi­
brational level or between levels. If it occurs at or very near a 
particular vibrational level, the empirical and theoretical vertical 
ionization potentials will coincide, as noted by the arrow in Fig. 2, 
2 
TIl/a,g. 

If the intersection occurs between upper state vibrational 
levels, the theoretical vertical ionization potential occurs in a 
valley, as indicated by the arrow in Fig. 2, 2TIS /2,g . 
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Fig. 4. 

Fig. 5. 

-0.2 0.2 

Calculated photoelectron spectrum for 12(X1E+) + 

12+(2ns / 2,g) at -10°C (dotted line) and +30°C (solid line). 

I I I I I 
9.7 9.6 9.5 9.4 9.3 

eV 

Comparison of experimental and calculated photoelectron 
spectra for S2(X2 E -) + S2+(2 rr1 /2,g and 2 rrS / 2)' Expt. 
from Ref. 20, sOli3 line; calcualted spectrum, dotted 
line. 

Although 82 must usually be generated at relatively high tem­
perature, Dyke et a1. [20] succeeded in cooling the heated vapor 
by transporting it in helium carrier gas. Their photoelectron spec­
trum of the ionic ground state, 2rrg, is reproduced as solid lines in 
Fig. 5. This spectrum reveals not only resolved (incompletely) vi­
brational structure, but spin-orbit splitting of the 2rrg state as 
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well. Our best fit to this spectrum required a variation of the 
spin-orbit separation, the spin-orbit ratio, vibrational frequency 
of the ionic state{s) and a corresponding anharmonicity. Their 
stated energy resolution for argon was 0.020-0.025 eV; to fit the 
vibrational bands of S2+, we required a half-width of 0.033 eV for 
the Gaussian function . The energy scale was that given in their 
figure. The calculated spectrum that best fit their data is shown 
as dotted lines in Fig. 5 at a temperature of 300 0 K. The best fit 
is quite satisfactory, reproducing peak energy positions, peak 
heights and valleys with barely perceptible deviations. Even the 
shoulders are well-reproduced. 

The parameters for best fit are as follows: 

Spin-orbit separation 
Spin-orbit ratio of intensities 
Wi (same for both slo components) 
WiXi (same for both slo components) 
a (same for both slo components) 

427 cm- 1 

1.41 
751. 7 cm- 1 

8.3 cm- 1 

0.87 

The spin-orbit separation deduced from our best fit differs 
from that given by Dyke et a1. (470 ± 25 cm- 1 ) but is quite close 
to the value predicted by Leach [21], 433 cm- 1 • The spin-orbit ratio 
is within the range calculated by Lee et a1. [22]. The value of wi 
deduced is significantly lower than that given by Dyke et al. 
(These authors at one point state that wi is 70 cm- 1 larger than 
that in neutral S2 (taken as 720 cm- 1 ) and in a later table present 
a value of 770 cm- 1 ). It is also lower than the values for lower 
members of Rydberg series found by Mahajan et al. [23] which 
range from 746 to 827 cm- 1 • We have recently become aware of a pre­
print by Tsuji et a1. [23a] on the A ..... X emission spectrum of S2+' 
These authors deduce wi = 807 ± 3 cm- 1 • Wi Xi = 3.5 ± 0.3 cm- 1 and a 
spin-orbit separation of 455 ± 6 cm- 1 • The discrepancy between our 
deduced values for Wi and S-O separation and those of Tsuji et al. 
can be attributed to the energy scale of the published photoelec­
tron spectrum. Our values for both these quantities are ca. 7% lower 
than those of Tsuji et a1. Prof. Jonathan [23b] has indicated that 
the spectrum published by Dyke et a1. did not necessarily have the 
best energy calibration of the several spectra which they obtained 
for S2' The larger discrepancy in the anharmonicity constant may be 
related to a non-linearity in the energy scale of the published spec­
trum. The value of a deduced (which is insensitive to the energy 
scale) corresponds to an internuclear distance of 1.819 A (harmonic 

o 
potential) and 1.801 A (Morse potential), or an average value of 

° 1.810 ± 0.009 A. Dyke et a1.. using a stick diagram Franck-Condon 
<1 

fit, have deduced 1.82 5 A. 
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Fig. 6. 

9.0 9.2 9.4 9.6 9.8 10.0 
eV 

Comparison of experimental and calculated photoelectron 
spectra for vibrationally unresolved S2(X3 Eg-) ~ S2+(2 ITg). 
Expt. from Ref. 24, circles; calculated spectrum, solid 
line. 

C. Test of Franck-Condon Intensities in Vibrationally 
Unresolved Spectra, Incorporating Boltzmann Terms 

1. S2+ 

Berkowitz [24] has reported a photoelectron spectrum of S2 in 
which the vapor was generated by the thermal decomposition process 

1 HgS(s) ~ Hg(g) + 2 S2(g). 

The temperature characterizing this process was ~670oK, which 
generates a broader Boltzmann distribution than in the experiment of 
Dyke et a1. The Gaussian width for this experiment was 0.086 6 eV, 
rather accurately given by the half-width of the nearly atomic Hg 
photoelectron line. All the molecular parameters used to optimize 
the fit to the spectrum of Dyke et a1. were retained in the sub­
sequent calculation. A background with a slight slope was subtracted 
from the experimental data. 

The experimental spectrum for the ground state of S2+ is re­
produced as circles in Fig. 6; the calculated spectrum based on the 
aforementioned parameters, is shown as a solid line in Fig. 6. The 
agreement between calculated and experimental spectra is seen to be 
quite good. The quality of the comparison begins to be noticeably 
poorer with changes of ±0.06 in the a value. 
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eV 

Comparison of experimental and calculated photoelectron 
spectra for vibrationally unresolved AgCl(X1 E) + AgCl+(2rr). 
Expt. from Ref.25, dots; calculated spectrum, solid lines. 

We should remark here that it becomes quite important to know 
the temperature of the molecular beam and the working resolution of 
the experimental apparatus rather accurately when attempting to fit 
unresolved spectra incorporating Boltzmann terms. 

2. AgCl+ 

Berkowitz, Batson, and Goodman [25] have recently reported the 
photoelectron spectra of AgCl, AgBr, and AgI. We focus here on the 
first band of AgCl+, which is almost completely resolved from the 
second band. The Gaussian width characterizing the experimental 
apparatus was measured concurrently on an argon calibration line, 
and found to be 0.07 eV. The temperature of the oven was measured 
to be ~l275°K. The vibrational frequency and anharmonicity of neu­
tral ground state AgCl were taken from Huber and Herzberg [16]. This 
state of AgCl+ is a 2rr state formed by ionization from a chlorine­
like orbital. It is spin-orbit split - the splitting was estimated 
to be 0.05 eV, and the spin-orbit ratio taken as unity. The param­
eters varied for best fit were a, wi' and the corresponding an­
harmonicity, xei' The experimental spectrum covers two decades in 
relative intensity, and is shown on semilogarithmic coordinates as 
dotes in Fig. 7. Two independent sets of experimental data were 
compared, and found to be virtually identical. The calculated spec-
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trum that best fit the experimental points is shown as a solid line 
in Fig. 7. The extended overlap was found to be necessary here be­
cause of the rather large differences between Ws and wi' together 
with a substantial value for a. The fit is quite satisfactory, ex­
cept for the wings, which are affected in the experimental spectrum 
on one side by a background subtraction and on the other by the 
nearby second band. The parameters for best fit are 

a = 2.3 

Wi = 294 cm- 1 

The quality of the match between experimental and calculated curves 
was found to be sensitive to ±O.l in a and ±2% in wi. 

In this case, the harmonic potential calculation leads to 6R = 
0.14 A, the Morse potential to 6R = +0.10 A. The internuclear dis­
tanceoof the x2n state of AgCl+ is thus calculated to be 2.40 ± 
0.02 A. 

We have drawn a dotted line through the experimental threshold 
region. The departure of the experimental curve from linearity is 
one estimate of the adiabatic ionization potential. In the detailed 
analysis presented here, the adiabatic ionization potential is com­
puted to be 10.003 eV, whereas the departure from linearity occurs 
at ~9.9S eV, which gives some estimate of the error that might be 
incurred by employing the simple scheme. 

III. THE POLYATOMIC FRANCK-CONDON ANALYSIS 

A. General Theory 

The vibrations of a polyatomic molecule may be described in 
terms of a set of normal coordinates Q~. Under the assumption of a 
harmonic force field, the total vibrational wavefunction ~n for (say) 
the neutral ground state can be written as the product of 3N-6 
Hermite orthogonal functions (3N-S for linear molecules) 

~n(N-6)(Q~N_6)' (1) 

where N is the number of atoms in the molecule. 

A similar expression can be written for the ionic state ~i' 
where the normal coordinates Qt are in general different. Within 

the same Franck-Condon approximation employed for diatomic molecules 
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a transition between neutral and ionic states involving excitation 
of some vibrational modes may be written 

i Vl, ••• , 

(2) 

where we have treated the electronic transition moment as a constant 
(Re) over a narrow energy range. To evaluate this integral it is 
necessary to determine the appropriate linear transformation between 
Q~ and Q~. For diatomic molecules, only a displacement of the origin 

occurs. The simplest corresponding relationship in the polyatomic 
case is 

Qi = Qn + D 
k k k 

(3) 

This is essentially the transformation employed by Coon et a1. [26], 
in their treatment of the polyatomic Franck-Condon problem. It as­
sumes no change in symmetry between lower and upper states, and in 
addition, that the normal coordinates are the same linear combination 
of symmetry coordinates (see below). 

A more general transformation, given initially by Duschinsky 
(27), is 

(4) 

Using the simpler transformation of Eq. (3), the integral of Eq. (2) 
becomes 

M(vj, vj) = Re f ~il(Q~ + Dl)~nl(Q~)¢i2(Q~ + D2)~n2(Q~) 

dQ¥dQ¥ ••• dQ~N-6 (5) 

This is a product of one-dimensional Franck-Condon overlap integrals. 
The vibrational intensity distribution for a particular normal mode 
is independent of the other normal modes. The magnitude of the dis­
placement in a particular normal mode, Dk' can be evaluated from its 
vibrational intensity distribution in the photoelectron spectrum. 
The ambiguity in the sign of Dk exists here, as in the diatomic case. 

When changes in bond lengths and angles occur simultaneously, 
the magnitude and direction of some or all of the normal coordinates 
may differ in the ionic and neutral state. The Duschinsky trans­
formation (Eq. (4» should then be used. Sharp and Rosenstock [28] 
have shown that the displacements can then be evaluated by the ex­
pressions 
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(6) 

and 

D = (Li) -1 AR (7) 

where 

+i S = l,.1gi (8) 

and 

-+ 
Sn = I-ngn (9) 

+i + 
The Sand Sn are symmetry coordinates for the ionic and neutral 
states, respectively, and the ~ matrices relate normal to symmetry 
coordinates in each case (see Appendix 2). AR is the vector con-
necting the origins of the two states. -

Obviously, this more accurate transformation requires a knowl­
edge of the force field and normal coordinates of the ionic state as 
well as the neutral ground state. In most cases, the information for 
the ionic state is not known. It must be assumed, and the calcula­
tion performed iteratively. This calculation scheme, as well as 
other more recent methods for calculating the multidimensional Franck­
Condon integral, are outlined in Appendix 1. Within the limitations 
of Eqs. (3) and (5), a fit to the vibrational intensity distributions 
determines the magnitude of the displacements Dk along the normal 
coordinates Q~. To determine the actual change in geometry, it is 

necessary to relate the change in symmetry coordinates S~ to the 

change in normal coordinates Q~ by the ~i matrix, the latter being 

obtained from a normal coordinate analysis. The change in internal 
coordinates may then be evaluated from the change in symmetry co­
ordinates. 

We have already noted that the vibrational intensity distribu­
tion is determined by the magnitude of the normal coordinate dis­
placement Dk' This is true for totally symmetric vibrations. For 
non-totally symmetric vibrations Dk must equal zero, since a finite 
value would imply a change of symmetry. Hence, non-totally sym­
metric vibrations can be seen only weakly, and then only in even 
quantum increments (Av = 2,4, etc.) except for cases of electronic 
coupling (such as Jahn-Teller degeneracies) where selected non­
totally symmetric modes are involved in the coupling between elec­
tronic states. In general, more totally symmetric vibrational pro­
gressions appear in molecules of lower symmetry, but they are all 
needed to characterize the change in geometry. The ambiguity in 
sign for each normal coordinate can rapidly lead to a large number 
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Table 2. Vibrational Progressions Observed in the Photoelectron 
Spectra of the Symmetric Linear Molecules CO2, es 2, 
eSe2' and the Asymmetric Linear Molecules oes, OeSe, 
and SeSe (from Ref. 29) 

VIbrational 
Franck-Condon (actors 

Ionic level eOj 0;; eSc; 
state nl n2 n3 Exptl Calc Exptl Calc Exptl Calc 

X2", 000 0.80 0.81 1.0 1.0 1.0 1.0 
100 0.15 0.16 
200 -0.02 0.01 
002 -0.03 0.02 

A'l\, 000 0.08 0.06 0.10 0.07 0.01 0.002 
100 0. 20 0.19 0. 20 0.20 0.03 0.013 
200 0.23 0.27 0.21 0. 27 0.06 0. 013 
300 0.21 0.24 0.19 0. 23 0. 09 0.092 
400 0.13 0.15 0.13 0.14 0. 13 0.143 
500 0.08 0.07 0.09 0.06 0. 15 0. 173 
600 0.04 0.02 0.05 0.02 0.14 0.171 
700 0.03 0.01 0.02 0.01 0.13 0.142 
800 0.01 0.001 0.10 0.100 
900 0. 07 0.061 

1000 0. 05 0. 033 
1100 0. 03 0.015 
1200 0.02 0.006 
1300 0.01 0. 002 

Jh:~ 000 0.89 0.90 0.87 0.89 0.71 0.73 
100 0.10 0.10 0.10 0.10 0. 24 0.25 
200 -0.01 <0.01 -0.02 <0.01 -O.Of 0.02 

(h:; 000 0. 88 0. 91 0.87 0.85 1.0 1:0 
100 0. 06 0.06 0.11 0.11 
002 0.06 0.03 -0. 02 0.04 

Ionic oes' oes." SeSe' 
state Exptl Calc Exptl Calc Exptl Calc 

X'" 000 0.45 0.41 a 0. 78 0.76 
001 0.27 0.27 0.09 0.09 
002 -0.09 0.07 0.004 
003 <0.01 
100 0.13 0.12 0.13 0.13 
101 0.07 0.08 0.02 
102 0.02 
200 0.02 
201 0.01 

A'n 000 0.05 0.048 0. 03' 0 0.01 0.01 
001 0.08 0.105 0. 01 0.001 0.05 0.05 
002 0.10 0.110 0.05 0. 02 0.13 0. 11 
003 0.07 0.071 0.07 0.01 0.17 0.18 
004 0.01 0.036 0. 10 0.08 0.19 0.20 
005 Ovcrlap wlUI 200 0.013 0.10 0. 12 0.16 0.16 
006 0.001 0.11 0.15 0.13 0.13 
007 0.11 0.16 0.08 0.08 
008 0.11 0.11 0.06 0. 0<1 
009 0.10 0. 11 0.03 0.02 

0010 O.OS 0.08 
0011 0.07 0. 05 
0012 0.05 0.03 
0013 0. 015 
100 0. 05 0. 0·l7 
101 0. 10 0.102 
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Table 2 (Continued) 

Vibrational Franck-Condon foctors 

lonlc Icvel OQ)" O(.,.";c' SeSe' 
.tate IIJ llZ113 Exptl Calc Exptl Calc ExpU Calc 

102 0.10 0.107 
103 0.09 0. 072 
104 0.05 0. 035 
105 0.02 0.013 
106 -0.01 0.004 

005 +200 (0. 06) 0.022 
201 0.06 0.048 
202 0.07 0.050 
203 0.05 0.034 
204 0.016 

'OO( 
0.002 

301 Overlap with 0.014 
302 B'1;' state 0.015 
303 0.010 
304 0.005 

Ih' 000 1.0 0.96 0.96 0.83 0.83 
001 -0.04 0.04 0.14 0.14 
002 -0.03 0.03 

(h' 000 0.48 0.43 0.44 0.42 0.70 0.67 
001 0.16 0.15 0.12 0.12 0.17 0.17 
002 0.03 0.02 0.01 
100 0.24 0. 22 0.25 0.25 0.13 0.12 
101 -0.03 0.07 0.10 0.07 0.03 
102 0.02 0. 01 
200 0.07 0. 05 0.09 0.08 
201 0 0. 02 0.02 
300 -0.02 0.01 0.02 

'FeF was not measured because of sevp.re overlap. bA stobie \'jbrationa! pr(.;grc-!"sic'i1 in v3 was assumed. 

of possibilities. The matching of isotopically substituted spectra 
can help to resolve some of this ambiguity. 

B. Applications 

1. Linear to Linear Transitions in Triatomic Molecules 

This is the simplest polyatomic Franck-Condon problem. In the 
conventional notation, Vl = symmetric stretching mode, V2 = bending 
mode, Vs = asymmetric stretching mode. For symmetric linear tri­
atomics, VI is the only totally symmetric mode; V2 and Vs can only 
be observed in double quantum transitions. For asymmetric linear 
triatomics, Vs and well as VI are totally symmetric modes. Frost, 
Lee, and McDowell [29] present data for the symmetric molecules COa, 
CS 2, and CSea, as well as the asymmetric molecules OCS, OCSe, and 
SCSe. As anticipated, the symmetric molecules display progressions 

-a only in VI 1n the 4 states observed in photoelectron spectra (X TIg , 
AaTIu , B2EU+' C2~g+), although some indication of double quantum 
transitions in V3 is found (see Table 2). The asymmetric molecules 
display progressions in both VI and V3' 
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Table 3. Bond Lengths Derived by Franck-Condon Analysis for the 
Ions CO 2+, CS 2+, CSe2+, OCS+, OCSe+, SCSe+, and N20+ in 
Various States (from Ref. 29) 

Molecule 

XCv 

OCO 

OCC! 

SCS 

SCS' 

SeCSe 

SeCSc' 

OCS 

OCS' 

oCSe 

ocSe' 

SCSe 

SCSe' 

NNO 

NNO' 

EI(!ctronlc 

filalo 

X'II 

d l X 102(1 

t~1/2-cm 

0.124 

0.503 

0.095 

0. 073 

0.702 

0.114 

0.114 

1.125 

0.324 

o 

0. 126 

0.230 

0.166 

o 
0.048 

0.181 

0.115 

o 
o 
0. 122 

0.046 

0.063 

d,X10" 

gill_em 

0.124 

0.503 

0.095 

0.073 

o 
0.702 

0.144 

0.144 

1.425 

0.324 

o 

0.281 

0.534 

0. 211 

1.170 

o 
0.219 

0.161 

1.054 

0.119 

0.231 

0.078 

0. 131 

Ar(C-X) 

(,\) 

0.017 

0.069 

0.013 

0.010 

o 
0.068 

0.014 

0.014 

0. 088 

0.020 

o 

- O. 024 

0.092 

-0.039 

0.031 

-0.014 

-0.048 

-0.020 

0.063 

- 0. 007 

-0.017 

0.022 

0.011 

0.017 

0.069 

0.013 

0. 010 

o 
0.068 

0.011 

0. 014 

o 
0. 088 

0.020 

o 

0.074 

0.046 

o 
0.069 

0.181 

0.009 

0.067 

0.041 

0.104 

-0.012 

0.050 

0;007 

- 0.041 

1.162" 

1.179(1.177) 

1. 23Hl. 228) 

1.175(1.180) 

1.172 

1. 555 (1. 554) 

1. 623 

1.569(1.564) 

1. 569 

1. 711' 

1.711 

1. 799 

1. 731 

1.711 

1. 160" 

1.136 

1.252 

1.160 

1.121 

1.159' 

1.190 

1.145 

1.111 

1.557' 

1.537 

1. 620 

1.550 

1. 540 

1.128' 

1.150(1.555) 

1.139(1.140) 

1.162' 

1.179(1.177) 

1. 23Hl. 228) 

1.175(1.180) 

1.172 

1. 555' 

1. 555 (1. 554) 

1.623 

1. 569 (1. 564) 

1.569 

1.711 ' 

1.711 

1. 799 

1.731 

1.711 

1. 560' 

1. 634 

1. 606 

1. 500 

1. 629 

1.709' 

1.890 

1. 718 

1. 776 

1.709' 

1. 750 

1.813 

1.738 

1.759 

1.184' 

1.19W.185) 

1.113(1.141) 

aValues in parentheses are experimental bond lengths from G. Herzberg, "Electronic 
Spectra of Polyatomic Holecules" (Van Nostrand-Reinhold, New York (1966) 

bFrom Herzberg, see a. 

cFrom Ref. 30 
d 

A single vibrational progression in v3 was assumed. 
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Table 4. Alternative Values of Bond Length 
Changes between Neutral Ground 
State and Various Ionic States 

Molecule 

eleN 

BrCN 

ICN 

ICN 

dCN 

BrCN 

elCN 

of XCN (X = CI, Br, I) Derived by 
Franck-Condon Analysis (from 
Ref. 33) 

State of ion 6r, = 6r(CHal)/A 6r, = 6,'(CN)/A 

X 'f1", and X'rI,,, J. 0 ' 012±0'014 -0'078 ± O' 012 
2, -0 ' 012±0 '014 0,078 iO'OI2 
3. 0 ·076 ± 0 ,014 -0'048±0'012 
4. -0'076±0 '014 0'048±0 '012 

X 'TI", and X 'fl'I! J. O·OI2±O ·OIS 0 '037±0 ' 011 
2. -0 '012±0'0IS -0'037±0'011 
3. 0'070±0 '0IS -0'OS9±0 'Ol1 
4. -0'070±0 'OIS 0'OS9±0'01l 

X 'f1", J. 0 '028 ±0'016 0'023±0'OlO 
2. -0'028±0'016 -0 ,023 ±O-OlO 
3. 0 ·04f. ±0'OI6 -0,013 ±O'OIO 
4. -0·048±0·016 0,013 ±O 'OIO 

X 'f1,,, J. 0 ·028 ± 0'016 O'OH±O -OlO 
"2. -0'028 ±0'016 -0'034±0'01O 
3. 0 '060±0'016 -0·021 ±O'OlO 
4. -0 '060±0'016 0·021 ±O'OIO 

1'1;+ J. 0'04±0 '02 -0'01 ±0'02 
2. -0 ·04 ±0 ·02 0,01 ±0 ' 02 

j2!:i- J. 0,04 ±0 '02 -0·01 ±0'02 
2. -0·04 ±0'02 0·01 ±0·02 

2'f1 J. -0·20±0 ·04 -0 ,02 ±0'08 
2. 0 ,20±0'0? 0 ,02 ±0'08 

95 

For the symmetric molecules, Eqs. (3) and (5) are directly ap­
plicable without further qualification, since only a single normal 
coordinate is involved, and there is no change in symmetry. The 
displacement coordinate Dk is readily obtained from a Franck-Condon 
fit. With the aid of F and G matrices available from Wentink [30] 
the transformation mat~ix 1 can be calculated, and from Eqs. (8) or 
(9), the change in internal coordinate. The ambiguity in sign can be 
rationalized in this case by identifying an increase in stretching 
frequency with a decrease in bond length, and conversely. 

For the asymmetric triatomics, Frost et a1. have apparently 
treated Vl and Vs independently (i.e., without mixing), according to 
the approximation of Coon et a1. [26]; as given in Eqs. (3) and (5). 
Their results for the aforementioned set of molecules, as well as 
N20, are given in Table 3. Franck-Condon analyses of N2 0 have also 
been reported by Rosenstock [31] and Hollas and Sutherley [32]. 
Where independent spectroscopic evidence is available (see values in 
parentheses in Table 3) the results are quite accurate (~r ~ 0.006 
A). In most of the cases covered, the Franck-Condon analysis is the 
best information we have on the geometrical structure of these ions. 
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o 
Table 5. Selected Values of Bond Length Changes (in A) between 

Neutral Ground State and Various Ionic States of XCN 
(X = Cl, Br, I) (from Ref. 33) 

Ground sta te of molecule J: states or positive ion i stntc of positive ion 2 st:lte of positive ion 

,(CII.I) ,(CN) 1l,(CII"I) 6r(CN) llr(CHnl) llr(CN) llr(CH.I) llr(CN ) 

CICN 
/lrCN 

1·631 
1·789 

(,159 
1· 158 

( , (59 

-0·076;t 0 ·014 0 ·0·18 ± 0 ·012 ±(0 ·0,,±0·02) +(0·01 ±0 ' 02) 0 ' 20±0'04 0 '0210 ·08 

leN ('994 

-0 ·070±0 ·0IS 0 ' OS9±0'01l ±(0'OHO ' 02) +(0'01 ±0'02) 

( -0 .0.18 ±0'0Iot 0' 013± 0 ' 0IOt) 
-0·060±0 ·0161 0' 021 ±0 ·0101 

tX 2n3/:1st.lte . 

t R 2JT ". Sl.'e. 

Hollas and Sutherley [33] have examined the ground states of 
ClC~, Br.C~, and IC~, as well as selected excited states. Here 
again, Vi and Va modes are excited in the photoelectron spectra. 
Their analysis differs somewhat from> that of Frost et a1. [29], 
since they use an ~ matrix appropriate to the ionic state . The force 
constants for the ionic state are obtained from the vibrational sepa­
rations in the photoelectron spectrum. Their resulting geometry 
changes, including all possible solutions due to ambiguity in sign, 
are given in Table 4. Basing their selection largely on the Badger's 
rule-like criterion relating frequency changes to corresponding ones 
in internuclear distance, they present a final set of solutions re­
produced in Table 5. 

Hollas and Sutherley [34] subsequently examined the first photo­
electron band in HCN and DCN. Here, the primary progression is Va, 
the C = N stretching vibration, with virtually no evidence for Vl' 

An analysis similar to their earlier XCN work, but involving some 
uncertainty in the L matrix for the ion due to lack of information 
concerning Vi (ion) ~ leads them to conclude that Ar (C-N) = ±0.06 ± 
0.012 A and Ar (C-H) = ±0.02 ± 0.05 A for the transition to the x2rr 
state, the increases in bond lengths being considered more probable. 
Neutral HCN has r(C-N) = 1.156 A and r(C-H) = 1.064 A. However, 
their analysis must be treated with caution, since subsequent data 
with higher resolution [34b] reveal intermixing of 2r vibrational 
components with the 2rr components they have used. A more extensive 
treatment of this photoelectron spectrum has been given by Koppel 
et a1. [34c]. 

2. Transitions from Bent Triatomic Molecules, 
Specifically H2 0 and Its Isotopes 

For H2 0 in its C2V symmetry, there are 2 totally symmetric nor­
mal modes - the symmetric stretch Vi and the bending vibration V2. 
The 584 A photoelectron spectrum of H2 0 is reproduced in Fig. 8. 
The first band (which has received most attention in Franck-Condon 
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BINDING ENERGY 

Fig. 8. The He I photoelectron spectrum of H20 (from L. Karlsson, 
L. Mattsson, R. Jadrny, R. G. A1bridge, S. Pinchas, T. 
Bergmark, and K. Siegbahn, J. Chem. Phys., 62, 4745 (1975)). 

analyses) displays progressions in Vl and V2' It represents a bent­
to-bent transition. The second band is an extended progression in 
V2, with no other frequency excited. It has generally been inter­
preted as a transition to a linear state of H2 0+, designated A 2 A1 • 
Brundle and Turner [35] describe this state as probably slightly 
non-linear, but less than the corresponding state in NH 2 • Potts and 
Price [36] argue that if it were significantly non-linear, there 
would be a barrier between the equivalent bent forms. If vibrational 
levels existed below and above the barrier in the potential, one 
should be able to observe a halving in the vibrational frequency in­
tervals upon surmounting the barrier. Since even the lowest vibra­
tional peaks display about the same intervals, the barrier must be 
insignificant. Dixon et al. [37] concur with the linear geometry, 
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but add that the bending potential is very anharmonic. Jungen et 
al. [38] have recently made a detailed study of the optical transi­
tion A -+ X in H2 0+ (which is beyond the scope of the present work) 
and conclude that the A state is linear and has r(O-H) = 0.997 A. 

The third band in the photoelectron spectrum is complex and in­
cludes some broadening due to predissociation. Various interpreta­
tions have been offered [35-37] but probably none are yet definitive. 

As mentioned earlier, the first band has been a favorite test­
ing ground for Franck-Condon analyses. These are summarized in 
Table 6, together with dates and methods used. It is noteworthy 
that the rotationally resolved optical spectrum [39] became avail­
able in 1973 but the earliest result from Franck-Condon analysis 
[35] provided almost identically the same result. 

3. Linear Tetratomic Molecules 

In their early paper, Sharp and Rosenstock [28] used their 
formalism to fit a rather primitive vibrational intensity distribu­
tion obtained from step-like structure in the photoionization of 
CzHz and CzDz near threshold. In acetylene there are two totally 
symmetric vibrations, conventionally designated Vl (primarily C-H 
stretch) and Vz (primarily C-C stretch). They were able to infer a 
progression in Vz, with a spacing of ca. 1850 cm- 1 , rather similar 
to subsequent data obtained from photoelectron spectroscopy. No 
progression in Vl could be identified, and hence its frequency had 
to be estimated. The experimental relative vibrational intensities 
in CzHz+ and CzDz+ were not consistent with their analysis but the 
experiment was subsequently repeated [40] and the anomaly disap­
peared. They deduced an increase in the C-C distance from 1.20 A 
in neutral acetylene to 1.250 ± 0.005 A in the ground state of CzHz+ 
with no significant change in the C-H distance, 1.06 A. 

Hollas and Sutherley [41] used their photoelectron spectral 
data and the method of Coon et a1. [26] to determine geometrical 
parameters. Here, too, a progression was observable only in vz, and 
since these authors use an L matrix characteristic of the ion, Vl 
had to be estimated. Despite the different methods used, their re­
sult is virtually indistinguishable from that of Sharp and Rosen­
stock: r(C-C) = 1.25, ± 0.01 A and r(C-H) = 1.06 ± 0.01 A. 

At about the same time, Heilbronner et a1. [42] also performed 
an analysis of the first band in the photoelectron spectrum of C2H2 

reported by Baker and Turner [43]. Their level of approximation 
corresponds to Eqs. (3) and (5) in our development. They used an 
L matrix corresponding to the neutral ~round state. They deduced 
r(C-C) = +0.042 A and r(C-H) = +0.013 A, again in good agreement 
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Table 7. Geometries of the Neutral Monoha1oacety1enesa , 
in A 

r(CII) r(CC) r(CX) 

HCCF 1.058 1. 200 1.275 

HCCC1 1.058 1.211 1.632 

HCCBr 1.058 1. 200 1.800 

Hccr 1.058 1. 200 2.000 

a From G. R. Hunt and M. K. Wilson, J. Chern . Phys. 34, ' 1301 (1961). 

Changes in internuclear distances for the monohaloacetylenes 

upon ionization. 

process 
6RC;ix 6RCCJx 6RC:i 

(1) 

X 

F (~)+ (X) 0.921 0.053 -0.062 

C1 '" (X) + (X) 0.010 0.026 -0.067 

'" (A) + (X) 0 . .006 0.029 0.129 

Br (~)+ (X) 0.006 0.028 0.154 

(~) + (X) 0.009 0.025 -0.078 

(A) + (X) 0.004 0.017 0.150 

H (X) (X) 0.013 0.041 0.013 

with Sharp and Rosenstock's initial calculation, but revealing the 
level of discrepancy between different methods and sources of photo­
electron data in a rather simple case. 

In subsequent cases where the Franck-Condon analysis is less 
certain we shall have occasion to compare these calculated ionic 
structures with ab initio calculations primarily performed by Prof. 
Pople's group. As a point of reference we note here that Lathan 
et a1. [94] compute r(CC) = 1.247 A and r(CH) = 1.102 A for C2 H2+, 
in fairly good agreement with the Franck-Condon results and showing 
the same increase in bond length. 

b) Ha1oacety1enes (HCCX, X = F, C1, Br, I) 

Hei1brortner et a1. [42] have extended their study to the mono­
ha1oacety1enes. The first two bands in the photoelectron spectrum 
have been analyzed, corresponding to the formation of the spin-orbit 
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~ 2 ~ 2 
split ionic states X IT S / 2 and A IT 1 / 2• For the X of C2HBr there 
exists an accidental degeneracy between the spin-orbit splitting and 
twice the vibrational spacing, which prevents measurement of reliable 
intensity ratios. In principle, three totally symmetric vibrations 
exist for these molecules. In each of the cases which could be 
studied, progressions in V2 and Va were observed for the X state, 
but only Va progressions could be identified in transitions to the 
A state. (The approximate identifications are Vl = C-H stretch, 
V2 = C-C stretch and Vs = C-X stretch.) 

The resulting internal coordinate changes from their analysis 
are reproduced in Table 7. For completeness, we also present the 
geometries of the corresponding neutral molecules, enabling one to 
compute the geometries of the ions. 

Cyanogen, having the same symmetry as acetylene, also has the 
two totally symmetric vibrations Vl and V2' Hollas and Sutherley 
[34] have made a Franck-Condon analysis of the first two bands in 
the photoelectron spectrum. Unlike C2H2, it is Vl (the C-N stretch) 
which forms a progression, with no detectable evidence of V2 ex­
citation. As in their previous work, they calculate internal coor­
dinate changes from 

where the L matrix is constructed from the ion's force field. The 
ionic V2 frequency is estimated, and within reasonable bounds, it is 
found that the final result is insensitive to this choice. For the 
transition to the X2ITg state of C2N2+ they deduce a mo~t likely 
~r(C-N = +0.043 ± 0.008 A and ~r(C-C = -0.042 ± 0.010 A, with a pos­
sible but less likely choice involving t~e negative of these quan­
tities. Their deductions for the first excited 2 Ez+ state are 
llr(C-N) = ±0.018 ± 0.010 A and ~r(C-C) = ±0.014 ± 0.005 A, with both 
solutions equally likely. The dimensions of neutral C2N2 are given 
as r(C-N) = 1.154 A, r(C-C) = 1.389 A. 

It is noteworthy in this molecule that both the C-N and C-C 
bond lengths have comparable displacements in both states, although 
only one frequency (nominally the C-N stretch) is active. This is 
a consequence of the off-diagonal element in the L matrix being of 
similar magnitude to the diagonal elements. ~ 

Cederbaum et al. [45] have also studied cyanogen with the 
Green's function method, and provide a table of their linear coupling 
constants KS for each of the bands in the photoelectron spectrum. 
Using their formula [13] 

(10) 
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Fig. 9. A comparison of the calculated and experimental photoelec­
tron spectrum of cyanogen. (a) The spectrum calculated on 
the Hartree-Fock level. (b) The spectrum calculated includ­
ing correlation and reorganization effects . The vibrational 
lines have been taken to be of Lorentzian type with a half­
width of 0.036 eV which corresponds to the resolution of 
the spectrometer used in the experiment. The calculated 
"centre of gravity" of each band is indicated in the figure. 
(c) The experimental spectrum (from Ref. 45). 
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together with our computed l- matrix for neutral grou.nd state C2N2, 
and making their usual assumption that the second order coupling 
constant y = 0, we obtain 6(CN) = +0.033 A and 6(CC) = -0.045 A for 
the ionic ground state, X2TIg, which are close in magnitude to those 
of Ho11as and Suther1ey, and correspond to their preferred choice 
of sign. 

For the first e~cited 2Lg+ state we obtain 6(CN) = -0.007 A 
and MCC) = -0.000, A from the K I s of Cederbaum et a1. However, a 
comparison of their calculated spectrum with the experimental one 
(see Fig. 9) reveals that they have underestimated both KIS for this 
transition. An estimate of more appropriate KIS from the photoelec­
tron spectrum yields MCN) ;; -0.016 A and MCC) = +0.006 A, which is 
close to one of the alternatives deduced by Hollas and Sutherley. 
For the 2LU+ transition there is very little geometry change, and 
the uncertainty in K does not warrant a detailed calculation. For 
the 2TIu transition, we compute 6(CN) = +0.032 A and 6(CC) = +0.037 A. 
4. Tetratomic Csv , Specifically NHs 

The best resolved PES of NH3 is given by Rabalais et a1. [46] (Fig. 
10). For the ionic ground state, 2 A1 , the most prominent feature is a 
long progression in ~he out-of-p1ane bending vibration v~, with nega­
tive anharmonicity and spacings ranging from ~111 meV to ~140 meV. 
The bending frequency for the pyramidal ground state [47] is 120 
meV. Rabalais et a1. [46] also observe a similar, though very 
weak, progression shifted by ~340 meV towards higher binding energy, 
which they attribute to simultaneous excitation of one quantum of 
vt (symmetricstretch)and n quanta of v~. The ground state fre.quency 
for the symmetric stretch [47], v~ 418 meV. The maximum of the 
main progression is at n = 6 or 7. 

Botter and Rosenstock [48, 49], assuming a planar structure 
for NHs+, 2A1 , calculated the vibrational intensity distribution 
using the method of Sharp and Rosenstock [28]. They found a maximum 
in the bending progression at VI = 4 if the N-H distance remained 
unchanged. Furthermore, they argued that there should be an ap­
preciable excitation of combination bands involving the N-H stretch­
ing mode if the N-H distanCe remained unchanged. Since the data 
available to them did not reveal such combination bands, they were 
forced to assume an appreciable decrease in the N-H bond length 
(0.06-0.07 1) in order to produce a progression consisting purely 
of v~. They noted that Walsh and Warsop [SO] had made such a pre­
diction. From studies of NHs Rydberg levels, they concluded that 
the n = 3 level would have an appreciable increase in bond length 
compared with the ground state, but higher series members would have 
successively smaller N-H distances, converging to an ionic structure 
with N-H distance smaller than the neutral ground state. This con­
clusion was based on observed shifts in zero point energy of the 
n = 4 state and n = 3 state between NHs and ND s , and a larger sepa-
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Fig. 10. The first band in the photoelectron spectrum of NH, as re­
corded by Rabalais et al. [46] (upper part) and the cal­
culated spectrum (lower part). The calculation is an ab­
solute one, including the calculation of the position of 
the band on the energy scale. The assignment of the lines 
to the bending and the stretching vibration is indicated 
on top of the calculated spectrum (from Ref. 56). 

ration of the band heads of the n = 4 transition than the n = 3 
transition. 

Doyglas [51] performed a rotational analysis of thev2= 1 band 
in the A state of ND" deduced that it was planar and had an N-D 
bond length of 1.08 A. (The neutral ground state [52] has an N-H 
bond length of 1.0124 A and H-N-H angle of 106.67°.) 

Earlier, Douglas and Hollas [53] had examined a more highly 
excited electronic state of NH, (the 1600 A system) and deduced a 
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° 0 planar structure with N-H bond length of 1.027 A or 1. 040 A. Hence, 
this limited information would appear to parallel the conclusions of 
Walsh and Warsop [50]. However, these states are not successive 
members of a Rydberg series; the excitation is n = 3, t = 0 or 1. 

Harshbarger [54] and Durmaz et al. [55] used fairly sophisti­
cated potential functions for ground and excited states of NH" and 
performed Franck-Condon calculations. They obtained maxima at v' -4, 
whereas the experimental spectrum displayed a maximum at v' • 6 for 
A state excitation. Various ad hoc assumptions (accidental coin­
cidence of 3 x v~ with vl, variation of electronic transition mo­
ment with vibrational state excited) were invoked by these authors, 
and were not very satisfactory. 

This was the state of affairs when Domcke et al. [56] per­
formed their Green's function calculation on NH" and determined the 
vibrational coupling constants. Their mocked-up spectrum, based upon 
the derivative of the potential surface of the 2Al ionic state with 
respect to ground state normal coordinates matched the experimental 
spectrum rather well, reproducing the maximum intensity of v~ at 
v = 6 (see Fig. 10). Their calculation revealed an excitation of 
the vl mode which was distinctly more prominent than in the experi­
mental spectrum. They reported first order coupling constants for 
both the symmetric stretching coordinate Sl(Q) and the bending co­
ordinate S2(Q2), and the corresponding derivatives, which we re­
produce below. 

(aE/aS)o 
eV/bohr 

-0.761 

-1.308 

K 

eV 

-0.114 

-0.349 

Using the relationship between internal coordinate changes and 
the coupling constant K given by Cederbaum and Domcke [13] (our 
Eq. (10)), a computed L matrix, y = 0 and w for the ground state, we 
calculate a reduction-in N-H bond length of 0.011 A and a totally 
unrealistic increase in H-N-H bond angle of 43°, which overshoots 
the planar structure by ~30o. 

If we assume a planar structure for the 2Al ionic state and 
treat the symmetric stretch and out-of-p1ane bending potential as 
being harmonic, and uncoupled, we can differentiate and find the 
minimum of energy . 
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We can derive an alternative expression for the displacements. 
Let us expand the potential of the ionic state in a Taylor series, 
first about the neutral ground state's equilibrium position, and 
then about the ionic state's equilibrium position. Thus 

Identifying coefficients of (Q-Qo) in (11) and (12) we obtain 

Therefore, 

where Qi is the ionic state equilibrium position for a vibrational 
symmetry coordinate, and Qo is the neutral ground state equilibrium 
position for the same coordinate. In the table above, Domcke et 
al. [56] present values of 

aEI 
as S=So 

for the symmetric stretch and bending coordinates. The term 

is the force constant for a particular vibrational motion in the 
ionic state. From energy level spacings given by Rabalais et al. 
[46], we deduce kl (symmetric stretching force constant) of 4.435 

° mdynes/A. Substituting the first derivatives from Domcke et al. 
[56], and our calculated force constants, we obtain 

l1R(N-H) = +0.052 A and l1(H-N-H angle) = 49°. 
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Table 8. Alternative Coordinate Displacements upon 
Ionization of H2 CO + X (H 2 CO+), Measured 

0 
Along the Symmetry Coordinates in A and 
Degrees [59] 

H2CO 

t+t +t- -+- +--

llsl 0.021 0. 032 -0 . 018 +0.029 

lls2 0.021 0.011 +0.014 ··0.024 

lls3 -2.43 ° +5.84 ° +6.65° +1.62° 

D2CO 

llSl 0.030 0.044 -0.015 +0 . 029 

ilS2 0.009 0.004 +0.019 -0.023 

lls3 -5.15° +4.91° +6.79° +3 . 27° 

In both calculations, the change in angle calculated far ex­
ceeds that to produce planarity. It is probably due to an inade­
quate representation of the ionic potential with respect to the 
bending coordinate, neglecting important anharmonic terms. However, 
the symmetric stretching mode, which is of a different symmetry 
species in Dsh symmetry and therefore is clearly separable from the 
bending mode is more accurately described. We therefore believe that 
the first derivative with respect to the stretching mode given by 
Domcke et a1. [56] leads to an increase in N-H bond length in the 
ionic state. The expression for ~R given by Cederbaum and Domcke 
[13) using the 1 matrix formulation is very sensitive to small off­
diagonal elements, and may be responsible for the weak apparent re­
duction in N-H bond length. 

Some support for our tentative conclusion of an increase in N-H 
bond length in this transition is provided by the ab initio calcu­
lations of Lathan et a1. [57]. These authors find 1.003 A for 
r(NH) in NUs, and r(NH) = 1.056 A for the planar ground state of NHs+, 
using their STO-3G basis set, and a similar increase in r(NH) using 
their larger 4-31G basis set. With a still larger basis set that 
approaches the Hartree Fock limit, Hariharan and Pople [58] still 
find an increase in r(NH), but it is now only 0.008 A. 
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Table 9. Alternative Coordinate Displacements upon 
Ionization of H2 CO + X(H 2CO+) Measured 
Along the Symmetry Coordinates in A and 
Degrees (using parameters of Domcke and 
Cederbaum [12]) 

H2CO 

+++ ++- -+- +--

6S1 +0.0228 +0.0374 -0.0193 +0.0339 

6S2 +0.0317 +0.0154 +0.0186 -0.0350 

6S3 -3.10° +8.78° +9.64° +2.24° 

D2CO 

6S1 +0.0452 +0.0571 -0.0209 +0.0329 

682 +0.0169 +0.0122 +0.0305 -0.0352 

683 -4 . 37° +4.96° +7.34 ° +2.00° 

5. Tetratomic C2V Molecules 

a) CH20 (Formaladehyde) 

The determination of the geometric structure of CH20+ in its 
electronic ground state from a study of the photoelectron spectrum 
of CH 2 0 offers to provide us with a benchmark comparison of the 
method of Domcke and Cederbaum with one relying entirely on param­
eters derived from the photoelecton spectrum. The 584 ! photoelec­
tron spectra of H2CO, D2CO (and also HDCO) have been published by 
Turner et a1. [1]. Moule [59] has examined the vibrational struc­
ture of the first electronic band in the PES, and finds evidence for 
excitation of vl(C-H stretch), V2(C-O stretch), and v3(H-C-H angle 
deformation). Using the symmetry coordinates 

S2 = fiR 

S3 =A ro~ 
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and the force constants of Shimanouchi and Suzuki [60], he deduces 
the normal coordinates Ql' Q2, and Qs in terms of the symmetry co­
ordinates. From the relative intensities of overtones of Ql' Q2, 
and Qs appearing in the photoelectron spectrum, he determines the 
most probable displacement along each of the normal coordinates. 
Each of these displacements is indeterminate in sign. Hence, 23 or 
8 possible displacements can match the photoelectron spectrum. He 
then requires that the structure of D2 CO+ match that of H2 CO+. This 
reduces his choice to two groups of displacements and their negative 
counterparts. His final selection is made by comparison with two 
semi-empirical calculations (CNDO/2 and MINDO 3) of the presumed 
change of structure between H2 CO and H2 CO+. We have attempted to 
repeat Moule's calculation, and we believe that there is an error 
in sign in his L matrix which affects his final choice. With his L 
matrix, we cannot reproduce the observed frequencies, but with a -
change of sign of one coordinate, we can. Our revised tabulation 
of his symmetry coordinate displacements with respect to normal co­
ordinate displacements is given in Table 8. 

By comparing corresponding displacements in H2 CO and D2 CO, we 
can rule out the alternatives in columns 1 and 2. We reserve a de­
cision between columns 3 and 4 until further considerations. 

Domcke and Cederbaum [12] calculate the derivative of the ionic 
state potential surface with respect to ground state normal coor­
dinates, in the Franck-Condon region. They do not report these 
derivatives directly, but use them to determine coupling constants 
K and coupling parameters ai. With these coupling parameters they 
calculate a mocked-up photoelectron spectrum for both H2 CO and DaCO, 
to be compared with experiment. If the comparison is deemed ade­
quate, they content themselves with a proper interpretation of the 
photoelectron spectrum. We have used their ai's to compute corre­
sponding Ki's (which introduces an ambiguity in sign) and then em­
ployed their formula relating a change in symmetry coordinate to a 
K value. Le •• 

This enables us to construct a new table of changes in symmetry co­
ordinates upon ionization of HaCO+ and DaCO+. which we reproduce in 
Table 9 above. 

Here again, comparing corresponding displacements in H2 CO and 
D2 CO, columns land 2 can be eliminated. In this case, column 4 
appears to provide a distinctly better match than column 3. 

It is now of some interest to compare with an improved displace­
ment analysis performed by Moule, in which he computes an ~ matrix 
for the ionic state based upon a normal coordinate treatment of this 
state. His revised displacements are given in Table 10. 
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Table 10. Alternative Coordinate Displacements 
for H2CO + X(H2CO+) Using an L Matrix 
Appropriate for the Ionic State (after 
Mou1e [59], but with revised sign) 

HZCO 

+++ ++- -+- +--

6S1 +0.019 +0.OZ8 -O.OZZ +0.031 

6SZ +0.016 +0 . 018 +0.021 -0.019 

653 _4 . 17' +5.07' +5.78' +3.46' 

DZCO 

651 +0.0Z9 +0.040 -0.020 +0.031 

65Z +0.008 +0.009 +0.021 -0.019 

653 -5.39' +5.15' +6.68' +3.86' 

Table 11. Final Selection of Geometry for 
X(H2CO+) as Deduced from Franck­
Condon Analyses. The Geometry of 
Neutral H2 CO is Shown for Comparison 

X(HZCO) a '" + b 
X(HZCO ~loule 

'" + c 
X(HZCO )Domcke 

r(C-H) l.101A l.lZ3A l.125A 

r(C-O) l.Z03A l.184A l.168A 

H-C-H angle 116'31' 119'30' 118'13' 

allEquilibrium" geometry from K. l'agaki and T. Oka, J. Phys. Soc. 

Japan 18, 1174(1963). This does not agree "ith column 1 of 

Table Z in Houle's paper. (59) 

bBased on Moule's L matrix for the ionized state, with a sign change. 

'" 
cBased on Domcke and Cederbaum' s (lZ) coupling parameters at' 
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Table 12. Changes of Geometry on Ionization of CF 2 S 
and CC1 2 S (from Ref. 62) 

(1) 

(Z) 

(3) 

(5) 

(1) 

structure es bond/A 

(±.OZ) 

thiocarbony1 fluoride 

sulphur lone pair, 10. 69 eV 

1 +0 .09 

+0.10 

+0 .08 

+0 .06 

C = S Tr orbital, 11. 72 eV 

1 +O.lZ 

+0.13 

+0. 07 

4 +0.09 

a-bond ing orbital 1 5.06 eV 

1 +0.05 

Z +0 .08 

+0.10 

+0.13 

fluorine lone pair, 17.85 eV 

+0.04 

thiocarbonyl chloride 

e = S n orbi t al, 10.86 eV 

1 +0.14 

ex bond/A xex ang1e/deg 

(±Z) (±Z) 

-0.03 +8 

-0.03 +Z.5 

-0.06 +Z 

-0.06 +7.5 

-0.03 +11 

-0.04 +3.5 

-0.09 +10 

-0 .09 +Z 

-0.06 +10 

-0.10 +1 

-0.01 +11 

-0.04 +1 

+0.05 +6 

-0.07 

111 

Moule's revised displacements for columns 3 and 4 are now very 
similar to those deduced from Domcke and Cederbaum's coupling param­
eters. Both now lean toward column 4 as the preferred alternative, 
although the results from Moule are more equivocal. Our choice be­
tween these alternatives will be influenced by chemical considera­
tions. Ozkan et a1. [61] have performed near Hartree-Fock calcula­
tions on X(H 2 CO) and X(H 2 CO+), and have shown that the nominally non­
bonding orbital involved in this ionization actually has appreciable 
electron density at the H atom positions, as well as 0 atom. Re­
moval of an electron from this orbital should increase the C-H dis­
tance and widen the H-C-H angle. The alternative in column 4 matches 
this requirement. A detailed comparison of the experimental photo­
electron spectrum with the calculated one of Domcke and Cederbaum 
[12] indicates that their coupling parameter a2 has been overesti­
mated for D2 CO. The corresponding C-H and c-o bond length changes 
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have therefore probably been overestimated. On the other hand, 
Moule has chosen to give full weight to VI in a vibrational component 
of the H2CO spectrum which has contributions from (0,1,1) and (0,0,2). 
This, too, has the effect of overestimating the change in C-H dis­
tance. With the above caveats, our final structure for X(H 2CO+) from 
the two analyses is given in Table 11. 

Comparison of these results with the molecular orbital calcula­
tions of Lathan et a1. [44] shows agreement in two respects: the 
opening of the H-C-H angle upon ionization, and a small increase in 
the CH bond length. However, the latter calculations display a 
significant increase in the C-O bond length. An increase in all 3 
coordinates is not compatible with either Moule's or Domcke and 
Cederbaum's Franck-Condon analysis. The calculations of Ozkan et 
al. [61] yield a rather flat potential along the C-O coordinate, 
which probably makes the equilibrium c-o position very sensitive to 
fine details in the ab initio calculation. 

b) CF 2S and CC1 2S 

Mines et a1. [62] have reported the photoelectron spectra of 
thiocarbonyl fluoride and thiocarbonyl chloride. Using the method 
of Coon et a1. [26], they have calculated displacements for 4 bands 
in CF 2S and the second band in CC1 2S. In the first 3 bands of CF 2S, 
3 totally symmetric modes are excited. The ambiguity in sign leads 
to 23 = 8 alternatives, which they are only able to reduce to 4. 
Their results are summarized in Table 12. The geometry of neutral 
CF2S has been obtained by Careless, et al. [63]. The dimensions 
are r(CF) = 1.315 ± 0.010 !, r(CS) = 1.589 ± 0.010 ! and F-C-F 
angle 107.1° ± 1.0°. 

6. C2h Tetratomic - trans-HNNH (Diazene) 

The photoelectron spectra of trans-HNNH and trans-DNND have 
been reported by Frost et a1. [64]. A calculated spectrum, using 
the Green's function method and derived coupling constants, has been 
performed by von Niessen et a1. [65]. These latter authors present 
renormalized derivatives of the ionized states with respect to sym­
metry coordinates, and also tables of their coupling parameters a 
for both N2H2 and N2D2• They mention an unsatisfactory state of 
affairs for the force constants of the neutral species. We have 
been unable to reproduce an L matrix which connects their tabulated 

Q€ -
derivatives Casi ) and their ak's. If we employ their tabulated 

aEi £ Cas£) and the relationship ~~ = I-l~, where ~~ is the vector change 

of symmetry coordinate, f- 1 is the inverse force constant matrix for 
the neutral molecule [66) and D is the column vector corresponding 

( dEi) - 0 

to as£ for the ionic ground state, we compute ~(NH) = +0.025 A, 



STRUCTURE DETERMINATION BY PHOTOELECTRON SPECTROSCOPY 113 

° ~(NN) = -0.083 A and ~(H-N-N angle) = +13.8°. When combined with 
the parameters of the neutral ground state [67] [r(NH) = 1.028 ± 
0.005 A, r(NN) = 1.252 ± 0.002 A, H-N-N angle = 106°51' ± 28'] we 
obtain for the ground state of N2H2+ the following geometry: r(NH) = 
1.0531, r(NN) = 1.169 A, and H-N-N angle = 120°39'. This result com­
pares very favorably with an ab initio calculation for the N2H2+ 
(C 2h) ground state performed by Lathan et al. [44] who obtain 
r(NH) = 1.079 A, r(NN) = 1.213 A, and H-N-N angle = 123.1°. In our 
calculation of displacements, we have taken the negative of the 
derivatives given in Table 5 of the paper by von Niessen et al. 
[65], which appears to arise as a result of the change in defini­
tion of the sign of the energy. This result is consistent with the 
observations from the photoelectron spectrum, where the bending fre­
quency V2 is seen to diminish from its value in the neutral molecule 
by at least 400 cm- l , while Vs (predominantly N-N stretch) is ob­
served to increase by ~300 cm- 1 

7. Hexatomics - C2H4 (Ethylene) 

Car1ier and Botter [68] have obtained the photoelectron spec­
trum of C2H4 and 6 deuterated molecules - C2D4 , C2DsH, C2HSD, cis­
C2H2D2, trans-C2H2D2, and gem-C2H2D2• In the first electronic band 
they can identify progressions in V2 (symmetric C-C stretch), Vs 
(symmetric H-C-H bend) and V4 (torsion), the latter a non-totally 
symmetric mode presumably appearing only in double quanta if the 
molecular ion remains planar. 

To our knowledge, their work is the most elaborate Franck­
Condon analysis yet attempted. They have employed the more precise 
Duschinsky transformation (Eq. ~4)) using Eq. (6) to obtain the J 
matrix and Eq. (7) to calculate the displacement in coordinate ~ 
space. They reduce ambiguities by requiring agreement in displace­
ment among the isotopic s~ecies. They conclude that the C-C bond 
has increased from 1.339 A in neutral ethylene to 1.41 A in the ion, 
the H-C-H angle remains essentially unchanged at 117°50' and each of 
the CH2 moieties has twisted out of the plane by 8-9°. The change 
from planar geometry accounts for the strong excitation of the tor­
sional mode V4 in the spectrum. In the point group of the ion, V4 
is a totally symmetric mode. 

Koppel et al. [69] have used their Green's function calcula­
tion to determine vibronic coupling constants for the 3 totally sym­
metric modes VI, V2, and Vs. In addition, they find that V4 can ap­
pear because it has the proper symmetry (Au) to couple the two low­
est ionic states; which are separated in energy by ~2 eV. The large 
number of coupling constants and the inability to separate the to­
tally symmetric and torsional motions here requires them to resort 
to some approximations in the simulation of a photoelectron spec­
trum. From their best fit of coupling constants, they calculate a 
geometry for C2H4+ (ground state) very close to that deduced by 
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Fig. 11. He I photoelectron spectrum of CHI, (from Ref. 78). 

Carlier, r(CC) = 1.405 A, H-C-H angle unchanged, and the total twist 
angle between the planes defined by the CH 2 moieties equalling 25°. 

It should be remarked that the twisted structure of C2 H,,+ was 
recognized a long time ago. Mulliken [70] apparently first drew 
this conclusion from a study of the torsional vibrational progres­
sion in a Rydberg progression of ethylene, together with early 
LCAO-MO calculations on the effects of hyperconjugation in the 
ground state of C2 H,,+ [7lJ. A number of subsequent authors [72-75J 
have provided more detailed descriptions of Rydberg state geometries. 
The consensus of this later work is that the barrier to planarity is 
~O.l eV, whereas the barrier to a perpendicular orientation of the 
CH 2 planes is more than an order of magnitude larger. 

However, Lathan et a1. [76, 44 J conclude on the basis of their 
STO-3G basis function calculations that C2 H,,+ is planar. The cal­
culation of such a low barrier presents a severe test for ab initio 
calculations. A more extended basis set was used by Rodwell et al. 
[77], with and without configuration interaction, and still arrived 
at a planar equilibrium geometry for C2 H,,+. However, the bond 
lengths and H-C-H angles were kept constant in this exploration of 
the twisting potential curve. 

8. CH,,+ and First Excited NH3+ - The Influence of Jahn-Teller 
Effects Upon the Photoelectron Spectrum 

It would be most desirable to deduce the structure of CH,,+ in 
its ground state, since it is expected to be a significant inter­
stellar species. The photoelectron spectrum [78] (see Fig. 11) is 
very broad, and it is difficult to identify more than one vibrational 
progression. It is known that this state is degenerate, and Jahn­
Teller split. Dixon [79J has performed ab initio calculations on 
CH,,+, and then computed the distortions induced by vibronic coupling. 
In this way, he has succeeded in qualitatively rationalizing the 



STRUCTURE DETERMINATION BY PHOTOELECTRON SPECTROSCOPY 

III 

·c 
:> 

~ 
~ 

ii a 

~ 
III .... 
til 

C 
:> o 
u 

-19 

A 

B 

c 

115 

Fig. 12. The E-band of ammonia as determined by many-body theory 
(parts A, B) and experiment [46] (part C). Parts A and 
B differ only in the individual vibrational spacings 
(from Ref. 82). 

spectrum. He concludes that distortions occur to Csv and D2d sym­
metry, the latter being the more stable by about 0.2 eV. However, 
any attempt to infer geometrical parameters from the photoelectron 
spectrum by the methods discussed in this review appears to be overly 
ambitious at this time. We note parenthetically that Arents and 
Allen [80], Lathan et al. [57, 76], and Meyer [81] have performed 
ab initio calculations on CH4+. These differ in basis sets used, 
and Meyer's calculation includes configuration interaction. Arents 
and Allen and Lathan et al. both conclude that D2d is the most 
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stable structure of CH 4+ in its ground state, with Csv about 0.15 
eV higher in energy. This would seem to fit nicely with Dixon's 
analysis. However, Meyer's calculation is more extensive, and pro­
duces the lowest total energy even in the single configuration 
Hartree-Fock limit, and therefore must be considered the most ac­
curate calculation to date. He finds C2v to be the most stable 
structure, more stable than D2d by 0.15 eV. (This distortion was 
not considered explicitly by Dixon or Arents and Allen. Lathan 
et al. found C2V to be intermediate in stability between D2d and 
Csv .) Hence, Meyer's result casts doubt upon Dixon's interpretation 
of the photoelectron spectrum of methane. 

Koppel et al. [82] have attempted a study on an analogous Jahn­
Teller split state - the first excited state of NHs+ - using their 
Green's function method and incorporating the Jahn-Teller coupling. 
A comparison of their calculated spectrum and the experimental one 
is presented in Fig. 12. The features in the experimental spectrum 
are not very prominent, but insofar as they exist they are not well 
reproduced in the calculated spectrum, although the width of the 
band is approximately correct. Since the qualitative features are 
not clearly reproduced the computation of a geometric structure for 
this state from the coupling parameters given by Koppel et al. is 
not warranted at this time. 

IV. Conclusions, and Prognosis for Future Research 

A. Franck-Condon analyses of vibrationa11y resolved photoelec­
tron spectra of diatomic molecules can be used to determine the in­
ternuclear distances of the correspondng molecular ions usually to 
0.01 ! or better. 

High temperature photoelectron spectra of diatomic molecules 
can be analyzed, even when vibrationa11y unresolved. In such cases, 
it is important that the instrumental resolution and temperature be 
carefully measured. 

B. The direct determination of geometry for polyatomic ions by 
Franck-Condon analysis becomes very difficult in practice if the 
number of totally symmetric modes appearing as progressions in the 
photoelectron spectrum is ~, which implies a selection among ~24 
possibilities due to sign ambiguity. This basic fact circumscribes 
the domain of applicability of the direct approach. 

The Cederbaum-Domcke procedure can conceivably be used for 
larger systems, since one obtains the sign, as well as magnitude of 
the coupling constants which are proportional to displacements in 
symmetry coordinates. To our knowledge, there is currently only one 
group using the many-body form of this method. However, Barrow et 
al. [83] have recently shown that a relatively simple Xa calculation 



STRUCTURE DETERMINATION BY PHOTOELECTRON SPECTROSCOPY 117 

can be used to determine these coupling constants, which may permit 
extension of this scheme to larger groups. 

C. We are unaware of any general solution to the problem of 
determining an accurate change of geometry in a linear ++ bent 
transition (where a vibrational degree of freedom is lost or ac­
quired), although there have been two recent studies of this ques­
tion in specific cases (HCN, Ref. 34c and H2 0, Ref. 38) . 

APPENDIX 1 

Summary of Approximation Schemes and References 
for Calculation of Franck-Condon Factors 

A. Diatomic Molecules 

1. If harmonic oscillators and their corresponding functions 
(Hermite polynomials with Gaussian function) are used for upper and 
lower states, with no change in vibrational frequency, then the in­
tensity distribution is a Poisson distribution. A modified Poisson 
distribution results if the lower state is itself a Boltzmann dis­
tribution. A particularly simple form for the ratio of intensities 
of successive members is given in the paper of Coon et al. [26]. 

2. If the final state is permitted to have a different fre­
quency, solution of the Franck-Condon integral leads to a recur­
sion formula explicitly given by Cederbaum and Domcke [13]. 

3. If Morse potentials are used for upper and lower states, 
characterized by individual r e , we' and wexe, rigorous use requires 
a numerical integration. 

In approximate use, a Morse potential is a means of introducing 
anharmonicity, which influences the interpretation of a and K values, 
in the Cederbaum and Domcke notation [4). 

B. Po1yatomic Molecules 

1. Calculations usually are not performed beyond the harmonic 
oscillator approximation. 

2. In general, one tries to factor the Franck-Condon integral 
as a product of one-dimensional integrals. More elaborate treat­
ments have been presented [28, 84]. 

3. If only one totally symmetric normal coordinate is excited, 
the Franck-Condon calculation reduces to that of a one-dimensional 
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oscillator. However, for a polyatomic molecule the normal coordinate 
excited corresponds to a linear combination of symmetry coordinates, 
whereas for a diatomic molecule it is a unique displacement coor­
dinate. 

4. In general, the excitation of a single normal coordinate in 
the spectrum corresponds not just to a displacement in the normal 
coordinate, but to a rotation as well, if one wants to describe the 
final normal coordinate position in terms of the ground state normal 
coordinate. If we assume the same symmetry coordinates are appro­
priate for ionic and neutral states, then 

~ = 1-n gn 

S = 1-i gi and gi = (~i)-l~ngn 

This is the relationship between final normal coordinates and ini­
tial normal coordinates, and is the basis for the Duschinsky trans­
formation [27]. If in addition we allow for a displacement (din) 
in one normal coordinate, we arrive at ~ 

gi = ~in + (~i)-l~ngn 

Coon et al. [26J determine the displacement ~in separately 
for each normal coordinate which appears as a progression in the 
ionic state. This displacement in normal coordinate is related to 
a displacement in symmetry coordinates (~in) by the expression 

Din = Li din 
.... ........' 

The method of calculating the L matrix is briefly described in 
Appendix 2. 

5. To calculate Li , one must know or assume Gi and Fi. The 
corresponding Gn and FD are usually known. Fi is ~sually~assumed 
to be diagonal; with some elements corresponding to observed fre­
quency intervals in a progression in the ionic state, and others 
(not observed) chosen identical or similar to ground state elements. 
Gi can be taken to be identical to Gn for an initial calculation, 
which results in Li and hence, a new geometry. The new geometry 
defines a revised~@i. 

6. Doktorov et al. [84] show that the product of one-dimen­
sional oscillators is appropriate when the mixing between normal 
coordinates in going from neutral to ionic state is small. In addi­
tion, however, they describe a method of deriving from experimental 
intensities the mixing parameters, and thereby the Duschinsky trans­
formation. Knowledge of Gi and Fi is not required in their method, 
but only gn and tn. This: togeth;r with relative intensities in 
the vibrational progressions and measured ionic state frequencies 
suffices to determine the ionic geometry. 
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7. Sharp and Rosenstock [28] assume at the outset the gi, ~i, 
and hence ~i, as well as the gin in the Duschinsky transformation. 
They then calculate a set of vibrational intensities and compare 
with experiment. A revised set of assumptions is then employed, 
and the process continued until the best agreement with experiment 
is found. 

8. Faulkner and Richardson [85] transform both the initial 
normal coordinates (Qn) and the final normal coordinates (Qi) into 
an intermediate set of coordinates which enables them to factor the 
multidimensional Franck-Condon integral into a product of one-dimen­
sional harmonic oscillator integrals. In this new coordinate system 
the normal coordinates are scaled and the origins are shifted. Ap­
plication of their method requires prior knowledge or assumptions 
about geometry and force fields of initial and final state, similar 
to Sharp and Rosenstock's method, and therefore requires iteration. 
The calculation of the Franck-Condon integrals is asserted to be 
simpler and more rapid than the methods of Sharp and Rosenstock 
(multidimensional generator function method) or of Doktorov et al. 
(dynamical group representations of the molecular vibrational Ham­
iltonian) • 

The initial formulation of Faulkner and Richardson required 
that one of the vibrational wave functions in the Franck-Condon inte­
gral have zero quanta in all of the vibrational coordinates. This 
restriction has been removed in a subsequent extension of this 
method by Kulander [86]. 

9. Cederbaum and Domcke [4] require an ab initio calculation 
to determine linear coupling constants which are proportional to 
changes in symmetry coordinates. This method, while requiring an 
ab initio calculation, does not explicitly require calculation of 
Franck-Condon factors, except for generating a mocked-up spectrum to 
compare with experiment. In such cases, these Franck-Condon factors 
can be approximated by a Poisson distribution of one-dimensional 
oscillators. 

APPENDIX 2 

How to Calculate an L Matrix 

The G (inverse mass) and F (force constant) matrices are cal­
culated by standard methods [87]. Their product, when diagonalized, 
gives the eigenvalues related to the normal vibrational frequencies, 
i. e. , 

For each eigenvalue An there corresponds a vector vn which can be 
determined from the secular equation. The set of column vectors vn 
for all An can be described by a matrix V, which, apart from nor­
malization, is equal to the desired matrix ~, i.e., 
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where ~ is a diagonal matrix. The normalization for ~ is chosen so 
that 

Thus, 

(y~) (~)+ = ~ 
~ = y-l~(y+)-l 

or, since ~ is a diagonal matrix, 

~ = [y-l~(y+)-l]l/a. 
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1. Introduction 

One of the traditional ways of obtaining data on the electronic 
and geometric structure of gaseous species is by emission spec­
troscopy [1]. Historically, the study of the rotational details of 
the band systems in the emission spectra of many diatomic, and some 
triatomic, cations provided fundamental knowledge of their struc­
tures [2]. These aspects are discussed and illustrated by Herzberg 
in a review article on the Spectra and Structure of Molecular Ions 
[3] as well as in further publications [4, 5]. 

The focus of attention of this review-type contribution are the 
studies of the structure of open-shell pOlyatomic organic cations, 
relying on their radiative channel of relaxation, which have been, 
and are being, carried out in Basel [6]. The three different tech­
niques employed for these investigations will be outlined by refer­
ence to the experimental arrangements and to selected examples, il­
lustrating the structural details obtainable for such cations. 

The foundation of these studies is the detection of the emis­
sion spectra of polyatomic cations. This was consequently the first 
objective of our studies as at the onset the emission spectra of 
only six triatomic cations (and of their isotopes), CO z+, CS z+, 
COS+, NzO+, HzS+, HzO+, as well as that of diacetylene cation were 
known [3, 5]. It should be emphasized that these high resolution 
spectra yielded the first detailed information on the electronic 
and geometric structure of polyatomic cations. The development of 
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the photoelectron spectroscopic technique provided a general means 
to obtain the energetic data of the accessible doublet states (2X, 
2A, 2B •.• ) of open-shell cations [7]. This information we used 
extensively in the search for the radiative decay of organic cations, 
and as a result the emission spectra of around hundred such species 
have been obtained [6]. The structural information forthcoming 
from these spectra have been the vibrational frequencies, mainly of 
the totally symmetric modes, for the cations in their ground states 
(2j{) as well as the possibility to infer the symmetries of the 
emitting states (2B, 2A) in conjunction with the photoelectron spec­
troscopic studies. Rotational details have, more recently, also be­
come accessible. 

The emission spectral studies were prerequisite for the appli­
cation of the two further techniques to gain a detailed insight into 
the structure, and decay behavior of organic cations., In order to 
obtain vibration&l data for the excited electronic state (2X, 2B) 
of the cations, laser induced fluorescence technique is used. In 
addition this provides another way to attain high resolution elec­
tronic spectra. The technique was first introduced to molecular 
cations in the gaseous phase to N2+ [8], and subsequently applied 
to CO 2 + [9] as well as to a few of the organic cations, of fluorin­
ated [10] and chlorinated [11] benzenes and of 2,4-hexadiyne [12], 
which we found earlier to decay radiatively. 

The third approach to investigate the structure of cations re­
lies on the detection of coincidences between energy selected photo­
electrons and undispersed emitted photons. This technique was first 
demonstrated in connection with cascade-free lifetime measurements 
of di- and triatomic cations in selected vibrational levels [13]. 
We have applied this method, in addition, to the determination of 
fluorescence quantum yields of organic cations, in the case of the 
smaller species in specific vibrational levels, and in the larger 
for chosen internal energies. The results of such measurements 
often complement the emission and laser excitation spectral data 
and can be of help in their interpretation. 

These three approaches will now be described individually. 
The examples chosen are meant to exemplify how these techniques are 
used in a complementary way to obtain spectroscopic information on 
the structure of open-shell cations. 

2. Emission Spectroscopy 

2.1. Apparative 

The apparatus constructed for the measurements of emission 
spectra of organic cations is schematically represented in Fig. 1 
[14,15] • It was designed with several considerations in mind. A 
controlled means of producing the cations was felt desirable in 
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diffusion 
pump 

system 

vaccum 

/ 
/ 

1.26m 
monochromator 

I 

/ 
/ 

/ 

/~B 

diffusion 
pump 

system 

signal 
procllssing 
electronics 

•••••••• electron path 

----. light path 

--... ~ sample path 

8 liquid nitrogen trap 

Fig. 1. Schematic repr~sentation of the apparatus used for emis­
sion spectroscopy. 

"clean" surroundings. In spite of the non-specificity of the elec­
tron impact excitation, it was chosen for intensity reasons as well 
as the relative ease of energy variation and gating of the beam as 
compared to photon sources. The electron energy (Ei) is usually 
kept around 20-40 eV to attenuate fragment emissions. Thus all the 
accessible states of the cation are produced: 

M e(Ei) I rfJ6C); ~(A) ~(J; I.E. ~ Ei) 

l~ B 
~(X) 

and any resultant emission is wavelength dispersed. 

The sample is introduced as an effusive beam into the collision 
region, where it is excited by the perpendicular running electron 
beam, and is removed efficiently by the liquid nitrogen trap. The 
position of the sample beam is externally adjusted by a X-Y-Z trans­
lator for optimal signal intensity and the relatively small colli­
sion region is optically matched to a monochromator. The 1.26 m 
monochromator indicated in Fig. 1 has now replaced the 0.5 m one 
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LSI 11/03 

J. P. MAIER ET AL. 

CONSOLE 
TERMINAL 

DUAL 
FLOPPY DISK 

4662 
TEKTRONIX 
XV. PLOTTER 

--+ normal spectroscopy 

- - - .. time r.solved spectroscopy 

_ ._._ ,., lifetime measurement 

Fig. 2. Block diagram of the signal and on-line data processing 
arrangement for emission spectroscopy. 

used in all the earlier measurements. A cooled, red-sensitive, 
high quantum efficiency GaAs photomultiplier detects the photons. 
Typical excitation conditions are 1-5 rnA electron current at 20-40 
eV impact energies. In the lifetime or time-resolved measurements, 
the electron beam is gated at around 500 kHz with a fall-time of 
~6 ns. Since a lot of the samples used are rather reactive, they 
are usually introduced into the apparatus from glass-vessels held 
at the lowest temperatures necessary to produce sufficient vapor 
pressure. At the end of the measurements the sample deposited on 
the cooled-trap is recovered. 

Figure 2 shows the block-diagram of the signal processing, 
single-photon counting and on-line data acquisition arrangement. 
The different routes for the three types of measurements - normal, 
time-resolved and lifetime - are indicated. The diagram is self­
explanatory and the data are thus digitally recorded by means of 
the LSI 11/03 microcomputer. 
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2.2. Some Examples 

Using the apparatus outlined above, the emission spectra of 
around hundred polyatomic organic cations have been found. In all 
the cases the band systems lie between 250 nm and 900 nm and have 
been identified, by comparison with the corresponding photoelec-

2~ 2~ 2~ 2~ 2~ 

tron spectra, as the A ~ X, or B ~ A, X, electronic transitions 
of the respective cation. Since these observations were crucial for 
the more detailed studies to be described, all the open-shell cations 
whose radiative decay has been established are listed in Table 1. 
The references given are to the individual studies reporting the 
emission spectra, their analyses concerning vibrational and elec­
tronic structure, as well as their lifetimes and decay behavior. 
These comprise of a wide range of species; from triatomic to 32-
atomic cations. 

These emission spectra have, by and large, been recorded with 
optical resolution around 0.2 nm, except when very low emission in­
tensities, or time-resolved measurements, precluded this. In Fig. 
3 are shown two such spectra of a small and large cation; of dicyano­
acetylene [23] (which had to be recorded in a time-resolved mode 
to suppress the overlapping bands due to the cyano radical) and of 
1,3,5-trichlorobenzene [32]. 

The primary structural information on these cations forthcom­
ing from such data are vibrational frequencies and the means to 
infer the symmetry of the excited electronic state with the help of 
ancillary knowledge, such as that from the photoelectron spectro­
scopic studies. Thus, in the example of dicyanoacetylene cation, 
the photoelectron spectra and ab initio many body Green's function 

2~ 2 + calculations [41] show that the A state symmetry is either Eg or 
2EU+ (in the D~h point group). The observation of the emissi~n 
spectra allows one to conclude that the symmetry could be 2Eg • 
Similarly, for l,3,5-trichlorobenzene cation the combination of the 

~ 2 
data shows that the symmetry of the B state can only be A2" (under 
Dsh symmetry classification) [32]. Many further examples may be 
found not only among the cations listed in Table 1, but also for 
those cations whose emission spectra could not be detected. These 
include the fluoro-, chloro-, and chlorofluorobenzene cations for 
which a consistent pattern has been established [31-36]. The sym­
metry of the B states is found to correspond to the ionization of 
electrons either from the n system (n- 1 ) or from the 0 one (0- 1 ) 

depending whether the radiative relaxation is observed, or not, 
respectively. In the case of benzene cation itself, the lack of 
radiative decay from the A state, as well as evidence from other 
experiments, is consistent with the 2E2g symmetry assignment [31]. 
Other cases have been tabulated and discussed in an earlier re­
view [6]. 
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o~ 

(11 
O<t <70n5 

Fig. 3. Emission spectra of the cations of dicyanoacety1ene (time 
resolved in the indicated interval) and of l,3,5-trich1oro­
benzene. The optical resolutions used were 0.4 nm and 0.16 
nm respectively. 

The vibrational frequencies which can be inferred from the 
analyses of the band systems (cf. Fig. 3) are mainly of the totally 
symmetric fundamentals for the cationic ground states. For the ex­
cited state usually only the lowest frequency ones are obtained 
from the weak bands discernible to the higher energy side of the og 
bands. The number of the frequencies which can be deduced varies 
according to the size and symmetry of the species. In the smaller 
cations, most of the totally symmetric fundamentals are excited, 
e.g., all the three for dicyanoacetylene (Fig. 3). In somewhat 
larger cations, such as of l,3-pentadiyne [28], which is discussed 
in Section 3.2, the frequencies of five of the seven totally sym­
metric fundamentals are obtained and can be compared to the ground 
molecular state values (see Table 3 later). As a general guideline 
it has been found that these frequencies do not differ by more than 
about 10% from each other. 

In the case of the largest cations vibrational frequencies are 
still obtainable even though the complexity of the emission spectra 
increases (cf. Fig. 3). The problem is however the assignment of 
these to specific modes because of the large choice possible, ex­
cept when the symmetry is high as with l,3,5-trichlorobenzene cation, 
and often even the molecular values have not been assigned. In fact, 
in some of the studies of the smaller cations, the emission spectra 
have provided the first set of frequency values as the molecular 
data are not known [21]. On the other hand in higher resolution 
emission studies of the fluorinated benzenes, a vibrational analysis 
proved possible in spite of the fact that the band systems are con-



136 

Fig. 4. 
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High resolution recording (0.006 om) of one vibronic band 
of the A2rr ~ x2n emission band system (at top recorded 
with 0.16 om) of chloroacetylene cation. 

gested [42]. In addition the emission spectra of the hexafluoro-, 
1,3,5-trifluoro-, and 1,3,5-trichlorobenzene cations have provided 
a unique means to study the Jahn-Teller effects in the cationic 
ground states and consequently to infer the resultant structure de­
formations [43, 44]. 

It has now also become possible to record the emission spectra 
of cations with optical resolutions down to 0.004 nm using the ap­
paratus described. The aim of these studies is to obtain more ac­
curate vibrational frequencies and for the smaller species the ro­
tational structure. In Fig. 4 is shown an example of such data for 
chloroacetylene cation. The upper spectra is a portion of the 
A2rr ~ x2rr band system recorded with 0.16 om resolution. The high 
resolution recording (0.006 om) of one of the vibronic bands shown 
below reveals the rotational details. As yet, among polyatomic 
cations comprised of more than three atoms, only the emission spec­
trum of diacetylene cation A2rru ~ x 2rrg , has been rotationally 
analyzed [45]. 

As a final example of the structure studies of organic open­
shell cations, trans- and cis-l,3,5-hexatriene cations are chosen 
because these illustrate a further aspect. These two species be­
long to about a dozen organic cations which have been found to re­
lax from their excited electronic states (2A) by radiative and frag-
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Table 2. Open-Shell Organic Cations (~) for Which the Radia­
tive (quantum yield >10-') and Fragmentation Decay 
Channels are Both Detected. Not All the Fragmenta­
tion Channels Accessible, or All the Isotopic Deriva­
tives Studied are Listed 

Fragment Ions 

C-CHF=CHF+ 
"'" - + 
{ CH3-c=C-Cl 

- + CH 3-c=c-Br 
- + 

{ 
CH3-fc : C72Cl+ 
CH 3-fc=c7 3Br 

CH3-fC ::C7 2H+ 

CH3-fC::C7 2CH 3+ 

C2HS-fC::C72H+ 

{ 
~-1,3,S-hexatriene+ 
c-l,3,S-hexatriene+ 

;11 t-l,3,S-heptatriene+ 
"" 

Emission 

... iFB 
1 

all t-l,3,S,7-octatetraene+ A2A _ u 

A2 A" -)- X2A" 

References 

[25] 

[20] 

[20] 

[20] 

[20] 

[28 ] 

[29] 

[29] 

[37] 

[37] 

[38] 

[39] 

[28] 

mentation pathways [6]. The reason of interest here is, that not 
only the emitted photons, but also the resultant parent and frag­
ment ions can be used as a probe of their structures. In Table 2 
are summarized the cations for which such a behavior has been es­
tablished. The accessibility of the fragmentation pathways was 
first established using photon or electron fragment ion appearance 
potentials when the emission spectra of the indicated electronic 
transitions (Table 2) were found. As a result, some of these 
cations were subsequently studied by the photoelectron-photoion 
coincidence technique [46], as was the case with the hexatriene 
cations [38]. 

In the diagram of Fig. 5, the information inferred on the 
structure and decay of the trans- and cis-l,3,5-hexatriene cations 
is presented. The emission spectra of the two isomer cations are 
distinct showing that, within the measured lifetimes, these species 
retain their structures, and furthe~ore that isomerization from 
the zeroth vibrational level of the A state of one isomer to the 
other in the A state does not take place. The radiative decay is, 
however, a minor pathway as the emission quantum yields were es­
timated from the lifetimes [37] and from the integrated extinction 
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t = OOHO.01 
(0.003) 

k = 4'106 5-1 

(> 5'1055 - 1) 

~ = 0.26 (0.06) 
k = 1.5 '101 5-1 (> 1'101 5-1) 

t = 0.67(0.94) 
k = 4·1015-1(>1.6 · lOe5-1) 

J . P. MAIER ET AL 

[ 

vibrationaUy ] 
excited linear 

C6He+ interme­
diate 

1 interconversion 
to the cyclic form 

[ 

vibrationally 1 
excited cyclic 
4 He+ 
intermediate 

1 fragmentation 
k - 5 .105 5- 1 

4H1+(cyclic) +H 

Fig. 5. Summary of the structure and relaxation decay of trans­
(and cis-) 1,3,5-hexatriene cations produced in the A 00 

state. 

coefficients of the matrix absorption spectra [47] to be only about 
7% and 0.3% for the ~- and cis- species respectively [38]. The 
photoelectron-photoion coincidence measurements yielded the branch­
ing ratios of the C6He+, and C6H7+ ions detected on initial forma­
tion of the A 00 states. The latter measurements identify the mass 
of the detected ions but the geometric and electronic structures of 
the ions are not characterized. Nevertheless, by pooling these and 
the emission data, as well as ancillary information available from 
the matrix absorption spectra and other fragmentation studies, rea­
sonable conclusions on the structures could be reached (Fig. 5). 
Apart from the radiative decay in which the identity of the two 
isomer cations is retained, one of the non-radiative decay channels 
leads first to a linear C6He+ ion which is only slowly transformed 
to a cyclic cation. The latter precursor, which is also formed by 
a more direct pathway, can then lose a hydrogen atom to yield the 

~ 0 
only energetically accessible (from the A 0 state of the hexatriene 
cations) fragment ion, cyclic C6H7+. Further examples of combining 
the radiative and fragmentation data are discussed in Section 4.2 . 
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Fig. 6. Block diagram of the apparatus used to obtain laser in­
duced excitation spectra. 

3. Laser Induced Fluorescence 

3.1. Apparative 

139 

T~e essential lay-out of the apparatus used for the recording 
of the laser induced excitation spectra of cations is given in Fig. 
6. The principle of the technique [8] is the following: 

* * l,--h_\!~(LA_S_E--,RU 
M Ar IHe) M EB (X)-----~~ M r±l (j) 

1 JV~ 
M (±) <X:) 

The cations are produced in their ground states by Penning 
ionizati.on of the parent species using argon or helium metastables. 
The excitation spectra are obtained by pumping the j + X electronic 



140 

470 

H-C=C-C=C-H<±> 

,A 2n -X' 2n u 9 

I 

490 
LASER WAVELENGTH 

I 
500 

J. P. MAIER ET AL. 

08 

om 

Fig. 7. A portion of the AZITu ++ X2 ITg laser excitation spectrum of 
diacetylene cation recorded with 0.02 nm bandwidth. 

transition of the cation with a tunable dye laser while monitoring 
the undispersed fluorescence. The excited state j has therefore 
to decay radiatively (cf. Table 1). 

The apparative details [48] are similar to those described [49]. 
In the examples of excitation spectra to be shown, the laser band­
width was 0.02 nm and the energy per pulse of the order of 0.1 mJ. 
The dye laser is pumped by a nitrogen laser at a repetition fre­
quency around 30 Hz and the overall time resolution is ~3 ns. Both 
signal from the photomultiplier and of a photodiode sampling the 
laser intensity are stored and repetitively accumulated (typically 
32 times per wavelength setting) by a programmable digitizer. The 
digital data are then transferred to a microcomputer which evalu­
ates the value corrected for laser intensity variation and then ad­
vances the laser wavelength. In order to cover the wavelength 
range of the excitation spectra, usually two or three dye solu­
tions are necessary. These are joined up by recording bands com­
mon to the successive segments and normalizing their intensities. 
The samples are again introduced from vessels held at the lowest 
ambient temperature possible. 

3.2. Some Examples 

These examples are chosen from our own studies, where the aim 
has been, so far, to obtain the vibrational frequency data for the 
cations in the excited electronic state. As has been noted in the 
introduction, extensive investigations of the halogenated benzene 
cations in particular have been carried out using this technique 
[10, 11]. 



STRUCTURE STUDIES BY MEANS OF RADIATIVE DECAY 141 

3~7~ 
6' 0 

I I I I I 
570 560 550 540 530 520 510 500 490 480 470 nm 

CH)- C=C -C=C - H CD 
A2E __ j(2E 00 0 

6b 

It 
I~? I 

500 nm 

Fig. 8. Emission (upper) and laser excitation (lower) spectra of 
~2 ~2 

the A E ++ X E transition of 1,3-pentadiyne cation, re-
corded with 0.16 nm and 0.02 nm bandwidths, respectively. 

Figure 7 shows a portion of the laser excited excitation spec­
trum of the A2ITu ++ X2ITg transition of diacetylene cation, which 
was the first large organic cation observed in emission [45]. The 
full spectrum shows the excitation of two of the three totally sym­
metric fundamentals as well as the double excitation of a degener­
ate bending mode (V7) which has a totally symmetric component and 
gains the intensity by Fermi interaction with the energetically 
close lying V3 fundamental. The structure of most of the bands is 
due to sequence transitions. The excitation spectrum of 1,3-penta-

~2 ~ 2 
diyne cation, A E ++ X E, is shown as the bottom part of Fig. 8 
[48] and at the top is reproduced the emission spectrum [28]. The 
assignment of the respective bands in the spectra to the vibrational 
fundamentals is indicated (under c3 v symmetry classification). It 
can be seen that there is quite a similarity between the two spectra 
in their vibrational structure. The inferred vibrational frequen­
cies are collected in Table 3 for the X2E and !2E cationic states, 
where the molecular ground state, X1A1 , values are also given [50]. 
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Table 3. Vibrational Frequencies (±lO cm- l ) 

of the Totally Symmetric Funda­
mentals, AI, of 1,3-Pentadiyne 
Cation (under Csv classification) 

-2 in the GrQund, X E, and First 
Excited, A2E, Electronic States 
Obtained from the Emission [28] 
and Laser Excitation Spectra [48], 
Respectively. The Ground Mo­
lecular State, XIAI , Values and 
the Approximate Description of 
the Modes are Taken from Ref. [50]. 

Fundamental X1A 
1 

\\ \) (C=C-H) 3316 

\)2 \)s (CH 3) 2919 

\)3 \) (C=CC) 2257 2205 2135 

\)4 \) (C=CH) 2072 2000 

\)5 0 (CH 3) 1375 1340 1270 

\)6 \)a(C-C) 1152 1190 1130 

\)7 \)s(C-C) 686 685 665 

\)13 0 (C-C=C) 320 320 305 

In the case of large open-shell cations, vibrational frequen­
cies can still be deduced from the spectra. This is illustrated by 
the excitation spectrum of 3,5-difluorophenol cation, B2A" +4 j{2A" 
where the frequencies are listed above the bands (Fig. 9) [51]. 
The complementary emission spectrum [35] and the inferred frequen­
cies are shown in the upper half of the figure. For such cations 
of low symmetry, the attribution of the frequencies to specific 
fundamentals is not possible in view of the number of totally sym­
metric modes alone (23 in the example shown). Nevertheless, the 
above discussed examples emphasize the complementary nature of the 
laser excitation and emission spectra in providing the vibrational 
structure data for open-shell cations. 

4. Photoelectron-Photon Coincidence Spectroscopy 

4.1. Apparative 

The essence of the technique is to detect coincidences between 
ejected electrons and emitted photons following ionization with a 
monochromatic photon source [13]. The latter is usually either 
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Fig. 9. Emission (upper) and laser excitation (lower) spectra of 
the B2A" ++ X2A" transition of 3,S-difluorophenol cation, 
recorded with 0.12 nm and 0.02 nm bandwidths respectively. 
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Block diagram of the photoelectron-photon coincidence 
apparatus. 
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the He(Ia) or the Ne(I) resonance line but a continuum source has 
also been used [52]. As the electrons are energy selected, (eK.E) 
the internal energy of the cations produced in the J v ' state is 
defined: 

M hv I M EB (jv') + 
Re(Ia) 

. 
I 
I .f\.f'l..;+ lliJ---~ 
I 
.j. 

M (±) 6(:) 

The detection of the true coincidences between the electrons 
and the undispersed photons shows that either the cation in the 
state jv' decays radiatively, or that a~fragment or isomer cation 
formed by a non-radiative decay of the J v ' state does. The decay 
coincidence curve yields the cascade-free lifetime of the emitting 
species and, furthermore, by appropriate calibration of th~ appara­
tus the fluorescence quantum yields, ~F(v'), of the state J v ' de­
fined by the kinetic energy and spread of the electrons, can be 
determined. With the latter aspects in forefront, the apparatus 
depicted schematically in Fig. 10 was designed and constructed [53]. 

The electrons are energy dispersed by a 180 0 hemispherical 
analyzer (55 mm mean radius) operating with a resolving power 
E/~E z 80. The photons are collected from a well-defined ioniza­
tion region by a fll lens system. The event pulses generated by 
the channeltron and photomultiplier are electronically handled as 
indicated in the diagram of Fig. 10. The time intervals between 
the electron and the photon events are registered by a multichannel 
analyzer operating in the pulse-height analysis mode. The data are 
then transferred to a microcomputer for evaluation. In order to ob­
tain the fluorescence quantum yields, the rate of detection of true 
electrons, Ne , and rate of detection of true coincidences, NT' have to 
be determined, i.e., Ne = Nifeg(V') and NT = Nifefhvg(v')~F(V') from 
which follows Nr/Ne = fhv¢F(v'). In these relationships Ni is the 
ionization rate, g(v') is the branching ratio for formation of the 
cation in the state jv' at the photoionization wavelength used and 
fe and fhv are the overall collection efficiencies for electrons 
and photons respectively. The absolute value of fhv as function of 
wavelength has therefore to be known. The complications due to the 
wavelength dependence are largely circumvented by choosing a photo­
multiplier (RCA C3l034A) with a uniform quantum efficiency over a 
large wavelength range. As the range of most emission band systems 
of organic cations is less than 100 nm [6], the few percent fhv 
variation can be tolerated and the individual band intensities of 
the emission system do not have to be convoluted with the fhv(A) 
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function. The absolute calibration is achieved with cations for 
which unity fluorescence quantum yields are known or have been es­
tablished. These include N2+B2E +V' = 0, N2 0+(A2E+ 0°) and CO2+· 
(A2rru 0°). In practice both fe Y5-10 eV) fhv (300 < A < 700 nm) 
are of the order of 2'10- 3 • In order to keep down the rate of false 
coincidences, Nf = Ne'·Nhv·~t where Ne ' = Ne + Ne,sc, and Nhv is the 
detection rate of photons (Nhv = Ni'fh" E g(v')'~F(v') + Nhv sc) 

'J , ' v 
and ~t is the selected time interval, the scattered electrons 
(Ne,sc) and photons (Nhv,sc) have to be minimized. Finally, the 
design chosen is a compromise in the energy and time resolution 
dictated by the electron channel [53]. It should also be pointed 
out that the data accumulation times are time demanding; typically 
half-a-day per measurement in order to attain the 5% accuracy for 
the ~F(v') and L(v') values. 

4.2. Some Examples 

The importance of these measurements is several-fold and they 
form an integral part of the structure studies of open-shell po1y­
atomic cations. The fluorescence quantum yields reveal the frac­
tion of cations retaining their structure and together with life­
time measurements allow the oscillator strengths of the electronic 
transitions to be estimated. The technique is a means to show di­
rectly that also higher vibrationa1ly excited levels decay radia­
tively, and to locate (under coincidence conditions) the wavelength 
region of the emitted photons with cut-off filters. This informa­
tion can then be used in the spectroscopic investigations of these 
cations with the emission and laser excitation methods described. 
On the dynamic side, the ~F(v') and L(v') data enable one to ob­
tain the radiative and non-radiative rate constants as function of 
the internal energy. 

The first example is that of CO 2+ cation in selected vibra­
tional levels of the A2rru and B2EU+ states [53]. Figure 11 shows 
the He(la) photoelectron spectrum, recorded under the coi.nci.dence 
conditions indicating the levels studied. A typical coincidence 
curve is reproduced in the inset. The ~F(v~) and L(v') values ob­
tained are summarized in Table 4. For the A2ITu state levels 0° and 
In n = 1-4, ~F = 1 within the 5% uncertainty and the lifetimes are 
constant. In the case of B2EU+ state, however, new spectroscopic 
and structural aspects emerge. The observation of coincidences 
for the 11 and 12 levels proves that these levels emit, as transi­
tions from these levels have not as yet been identified in the 
B2EU+ + X2ITg emission spectrum [54]. The implication is that the 
intensity is concentrated in their sequence transitions. For the 
0° level it was reported earlier, using the threshold photoelec­
tron-photon coincidence approach, that about a third of the emis­
sion intensity lies at wavelengths 330 ~ A ~ 450 nm and two thirds 
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Fig. 11. 
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He(Ia) photoelectron spectrum showing the vibrational 
levels of the A2nu and B2EU+ states of CO2+ for which the 
photoelectron-photon coincidence measurements were car­
ried out (cf. Table 4). The inset is a coincidence curve 

~2 + 0 for the B Eu 0 state; Ne - 500 Hz; Nhv - 8 kHz; Ne -
1.62 Hz, accumulated in 12 hours. 

Table 4. Summary of the Fluorescence 
Quantum Yield and Lifetime 
Measurements by the Photo­
electron-Photon Coincidence 
Technique of State Selected 
CO 2+ [53] 

State Level 

1.00±0.05 

0.98±0.05 

0.98±0.05 

1.00±0.05 

0.99±0.05 

1.00±0.05 

(0.36±0.04)a) 

0.78±0.04 

(0.23±0.04)a) 

0.59±0.09 

a) measured for A >330 rum 

T (ns) 

124±6 

122±6 

124±6 

124±6 

124±6 

l40±7 

118±6 

120±l8 
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Fig. 12. He(Ia) photoelectron spectrum of hexafluorobenzene indi­
cating the measured flu2resce!!ce quantum yields for the 
selected levels of the Band C cationic states. 

at 200 ~ A ~ 330 nm [52]. These two regions are associated with the 
~2 ~2 ~2 + ~2 + A TIu ~ X ITg and D Eu ~ X ITg transitions of CO 2 • The same situa-
tion prevails also for the 11 vibrational level (Table 4). Thus 
these results show clearly that these levels of the B2Eu+ state are 

~2 

coupled with the A ITu state. This phenomenon has been discussed in 
detail [55] in view of the data obtained from a related technique, 
that based on the detection of coincidences between mass selected 
ions and emitted photons [56]. In the latter technique [57], al­
though the carriers causing the emission are mass identified, their 
internal energy is not. 

The photoelectron-photon coincidence measurements on hexa­
fluorobenzene cation show that photons are emitted not only from 
all the vibrational levels of the B2A2U state populated in the pho­
toionization process, but also on preparation of the cation in the 
C2B2U state (Fig. 12) [58, 59]. Consideration of these data, in­
cluding their wavelength dependence, as well as the emission spec-

- ~2 ~2 ~ ~ 

trum !3l] B A2u ~ X E1 g, leads one to conclude that the C ~'--4 B 
internal conversion takes place followed by a radiative transition 
between highly vibrationally excited levels of the B and X states. 
This results in the emission to be shifted to longer wavelengths, 
i.e., 400 < A < 650 nm. Thus an additional means to probe the 
structure of this cation via the C2B2U state becomes apparent from 
these results. 
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The final cation to be discussed is that of cis-l,2-difluoro­
ethylene, which is one of the species which decay not only radia­
tively but also by fragmentation (Table 2). The summary in~Fig. 13 
refers to this cation generated in the zeroth level of the A2Al 
state, but corresponding schemes can be evaluated from the data on 
the excited vibrational levels. The necessary information to con­
struct the shown scheme comes from the photoelectron-photon [60] and 
photoelectron-photoion coincidence [61] measurements as well as from 
emission spectroscopy [25]. The latter yielded the A2Al 00 lifetime 
as well as the vibrational frequencies of four of the five totally 
symmetric fundamentals in the X2Bl state. The radiative and non­
radiative rates for the depletion of the zeroth level of the A state 
can be evaluated from the measured fluorescence quantum yield. How­
ever, the C2H2 F2+ branching ratio determined is by a factor 3 to 4 
larger than the ~F(Oo) value (Fig. 13). The implication of this is 
that around two thirds of the C2 H2 F2+ ions detected after a flight­
time of ~35 ~s in the photoelectron-photoion coincidence measure­
ments [61] are probably in the ground state, X2 B1 , in highly ex­
cited vibrational levels or they are excited isonleric cations. The 
fragmentation rate can also be evaluated and, as is known from mass­
spectroscopic studies [61], it is slow (Fig. 13). It is therefore 
seen that the non-radiative decay competing with the radiative one 
(for the 00 level) is two orders of magnitude faster than the frag­
mentation rate, and that the vibrationally excited C2 H2 F2+ cation 
has adequate time to rearrange to a suitable structure before the 
elimination of HF. 

Fig. 13. 

C HF <t> 2 

+HF 

Summary of the structure and decay of cis-I,2-difluoro­
ethylene cation prepared in the A2Al OO-State. 
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The examples given throughout this article were meant to show 
how the complementary application of the different spectroscopic 
techniques, and of the respective data, yield a detailed insight 
into the decay and structure of open-shell organic cations. To 
conclude, the following paragraph summarizes the present scope and 
resolution li.mits (energy and time) of the three techniques hitherto 
described. 

Technique 

Emission 
spectro­
scopy 

Laser-induced 
fluorescence 

Photoelectron­
photon 
coincidence 

Acknowledgements 

Information on Cations 

Ground state vibra­
tional frequencies; 
rotational structure, 
lifetimes of lowest 
levels of excited 
states 

Excited state vibra­
tional frequencies; 
rotational structure; 
lifetimes (at threshold) 
of excited state levels 

Fluorescence quantum 
yields and cascade­
free lifetimes of ex­
cited state levels 

Resolution 

~.004 nm 
6 ns 

0.02 or 
0.002 nm 
5 ns 

E/t:.E ::: 80 
15 ns 
(for 10 eV 
electrons) 
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Introduction 

Molecular ions are of considerable chemical and physical inter­
est for comparing the spectroscopic and bonding properties of neu­
tral molecules with their positive and negative molecular ions. 
The study of molecular ions in the gas phase by photoelectron, pho­
toionization mass and ion cyclotron resonance spectroscoies can be 
complemented by infrared and optical absorption spectra of the mo­
lecular ion trapped in a solid inert gas host. Further ion studies 
with tunable infrared lasers will be greatly aided by the vibra­
tional data obtained for molecular ions in noble gas solids. The 
ion-matrix interaction is of fundamental and practical interest as 
matrix spectra of ions are related to the gas phase. 

Charged species in matrices form two general classes described 
in the literature as "isolated" and "chemically bound" with respect 
to the counterion. The first ionic species characterized in ma­
trices, Li+Oa-, is of the latter type where the lithium cation and 
the superoxide anion are Coulombically bound together [1, 2], and 
charge-transfer occurs because this electrostatic attraction more 
than makes up for the difference between the ionization energy of 
lithium and the electron affinity of oxygen. The next molecular 
ions identified in matrices, BaH6- and Ca-, are of the "isolated" 
type where the cation is separated by an undetermined number of 
matrix atoms from the anion [3, 4]. These ionic systems have been 
characterized as "Coulomb ion pair" which exist because of essen­
tially zero overlap between the wavefunctions for the electron on 
the recipient molecule and the cation that provided the electron 
[5]. Clearly, the formation of ions of the "isolated" type re-

153 
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quires that the ionization energy of a precursor atom or molecule in 
the matrix host be supplied by an external souce which produces a 
cation and an electron. The electron may be trapped by another mole­
cule or fragment elsewhere in the matrix, forming a negative ion. 

These early studies of Li+02-, B2H6 -, and C2- employed differ­
ent methods of production, chemical reaction, photoionization of so­
dium in the sample or photo ionization of the C2H2 precursor with and 
without added cesium, respectively. Different matrix spectroscopic 
techniques, infrared absorption, electron spin resonance, and op­
tical absorption were used for detection in these studies. Ex­
perimental methods for the production and investigation of molecular 
ions in noble gas matrices will be described in the next section. 

Experimental Methods 

The most direct method for producing ions in matrices is 
to react alkali metal atoms with an electron acceptor molecule 
during condensation with excess argon at cryogenic temperatures. 
This method, developed by Andrews and Pimentel in a study of the 
lithium atomrnitric oxide reaction [6], necessarily gives a chem­
ically bound ion pair due to the Coulombic attraction between anion 
and cation that is required to sustain charge transfer. In the case 
of ~Oa species, vibrational spectra clearly demonstrate an ~effect 
on the O2- stretching mode and the bound nature of the ion pair [7]. 

The first technique used to prepare isolated ions involved 
mercury arc photoionization of sodium atoms in the sample to pro­
vide electrons for capture by molecules elsewhere in the matrix [3]. 
This method, which has been discussed by Kasai [8], produces 
"Coulomb ion pairs" with Na+ separated from the anion by several or 
more layers of argon atoms such that the anion is not affected by 
the alkali cation. 

Another important technique for preparing isolated ions em­
ployed vacuum-ultraviolet photoionization of a precursor molecule 
with a LiF-filtered hydrogen or argon resonance lamp. In the C2H2 
experiments of Milligan and Jacox, hydrogen-resonance photolysis 
produced C2 at 238.2 nm and new absorptions at 520.6 and 472.5 nm. 
The latter absorptions were enhanced in subsequent studies with 
cesium atoms added to the sample, which supported their identifica­
tion as C2- [4]. Brus and Bondybey later explained that the C2-
anion was produced as a "Coulomb ion pair" with C2H2+ by direct 
photo ionization of C2H2, with a red shift in the ionization energy 
owing to solvation of the charged products in the matrix [9] fol­
lowed by electron capture by the C2 photolysis product [5]. 

Radio1ysis, a well-known method for producing free radicals, has 
also been used to generate ions for infrared matrix-isolation study. 
Proton currents of 20-40 ~A were extracted from a radio frequency 
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discharge through hydrogen, accelerated to 2 keV, and directed at 
a condensing matrix sample containing a reagent molecule [10]. The 
first studies on CC1 4 produced CC1s+ at 1037 cm- l , which was stable 
to photolysis, and photosensitive absorptions at 927, 502, and 374 
cm- 1 , which were attributed to CC1 4 + and C1s+, in addition to a very 
large yield of CC1s radical at 898 cm- l [10, 11]. 

Recently, argon discharge tubes have become a major method for 
producing charged species in matrices. Argon is excited by a micro­
wave discharge while passing through a quartz tube with a 1-mm 
orifice directed at the sample. Jacox has proposed that the charged 
products are formed upon collision with excited metastable argon 
atoms from the discharge tube [12] whereas Wight, et a1., have at­
tributed the formation of charged species to photoionization by 
argon resonance radiation emanating from the open discharge tube 
owing to the absence of charged products when the 1-mm orifice was 
placed in the side of the discharge tube [13]. Support for this 
proposal is found in studies by Smardzewski using a capillary array 
in the discharge tube to deactivate metastable argon atoms which 
reduced the charged product yield by the transmission of the array 
[14]. Further evidence to support radiation as the method of en­
ergy transfer from the discharge to the sample comes from studies 
where a LiF filter placed in front of the discharge tube reduced 
the product yield to 15 ± 5%, which is appropriate for the trans­
mission of LiF at 11.6-11.8 eV [11]. However, the yield of some 
charged species was reduced still lower by the LiF filter; this 
points to a participation by excited argon atoms or higher energy 
radiation not transmitted by LiF in the reaction mechanism [15]. 
Further studies in this laboratory employed 3-mm and 10-mm orifice 
discharge tubes; the yield of charged species increased on going 
from the 1-mm to the 3-mm orifice tube and the 10-mm open tube 
produced the highest yield of photolytically stable charged species 
and a lower yield of photosensitive charged species [15]. The 10-
mm open discharge tube operates at lower argon pressure which pro­
vides enhanced emission from Ar+ and higher argon excited states; 
this tube functions as a windowless resonance lamp with the major 
output at 11.6-11.8 eV and substantial radiation between 13 and 15 
eV [16]. The windowless discharge lamp and sample configuration 
used in this laboratory is shown in Fig. 1. Reagent molecules are 
subjected to the intense vacuum ultraviolet radiation from the open 
discharge tube during condensation with excess argon at 15 K, which 
traps molecule ions for spectroscopic study. 

Another chemical method for producing new charged species, de­
veloped by Au1t and Andrews, involves the reaction of salt vapor 
with a suitable precursor molecule during condensation with excess 
argon at 15 K. Matrix reactions with NaC1 and C1 2 produced Na+C1s-; 
CsC1 and HC1 gave Cs~C12- [17-19]. This technique is particu­
larly useful for the synthesis of less stable po1yhalides like 
CS~s- and Cs+BrF2- for spectroscopic study [20, 21]. 
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Fig. 1. Vacuum vessel base cross section for matrix photo ionization 
experiments showing position of 15 K cold window-W, gas de­
position line-S, open discharge tube-T, microwave discharge 
cavity-D, and quartz photolysis window-Q. 

An electrical discharge technique for producing and trapping 
charged species in solid argon has been very recently developed by 
Kelsall and Andrews [22]. Potentials in the +30 to +2000 volts d.c. 
range were applied to a stainless steel electrode positioned in the 
center of the cold window and a discharge was maintained in the 
condensing matrix gas. This method was particularly effective for 
the production and trapping of CF3+. 

Spectroscopic measurements on matrix-isolated species have 
typically involved conventional spectroscopic methods with special 
sampling techniques developed to obtain the measurement with a par­
ticular spectroscopy. Thus, infrared and optical absorption experi­
ments require salt and sapphire or quartz optics for transmission 
of the examining radiation. Laser-Raman or laser-induced fluores­
cence experiments use a tilted metal wedge for sample collection; 
the laser beam is directed vertically at the sample surface and 
scattered or emitted light is focussed into a monochromator and de­
tection system for analysis [23, 24]. 

We now turn to the spectroscopy and characterization of a num­
ber of interesting molecular ions in noble gas matrices using these 
techniques. This discussion is not intended to be complete as other 
recent reviews on the subject have appeared [24-26]. 

Alkali Metal Superoxides - ~02-

The five alkali superoxide molecules were characterized by 
sharp weak intra ionic (0 ++ 0)- stretching modes and strong sym­
metric and antisymmetric interionic ~ ++ O2 - stretching modes in 
their infrared spectra; the vibrational assignments were verified 
by isotopic substitution [2, 7, 27]. The isosceles triangular 
structure for Li+02- was dictated by the scrambled oxygen isotopic 
spectrum, which demonstrated equivalent oxygen atoms, and the 
Li+02- ion-pair characterization was first suggested from agreement 
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Fig. 2. Infrared and Raman spectra of lithium superoxide, Li+Oa-
using lithium-7 and 30% 180a , 50% 160180, 20% 160a at con­
centrations of Ar/Oa = 100. Raman spectrum recorded using 
200 mW of 4880 A excitation and long wavelength pass di­
electric filter in 1000 cm- 1 region. 

between its (0 ++ 0) stretching mode and the Raman value for Oa­
from crystals [1, 2]. The ionic model for Li+Oa- was confirmed by 
the matrix-Raman spectrum of Li+Oa-, which gave a very strong intra­
ionic (0 ++ 0)- stretching mode signal within 0.5 cm- 1 of the weak 
infrared absorption with identical isotopic data [24, 28]. Infrared 
and Raman spectra of the mixed oxygen isotopic Li+Oa- species are 
compared in Fig. 2. Further support for an ~Oa- ionic model of 
polarizable ion pairs was derived from the ~ effect on the Oa­
vibrational frequency, Vl, which ranged from 1094 cm- 1 for Na+Oa -
to 1114 cm- l for Cs+02- as is listed in Table 1. A similar trend 
was found for the ~O- molecules [29]. Note the larger dependence 
of the interionic Va and V, modes on~. Complementary ESR studies 
have verified the ionic nature of these ~Oa- molecules [30, 31]. 
The magnitude of the sodium hyperfine splitting in Na+02- demon­
strated the bound ion-pair nature of the species and that the Na+ 
ion is located equidistant from the two oxygen atoms. 

Optical absorption studies on ~Oa- matrix systems exhibited 
an absorption near 250 nm, in excellent agreement with the spectrum 
of Oa- doped into alkali halide crystals [32]. Finally, the Li02 

molecule has been the subject of a number of theoretical calcula­
tions [33] which have verified the charge-transfer model and isos­
celes triangular geometry for LiOa deduced from the infrared matrix 
spectrum. 



158 L. ANDREWS 

Table 1. Fundamental Frequencies (cm- 1 ) 

Assigned to the Vl Intraionic and 
Va and V, Interionic Modes of the 
Cav Alkali Metal Superoxide Mole-
cules in Solid Argon at 15 K 

~lo1ecule ...)!1 ...)!2 ..l!3 

6LiOZ 1097. 4 743.8 507.3 

7LiOZ 1096.9 698.8 492.4 

Na02 1094 390.7 332.8 

K02 1108 307.5 

RbOz 1111.3 255.0 282.5 

Csoz 1115.6 236 . 5 268.6 

~O,- and 0,-

Following the alkali metal-oxygen matrix reactions, an exten­
sive study of alkali metal-ozone reactions was performed in this 
laboratory [34, 35]. The infrared spectra were characterized by 
very intense bands near 800 cm- 1 depending upon the alkali atom, 
and weaker bands near 600 cm- 1 for' the heavier alkali metal re­
agents. The very strong 800 cm- 1 bands were assigned to Vs and the 
weak 600 cm- 1 absorptions were attributed to Va of 0,- in the ~O,­
species, produced by the charge-transfer alkali metal-ozone reac­
tion. The small variation in V, ozonide modes as a function of ~ 
demonstrates that the cation is adjacent to the ozonide ion as re­
quired by the energetics of the charge-transfer reaction. Similar 
ESR studies done on the sodium-ozone reaction product observed a 
quartet subsplitting due to sodium hyperfine structure which veri­
fies the ionic nature of the Na+O,- species [36]. Furthermore, a 
comparison of the calculated and experimental anisotropic part of 
the sodium hyperfine splitting tensor determines the location of 
the Na+ ion to be above the 0,- plane and equidistant from the two 
terminal oxygen atoms; the latter conclusion was also reached from 
the infrared spectrum of scrambled oxygen isotopic Na+16 , 180,­
species [34]. 

The infrared V, absorption and a visible electronic band sys­
tem for the ozonide ion were reported by Jacox and Milligan using 
the photoreaction of NaO, Oa and alkali atoms [37]. These workers 
proposed a mechanism involving the photoproduction and reaction of 
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Fig. 3. 

L 

Resonance Raman spectra of the ozonide ion in CS+160s - and 
CS+180S-. All spectra: 20 cm-1 min- 1 scanning speed, 250 
~ slitwidth, 1 sec risetime, 65 mW of 4880 1 excitation. 
Top spectrum: Ar/160s = 100, 0.3 x 10-' range. Bottom 
spectrum: Ar/180s = 100, 99.3% oxygen-18, 1 x 10-' range. 
(Andrews and Spiker, Ref. 35.) 

0- with O2 to give Os-. Andrews and Tevault have argued against 
this mechanism in favor of 0 atom reaction with M+0 2 - to give ~Os­
since the bound ion-pair WOs - species and not "isolated" Os- was 
in fact formed in the photolysis experiments [38]. The intimate 
involvement of alkali metal atoms is often overlooked in interpret­
ing alkali metal matrix-reaction systems. 

The "isolated" Os- ion has been produced by proton radiolysis 
and argon resonance photo ionization of argon-oxygen samples [39, 
13]. It is interesting to note that the Vs fundamental of Os- with­
out an adjacent cation, 804.3 cm-1, is in agreement with values for 
the Na+Os-, Ca+Os-, Sr+Os-, and Ba+Os species but this mode for ion 
pairs with Li, K, Rb, Cs, and Mg varies from 787 to 844 cm-1 [34, 
40, 41]. It has been suggested that the Na+ cation, in the out-of­
plane position determined from the ESR study, may not perturb the 
Os-y1hrationswhereas coplanar WOs- arrangements may lead to slight 
metal ion perturbations of the Os- vibrations [39]. 
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The Raman studies on ~O,- are of interest in part because of 
resonance enhancement of the scattering intensity. A detailed study 
of the vibronic absorption spectrum of ~O,- species in noble gas 
matrices produced a strong vibronic absorption with 12 components 
and an origin at 18180 ± 50 cm- 1 , and Wl' values of 878 ± 8 cm- 1 for 
Na+160,- and 834 ± 8 cm- 1 for Na+180,- [42]. Accordingly, argon and 
krypton ion laser lines are ideal for a resonance Raman study of the 
~O,- species in solid argon where the low temperature matrix retards 
decomposition of photosensitive molecules and quenches fluorescence 
so that the resonance Raman spectrum can be observed. 

Blue excitation of Cs+O,- at 488.0 om yielded a regular pro­
gression of fundamental and overtone bands at 1018, 2028, 3024, and 
4014 cm- 1 with decreasing intensities. The CS+180,- species pro­
duced a progression out to 5vl; bands were observed at 962, 1915, 
2859, 3795, and 4724 cm- 1 [35]. Isotopic ozonide spectra are shown 
in Fig. 3. The regularly decreasing intensity pattern for an over­
tone progression is characteristic of the resonance Raman effect. 

The use of different exciting lines for a Na+O,- sample pro­
duced a profile similar to the absorption spectrum [35]. The 647.1 
om line gave a weak 1011 cm- 1 fundamental and excitation at 568.2 
om produced a strong fundamental at 1011 cm- 1 and a weak overtone at 
2013 cm- 1 • The 530.9 om line produced an intense fundamental, first 
overtone and a weak second overtone at 3001 cm- 1 • Excitation at 
514.5 om yielded intense fundamental, intense first and second over­
tones and a weak third overtone at 3977 cm- 1 ; the 488.0 nm line pro­
duced a similar spectrum. The 457.9 nm line gave the intense funda­
mental and two moderately intense overtones. This increase in over­
tone intensity relative to fundamental intensity as the exciting 
wavelength enters the electronic absorption is characteristic of 
resonance Raman spectra. 

The alkali dihalide species are of interest as transient inter­
mediates in the alkali metal atom-halogen molecule reaction and for 
comparison to V centers in irradiated alkali halide crystals. 
Alkali metal reactions with Fa produced a strong Raman band between 
452 and 475 cm- 1 depending on the alkali metal counterion, as listed 
in Table 2, and a strong ultraviolet absorption at 310 nm. The 
Raman bands were assigned to the intra ionic (F ++ F)- mode and the 
alkali metal dependence was attributed to interaction with the in­
terionic M+ ++ Fa- mode; the 310 om absorption was assigned to the 
0++0* transition for Fa- in the ~Fa- species [43, 44]. 

Matrix reactions of chlorine and alkali metal atoms gave ex­
traordinarily intense Raman signals in the 225-264 cm- 1 shifted 
region, again depending on the counterion, which are assigned to the 
intraionic (Cl ++ Cl)- stretching mode. The alkali metal dependence 
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Table 2. 

Li+ 

Na+ 

K+ 

Rb+ 

cs+ 

>­
I-
Vi 
Z 
W 
I­
Z 
H 

w 
> ;:: 
<t: 
...J 
W 
a:: 

2100 

Fundamental Frequencies (cm- 1 ) Assigned to the 
Intraionic (X ++ X)- Mode of the ~2- Species 
Observed in Matrix Raman Spectra 

F2 C12 Br2 I2 

452 256 149 115 

475 225 115 114 

464 264 160 113 

462 260 159 116 

459 259 157 115 

1600 noo 600 100 

FREQUENCY SHIFT (em-') 

161 

\)1 

Fig. 4. Resonance Raman spectrum of argon matrix-isolated Cs+C1 2 -

at 16 K. Note resolution of s~C12- and s~C1s7C1- sp1it­
tings in overtones. Parameters: 75 mW of 4579 .8. excita­
tion, 20 cm- 1 /min scan speec, (a) 0.3 x 10-9 A range, 3 
sec rise time; (b) 0.1 x 10-9 A range, 10 sec rise time. 
(Howard and Andrews, Ref. 45.) 

is due to interaction with the inter ionic ~ ++ C1 2- stretching 
mode which is predicted to be higher in the Na+C1 2- case, forcing 
the (Cl ++ Cl)- mode down to 225 cm- 1 , and in the ~C12- species, 
the interionic mode is predicted near 200 cm- 1 , forcing the 
(Cl ++ Cl)- vibration up to 264 cm- 1 • 

Owing to the orange color of these matrix samples, resonance 
enhancement of the intensity was suspected and intense overtone 
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series were observed with argon laser excitation [45]. In the Cs+C1 2-
case, 457.9 excitation produced an extremely strong 259 cm- 1 funda­
mental and seven overtones with regularly decreasing intensities and 
increasing resolution of chlorine isotopic sp1ittings out the pro­
gression, which is illustrated in Fig. 4. A very strong optical ab­
sorption at 350 nm is responsible for the resonance Raman intensity 
enhancement for the ~C12- species [44]. This near-ultraviolet ab­
sorption for the dichloride ion in the M+C1 2- species is in excellent 
agreement with the 350 nm maximum in the photodissociation cross­
section of the gaseous C1 2- ion [46]. The matrix-isolated M+C1 2-
species is stabilized sufficiently by the ion-pair arrangement in 
the matrix to enable resonance Raman spectra of C1 2- to be obtained 
without shifting the electronic spectrum of the C1 2- ·anion. 

Resonance Raman and optical spectra have been observed for the 
M+Br2-' ~I2-' and ~I3- species [47-50]. Red laser excitation pro­
duced resonance Raman spectra for 12- in the ~I2- ion pair. Spectra 
for 13- in the M+I3- species compare very favorably with solution 
spectra [51]. 

Bihalide Ions - HX2- and ~X2-

Perhaps the most interesting controversy in matrix-isolation 
spectroscopy over the last decade has involved the bichloride species. 
Noble and Pimentel first reported strong new absorptions at 696 and 
956 cm- 1 after passing Ar/HC1/C1 2 mixtures through a coaxial micro­
wave discharge tube and onto a 14 K surface. Chlorine isotopic 
splittings on the 956 cm- 1 band required two equivalent chlorine 
atoms and the H/D frequency ratio for the strong absorption, 696/ 
464 = 1.50, indicated a centrosymmetric species which was identi­
fied as ClHCl radical [52]. Milligan and Jacox observed the same 
two absorptions following hydrogen resonance photolysis of Ar/HCl 
samples and mercury arc photolysis of Ar/HCl/Cs mixtures and sug­
gested that these two absorptions might instead be contributed by 
the (ClHCl)- anion [53]. Similar studies on HBr systems were inter­
preted as BrHBr radial or anion [54, 55]. The formation of bihalide 
anions was suggested to involve dissociative electron capture of HX 
into Hand X- with biha1ide anion stabilization resulting from sub­
sequent reaction of X- with HX [55]. 

The absorptions attributed to ClHCl- by Milligan and Jacox were 
independent of the nature of the electron donor which characterize 
these anions as "isolated" from their counterion in the matrix. In 
the alkali metal experiments with HCl and HBr, weak bands appeared 
before photolysis which were produced in great yield by the matrix 
reaction of the hydrogen halide with alkali halide molecules and 
identified by Au1t and Andrews as the bound ion-pair ~C12- and 
~r2- species [17, 18, 56]. The near agreement between the in­
frared absorptions for the ~C12- species and the 696 cm- 1 absorp­
tion, which are compared in Table 3, provides strong support for 
the isolated HC1 2- anion identification. 



INFRARED ABSORPTION SPECTRA OF MOLECULAR IONS 

Table 3. 

Ion 

HF2 
Na+ HF 2-

K+HF -
2 

Cs+ HF 2-

HC12-

Na+HC1 2-

K+ HC1 2 -

Rb+ HC1 2-

Cs+HC1 2-

HBr 2 
Na+HBr2 

+ -K HBr 2 
+ -Rb HBr 2 
+ Cs HBr2 

Antisymmetric Hydrogen and Deuterium 
Stretching Fundamentals (em-i) for Iso­
lated Bihalide Ions and ~2- Ion Pairs 
in Solid Argon 

H 

1377 

1284 

1314 

1364 

696 

658 

737 

729 

723 

728 

670 

726 

729 

727 

682 

603~ 
670~ 
674~ 
673 

D 

965~ 

935£ 

958!? 

969!? 

464£ 

436~ 
498~ 
512~ 
507~ 

498~ 

478i 
509! 

507! 

504! 

470'I 

468~ 

~Ref. 59. ~Ref. 5r. ~Ref. 55. 

~Ref. 18. ~Ref. 55. !Ref. 56. 

~P.N. Noble, J. Chern. Phys. ~, 2088 (1972). 

~.M. Ellison and B.S. Ault, J. Phys. Chern. ~, 832 (1979). 
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A series of microwave discharge experiments performed in this 
laboratory showed that hydrogen atoms and chlorine codeposited with­
out vacuum ultraviolet light produced Hel without any of the 696 
cm- i absorption. However, when the coaxial discharge was exposed 
to the matrix with the same reagents, the 696 cm- 1 band was an in­
tense component of the product spectrum. It was suggested that ion­
izing radiation from the coaxial discharge was required to produce 
the 696 cm- 1 band which supported its charged identification [13]. 
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r 
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Fig. 5. Infrared spectra of argon-hydrogen fluoride samples sub­
jected to windowless argon discharge photoionization during 
condensation at 15 K. (a) Ar/HF = 100/1 • • , (b) Ar/DF, 
HF = 100/1. Since a comparable amount of argon from the 
discharge was condensed with the sample, the Ar/HF ratio 
is greater than 200/1 in the matrix . (McDonald and Andrews 
Andrews, Ref. 59.) 

The most stable member of this series, bifluoride ion, is well­
known as a crystalline material with a centrosymmetric (FHF)- ion 
[57], and its characterization in matrices completes the case for 
bihalide ions in matrices. In studies by Ault, the matrix reaction 
of CsF and HF produced a very strong 1364 absorption and a sharp 
1217 cm- 1 band which were assigned to Vs and V2 of HF2- in the 
CS+HF2- species; the 1364/969 = 1.41 ratio indicated the centrosym­
metric nature of the bifluoride ion in the ion- pair species [58J. 

Photoionization experiments in this laboratory using the open 
discharge tube shown in Fig. 1 and ArJHF = 100/1 samples produced 
a strong new absorption at 1377.0 cm- 1 ; the 1377 cm- 1 band intensity 
was increased in similar experiments with F2 and NF, added to the 
argon-hydrogen fluoride sample. The strongest new product band ap­
peared at 965.5 cm- 1 in the corresponding DF experiment with no new 
absorption between this new band and the 1377 cm- 1 feature observed 
due to HF remaining in the vacuum system. The 1377.0 and 965.5 
cm- 1 absorptions shown in Fig. 5 are assigned to the V3 modes of 
the isolated HF2- and DF2- ions, respectively. The 1377.0/965.5 = 
1.426 ratio shows that HF2 - is also centrosymmetric as the iso­
lated or "gas-phase" species [59]. Finally, agreement between the 
1377 cm- 1 isolated HF 2-, the 1364 cm- 1 "bound" ion- pair Cs+HF2-, 
and the 1450-1550 cm- 1 crystalline bifluoride stretching fundamen­
tals reinforces the comparison between HC1 2- and ~C12- species 
[18] and confirms the anion identification of the 696 cm- 1 absorp­
tion as HC1 2-. 
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Bondybey and Pimentel codeposited argon-hydrogen and argon­
deuterium mixtures from a coaxial discharge tube and observed photo­
sensitive new absorptions at 904 and 644 cm- 1 which were assigned to 
interstitial H-atom and D-atom vibrations, respectively [60]. Al­
though these workers considered the possibility of a charged species, 
it was rejected at least in part because of the absence of a counter­
ion absorption. Milligan and Jacox observed these two absorptions 
in a number of hydrogen resonance photolysis experiments, noted the 
increased yield when strong electron acceptors were added, and re­
assigned the bands to Arn~ and ArnD+ [61]. In radio1ysis experi­
ments performed in this laboratory, the codeposition of deuterons 
with argon produced the 644 cm- 1 band in moderate yield; however, 
with added C1 2 reagent the very strong DC1 2- band was observed along 
with a completely absorbing 644 cm- 1 band [39]. The observation of 
the 644 cm- 1 band with the deuteron beam, coupled with the absence 
of this absorption when D-atoms were codeposited from an off-axis 
discharge tube [62] strongly supports the charged species identi­
fication. 

Wight, et a1., passed Ar/D2 mixtures through a coaxial discharge 
and observed both D02 and the 644 cm- 1 band in contrast to the off­
axis discharge experiments which produced only D0 2 [13]. This sug­
gested that the most probable mechanism for the formation of ArnD+ 
is direct photoionization of a D atom in the argon matrix with a 
large solvent shift in the ionization to lower energy owing to the 
large proton affinity of argon. With this solvent shift, argon 
resonance (11.6-11.8 eV) and hydrogen resonance (10.2 eV) radiation 
are energetic enough to photo ionize a D atom. The 644 cm- 1 band has 
been observed in numerous argon resonance photoionization experiments 
in this laboratory where deuterium enriched precursors were used, for 
example, DF, DCl, CDF 3 , and CD 2F2 • The requirements for the produc­
tion of the 644 cm- 1 band are a D atom in solid argon and ionizing 
radiation which contribute more evidence for the ArnD+ charged 
species assignment. 

In an interesting series of halo form experiments, which will be 
described later, Jacox and Andrews and coworkers have observed 
marked growth of the 904 and 644 cm- 1 absorptions on mercury arc 
photolysis of (CHX2+)X and (CDX2+)X species (X = Cl, Br) [12, 63]. 
Similar photochemical results have been found for the CH2C1 2 and 
CD2C1 2 precursors with the 904 cm- 1 band reaching A = absorbance 
units = 0.18 and the 644 cm- 1 absorption reaching A = 1.2 on 220-
1000 nm photolysis [64]. In these examples, mercury arc photolysis 
affects a transfer of the proton and deuteron from the halocarbon 
cations to the argon matrix and provides a photochemical synthesis 
of the Arn~ and ArnD+ species. 
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The photochemical stability and yield of the ArnH+ and ArnD+ 
species depend in general on the nature and abundance of the counter­
ion in the matrix. In experiments depositing only deuterons or D­
atoms with vacuum ultraviolet light, the counterion must come from 
common impurities in the vacuum system such as Oa and HaO which 
could produce anions like 0-, Oa-, and OH- by electron attachment 
to molecular fragments. Counter ions like Oa-, 0-, and OH- with rela­
tively low energy detachment thresholds are expected to release elec­
trons at comparatively lower energies for neutralization of the 
ArnD+ ion isolated nearby in the matrix. On the other hand, chlorine 
present in the sample traps electrons as Cl- and allows more ArnD+ 
to be isolated during sample preparation. A photochemical reduc­
tion of the positive ion absorption in these experiments requires 
detachment from Cl- in the near ultraviolet range, as has been ob­
served in this laboratory. In experiments with CDF" the CF,+ and 
ArnD+ cations were each reduced about 10% on 220-1000 nm photolysis 
for 2 h by photoelectrons detached from fluoride ion electron traps 
in the argon matrix. 

Trihalomethyl Cations 

Jacox and Milligan performed hydrogen resonance photolysis of 
argon/chloroform samples and observed a large yield of CCl, radical 
at 898 cm- 1 and a new 1037 cm- 1 absorption. The latter band showed 
the 3/1 doublet splitting characteristic of three equivalent chlorine 
atoms and a carbon-13 shift to 1003 cm- 1 which supported its identi­
fication as CCl,+ isolated in the matrix [65]. Subsequent radiolysis 
studies of CC1 4, CCl,Br, CClaBra, CClBr" and CBr4 in this labora­
tory produced the 1037 cm- 1 band, absorptions at 1019 and 957 cm- 1 

for CClaBr+, absorptions at 978 and 894 cm- 1 for CClBra+ and a new 
band at 874 cm- 1 for CBr,+, each from two of the above precursors, 
which confirmed the trichloromethyl cation identification of the 
1037 cm- 1 band. Absorptions for trihalomethylcationsare listed in 
Table 4. The radiolysis experiments with CC14 produced major new 
photosensitive bands at 927, 502, and 374 cm- 1 in addition to the 
strong photochemically stable 1037 cm- 1 band. In order to rational­
ize the different bulb filament photolysis behavior, the photosensi­
tive bands were assigned to isolated cations and the stable 1037 
cm- 1 band to CCI,+ with a nearby chloride ion which would not at­
tract electrons in the photobleaching process [10]. In a following 
argon resonance photoionization study of CC1 4 using filtered mercury 
arc photolysis of the deposited sample, the different photochemical 
behavior of each new absorption was attributed to the photochemical 
stability of the cation in question. The photosensitive 927 and 
374 cm- 1 bands were assigned to an asymmetric CC1 4+ species and the 
502 cm- 1 absorption to Cl,+. The 1037 cm- 1 CCl,+ band was decreased 
slightly by prolonged mercury arc photolysis, which required photo­
detachment from chloride electron traps in the matrix, since CC1 3 + 
itself probably does not dissociate in the mercury arc energy range 
[11]. A small shift of the 1037 cm- 1 CCI,+ band in solid argon to 
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1035 cm- 1 in solid krypton suggests that CCl s+ does not interact 
strongly with either matrix. An important conclusion from the mer­
cury arc photolysis studies is that isolated cations in matrices 
will be of two types: those which photodissociate with mercury arc 
light and those photochemically stable in the mercury arc range which 
must exhibit a decrease in intensity from photoneutralization by de­
tachment of electrons from counteranions in the matrix. In this re­
gard, appearance potential data are useful for predicting the photo­
chemical behavior of cations. Clearly, photodetachment will depend 
on the electron trapping species, as will be discussed below for 
CFs+. 

In order to bridge the gap from CCl s+ at 1037 cm- 1 to CFs+, 
photoionization and radiolysis studies were performed in this lab­
oratory on the Freon series CFCls , CF2C1 2, and CFsCl [66, 15]. Sharp 
new bands at 1352 and 1142 cm-1 in CFCl s experiments exhibited ap­
propriate carbon-13 shifts and photolysis behavior for assignment 
to CFC12+. Analogous bands in CFsCl experiments at 1415 and 1515 
cm- 1 showed large carbon-13 shifts and slight photol~sis with the 
full mercury arc which indicated assignment to CF2Cl. These vibra­
tions for CFC1 2+ and CF 2C1+ are 200-300 cm- 1 above the corresponding 
free radical values which predicts that CFs+ may absorb above 1600 

_1 cm 

Photoionization studies were performed on the trifluoromethyl 
compounds CFsCl, CFsBr, CFsI, and CRFs and the spectrum from the 
CFsX studies [67] is shown in Fig. 6. Note the CF 2Cl+ absorptions 
at 1514 and 1414 cm- 1 which shifted to 1483 and 1367 cm- 1 for CF2Br+, 
as has also been observed by Jacox [68], and the CF2I+ absorptions 
at 1431 and 1320 cm-1• The C-F stretching modes in the CF2x+ ions 
exhibited a pronounced heavy halogen effect. A weak 1665 cm-1 band 
in the CFsC1 study was produced with greater intensity in the CFsBr, 
CFsI, and CRFs experiments at the same frequency [67]. This 1665 
cm-1 absorption was reduced 10% by full high-pressure mercury arc 
photolysis for 2 hours in fluoroform experiments. The production of 
the same 1665.2 cm- 1 band from four different trifluoromethyl pre­
cursors, and the photolysis behavior indicate assignment of the 1665 
cm- 1 band to CFs+. The trifluoromethyl cation is formed by photo­
ionization of CFs radicals produced in the matrix photolysis process 
[67] • 

Infrared spectra for CFs+ and lSCFs+ in fluoroform experiments 
are compared in Fig. 7. The strong absorption produced from lsCRFs 
at 1599.2 cm- 1 (A = 0.20) is appropriate for Vs of lsCFS+; note the 
weak 12CFS+ absorption (A = 0.020) at 1665.2 cm-1 due to 10% 12C 
present in the enriched f1uoroform precursor. The 12C_1SC shift, 
66.0 cm-1, is however, greater than expected for the antisymmetric 
C-F vibration, Vs, of a planar centro symmetric species. This un­
expectedly large carbon-13 shift can be explained by Fermi resonance 
between Vs and the combination band (Vl + V4) for the lSCFs+ species, 
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since the new 1641.7 cm- 1 product band in the I'CF,+ spectrum can 
be assigned to the combination band. The calculated position of v, 
for I'CF,+, 1620 cm- 1, appears to coincide with the apparent posi­
tion of (VI + V4), and these modes strongly interact and shift V, 
down to 1599 cm- 1 and (VI + V4) up to 1642 cm- 1• In the absence of 
Fermi resonance, the (VI + V4) combination band for 12CF,+ is ex­
pected to be 2-4 cm- 1 above the l'CF,+ counterpart, in the region 
of the 1624 cm- 1 water absorption; the spectrum in Fig. 7b shows 
the 1624 cm- 1 band, which may contain additional absorption. The 
markedly increased CF,+ yield in the electric discharge ~xperiment, 
Fig. 7d, revealed a very strong 1665.2 cm~l absorption (A = 0.84 and 
1624 cm- 1 absorption (A = 0.40) clearly in excess of the other water 
absorptions present [22]; the latter absorption is assigned to the 
combination band (VI + V4) for 12CF,+. 

The combination (VI + V4) for 12CF,+ at 1624 cm- 1 provides a 
basis for determining the infrared inactive symmetric C-F bond 
stretching mode VI of 12CF,+. The intensity of the V2 and V4 modes 
of BF, are approximately a factor of ten weaker than that of V,; 
the failure to observe these weaker fundamentals of CF,+ in the 
present study is not surprising. However, V4 may be estimated to 
be 500 ± 30 cm- l since V4 = 512 cm- l for CF, [69] and 480 cm- l for 
BF, [70], which predicts VI = 1125 ± 30 cm- l for 12CF,+. 

It is interesting to consider the bonding in CF,+ in view of 
its substantially increased antisymmetric stretching frequency and 
the increased symmetric stretching frequency deduced from the (VI + 
V4) band. This increase is considerable relative to the pyramidal 
CF, species (VI = 1086 cm- l , V, = 1251 cm- l ) [69]; and relative to 
the planar llBF, molecule (VI = 888 cm- l , V, = 1454 cm- l ) [70] as 
well. From the well-known back-donation of fluorine 2p electron 
density to the positive carbon, it is readily apparent that CF,+ 
should exhibit extensive TI (p-p) bonding, and the markedly increased 
V, and VI modes are consistent with this bonding model. 

Fig. 6. Infrared spectra following open discharge tube photoion­
ization of trifluoromethyl halides during condensation with 
excess argon at 15 K for 20 h. (a) Ar/CF,Cl = 300/1; (b) 
Ar/CF,Br = 400/1; (c) Ar/CFsI = 400/1. Since the samples 
were condensed with a comparable amount of argon, the re­
agent concentration in the matrix is half the sample value. 
The dashed inset scan with each trace shows changes caused 
by 290-1000 nm high-pressure mercury arc photolysis. Parent 
absorptions are labeled P. (Prochaska and Andrews, Ref. 
67.) 
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The photolysis behavior of the 1665 cm- 1 CF3+ absorption in 
CHF3, CF3Cl, CF3Br, and CF3I experiments provides evidence for the 
halide counter ion in these studies [67]. Since dissociation of CF3+ 
to CF 2+ + F requires about 5 eV, which is above the mercury arc 
range, a photoneutralization mechanism is required for its slight 
decrease on full mercury arc photolysis. The relative decrease in 
the CF3+ band on 290-1000 and 220-1000 nm photolysis in these ex­
periments was more pronounced in the order 1- > Br- > Cl- > F- where 
these halide ions are the most likely counterions in photoionization 
studies with CF3I, CF3Br, CF3Cl, and CHF3, respectively. This pho­
tolysis behavior parallels the expected photodetachment cross sec­
tion in the halide series and supports the photoneutralization model 
for the photolysis of CF3+ isolated in a matrix containing halide 
ions. 

Parent Cations 

Tetrahalomethane parent cations are characterized by their in­
stability with respect to halogen elimination owing in part to the 
unusual stability of the CX3+ daughter cations discussed above. A 
good example is CC1 4 +, which has escaped gas-phase detection due to 
the ease of formation of CC1 3+. The strongest photosensitive band 
at 927 cm- 1 and a weaker 374 cm- 1 band in matrix photoionization 
studies of CC1 4 have been recently assigned to CC1 4+ in an asym­
metric C2v structure; these absorptions were virtually destroyed by 
500-1000 nm photolysis [11]. In a subsequent optical absorption 
study of the matrix photoionization of CC1 4 , a very strong 425 nm 
band+ also destroyed by 500-1000 nm photolysis, was assigned to 
CC1 4 in solid argon [71]. 

The matrix photoionization studies with eFC13 produced infrared 
bands at 1214 and 1041 cm- 1 and an optical band at 405 nm which were 
destroyed by 500-1000 nm photolysis; these absorptions were assigned 
to CFC1 3+ [66, 71]. Similar investigations of CF 2C1 2 yielded in­
frared bands at 1234, 1067, 609, and 406 cm- 1 and an optical band 
at 310 nm related by their partial photolysis with 290-1000 nm light, 
which were assigned to CF2C12+ [15, 71]. Similar spectroscopic ob-

.-
Fig. 7. Infrared spectra in the 1580-1680 cm-1 region for f1uoro­

form samples condensed with excess argon at 15 K. Spec­
trum (a) Ar/CH3 = 200/1 sample deposited with no discharge, 
P denotes precursor and W denotes water absorptions; trace 
(b) Ar/CHF3 = 800/1 with concurrent argon resonance photo­
ionization. Spectrum (c) Ar/13 CHF3 = 800/1 with argon 
resonance photoionization; trace (d) Ar/CHF3 = 700/1 with 
electric discharge on matrix surface during condensation. 
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Table 4. Carbon-Halogen Stretching Vibrations (cm- l ) 

Observed for Trihalomethyl Cations in Solid 
Argon 

Ion C-F C-Cl C-Br 

CF + 
3 1665 

CF2Cl+ 1514,1414 

CFC1 2+ 1351 1142 

CCI + 
3 

1037 

CC1 2Br 
+ 

1019,957 

CCIBr2 
+ 978 894 

CBr3 
+ 874 

CF 2Br + 148:1,1367 

CF 2I 
+ 

1432,1320 

servations have been made for the analogous CBr4+, CFBr,+, and 
CF2Br2+ species [11, 71, 72]. 

Figure 6 shows strong bands labeled p+ at 1299 cm- 1 in the 
CF,Cl spectrum, 1293 and 1255 cm- l in the CF,Br scan and 1229 cm- l 

in the CF,I spectrum, which along with lower frequency absorptions 
at 455, 469, and 497 cm- l , respectively, photolysed with 290-1000 
om light that had little effect on the CF,+ and CF2x+ absorptions. 
An optical band at 295 om in the CF,Cl study showed similar ~hoto­
lysis behavior. These absorptions were assigned to the CFsxT parent 
cations [67, 71]. It is interesting to note that the matrix photo­
lysis behavior parallels the gas phase stability [73, 74] of these 
parent cations with more energetic radiation required to dissociate 
the more stable ion in the order CF 2C1 2+ > CF,Cl+ > CFC1,+ > CC1 4+. 

The methylene halide cations provide another interesting series 
of parent cations for comparison to gas phase studies including 
photoelectron spectra. Matrix photoionization work on CH2C1 2 pro­
duced infrared absorptions at 1194 and 764 cm- l which were destroyed 
by 650-1000 nm photolysis; analogous bands were observed at 1129 and 
685 cm- l in CH2Br2 studies. Since CH2C1 2+ and CH2Br2+ require only 
0.8 eV for dissociation in the gas phase [73, 75], the photosensi-
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tive matrix absorptions were assigned to the CHaCla+ and CHaBra+ 
parent ions [64]. Further 290-1000 nm mercury arc photolysis in 
these ex~eriments produced marked growth in CHXa radical, and CHXa+ 
and ArnH! cation absorptions. The CHBra radical and cation absorp­
tions have been observed in both argon and krypton matrices; CHBra 
absorbs at 1166 and 786 cm- 1 in argon and at 1162 and 782 cm- 1 in 
krypton; CHBra+ absorbs at 1229 and 897 cm- 1 in argon and at 1222 
and 890 cm- 1 in krypton. The argon- krypton matrix difference is 7 
cm- 1 for CHBra+ and 4 cm- 1 for CHBra suggesting that the cation 
interacts only slightly more with the matrix than the free radical. 

Methylene fluoride provides an interesting contrast to methyl­
ene chloride since first ionization in the former involves a C-H 
bonding electron. Matrix photoionization of CHaFa using the open 
discharge tube shown in Fig . 1 produced a rich infrared spectrum 
[76]. Sharp bands at 2854, 2744, 1408, and 1255 cm- 1 exhibited 
large carbon-13 displacements, in agreement with the V6, VI' Ve, 
and V9 modes of the parent molecule, and photolysed with 420-1000 
nm light, which suggests their assignment to the parent cation. The 
infrared spectrum of CHaFa+ is consistent with SCF calculations on 
the highest occupied orbital for CHaFa which is strongly C-Ha bond­
ing and C-Fa antibonding. The removal of an electron from this 
orbital reduces the C-Ha stretching fundamentals by 214 and 178 cm- 1 

in the cation and increases the antisymmetric C-Fa stretching mode 
by 176 cm- l • An 80-130 cm- 1 increase in the C-F stretching funda­
mentals for the CFsCl+, CFaCl a+, and CFCl s+ parent ions has also 
been observed [15, 66]. A remaining sharp 1608, 1605 cm- l doublet 
in the CHaFa studies was reduced only 10-20% by 220-1000 nm photo­
lysis, and its carbon-13 and deuterium isotopic data are consistent 
with assignment to the CHFa+ daughter ion [76]. 

The fluorohalomethane studies follow the example of methylene 
fluoride even though a halogen lone pair electron is removed in ion­
ization. In the CHaFCl experiments, a sharp band at 2902 cm- l and 
a chlorine isotopic doublet at 874, 869 cm- l exhibited carbon-13 
and deuterium shifts similar to the symmetric C-H and C-Cl stretch­
ing modes of the neutral molecule and photo lysed with 290-1000 nm 
light, which indicates their assignment to CHaFCI+ [77]. The C-H 
stretching mode for the ion again falls below the 2997 cm- 1 parent 
value and the C-Cl stretching mode is above the 750 cm- l neutral 
value. Similar observations were found for the CHaFBr+ and CHaF1+ 
parent ions. With each of the CHaFX precursors, the CHFx+ daughter 
ion was characterized by its C-F stretching mode near 1400 cm- l and 
C-H deformation mode near 1290 cm- l [77]. 

The boron trichloride and boron tribromide cations have been 
observed in solid argon following argon resonance photoionization 
of the molecules durin~ condensation with excess argon at 15 K [78]. 
The IIBCl s+ and IOBCls absorptions at 1091 and 1133 cm- l were re­
solved into 9/1/3/1 quartets, as expected for a doubly degenerate 
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vibration of three equivalent chlorine atoms, identical to that ob­
served for l1 BC1 a and I°BC1a at 946 and 984 cm-1, respectively. The 
llBBrs+ and I°BBrs+ absorptions at 931 and 971 cm-1 also appeared 
above the analogous neutral precursor absorptions at 815 and 850 
cm-1• The substantial increases in Vs of the BXs cations as com­
pared to the neutrals is due to the B-X antibonding nature of the 
in-plane halogen-lone pair molecular orbital from which the electron 
is removed upon ionization. Optical absorption studies revealed new 
ultraviolet bands at 320 and 355 nm in solid argon which were as­
signed to BC1 s+ and BBrs+, respectively, in excellent agreement with 
the difference between 1 aa' and 2e' photoelectron bands correspond­
ing to dipole allowed transitions of the ions at 318 ± 8 and 340 ± 10 
nm in the gas phase [79]. The infrared and ultraviolet parent cation 
absorptions were substantially reduced by 340-600 nm and destroyed 
by 290-1000 nm photolysis. This behavior is consistent with the dis­
sociation of BC1 s+ to BC1 a+ and C1 which is expected from appearance 
potential data. Boron triha1ide and ha10methane parent cations are 
photosensitive species, and their photolysis behavior has facili­
tated their identification from infrared matrix spectra. 

Matrix photoionization studies of CFaCFCFs are of interest for 
comparison to infrared mu1tiphoton dissociation spectra (IRMPDS) and 
photoelectron spectra (PES). Experiments with CFaCFCFs produced new 
photosensitive absorptions at 1543, 1414, and 1062 cm-1 which are 
assigned to the~rf1uoropropene radical cation [80]. Excellent 
agreement with 1550 ± 50 cm- 1 spacing in the first photoelectron 
band indicates assignment of the 1543 cm- 1 band to the C-C stretch­
ing mode of the radical cation n-bond. Near agreement of the 1062 
cm-1 band and the 1044 ± 2 cm~1 peak from the infrared mu1tiphoton 
dissociation spectrum supports assignment of these bands to the same 
vibration, suggested to involve symmetric-CFa stretching character. 
The 1414 cm-1 band is assigned to the antisymmetric-CFa mode. The 
C-F vibrations in the molecular cation absorb slightly higher fre­
quency radiation than the neutral molecule, 1062 cm- 1 compared to 
1033 cm- l , and 1414· cm- 1 compared to 1397 cm- 1 ; however, the C=C 
vibration is reduced substantially from 1795 cm- 1 to 1543 cm- 1 , ow­
ing to ionization of a n-bonding electron. 

CXa+ and CHXa+ Cations 

Very recent infrared studies of diha10carbene cations are of 
interest as the first observation of second daughter cations and the 
largest increase in a vibrational mode on ionization. In the CH2 C1 2 

experiments described above, a weak 1197,1194,1191 cm- 1 triplet re­
mained after mercury arc photolysis [64]. This same resolved triplet 
was three-fold stronger in matrix photoionization studies with CHFC1 a 
and exhibited the 9/6/1 relative intensities expected for a vibra­
tion of two equivalent chlorine atoms [81]. No deuterium shift was 
found in CDaCla and CDFCla studies. An experiment with a 90% 
carbon-13enriched IsCHFC1a sample produced weak carbon-12 absorp-
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Table 5. Antisymmetric Carbon-Halogen Stretching Funda­
mentals (cm- 1 ) for Diha10carbene Cations, Di­
ha1omethy1 Cations and Diha10carbenes 

Species 

CF + 
2 

CHF + 
2 

CF 2 

CCl + 
2 

CHC1 2+ 

CC1 2 

CCIBr+ 

CHCIBr+ 

CCIBr 

+ CBr2 
+ CHBr2 

CBr2 

C-F 

1588S!. 

1608Q. 

1l02£. 

~Ref. 91. ~Ref. 76. ~Ref. 69. 

C-Cl 

1197Q 

1045~ 

746 f 

1122Q 

993~ 

744 g 

9.Re f. 81. ~Ref. 64. fRef. 82. <.!Ref. 83. 

C-Br 

1019Q 

897~ 

641U 
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tions at 1197 and 1194 cm- 1 and strong new carbon-13 bands at 1158 
and 1155 cm- 1 , showing that this vibration involves a single carbon 
atom. The antisymmetric carbon-chlorine stretching absorption of 
CC1 2 has been well documented at 746 cm- 1 [82]. The 1197, 1194, 
1191 cm- 1 triplet due to a new (CC1 2 ) species is higher than CHC1 2+ 
at 1045 cm- 1 and CFC1 2 at 1142 cm- 1 [66, 69], which indicates that 
the new triplet is due to CC1 2+ [81]. Dich1orocarbene cation was 
produced in these experiments by photoionization of the CC12 inter­
mediate photolysis product. The substantial increase in V3 from 
746 cm- 1 for CC1 2 to 1197 cm- 1 for CC1 2+ is consistent with removal 
of an electron from an antibonding C-Cl molecular orbital made up 
of in-plane chlorine 3p orbitals. Isotopic shifts show that the 
Cl-C~Cl angle increases 25-30° on ionization to CC1 2+. 

Similar matrix photoionization experiments with CH2C1Br pro­
duced a 3/1 doublet at 1122 and 1118 cm- 1 and studies with CHFBr2, 
CDFBr2, CH2Br2, and CD2Br2 gave a sharp 1019 cm- 1 absorption. The 
observation of new products at 1197, 1122, and 1019 cm- 1 in CH2C1 2, 
CH2C1Br, and CH2Br2 experiments verifies the infrared identification 
of the diha10carbene cation species CC12+' CClBr+, and CBr2+ [81]. 
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The CClBr+ and CBra+ absorptions are higher than CHClBr+ at 993, 989 
cm- 1 and CHBr2+ at 897 cm- 1 [64], and substantially higher than CClBr 
and CBr2 at 744, 739, and 641 cm- 1 , respectively [83], indicating re­
moval of an antibonding electron in the dihalocarbene cations. Anti­
symmetric C-X2 stretching fundamentals for CX2 +, CHX2+, and CX2 
species are compared in Table 5. 

In recent matrix photoionization experiments with CHaC1 2 and 
high-resolution measurements using a Nicolet Fourier-Transform In­
frared Spectrometer, a particularly large yield of CHC1 2+ was pro­
duced upon 290-1000 nm photolysis of the CH 2 C1 2 sample subjected to 
argon resonance photoionization [84]. The intense triplet at 1044.7, 
1041.9, and 1039.5 cm- 1 (A = 0.63, 0.43, 0.08, respectively) has been 
assigned to the antisymmetric C-Cl stretching mode in CHC1 2+ [64]; 
these absorption bands are very sharp, with half-widths of 0.3 cm- 1 

using 0.1 cm- 1 resolution. In addition, a weaker triplet was ob­
served at 945.4, 841.4, 837.7 cm- 1 (A = 0.054, 0.037, 0.007, respec­
tively) which is assigned to the symmetric C-Cl stretching mode, and 
a weak band was found at 3033 cm- 1 (A = 0.03) which is assigned to 
the C-H stretching mode; these assignments are supported by I'C sub­
stitution. It can be seen by comparison with similar molecules (for 
example, HBC1 2 has B-Cl stretching modes at 886 and 740 cm- 1 ) [78] 
that the 1044 and 845 cm- 1 values for CHC1 2+ are high for C-Cl 
stretching fundamentals, and substantial C-Cl pi bonding is indi­
cated. On the other hand, the 3033 cm- 1 value for the C-H mode in 
CHCl a+ is near the 3058 cm- 1 value for CHCl,; clearly the carbon­
hydrogen bond is not affected by the adjacent positive ion center. 

Parent Anions 

The first infrared spectroscopic evidence for a parent radical 
anion carne from photon radiolysis studies on haloform molecules dur­
ing condensation [85]. New bands photosensitive to light bulb photo­
lysis were observed at 652, 621, 593, and 570 cm- 1 in CHC1" CHClaBr, 
CHClBr2' and CHBr, experiments, respectively. The 652 cm- 1 CHCl, 
product band shifted to 645 cm- 1 for I'CHCl, and 529 cm- 1 for CDCl,. 
The vibrational mode is primarily a carbon-halogen stretch although 
the large deuterium and small carbon-13 shifts indicate considerable 
mixing with a hydrogen deformation mode. The observation of four 
bands from the four different precursors requires the presence of 
three halogen atoms in the species. These carbon-halogen stretching 
modes fall 100-120 cm- 1 below values for the strongest neutral parent 
modes which, along with their extremely photosensitive nature, sug­
gests assignment to the parent radical anion. The unusual mode mix­
ing also infers that CHCl,- is distorted from C,v symmetry. 

Spectroscopic evidence has been presented for parent radical 
anions in the matrix photoionization studies of CF,Cl, CF 2 C1 2, and 
CFCl, systems [15, 66], and in ESR studies following radiolysis 
[86]. Infrared absorptions assigned to the CF,X- species [67] are 
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identified as P- in Fig. 6; note that the C-F stretching mode near 
900 cm- 1 for these parent anions is below the neutral parent funda­
mentals. 

The first matrix photo ionization studies on CHCl, by Jacox and 
Milligan reported new bands at 2723, 2498, 1271, and 838 cm- 1 , which 
were also observed following mercury arc photolysis of Ar/CHC1,/Na 
samples and assigned to the molecular anion CHC1 2- [65]. An investi­
gation of the complete mixed chlorobromoform species in this labora­
tory provided new spectroscopic information and assignments. The 
CHCl2Br and CHC1Br2 studies each provided two new sets of four 
product bands and a sixth new set was found with the CHBr, precursor, 
which indicates the presence of a third inequivalent halogen atom in 
the anion product species [63]. The carbon-l3 and deuterium isotopic 
data and the mixed bromoch10ro spectra have verified the (CHX2) (X) 
stoichiometry for the molecular anion product. The heavy halogen 
substitution behavior requires the intramolecular hydrogen-bonded 
arrangement X--HCX2 formed upon electron capture by CHX, in the pho­
toionization experiments. The strong broad 2723 cm- 1 C-H stretching 
absorption, vs ' for C1--HCC1 2 exhibited a 9 ± 1 cm- 1 carbon-13 shift 
and new counterparts absorbed at 2795 cm- 1 for Br--HCC1 2 and at 2863 
cm- 1 for I--HCC12 [87]. This is the expected trend of larger dis­
placement from a 3050 ± 50 cm- 1 value for the C-H stretching funda­
mental of HCC1 2- radical as the proton affinity of the hydrogen bond­
ing halide increases and the strength of the hydrogen bond increases. 
The 2498, 1271, and 838 cm- 1 bands have been assigned to 2vb' vb (hy­
drogen bending) and Vx (antisymmetric C-C12 stretching), respectively, 
for Cl--HCCl 2• These modes demonstrate the expected spectroscopic 
effect of hydrogen bonding in a type I species involving the per­
turbation of an existing chemical bond which exhibits the proper 
change as Cl- is replaced by Br- and 1- [87-89]. The bending mode, 
v , is shifted up from the 1226 cm- 1 CHCl2 free radical value and 
tke overtone 2vb shows the effect of considerable anharmonicity in 
the bending vibration. The Vx mode is shifted down from the 902 
cm- 1 CHCl 2 value [90] suggesting that hydrogen bonding a Cl- ion to 
CHC1 2 reduces n bonding in the free radical [87]. 

Matrix photoionization studies on CHF, by Andrews and Prochaska 
revealed strong new bands at 3599, 1279, 1174, and 603 cm- 1 in addi­
tion to CF,+ and free radical absorptions. The 3599 and 603 cm- 1 

bands exhibited 1 ± 1 cm- 1 carbon-13 and large deuterium shifts which 
characterize hydrogen vibrations not involving carbon whereas the 
1174 and 1279 cm- 1 bands exhibited large carbon-13 and 1 cm- 1 posi­
tive deuterium shifts, which are in accord with C-F vibrations. 
These new absorptions have been assigned to the fluoroform electron­
capture photolysis product (F-H)- (CF'2)- produced by fluoride rear­
rangement and proton abstraction [87]. This intramolecular hydrogen 
bonded anion is a type III species which involves the formation of a 
new bond with residual perturbation. The similar species (F-H)­
(CFC1)- and (F-H)-(CC1 2)- have been observed by Jacox and Milligan 
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Fig. 8. Expanded-scale infrared spectra of dichlorohaloform matrix 
samples, Ar/CHC1 2X = 400/1, subjected to argon resonance 
photoionization during condensation at 15 K. (a) CHCls, 
(b) CHC1 2 Br, (c) CHC1 2 I. The label R denotes CC1 2 X radical 
and R+ identifies CC1 2 x+ product absorptions. (Andrews and 
Prochaska, Ref. 87). 

and in this laboratory [91-93] and the corresponding (Cl-H)-(CF 2 )­

and (Cl-H)-(CFCl)- species have also been characterized [91-93]. 

The nature of the hydrogen bond formed in haloform electron­
capture products, i.e., type I or type III, depends on the proton 
affinities of the halide ion eliminated and the CX2 - group that can 
be formed by proton abstraction. Carbon-13 isotopic studies are 
essential to characterize the hydrogen vibration and identify the 
new hydrogen bond. Haloform molecular anions rearrange to intra­
molecular hydrogen-bonded anions in matrix photoionization experi­
ments, which provide interesting subjects for the study of hydrogen 
bonding. 

Conclusions 

Molecular ions in matrices mayre classified as "chemically 
bound" or "isolated" with respect to the counterion. Alkali metal 
reactions necessarily produce bound ion pairs whereas ionizing radia­
tion is required to produce cation and anions isolated from each 
other in the matrix. Mercury arc photolysis is an important diag­
nostic for isolated ions in noble gas matrices; isolated ions should 
either photodissociate or photoneutralize by electron detachment 
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from anions for recombination with cations, the latter showing a 
dependence on the nature of the anion. The ion-matrix interaction 
is of interest as matrix spectra of ions are related to the gas phase. 
Although ionization exhibits a substantial shift to lower energy in 
solid argon, infrared absorption spectra of molecular cations are 
generally sharp (3 cm- 1 FWHM) and matrix observations should cor­
respond closely with gas phase vibrational fundamentals. 

The effect that removing an electron from a molecule has on the 
vibrational potential function depends upon the location of the 
"hole" as can be seen from the examples described here. Halogens 
bonded to a carbocation center exhibit substantial pi bonding with 
carbon. The effect of a "hole" in an adjacent bond (C-H in CH2F2+) 
or on an adjacent atom (X in CF 3 x+) is to increase the C-F vibra­
tional frequencies presumably through polarization of the C-F bond­
ing electrons and/or F lone pair electrons by the adjacent "hole." 
This effect is reduced when the "hole" is de10calized in a pi system 
as in the case of CF 2CFCF 3+. The bond stretching fundamental is, of 
course, reduced upon ionization of a bonding electron, as shown by 
the C-H fundamentals in CH2F2+' 
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Introduction 

Optical spectroscopic studies of molecular ions in solid argon 
[1] provide information on electronic states and ion structure which 
are complementary with studies in rigid organic glasses [2], ultra­
violet photoelectron spectra (PES) [3], and photodissociation spectra 
(PDS) [4]. Spectra in solid argon are generally sharper and provide 
more vibrational information than glass spectra, and the cryogenic 
matrix quenches internal energy thus producing sharper bands than 
PDS and allowing the stabilization of facile molecular ions. The 
solid argon host also moderates photodissociation and allows iso­
merization to be a competitive process. 

In the first optical observation of an ion in solid argon, 
Milligan and Jacox produced new 520.6 and 472.5 nm absorptions by 
the 1216-1 photolysis of C2H2 [5]. This study is particularly rele­
vant to the gas-phase spectroscopy of discharge systems. The carrier 
of a 541.6 nm band system in the flash discharge of methane was 
tentatively identified as C2- [6], and the matrix observation of an 
appropriate band system provides support for this identification. 
The C2- case illustrates the usefulness of matrix spectroscopy for 
characterizing new transient species. 

Brus and Bondybey provided an explanation for the observation 
of C2- in solid argon using hydrogen resonance (10.2 eV) photoion­
ization which is insufficient to ionize C2H2 (11.4 eV) in the gas 
phase [7]. Owing to solvation of the product ions by the solid 
argon matrix, which amounts to 1.4 eV for the similar C2H~ molecule, 
the ionizing transition is red-shifted to overlap with hydrogen 
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resonance radiation. The matrix solvent interaction clearly plays 
an important role in the formation and stability of ions in noble 
gas matrices. 

Experimental 

Optical studies of molecular ions in matrices generally employ 
photo ionization techniques using open-ended discharge tubes [8] 
(fully open, 8-mm i.d. or partially constricted, 3-mm i.d.) as 
vacuum ultraviolet lamps or LiF-fi1tered hydrogen or argon reson­
ance lamps [5]. The former have a higher energy output and a higher 
total photon flux since no absorbing optic is present, and the argon 
from the lamp is condensed with the sample, which provides meta­
stable argon atoms that may also contribute to the mechanism of for­
mation of a product ion. The apparatus used in the present studies 
has been described in a previous chapter on infrared studies, and 
in earlier work [9-11]. For optical investigations, a sapphire cold 
window and optical quality quartz vacuum windows are used [9]. The 
sapphire window is cooled to 20 ± 2 K for sample condensation; this 
temperature range is optimum for maintaining ultraviolet transmis­
sion of the sample while trapping molecular ions in the condensing 
layer of argon. 

Sample preparation is generally done by continuous irradiation 
of a precursor molecule diluted in argon during condensation for 2 
to 7 h; however, strongly absorbing species can be produced by vac­
uum-ultraviolet irradiation of a cold sample. Here follows a dis­
cussion of a number of optical absorption studies of molecular ions 
in solid argon. 

Halomethane Cations 

New extremely photosensitive infrared bands at 374 and 927 cm- 1 

in the matrix radio lysis and photo ionization of CC1 4 have been as­
signed to an asymmetric CC1 4+ species [10]. The ease of photodisso­
ciating these infrared bands ~uggested searching for a visible absorp­
tion responsible for the observed dissociation; the spectra shown 
in Fig. 1 were recorded in this investigation. Carbon tetrachloride 
diluted in argon was condensed with argon from an open discharge, 
and the spectrum revealed a very strong broad absorption at 425 nm 
[11]. This band was virtually destroyed by 500-1000 nm photolysis, 
as illustrated in Fig. ld. The optical absorption shifted to 430 
nm in solid krypton and 455 nm in solid xenon, showing little inter­
action with argon but an increasing interaction with xenon. The 
same 425 nm absorption was produced in lower yield in a cold Ar/ 
CC1 4 = 400/1 sample by radiation from an open argon dischrage tube 
or from a LiF-fi1tered argon resonance lamp. Since the matrix cage 
retards the escape of large atomic fragments, production of the 425 
nm absorption by irradiation of a cold sample supports its identi­
fication as CC14+' 
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The observation of CC1 4+ at 425 nm in solid argon reinforces 
the earlier interpretation [12t 13] of positive ion absorptions at 
480 nm in 3-MP and at 400 nm in polycrystalline CC1 4 produced by 
radiolysis of CC1 4 • Since the positive ion absor~tions in 3-MP and 
solid CC1 4 are near the present argon matrix CC1 4 absorption t it is 
suggested that these absorptions are also due to CC1 4+. 

The CC1 4 PES exhibits three strong bands at 11.6 t l2.6 t and 
13.4 eV t which have been assigned to tt tt and e MO's formed from 
the chlorine lone-pair orbitals. However t the ion ground state is 
doubly degenerate due to spin-orbit splitting and susceptible to 
Jahn-Teller distortion. The strong PES band at 16.7 eV has been as­
signed to the triply degenerate C-Cl bonding orbital t which is also 
subject to Jahn-Teller distortion [3]. The difference between the 
first PES band and the bonding orbital (S.l eV) clearly does not 
correspond with the 42S-nm absorption observed for CC1 4+; this dis­
agreement is best explained by significant changes in Franck-Condon 
factors caused by major geometry changes between the ground state 
molecule t the ground state ion t and the excited state ion. Here the 
matrix absorption between the two likely distorted ionic states oc­
curs at considerably less energy than the difference between transi­
tions from the tetrahedral neutral ground state molecule to the ionic 
states reached in the PES. Comparison of the PES and absorption 
spectra for CC1 4 + shows that substantial structural relaxation of 
CC1 4+ occurs in the matrix; previous infrared studies suggested an 
asymmetric C2v structure [10]. To our knowledge t no mass spectrum 
of the CC1 4 + molecular ion has been observed owing to the instabil­
ity of the molecular ion [14]. At thermal energies t CC1 4 + readily 
eliminates Cl; however t the matrix effectively quenches internal en­
ergy and allows CC1 4+ to rearrange to a more stable structure. 

The strong band at 40S nm in the CFCl, investigation is as­
signed to CFCl,+. This photosensitive band exhibited similar photo­
destruction to infrared absorptions assigned to CFCl,+ which yielded 
an increase in CFC1 2+ absorptions on visible photolysis [15]. Al­
though CFC1,+ has been detected in the gas phase t the CFCl,+ ion 
yield was extremely small and no CFC1,+ photoion spectrum could be 
recorded [16]. The detection of CFC1 2+ as the major ion signal shows 
that CFCl,+ is of limited stabilitYt a point supported by its matrix 
photodissociation with red light [lS]. The PES of CFC1, shows four 
bands between 11.8 and 13.S eV for the alt a2~ and two e lone pair 
orbitals in C,v symmetrYt and a band at lS.O eV for the e C-Cl bond­
ing orbital [17]. The difference between the ionic ground state at 
11.8 eV and the lS.0-eV state corresponds to a 388 ± 10 nm transi­
tion t in very good agreement with the present strong 40S-nm absorp­
tion for CFCl,+. The transfer of a bonding C-Cl electron to a non­
bonding Cl 3p hole is also consistent with chlorine atom photoelim­
ination upon absorption. 
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The 310 om band peak in Fig. lb from CF2C12 experiments is as­
signed to CF2C12+. The energy difference between the first (12.3 
eV) and l6.3-eV PES bands corresponds to an absorption at 310 ± 10 
om, precisely the maximum observed in solid argon. This shows that 
CF 2C1 2+ retains the ground state structure. The 295 om absorption 
in CFsC1 experiments exhibits the appropriate photolysis behavior 
for CFsC1+ from infrared studies [15]. The absorption band is near 
the 4.1-eV difference between onset of the first (C1 lone pair) and 
the vertical CFs bonding orbital ionizations [17]. Assignment of 
the 295 om absorption to a transition form the CFs bonding orbital 
to the C1 lone pair hole is consistent with the growth of CF2C1+ 
upon 340 nm photolysis of CFsCl+ in infrared studies [15]. The 295 
om absorption probably represents a dissociative transition for 
CFsCl+. 

Figure 1 contrasts optical absorptions for CFsC1+, CF2C1 2+, 
CFC1s+, and CC1 4+ and shows an arrow giving the appropriate PES band 
difference (±10 nm). Structural relaxation of the molecular ion, as 
determined by the difference between the optical band and the transi­
tion predicted from PES, increases with increasing symmetry of the 
neutral molecule. 

The optical spectra for a series of methylene halides subjected 
to argon resonance photo ionization during sample deposition are il­
lustrated in Fig. 2. New absorptions were observed at 342, 362, and 
375 nm in the series CH 2C12, CH2Br2, and CH212 • These bands were 
virtually destroyed by visible photolysis (500-1000 om), as shown in 
the figure, which supports their assignments to the parent cations 
[18]. Photoelectron spectra for these compounds exhibited a group 
of sharp bands from ionization of halogen non-bonding electrons, fol­
lowed by a broader band from ionization of a C-X bonding electron 
[3]. The wavelength corresponding to the energy difference between 
the first sharp lone-pair ionization and the C-X bond ionization is 
noted with an arrow in each trace of the figure. The agreement be­
tween the observed electronic transition for the parent ions in 
solid argon and the difference between two photoelectron bands is 
excellent, and it provides strong support for the matrix assign-

• 
Fig. 1. Ultraviolet-visible absorption spectra of chlorof1uoro-

me thanes subjected to argon discharge photoionization dur­
ing condensation with excess argon at 25 ± 2 K using Ar/ 
CX4 = 400/1 sample concentrations: (a) CFsC1, inset scan 
followed 30 min of 290-1000 nm photolysis; (b) CF 2C1 2, in­
set dashed scan recorded after 30 min of 420-1000 nm photo­
lysis and solid inset scan followed 30 min of 290-1000 nm 
photolysis; (c) C~C1s, inset scan followed 30 min of 420-
1000 photolysis; (d) CC1 4 , inset scan recorded after 30 min 
of 500-1000 om photolysis. Arrows denote the wavelength 
(±10 mm) of absorption predicted from PES. 
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Fig. 2. Absorption spectra from 200-700 nm for methylene halide 
samples, Ar/CHaXa = 400/1, deposited at 20 K with simul­
taneous exposure to argon discharge radiation. (a) CHaC1 a , 
(b) CHaBra, (c) CHaIa. The trace displaced below each scan 
was recorded after successive 30 min 650-1000 nm and 500-
1000 nm photolysis periods . Arrows denote the wavelength 
(±10 nm) of transitions from the ground state of the ions 
to the excited state of the ions determined from PES. 
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Fig. 3. Absorption spectrum of cycloheptatriene sample subjected to 
matrix photoionization during condensation, trace (a). Scan 
(b) recorded after photolysis with 590 nm cut-off filtered 
high pressure mercury arc light. Trace (c) recorded after 
photolysis with 520 nm cut-off filter. Spectra (d), (e), 
and (f) recorded after 450, 420, and 290 nm photolyses, re­
spectively. 
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ments to these CHaXa+ parent ions. Small differences may arise from 
different FrancK-Condon factors between the electronic and ionizing 
transitions involved, although very good agreement is expected where 
ionization causes no major change in geometry of the ion compared to 
the neutral, as is found for the methylene halide cations. 

Toluene and Cycloheptatriene Cations 

The toluene radical cation and its dissociation products are 
among the most widely studied ions in mass and photodissociation 
spectroscopies. The observation of extensive hydrogen scrambling 
in mass spectra of isotopically-labeled toluene fragmentation pro­
ducts has prompted investigation of the possible isomerization of 
C7Ha+ cations produced from toluene and other C7Ha compounds. Mass 
spectroscopic studies with labeled precursors have been explained by 
isomerization of the parent cations to a common intermediate for 
toluene, cycloheptatriene and norbornadiene [19-24]. Ion cyclotron 
resonance (ICR) studies of toluene cation have produced a strong 
photodissociation spectrum beginning near 538 nm with a peak at 417 
nm and have demonstrated that hydrogen randomization before disso­
ciation is almost complete even with energies near the threshold 
[25-29]. However, an ICR study employing chemical reactions of iso­
meric C7Ha+ cation showed that nondissociating cations from toluene 
and cycloheptatriene do not interconvert on a time scale of milli­
seconds [30], and another ICR investigation revealed different pho­
todissociation spectra (PDS) for these isomeric cations [31]. Since 
excess internal energy appears to be the essential prerequisite for 
interconversion of isomeric C7Ha+ parent cations, which are thought 
to be in equilibrium at relatively low internal energies [27, 32, 
33], the low temperature matrix isolation technique was employed to 
trap these cations in their different isomeric structural forms for 
observation of their characteristic absorption spectra. 

Argon/toluene samples were subjected to continuous photoioniza­
tion and dilution with argon from a 3-mm orifice discharge lamp for 
7 h. The spectrum revealed a broad 430 nm band (A = 0.010), a broad 
weak 480 nm band (A = 0.001), a sharp, weak 449.6 nm absorption, and 
a strong, sharp 310.5 nm absorption. The sharp bands, stable to 
photolysis, are due to benzyl radical [34]. Irradiation with 420-
1000 nm mercury arc light for 30 m destroyed the 480 nm band and re­
duced the 430 nm band by 60%. 

Identical cyc10heptatriene studies were performed using 4 h of 
simultaneous sample deposition and argon discharge irradiation [35]; 
the visible spectrum is shown in Fig. 3a . The 480 nm band was 
stronger (A = 0.030) and the 430 nm band was weaker (A = 0.006) than 
in the toluene experiment. Photolysis with 590 cut-off light for 15 
m reduced the 480 nm band by 10% and doubled the 430 nm band, as can 
be seen from comparison of traces (a) and (b) in Fig. 3; this trend 
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continued with 520 and 450 nm photolysis, shown in scans (c) and (d), 
which also produced a broad 410-422 nm band peaking at 416 nm. At 
maximum intensity (A = 0.040), the band peaked at 430.5 nm, had a 
428-432 nm (220 cm- 1 ) full-width at half-maximum, and a threshold 
at 436 ± 2 nm (22,940 ± 100 cm- 1 ). As in the previous experiment, 
420 nm radiation decreased the 430 nm absorption, trace (e). Ir­
radiation at 290 nm almost destroyed the 430 nm band, as shown in 
trace (f). 

Norbornadiene (bicyclo[2.2.l]hepta-2,5-diene) was studied and 
the spectrum after matrix photo ionization revealed weak broad bands 
at 430 and 480 nm (A = 0.005) without absorption in the 600 nm 
region. Photolysis with 590 nm radiation produced a weak, broad 416 
nm band (A = 0.002), increased the 430 nm absorption, and decreased 
the 480 nm absorption. The photolysis sequence described above had 
the same effect in this experiment. 

The 430 nm argon matrix absorption is assigned to the toluene 
cation, 1, produced by photoionization of toluene molecules (IP = 
8.9 eV) [36] with argon resonance radiation (11.6-11.8 eV) and 
trapped in the condensing argon matrix. This observation of toluene 
cation is supported by several considerations: (a) the argon matrix 
absorption energy is in very good agreement with the 3.0 eV energy 

difference between the onset of ionization and the second band in 
the photoelectron spectrum [36]; (b) the 430 nm band is in excellent 
agreement with the PDS band peak at 417 nm for toluene cation [26]; 
and (c) the 430 nm band is photosensitive to 420 nm radiation, as 
required by the PDS results. The observation of the same 430 nm ab­
sorption from three isomeric C7 He precursors provides further evi­
dence for this solid-phase identification of the toluene cation. 
The marked photochemical growth of the 430 nm absorption (Fig. 3) 
at the expense of the 480 nm absorption in cycloheptatriene experi­
ments, the latter of which can reasonably be assigned to the iso­
meric cycloheptatriene cation, ~, confirms assignment of the 430 nm 
argon matrix absorption to the toluene cation. The 480 nm argon 
matrix absorption is in excellent agreement with the 470 nm peak in 
the cycloheptatriene PDS band in ICR studies [31] and with the 2.66 
eV energy difference between the first and third photoelectron bands 
for cycloheptatriene [37] which support the matrix identification ~. 

The observation of both 1 and 2 in toluene and cycloheptatriene 
matrix experiments shows that~2 and~l rearrange during condensation 
in the matrix. Upon photo excitation of ~ in solid argon, ! grows 



192 

360 390 

ARGON 
MATRIX 
ABSORPTION 

420 450 
WAVELENGTH (nm) 

L. ANDREWS 

TOLUENE CATION 

GAS PHASE ICR-PDS 

480 

Fig. 4. Comparison of matrix absorption spectrum and ICR photodis­
sociation spectrum of toluene cation on common wavelength 
scale. The PDS was replotted from Refs . [26] and [29]. 

at the expense of 2; this observation demonstrates that rearrange­
ment competes effe~tive1y with dissociation in the solid argon host 
matrix. Final photodissociation of 1 and 2 probably gives tropy1ium 
ion with absorption at 263 nm, to be-discussed in the next section, 
which is obscured by the strong precursor absorption in this region. 

The markedly decreased bandwidth in solid argon is of interest, 
particularly for the extensively studied ! ion. The major difference 
between gaseous and matrix-isolated 1 ions is effective quenching of 
vibrational energy by the matrix, and this will affect the ground 
state ion and the dissociation dynamics. Even though the dye-laser 
PDS study in the threshold region used 10 eV electron-impact ion­
ization and retained the ions for 150 ms to undergo approximately 
30 collisions with neutrals [29], it is still conceivable that a 
"few tenths" of an eV of vibrational energy, particularly in totally 
symmetric modes, might be retained by ions in an ICR cell; the ions 
in solid argon at 22 K are surely vibrationally quenched. This may 
account, in part, for the bandwidth and the 4,300 cm- 1 between the 
lower energy gaseous and higher energy matrix thresholds for 1 ab­
sorption and dissociation, which are compared in Fig. 4. Since the 
dissociation of ! involves photoexcitation to a bound excited state, 
followed by rapid internal conversion to the vibrationa11y hot ground 
electronic state, which then eliminates a hydrogen atom, the gaseous 
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PDS may also be lifetime broadened [38]. A very important effect 
of the solid argon lattice interacting with the guest 1 ion is to 
quench vibrational excitation in the excited electronic state to 
lower vibrational levels where the density of states for vibronic 
coupling is less; this may reduce the internal conversion rate which 
would tend to sharpen the absorption spectrum and retard the photo­
dissociation process. The observation that the matrix 1 absorption 
bandwidth is more than an order of magnitude less than the gaseous 
PDS bandwidth, as shown in Fig. 4, is consistent with this hypothesis. 

The matrix host provides an efficient sink for internal energy 
which is necessary to stabilize the t and ~ parent cations. Argon 
resonance radiation (11.6-11.8 eV) exceeds the threshold for produc­
tion of C7H7+ daughter ion from toluene (11.6 eV) and cyclohepta­
triene (10.1 eV) [39]; however, the matrix quenches internal energy 
at a rate competitive with unimolecular decomposition and enables 
the parent cation to be stabilized. While internal energy is being 
quenched from the original parent cation formed, rearrangements of 
both! and ~ have been observed as ~ was found in toluene studies 
and t in cycloheptatriene experiments. The rearrangements ~ ~ ! on 
visible photolysis demonstrates that the balance between internal 
energy from visible light absorption by the ions and internal energy 
quenched by the matrix provides sufficient internal energy for re­
arrangement of the ions without dominant unimolecular decomposition. 
MINDO/3 calculations of the overall activation energy for 2 ~ 1 re­
arrangement gave 39.8 and 39.2 kcallmole (718 and 729 nm) for two 
different processes [40]. This is slightly lower than the first ab­
sorption detected at 542 nm, although the electronic band could tail 
to the red. Finally, the ! ~ ~ isomerization documented here by op­
tical spectroscopy provides support for the conclusion from gas­
phase experiments [27, 32, 33] that 1 and 2 are in equilibrium at 
relatively low internal energies. -

Benzyl and Tropylium Cations 

Many investigators have been concerned with the structures of 
gas-phase C7H7+ ions produced from different aromatic compounds [19, 
41]. It has been shown by a number of workers that the C7H7+ ion 
population contains reactive and unreactive fractions and that the 
two populations probably have different structures [25, 32, 33, 42, 
43] which have been identified as the benzyl 3 and tropylium 4 cat-
tions, respectively [42, 33]. - -

The first spectroscopic studies of C7H7+ ions identified 4 in 
concentrated H2S04 by strong absorptions at 274 and 217 nm [44:46]. 
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Although several methyl-substituted derivatives of ~ have been ob­
served in super acid solutions [47], 3 itself is sufficiently reac­
tive to require pulse radiolysis and~submicrosecond observation of 
a 363 nm absorption in dichloroethane solution [48]. The following 
matrix photo ionization study of benzyl bromide provides ultraviolet 
absorption spectra and information on the photochemical rearrange­
ment of ~ and ~. 

Using a new technique, neat benzyl bromide vapor was condensed 
with argon from the 3-mm orifice discharge tube in 12 experiments 
[49] . Codeposition of equilibrium benzyl bromide vapor for 1 h 
with undischarged argon entering the tube at about 125 m torr pres­
sure produced only a precursor absorption at 220-230 nm (A = 0.15) 
as a shoulder on the steeply rising sample background. This pro­
cedure was continued for 1 more h with the same flow rates and the 
argon was energized by a microwave discharge. A strong, broad, sym­
metrical band was observed beginning at 430 nm with a maximum and 
band center at 353 nm (A = 0.60) and a minimum at 300 nm on a back­
ground with little slope (increase 0.15 absorbance units from 430 
to 300 nm). A weak shoulder was detected at 263 nm (A = 0.06) on 
the side of the 225 nm (A = 0.25) precursor absorption. The sample 
was photo1ysed with unfiltered mercury arc radiation and the 353 nm 
absorption was reduced (to A = 0.17) and the 263 nm absorption was 
destroyed. The next experiment codeposited benzyl bromide vapor 
neat with argon from a full rich discharge for 2 h; the 353 nm band 
appeared with increased intensity (A = 0.55) and the 263 nm (A = 
0.10) shoulder was observed on the 225 nm precursor absorption super­
posed on' the steeply rising ultraviolet sample background. Pyrex 
filtered mercury arc photolysis (290 nm short wavelength limit) for 
30 min reduced the 353 nm band (to A = 0.10) and increased the 263 
nm absorption (to A = 0.20). 

Another experiment employed an argon inlet pressure of 140 m 
torr, and the spectrum after codeposition of benzyl bromide vapor 
with discharged argon for 1 h is illustrated in Fig. 5a; the product 
bands were 353 nm (band center, A = 0.36) and 263 nm (A = 0.24). 
Photolysis with 380 nm cut-off radiation for 10 min markedly re­
duced the 353 nm band (to A = 0.10) and produced a new maximum at 
325 nm (A = 0.10), and increased the 263 nm band (to A = 0.33), 
Fig. 5b. Irradiation through the 340-600 band pass filter for 10 
min further reduced the 353 and 325 nm bands (to A = 0.02) and in­
creased the 263 nm band (to A = 0.37), Fig. 5c. Exposure of this 
sample to 290 nm light for 10 min destroyed the 353 nm band, re­
duced the 325 nm absorption (to A = 0.01) and slightly reduced the 
263 nm absorption (to A = 0.35), Fig. 5d. A final full arc photo­
lysis for 20 min produced a new absorption centered at 353 nm (A = 
0.05), markedly reduced the 263 nm band (to A = 0.06), and destroyed 
the 325 nm band, Fig. 5e. 
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Fig. 5. Ultraviolet spectra of products formed upon 22 K codeposi­
tion of benzyl bromide vapor with argon from a microwave 
discharge. (a) Spectrum after 1 h codeposition with 140 m 
torr discharge, (b) spectrum after 380 nm cut-off photolysis 
for 10 min, (c) spectrum after 340-600 nm irradiation for 
10 min, (d) spectrum after 290 nm photolysis for 10 min; 
(e) spectrum after full arc photolysis for 10 min (lamp 
has no output at shorter wavelength than 220 nm). 
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The strong 353 nm absorption in solid argon is assigned to the 
benzyl cation, ~, based on agreement with the 363 nm band produced 
by pulse radiolysis of several benzyl compounds in 1,2-dich10ro­
ethane solution [48]. Typically, solution spectra are red shifted 
from argon matrix spectra which are in turn red shifted from gas 
phase spectra. A representative example is benzyl radical observed 
at 305.3 nm in the gas phase, 310.5 nm in solid argon at 22 K and 
318.2 nm in glassy matrices at 77 K [34, 50, 51]. Likewise, the 
263 nm band produced on photolysis of the 353 nm absorption is as­
signed to the tropylium cation, 4, owing to agreement with the 274 
nm absorption of tropy1ium sa1ts~in concentrated acid solutions; the 
stronger 217 nm absorption of ~ in acid solutions is probably dis­
placed to near 208 nm in solid argon where it is obscured by the 
benzyl bromide absorption and the steeply scattering background in 
this region. Considering the matrix shift observations for benzyl 
radical, it is reasonable to expect spectra of ~ to red shift from 
gas to solid argon to solution phases, particularly in the latter 
case of a cation in an aqueous acid medium. Since the ionization 
energies of benzyl radical (7.2 eV) [52] and tropy1 radical (6.2 
eV) [53] are relatively low compared to argon (15.8 eV), ~ and ~ do 
not interact significantly with the argon matrix, and the argon 
matrix spectra should be representative of the gas phase. Further 
evidence supporting these spectroscopic observations of ~ and ~ is 
found in their photochemical interconversion. 

The figure shows five general photochemical observations that 
are of interest here: (1) the 353 nm benzyl cation band decreases 
when the sample is irradiated within the absorption band beginning at 
420 nm (the longest wavelength used here), (2) brief photolysis with 420 
and 380 nm cut-off radiation produces a new species absorbing at 325 
nm, (3) photolysis with 340-600 nm and 290-1000 nm light reduces the 
benzyl cation band symmetrically and produces the 263 nm tropy1ium 
cation absorption, (4) photolysis with 220 nm radiation destroys ~ 
and regenerates a small yield of 3 without any 325 nm absorption, 
and (5) continued ultraviolet photolysis decreases both 3 and 4 ab­
sorptions owing to neutralization by electrons photodetached from 
bromide ion electron traps. These observations will be discussed 
in turn. 

(1) The postulated equilibrium between ~ and 4 at relatively 
low internal energies in the gas phase suggests a ready rearrange­
ment of 3 upon excitation. MINDO/3 calculations predict an activa­
tion energy of 33 kcal/mo1e [54] and experimental energy relation­
ships give approximately the same barrier [32] for the 3 + 4 iso­
merization, which is exceeded by absorption at 420 nm (68 kca1/mo1e). 
The least endothermic dissociation process, C7H7+ to CsHs+ and C2H2 , 

however, requires 95 kca1/mole (300 nm) [32]. The near ultraviolet 
electronic absorption of ~ provides ample internal energy for re­
arrangement, but insufficient energy for photodissociation. 
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(2) The interconversion between 3 and 4 may involve intermedi­
ate C,H,+ isomeric species with different structures. Calculations 
have predicted local minima for norcaradienyl cation and l-cyclo­
heptatrienyl cation (2 and ~O in Ref. 54) with activation energies 
of 18 and 23 kcal/mole for their formation [54]; these required 
energies are exceeded by the matrix photolysis. Furthermore, evi­
dence has been presented for norbornadienyl cation as a stable 
species in the gas phase [32] and in acid solutions [55], and photo­
lysis of 4 in solution has produced norbornadienyl cation with a 
mechanism~ suggested to involve a bicyclo[3.2.0]heptadienyl cation 
intermediate [56]. The 325 nm absorption formed on 380 nm photo­
lysis of 3 (Fig. 5b) is assigned to a C,H7+ structure different from 
~ and ~. The weak absorption revealed at 300 nm on 340 and 290 nm 
photolysis (Fig. 5c, d) may be due to a still different structure. 
Since norbornadienyl cation exhibits no absorption above the 330 nm 
cut-off of liquid S02 [55], it is unlikely that the 325 nm matrix 
absorption is due to norbornadienyl cation. More likely, the 325 
nm argon matrix absorption may be due to norcaradienyl cation ~, 
which can be readily formed upon photoexcitation of ~ in the matrix. 

(k+ H 

~ H 
H 

(3) Photolysis with 290-1000 nm radiation gives essentially 
complete destruction of absorption in the 300 nm region, which re­
sults in a maximum yield of the 263 nm absorption due to 4. The 
3 + 4 rearrangement is complete insofar as the competitive photo­
neutralization process will allow. 

(4) The full mercury arc provides photon energies up to about 
125 kcal/mole which clearly exceed the 95 kcal/mole activation en­
ergy [32] for dissociation of i to C,H,+. Nevertheless, a small 
amount of J is reformed from ~ although dissociation clearly domin­
ates (Fig. 5d). The rearrangement process can be cycled back and 
forth [49], but both absorptions are reduced in the process owing 
to the favorably competitive dissociation pathway. The role of the 
matrix in quenching internal energy makes it possible for some ~ + ~ 
rearrangement to be observed. This photochemical isomerization of 
4 + 3 in solid argon is analogous to the previous matrix observation 
of the photo isomerization of cycloheptatriene cation to toluene 
cation. 

(5) The final point in these photolysis studies is that when 
the 369 nm photodetachment threshold [57] of the bromide ion elec­
tron trap is exceeded, photoneutralization of all isolated cations 
will proceed. Experiments with CF,+ and Br- have shown that this is 
a relatively slow process (approximately 30% reduction in 125 min) 
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[58J, hence the dominant mechanism for the 10 min 220-1000 nm photo­
lysis studies is ion photodissociation. 

Recent photodissociation studies have been performed on gaseous 
C, H,+ ions in an ICR trap [59]. Although the method of preparing 
these C, H,+ ions suggested the J structure, based on reactivity in 
earlier studies [33], the broad PDS band peak at 290 ± 10 nm is not 
compatible with the pulse radio1ysis observation of J at 363 nm in 
solution or the present 353 nm argon matrix absorption. The PDS is 
not compatible with 4 since the gaseous spectrum of 4 is expected to 
the blue of the acid~solution (and solid argon) observations. It is 
suggested that the ions in the ICR cell possess sufficient internal 
energy upon formation to undergo rearrangements and that the gaseous 
ion population contains C, H,+ ions with a different structure than J. 
Ha10benzene and Haloto1uene Cations 

The ha10benzene and halo toluene cations have been studied ex­
tensively by PES, PDS, and mass spectrometric methods [60-63]. Ma­
trix investigations were performed for comparison to the PDS results. 

The maximum at 505 nm in bromo benzene matrix experiments is 
slightly red-shifted from the 2.50 ± 0.05 eV (490 ± 10 nm) gas-phase 
PDS maximum; the matrix band position and its photodissociation with 
500 nm radiation support assignment of the 505 nm absorption to 
bromobenzene cation [64]. The 470 nm maximum in similar ch1oro­
benzene studies is also slightly red shifted from the 2.70 eV (459 
nm) PDS maximum, and it photolyses substantially with 420 nm radia­
tion, which suggest assignment to the chlorobenzene cation [64]. 
The 430 nm absorption in f1uorobenzene experiments is just lower in 
energy than the 2.95 eV (420 nm) difference between the onset of 
ionization and the Franck-Condon maximum in the PES of fluorobenzene 
[3] and the weak absorption reported near 427 nm in neon matrix pho­
to ionization experiments [65J. It is noteworthy that the 430 nm 
argon matrix band, assigned to fluorobenzene cation, decreased about 
10% on 380 nm photolysis and was essentially destroyed by full arc 
photolysis. 

Two-photon dissociation of the heavy halo benzene cations with 
visible light has been documented in the gas phase [60]. This pro­
cess involves absorption by the first photon into the excited state, 
followed by internal conversion to high vibrational levels of the 
ground electronic state and absorption of a second photon into dis­
sociation. In the present matrix experiments, bromobenzene cation 
was markedly reduced by 500 nm photolysis, which is below the 355 ± 5 
nm one-photon dissociation threshold for bromine atom elimination, 
and chlorobenzene cation was substantially reduced by 420 nm photo­
lysis, below the 310 ± 5 nm one-photon threshold for chlorine atom 
detachment [60]. This suggests that sequential two-photon processes 
can take place in a solid argon matrix when the oscillator strength 
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Fig. 6. Absorption spectra of fluorotoluene samples subjected to 
matrix photoionization during condensation. (a) Kr/p­
fluorotoluene, (b) Ar/para, (c) Ar/ortho, (d) Ar/meta. 
The dashed traces were recorded after visible photolysis. 
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of the transition is large enougb to produce absorption by chloro­
benzene and bromobenzene cations before most of their internal en­
ergy is removed by the matrix host. A similar two-photon dissocia­
tion of styrene cation will be described in the next section. Al­
though the matrix rapidly quenches internal energy from the absorb­
ing species, sequential two-photon processes are possible in a ma­
trix environment when the cross-section for initial photon absorp­
tion is particularly large. 

In contrast, the fluorobenzene cation was not significantly 
decreased upon 380 nm photolysis, though it was destroyed with 220 
nm radiation, which is above the one-photon threshold. This may be 
rationalized by the fact that the TI + nz charge-transfer transition 
in chlorobenzene and bromobenzene cations have very high oscillator 
strengths, but due to the small interaction of the fluorine lone 
pair electrons with the ring n electrons, the visible transition for 
fluorobenzene is n + TI, which has a lower oscillator strength. 

The optical spectra of fluorotoluenes subjected to matrix pho­
to ionization during condensation [66] are contrasted in Fig. 6. The 
p-fluorotoluene precursor gave a series of sharp absorptions at 
437.9, 431.5, and 423.5 nm, which were destroyed by 420 nm light, 
as indicated by the dashed trace in Fig. 6b. A 329.8 nm band was 
destroyed by full arc photolysis, whereas bands at 465.4, 308.0, 
303.5, and 296.2 nm were not affected by photolysis. The o-fluoro­
toluene experiment, Fig. 6c, revealed photosensitive bands at 429.5 
and 416.6 nm. A new 326.0 nm absorption was destroyed by 220 nm 
photolysis and new systems beginning at 459.1 and 311.7 nm were de­
creased by 20%. The m-fluorotoluene study gave lower product yields; 
a new weak 444 nm band was destroyed by 420 nm light, as shown in 
Fig. 6d. The new 318.4 nm feature was unaffected by 420 nm photo­
lysis which increased sharp bands at 464.2, 454.8, 310.5, and 307.8 
nm. Another p-fluorotoluene experiment was done in krypton using 
krypton discharge radiation, and the spectrum is illustrated in 
Fig. 6a. The product absorptions were red shifted 2-4 nm from their 
argon matrix counterparts, and the relative yields of the several 
product species were altered. The 441.8 nm band was reduced to 20% 
of its 437.9 nm argon matrix counterpart, whereas the 332.5 nm band 
was doubled and the 467, 310, 306, and 298 nm bands were increased 
four-fold. 

The photosensitive absorptions at 437.9, 429.5, and 444 nm in 
the fluorotoluene matrix studies are near PDS bands for fluoroto1u­
enes in the 420 ± 5 nm [61], and accordingly the matrix absorptions 
are assigned to the parent cations [66]. The weaker satellite bands 
in the p- and o-fluorotoluene studies are probably due to vibra­
tional structure. The visible and ultraviolet bands stable to pho­
tolysis are due to f1uorobenzy1 radicals [66]; the ultraviolet band 
photo1ysed by the full arc is likely due to a free radical formed 
upon H atom addition to the aromatic ring [67]. 
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Table 1. Absorption Band Positions (nm and em-I) and Vibrational 
Spacings (em-I) for Styrene, ~-Methy1 and ~-EthYl Styrene 
Cations in Solid Argona 

A (nm) v (cm~l) t:.(cm-1) t; (cm-1) t;(cm- 1) t; (cm-1 

styrene 608.5 16 434 0 0 
R=H 593.0 16 863 429 

569.0 17 575 0 1141 
556.0 17 986 411 

35.3.0 28 329 0 
339.0 29 499 1170 

ll-methy1 591.1 16 918 0 0 0 0 
R=CH 3 579.1 17 268 350 

565.8 17 647 756 
553.8 18 057 0 1139 
543.6 18 396 339 1478 
533.5 18 744 348 

373.6 26 767 0 
357.8 27 949 1182 
349.0 28 653 704 
337.2 29 656 1003 

ll-ethy1 594.2 16 829 0 0 
R=C2H5 582.8 17 159 330 

556.2 17 979 0 1150 
546.3 18 305 326 

376.6 26 553 0 
361.0 27 701 1148 
350.6 28 523 822 
337.9 29 595 1072 

B-methy1-d5 589 . 4 16 966 0 0 0 0 
R=CH 3 578.4 17 289 323 

564.0 17 730 764 
553.6 18 064 1098 
547.0 18 282 0 1316 
537.0 18 622 340 

372.9 26 817 0 
357.4 27 980 1163 
348.2 28 719 739 
337.0 29 674 955 

aAbsorption band positions are accurate to better than + 10 cm-1 in the red 

and + 25 cm- l in the ultraviolet. 
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Styrene Cations 

The spectroscopic properties of styrene and substituted styrene 
radical ions are of interest as conjugated aromatic cations. An ex­
tensive PDS study [68] on these ions provides a basis for detailed 
comparison with optical spectra and photochemistry of styrene ions 
in solid argon. 

Figure 7 compares the matrix absorption spectra of (a) styrene, 
(b) 1-phenyl-l-propene, and (c) l-phenyl-l-butene and shows simi­
larity in the electronic structure of the absorbing species [69]. 
The dashed traces, recorded after visible photolyses, demonstrate 
that the red and near ultraviolet absorption systems are due to the 
same species since the two absorptions decrease in concert upon ir­
radiation into the red absorption. It can also be seen that ~­
methyl styrene cation is the most photolytically stable of the sty­
rene cations studied here. The l-phenyl-d,-l-propene cation was 
also prepared and the observed absorptions are given in Table 1. 

Styrene cation exhibits a 630 nm absorption with a 590 nm 
shoulder and a 340 nm absorption in s-butyl chloride glass [70]. 
Owing to the 518 nm threshold for one-photon dissociation to C6H6+ 
and C2H2 , the PDS shows only a 330 nm peak with a 315 nm shoulder 
although some presumably two-photon dissociation was observed at 
579 nm [68]. The PES for styrene exhibits three sharp bands for n 
ionizations before the broad cr orbital ionization [68, 71]; the ex­
citation energy between the first onset and the third vertical ion­
ization energies, 2.13 eV, suggests a red absorption near 582 nm. 
The matrix spectrum reveals two ultraviolet bands at 353 and 339 nm 
and a structured red band system beginning at 608.5 nm, which are 
given in Table 1. 

The PDS for l-phenyl-l-propene cation exhibits peaks at 354 
and 579 nm with full-widths at half-maximum of about 3500 and 2000 
cm- 1 , respectively. The origins of the matrix absorptions at 373.6 
and 591.1 nm are displaced 1464 and 343 cm- 1 ; however, the matrix 
bandwidths are less than 600 and 300 cm- 1 , respectively, and vibra­
tional structure, listed in Table 1, is clearly resolved. The PDS of 
l-phenyl-l-butene is indistinguishable from the PDS of l-phenyl-l­
propene; however, Fig. 7 reveals resolvable differences in the ma­
trix band positions, although the data in Table 1 show that the vi­
brational intervals are almost identical. As discussed in a pre­
vious section for toluene cation, the argon matrix bands are sub­
stantially sharper than the PDS bands. In the case of ~-methy1 sty­
rene cation, the matrix bands are a factor of 6 sharper. This dif­
ference is again attributed to the quenching of internal energy by 
the matrix. The PES for styrene and ~-methyl styrene [68] predict 
red absorptions at 2.13 ± 0.02 and 2.20 ± 0.02 eV (582 ± 5 and 
563 ± 5 nm), respectively, in the gas phase. The approximately 800 
cm- 1 differences between PES band differences and matrix observa­
tions can be attributed to matrix solvent shifts. 
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Fig. 8. Molecular orbital energy diagram for benzene, styrene, and 
ethylene showing the red and ultraviolet TI + TI transitions. 

Assignments for the optical bands of styrene cation have been 
given by Fu and Dunbar [68] according to the orbital energy diagram 
in Fig. 8. The red transition moves an olefin TI electron into the 
ring TI hole and can be described as TI(ring) + TI(olefin). The ultra­
violet absorption is analogous to the 2A2u + 2E1g transition on 
benzene cation, but it is slightly blue shifted owing to interac­
tion between the olefin and ring TI systems; this transition is 
designated TI(ring) + TI(ring). 

In two styrene cation experiments, the sample was first photo­
lysed for 30 m through a Corning 2-63 glass filter (cuts off at 
about 560 nm, 1% transmitting at 585 nm, and 70% transmitting at 
608 nm), both band systems were decreased by 15% in each experiment. 
Since this dissociating radiation is clearly below the 518 nm one­
photon threshold [68], it seems possible that styrene ion dissocia­
tion in this region involves a sequential two-photon dissociation 
process. The alternative explanation of photoneutralization re­
quires an electron trap that can undergo absorption and photode­
tachment with 580 nm radiation. Although a very weak C2- band [5] 
was detected at 520.7 nm in these experiments, vibrationally quenched 
C2- cannot be photodetached with the long wavelength radiation em­
ployed here [71]. 

In spite of the rapid quenching of internal energy by the ma­
trix, this TI (ring) + TI (olefin) "charge-transfer" transition is suf­
ficiently strong for the molecular ion to absorb a second photon be-
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fore the matrix quenches all of the internal energy provided by the 
first photon. Although two-photon dissociation of styrene cation 
in solid argon was observed, photodissociation by one photon in the 
ultraviolet absorption bands was substantially more efficient, as 
shown by an 85% reduction in both styrene cation absorptions after 
290-1000 nm photolysis. 

Perhaps the most interesting aspect of the matrix work on sty­
rene cations is the vibrational structure. Examination of Table 1 
reveals two vibrational modes, one near 1150 cm- 1 and one in the 
330-420 cm- l range, which are active in the vibronic absorption 
bands of the three phenyl alkene cations reported here. Aromatic 
in-plane C-H bending modes are found at 1178 cm- 1 for benzene and 
1180 cm- 1 for styrene; in addition, styrene exhibits a polarized 
Raman band at 1203 cm- l , and phenyl acetylene has a similar band at 
1192 cm- 1 , which are due to ¢-C stretching vibrations [72, 73, 74]. 
The small deuterium shift for the latter mode points to assignment 
of the 1139-1182 cm- 1 intervals to ¢-C stretching vibrations as well. 
This mode should be active in both electronic transitions since con­
jugation between the two n systems will be different for each elec­
tronic state. The lower frequency mode observed twice in each red 
absorption showed a decrease from about 420 cm- 1 for styrene cation 
to 350 cm- 1 for a-methyl styrene cation and 330 cm- 1 for a-ethyl 
styrene cation. The observation of such a pronounced substituent 
effect indicates that this mode involves a skeletal bending vibra­
tion of the alkene group. Styrene itself exhibits a bending mode at 
440 cm- 1 [73]. It is reasonable to expect ¢-C=C bending vibrations 
to be active in the n(ring) + n(olefin) transition, since an elec­
tron from the olefin n bond is promoted to the hole on the aromatic 
ring, and the ¢-C=C skeletal angle may change due to reorganization 
of the conjugation between the two n systems. 

1-Phenj1-1-propyne Cation 

Absorption spectra of phenyl alkyne cations were investigated 
as an extension of the foregoing studies on phenyl a1kenes. The 
spectrum of 1-phenyl-1-propyne cation in solid argon is of special 
interest for the sharp vibrational fine structure, illustrated in 
Fig. 9a [75]; the strong 586 nm absorption was 125 cm- 1 wide at 
half-maximum. Photolysis with the Corning 2-63 filter for 30 m, 
which transmits 1% in the strong 586 nm peak, reduced all product 
absorptions (except 348 nm) by 10%, irradiation with 500-1000 nm 
light reduced the bands by 50% (except 348 nm), and a 290-1000 nm 
photolysis reduced the product bands by 70% and destroyed the 348 
nm feature. Clearly the product bands listed in Table 2 belong to 
a common photosensitive species and the 348 nm band is due to a dif­
ferent absorber. 

Similar experiments performed with phenyl acetylene gave a 
structured red absorption beginning at 577.5 nm as listed in Table 2, 
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Table 2. Absorption Band Positions (nm and cm- 1 ) and Vibrational 
Spacings (cm- 1 ) for Phenyl Acetylene and l-Phenyl-l-
propyne Cations in Solid Argon 

~ (nm) -Ylcm- 1 ) A (cm-1 ) A(cm-1 ) A (cm- 1) 

pheny1- 577.5 17 316 0 0 0 
acetylene a 563.3 17 753 437 

547.2 18 275 959 
542.4 18 437 0 0 1121 
529.9 18 871 434 
516.0 19 380 943 

329 30 395 

l;:~~~~~~~eb 585.9 17 068 0 0 0 
573.0 17 452 384 
560.7 17 835 383 
554.6 18 031 963 
547.7 18 258 0 1190 
536.5 18 639 381 
525.8 19 019 380 
514.6 19 433 1175 

335.7 29 789 0 0 0 
328.6 30 432 643 
325.7 30 703 914 
321.8 31 075 643 
318.9 31 358 1569 

aAbsorption band positions are accurate to better than + 20 cm- 1 • 

bRed absorption band positions are accurate to + 5 cm-1 and ultraviolet 

band positions accurate to + 10 cm- 1 . 

with bandwidths a factor of two larger than the propyne derivative; 
no absorption was observed near 800 nm. As in the case of the sty­
rene species, the ultraviolet band was less pronounced for the un­
substituted phenyl a1kyne, and only a weak photosensitive 329 nm 
absorption was observed [75]. 

The PES of phenyl acetylene contains four sharp bands due to 
n orbital ionizations before onset of the broad cr orbital ioniza­
tions [76, 77]. The strong red matrix band at 577.5 nm is in ex­
cellent agreement with the 2.19 ± 0.02 eV (average from two reports) 
[76, 77] difference between the first and fourth ionization energies 
which predicts absorption at 566 ± 5 nm. Observation of an in­
tense absorption for this transition of the ion supports an out­
of-plane acety1enic n orbital assignment since the n(ring) + n(a1-
kyne) "charge-transfer" transition is expected to be very strong as 
found for the styrenes. No absorption appears at 1.50 eV (800 nm) 
in the matrix spectrum; the 10.38 eV ionization from an orbital 
identified as n(C=C) probably involves the in-plane acety1enic n 
orbital. The phenyl acetylene cation is, therefore, like ch1oro­
benzene cation [36, 60], in that two chlorine lone pair ionizations 
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were observed in the PES (in-plane 3p and out-of-plane 3p); however, 
only the out-of-plane lone pair can undergo an allowed optical transi­
tion with the ring n system. 

The vibrational structure found in the phenyl alkyne cations is 
similar to that found in the phenyl alkene cations. The intervals 
in the mid-llOO cm- 1 region are probably due to the ~-C bond stretch­
ing modes; this vibration has been observed at 1192 cm- 1 for the 
phenyl acetylene molecule. The mid-900 cm- 1 interval is suggestive 
of aromatic ring breathing modes, observed at 992 cm- 1 for benzene 
[72] and 998 cm- 1 for phenyl acetylene [74]. The approximately 435 
cm- 1 spacing for phenyl ethyne cation decreases to 384 cm- 1 for 
phenyl propyne cation, again demonstrating a substituent effect. 
This interval, active in the red n(ring) +n(alkyne) transition, is 
assigned to the out-of-plane ~-C=C bending mode. 

The ultraviolet absorption for l-phenyl-1-propyne cation is 
assigned to the n(ring) + n(ring) transition involving the aromatic 
ring analogous to the 2A2u + 2Elg transition of benzene cation. It 
is immediately recognized that the 643 cm- 1 vibrational interval is 
near the Jahn-Te1ler active [72] v18(e2g) mode of benzene, 606 cm- 1, 
and PES measurements of 685, 670, and 610 cm- 1 for this mode of 
benzene cation [78-80]. The 1569 cm-~ spacing is also near v16(e2g) 
for benzene at 1585 cm- 1• The 914 cm 1 interval is slightly lower 
than the 963 cm- 1 value ascribed to the aromatic ring-breathing mode 
for the upper state in the n(ring) + n(alkyne) transition; it is 
reasonable for the ring breathing mode to be lower in a state with 
a hole in the strongly bonding ring n orbital than in a state with 
the hole primarily in an acetylenic n orbital. Finally, the vibra­
tional fine structure in the n(ring) + n(ring) transition for 1-
phenyl-1-propyne cation is a plausible model for the 2A2U + 2E1g 
transition of benzene cation. 

Biphenyl Cation 

The biphenyl cation is a unique substituted benzene cation. 
Of particular interest is the extent of n conjugation with varia­
tion of the dihedral angle in the neutral molecule, which is 40-45° 
in the gas phase [81], coplanar in the crystal [82], and interme­
diate in solid argon [83]. The biphenyl cation has been observed 
at 380 and 690 nm by pulse radiolysis in solution [84] and at 390 
and 700 nm following y-radiolysis in hydrocarbn glasses [70]. Pho­
toelectron spectra of biphenyl have been observed and assigned to 
n-orbital ionizations [81, 85]; the first band in the PES is rather 
broad, indicating some change in geometry between the ground states 
of the positive ion and neutral molecule. 

The argon matrix spectra for samples of C12H10 and C12D10 sub­
jected to argon resonance photoionization during condensation [86] 
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are contrasted in Fig. 10. The strong sharp 382.8 nm and the broad 
669 nm absorptions are in excellent agreement with the solution and 
glass spectra. The 96 and 54 cm-1 blue shifts of the most intense 
features on deuteration are in accord with the 113 cm-1 blue shift 
in the 33 876 cm- 1 allowed transition for the crystalline molecule 
[87]. 

Comparison between the matrix absorption band origin positions 
at 382.8 and 669 nm for C12H10+ and the PES is limited by selection 
of the zero point energy position on the PES to represent the 
quenched ground state ion in solid argon. The first PES band peaks 
at 8.32 eV and has a width of about 4000 cm-1; and 8.00 ± 0.05 onset 
[81, 85] was selected for this band. Since the matrix absorptions 
are band origins, onsets of 9.75 ± 0.05 and 10.95 ± 0.05 eV were 
selected from PES spectra for thensand n2 bands, respectively. The 
differences between these estimated adiabatic ionization energies 
predict absorption bands at 708 ± 40 and 420 ± 14 nm for C12H10+. 
The general agreement between PES and matrix absorption supports 
assignment of the absorption bands to the n6 + ns and n6 + n2 elec­
tronic transitions, respectively. The blue shifts from PES to solid 
argon of about 800 cm- 1 for the former and 2300 cm-1 for the latter 
are indicative of geometry changes among the several states of the 
ion and the ground state of the molecule, presumably involving the 
dihedral angle, since small red matrix shifts are normally observed. 
The broad 669 nm matrix absorption suggests some change in the di­
hedral angle between the ground state of the ion and the excited 
state while the sharp 382.8 nm absorption infers similar structures 
for the two states of the ion involved in this transition. 

The two absorptions and the associated structure belong to the 
same species as demons.trated by their concerted behavior on photo­
lysis and sample warming. Exposure to 520-1000 nm radiation for 
30 m reduced all bands by 15%, irradiation by 380-1000 nm light de­
creased the absorptions by 20%, 290 nm cut-off light reduced all 
bands by 35%, and full arc radiation (220-1000 nm) reduced the bands 
another 10%. Thermal cycling a similar sample from 20 to 40 to 20 K 
reduced all of the product bands about 30% . 

The sharp, strong 382.8 nm band is probably the 0-0 band of the 
n6 + n2 transition. Vibrational intervals noted in the figure can 
be assigned to symmetric vibrational modes of the biphenyl cation. 
The first interval, 715 cm- 1, in the C12HlO+ spectrum corresponds to 
a 739 cm- 1 symmetric mode for the molecule observed in the Raman 
spectrum [88]; the shift to 677 cm- l for C12D10+ is compatible with 
the Raman spectrum of C12D10 • The second interval for C12H10+, 977 
cm-1, is in reasonable agreement with the very strong 1002 cm- 1 
Raman band for CI2HlO ' and this interval for CI2DlO+, 918 cm-1, ex­
hibits a slightly larger deuterium shift than the very strong 965 
cm- l Raman band for C12D10 • The weaker third interval at 1410 cm- 1 
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is probably due to 2 x 715 cm- l = 1430 cm-1 with the discrepancy 
due to anharmonicity. 
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The peak 1771 cm- l higher energy than the strong origin does 
not appear to fit a symmetric fundamental of C1aR1o • Furthermore, 
this interval increases to 1785 cm- l on deuteration; in fact the 
absolute band position blue shifts 110 cm- l • This suggests that 
the 358.5 nm band is the origin of another electronic transition. 
A splitting of 747 cm- l has been reported between the lBau and lBsg 
excited states of biphenyl in crystals owing to inter-ring reson­
ance interaction [87]. The vibrational intervals of 751 and 983 
cm- l built on this new origin are reminescent of the first two inter­
vals described above. 

The broad 669.4 nm band is assigned as the origin of the 
TI6 + TIs transition. The 305 cm- 1 interval corresponds to the 330 
cm- 1 Raman band of Cl2RlO and the 1216 cm- l and 1481 cm- l spacings 
are near the very strong 1276 cm- l and medium 1513 cm- 1 Raman bands 
[88J. In the C12D10+ spectrum, the origin is blue shifted to 667 
nm and the first interval is observed at about 298 cm- l and another 
interval is found at 1374 cm- 1 , which are compatible with Raman 
shifts for the deuterated molecule [88]. 

Conclusions 

Optical spectra of molecular ions in solid argon provide use­
ful comparisons with PES and PDS of gaseous ions and with electronic 
spectra of ions in glassy matrices. The examples discussed here, 
with ionization energies in the 6-12 eV range, show small interac­
tion with the argon matrix. In general the argon matrix absorption 
falls intermediate between the gaseous PDS and glassy matrix values; 
argon matrix shifts of 0.02 to 0.1 eV to lower energy have been ob­
served in most cases. The fact that argon matrix absorptions are 
sharper than PDS and glassy matrix bands makes it possible to ob­
serve and assign vibrational structure. 

The solid argon matrix is an effective trap for particularly 
facile molecular ions like CC1 4+, which, if vibrationally relaxed, 
may be stabilized in a geometry different from the neutral molecule. 

A particular advantage of the solid argon medium is rapid 
quenching of internal energy from the ion after its formation, which 
gives substantially sharper bands than observed by PDS methods. Vi­
brational quenching by the matrix is also responsible for changes in 
photophysical dynamics. Fast relaxation in the excited state re­
sults in a reduced internal conversion rate and a reduced dissocia­
tion rate which allows rearrangement processes to compete favorably 
with photodissociation. 
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APPLICATION OF DATA FROM PHOTOELECTRON SPECTROSCOPY 

TO OPTICAL SPECTROSCOPIC STUDIES OF GASEOUS CATIONS 

J. M. Dyke, N. Jonathan, and A. Morris 

Chemistry Department 
University of Southampton 
Southampton 
Uni ted Kingdom 

It is now generally accepted that vacuum ultraviolet photo­
electron spectroscopy (p.e.s.) can provide valuable information con­
cerning the electronic and geometric structures of molecular cations. 
In the case of simple species this information can be quite detailed 
and in many cases may be of considerable assistance to workers in 
other fields. 

The fields where this information is perhaps most appreciated 
are those of theoretical chemistry and optical spectroscopy. 

In the former, the ability to characterize a number of cationic 
states with relative energies known to an accuracy of perhaps 0.01 
eV has proved a great simulus both towards more accurate calculations 
using ab initio methods beyond the Hartree-Fock limit and refinement 
of techniques such as the multiple scattering Xa method. 

The application of p.e.s. data to optical spectroscopy is per­
haps more detailed. At the simplest level, photoelectron spectros­
copy pinpoints the spectral region where allowed optical transitions 
should be observed. This of course presupposes that the ionic 
states have been correctly identified by p.e.s. In the case of 
simple molecules the degree of sophistication achieved in molecular 
orbital calculations is such that identification is normally unam­
biguous. Optical spectroscopists can also identify experimental 
spectral by observation of vibrational spacings and other structure 
which should correspond to that seen in p.e.s. Furthermore the 
higher accuracy of optical spectroscopy should enable the usual lim­
its of vibrational frequencies obtained in p.e.s. (at least ±30 cm- l ) 
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to be refined. It has now become generally accepted that in spite 
of this lack of resolution in p.e.s., the equilibrium bond lengths 
of diatomic cations can usually be determined to an accuracy of 
±O.Ol!. By assuming Morse potential functions for both the neutral 
molecule and cation, using the well-established spectroscopic param­
eters of the former and the vibrational frequency obtained from p.e.s . 
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for the latter, the photoelectron spectrum can be predicted for a 
given equilibrium bond length of the cation. Comparison of the 
computed envelopes at various ionic equilibrium bond lengths with 
the observed spectral band then leads to an estimate of the true 
equilibrium bond length. The only serious approximation made in 
this method is the assumption that the electronic transition moment 
is constant over the observed band. Accuracies quoted above have 
been achieved for some states of CS+, P2+, P~, SiO+ where inde­
pendent optical measurements are available [1-8]. 

It is less well appreciated that not only the position but also 
the form, of the individual band intensities in optical spectra can 
be predicted from p.e.s. data. This is a logical development of the 
determination of equilibrium bond lengths and the potential energy 
curves for two ionic states between which an allowed optical transi­
tion may occur. At the simplest level one can therefore predict not 
only the separation of the zeroth vibrational levels of the two 
states (the 0 ++ 0 transition) but also the region where the strong­
est vibrational transition should occur. The obvious extension of 
this is to predict the entire vibronic band envelope for a molecular 
ion emission or absorption. The assumptions that must be made are 
the same as before with again that of invariant electronic transi­
tion moment over the band being the most serious. It is also as­
sumed that processes ~uch as predissociation do not occur in the 
higher parts of the potential energy curves that are not observed 
directly in the photoelectron spectrum. Since most optical spectra 
of molecular ions (which may be vibrational1y excited) are observed 
in emission, it will in general be necessary to consider transitions 
from a reasonable number of vibrational states in the upper elec­
tronic state of the ion. 

We have adopted the above approach for a number of diatomic 
cations for which reliable photoelectron data are available. For 
example, from the electronic states seen in the photoelectron spectrum 
of S2, two electronic transitions are electric dipole allowed, i.e., 
the b4Eg- ++ a4ITu and the A2ITu ++ X2ITg transitions. The separation 
of the zeroth vibrational levels for these transitions is predicted 
as (1.67 ± 0.02) eVand (2.73 ± 0.02) eV respectively, where the 
latter value refers to a mean of the spin-orbit components in the 
X2ITg(r) state. Also, Franck-Condon factors have been computed in 
eacn case for vibrational transitions between nine levels in both 
the upper and lower state. The b4Eg- ++ a4ITu band system has not 
been observed experimentally but comparison of the relative in­
tensities of vibrational components observed experimentally for the 
A2ITu ++ X2ITg transition with those computed from p.e.s. data (Fig. 1) 
[10] shows good agreement. For S2+, the spectroscopic parameters 
derived from optical data are, as expected, more precise than those 

+ 2 - 1 obtained by p.e.s., e.g., for S2 X IT ,w = (790 ± 30) cm- from 
p.e.s. [9] whereas the optical value ~s (~07 ± 3) cm- 1 • Similarly 
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the separation of the zeroth vibrational levels for the S2+ A2rru ++ 
x2rrg, transition was determined as (22,260 ± 160) cm- 1 , whereas the 
optical value is (22,452 ± 3) cm- 1 

Predictions of this type from photoelectron data should lead to 
the identification of spectral regions where molecular cationic emis­
sions should occur. Experimental identification and analysis of 
these optical emission spectra should then lead to improved spec­
troscopic constants for the cationic state involved. 
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I. Introduction 

The concepts of bonding and antibonding orbitals [1, 2, 3] have 
played an important role in the qualitative understanding of molecu­
lar electronic spectra. This characterization of orbitals was 
thought to be reserved for valence electron spectra in the UV of 
optical energy regions, whereas the core orbitals were attributed to 
a strictly non-bonding function in the formation of the molecule due 
to their negligible overlap with orbitals of neighboring atoms. 
This view was also believed to find support in early theoretical in­
vestigations indicating only a minor dependence of the core orbital 
functions on different nuclear configurations. 

The improvement in electron and photon spectroscopic techniques 
significantly increased the prospects for accurate measurements for 
core hole state energy levels, their chemical shifts, associate 
satellite structure, and even their intrinsic band shapes [4]. In 
particular, the introduction of x-ray monochromatization in high 
energy x-ray excitation sources in photoelectron spectroscopy [5, 
6] laid the experimental fundament for band shape analyses in core 
electron spectra, and even the first studies in this field revealed 
asymmetric structures of the bands [8, 9]. Simultaneous instrumen­
tal improvement in molecular x-ray studies [10-13], viz., high power 
excitation and high dispersive gratings, rendered the possibility to 
study fine structure in the emission bands. Such fine structure 
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was apparent even for tra~sitions pertaining to non-bonding valence 
electrons. These observations indicated contrary to the earlier 
assumption that there are substantial differences in potential en­
ergy surfaces (referred in this work as potential-energy curves 
(PECs» between core ionized species and the ground states of the 
neutral molecules and this in turn has stimulated ab initio com­
putational investigations for the purpose of explaining the ob­
served features. Such investigations have turned out to be rele­
vant for other types of molecular core electronic experiments, viz., 
electron energy loss, Auger and autoionization spectroscopy. The 
first studies of systems related to one-dimensional motions have 
been extended to polyatomic species and different aspects such as 
the role of relaxation, exchange interaction and localization on 
bond length changes and band formation, rationalizations in reson­
ance valence band structures, lifetime vibrational interference 
effects, have been studied. In this article we would like to re­
view both theoretical and experimental work in this field starting 
from the first investigations, and ending up with the present state 
of art. 

II. Methods for Vibrational Analysis 

Investigations of vibrational intensities in symmetry allowed 
electronic transitions goes back to solving the Franck-Condon (FC) 
overlap integral [14]: 

(1) 

where 'I'''(m) and 'I"(n) are the vibrational wavefunctions of the two 
states interconnected by the electronic transition. Implicit as­
sumptions of Born-Oppenheimer separability of nuclear and electronic 
motion and of constancy of the electronic transition moment (crude 
adiabatic approximation) has then been undertaken. The symmetry 
forbidden electronic transitions acquire intensity from a vibronic 
(vibrational-electronic) coupling mechanism. The intensity dis­
tribution is then governed by the Herzberg-Teller integrals [15], 
which constitute matrix elements of the electronic states over one 
or more normal coordinates. Here we will confine ourselves to the 
more commonly treated symmetry allowed electronic transitions. For 
diatomic molecules several methods have been developed for evalua­
tion of the FC integrals using more or less accurate potential en­
ergy functions. Reviews of these methods are found in refs. 16 and 
17. In the harmonic oscillator (HO) approximation the recurrence 
relations for FC factors given by Ansbacher [18] have been commonly 
used. The information used in these relations is confined to sepa­
rately optimized equilibrium geometries and harmonic frequencies 
for both ground and ionized states. However, the chief character­
istics of the vibrational band profiles emerge if one only considers 
the difference in bond distances and ignores the change in fre-
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quency [19]. With this assumption Smith [20] has shown that the 
Fe factors from the ground state zeroth vibrational level are given 
by: 

F(O, n) 

with 

a = 

an 
= n! exp(-a) (2) 

(3) 

D denotes the separation of the origins of the ground and ionized 
~tate normal coordinates. w = 2~ v, where v is the harmonic fre­
quency (h is Planck's constant). 

For a molecule possessing M totally symmetric modes the Fe 
factors for the combination bands will then be: 

F(O, n1 ••• ~) M M asns 
exp (- r as) ~ , 

s=l s=l ns' 
(4) 

In what follows we will demonstrate how the coupling constants 
as and thereby the Fe-factors can be obtained from the gradients of 
the hole state energy with respect to the symmetry coordinates 
evaluated at the equilibrium geometry of the ground state. 

It is convenient to work with dimensionless normal coordinates 
(q) which are obtained from the conventional normal coordinates (Q) 

by multiplying them by (~)1/2(~ = 2~' q = (~)1/2Q). Using atomic 

units the hole state potential energy is then expressed within the 
HO approximation as 

1 
E = 2' S'+ ~ S' (5) 

where S' is the M dimensional column vector of dimensionless normal 
coordinates of the ionized molecule, w is the diagonal matrix of 
vibrational frequencies. The transformation between symmetry co­
ordinates S and the normal coordinates S is given by : 

We define a vector R whose components are the changes in 
equilibrium positions of-the ground and ionized states 

R = S" - S' 

(6) 

(7) 
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The force and kinematic matrices of ~he ionized state are put 
equal to the corresponding matrices of the ground state. This 
implies: 

w" = w' = w (8) 

and 

L" = L' = L (9) 

The normal coordinates for the ground and ionized states are 
then parallel and related according to 

s" == S' + .£. (10) 

where 
d = W1 / 2 L- 1 R (11) 

If we express the hole state energy expression, (5), in terms of 
the ground state normal coordinates and evaluate the gradient at the 
ground state equilibrium geometry we obtain: 

(12) 

A useful quantity is the so-called first order coupling con­
stants KS' which is defined as: 

= 2- 1 / 2 (~) KS Clq" 
S 0 

Combining (12) and (13) in matrix representation yields 

£ = 2- 1 / 2 ~.£. 

(13) 

(14) 

We define a matrix a, the diagonal elements of which are given 
by the coupling constants as in Eq. (3) and (4): 

(15) 

where 

(16) 

Substituting (14) into (15) then gives: 

(17a) 
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or in component form: 

(17b) 

It is practical to express the first order coupling constants 
in terms of the energy gradients of the symmetry coordinates evalu-

ated at the ground state equilibrium geometry (;~£)o . From rela­

tion (13) and from the transformations between the symmetry coor­
dinates and the dimensionless normal coordinates (6) one obtains: 

(18) 

Relations (17) and (18) give the recipe for calculating the 
coupling parameters as in terms of the hole state energy gradients 
evaluated at the ground state equilibrium, and from these one can 
readily obtain the FC factors using expression (4). Note, that 
relations (1)-(18) correspond to those derived by Cederbaum and 
Domcke using Greens functions [31]. Thus in this formalism we do 
not need information on the force field of the excited state. The 
ground state parameters (L, w, and Qo) can often be taken from experiment, 
otherwise they should be- calculated at the same level of approxima­
tion as for the calculation of excited state energies. 

Using the first order coupling constants KS one can obtain a 
prediction of the excited state equilibrium geometry relative to 
that of the ground state. Combining (11) and (14) one obtains: 

(19) 

In a more general treatment of vibrational intensities in poly­
atomic electronic transitions one must not only account for shifts 
in origin of the normal coordinates and for shifts in their fre­
quencies, but also for the fact that the normal coordinates of the 
final state generally are rotated with respect to those of the 
ground state. That is, one has to consider a Dushinsky [21] ro­
tation: 

Q" = ! Q' + Q (20) 

Due to the non-diagonality of ! it is then also possible to 
consider the excitations of the antisymmetric modes. The rotation 
may be large even if the differences in normal harmonic frequencies 
are small. It should be noted that this linear transformation is 
an approximation to the more general curvilinear transformation 
discussed by Lucas [221. The symmetry coordinates are subject to 
a similar transformation 
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S" = Z S' + R (21) 

The Z-matrix can be worked out via Cartesian displacement co­
ordinates. Having calculated the L-transformation matrices ~ = 1Q, 
from the simultaneous diagonalization of force field and kinetic 
matrices one obtains! and R through: 

(22) 

and 

(23) 

Sharp, Rosenstock, and coworkers [7a] have generalized the 
method of generating functions for calculations of overlap of har­
monic oscillators by considering the linear Dushinsky transforma­
tion (20). Their method, which thus requires full force field de­
terminations of both ground and ionic states, has been applied to 
several vibronic spectra of small species [7b, c, d]. 

A method, suitable for treating symmetric modes and interme­
diate in accuracy with respect to full optimization and gradient 
methods, is achieved by assuming parallel normal coordinates (Q" = 
Q' + R), however, still considering correct ionic frequencies. The 
FC-integral (1) will then separate into a product of one-dimensional 
overlap integrals, one for each mode. Coon et al. [23] have used 
this method to predict excited state geometries via fitting the 
transformation l' matrix to the observed spectrum and using the re­
lation ! = l' R iteratively. 

All molecular calculations of potential energy surfaces re­
ported in this review have been performed using ab initio tech­
niques. In most cases Hartree-Fock calculations have been em­
ployed, however, in some cases correlation effects have been taken 
into account. The use of Hartree-Fock wavefunctions is motivated 
from the general belief that differences in equilibrium geometries 
and ratio of force constants between core ionized and neutral 
species are relatively insensitive to correlation effects. This 
view is confirmed by those cases when the equilbrium geometries 
of the core ionized species have been accurately determined from 
x-ray emission spectra (see Section IV). 

Equilibrium geometries and force constants were computed from 
a mesh of points on the energy surface by a simplex method employ­
ing the harmonic approximation. Franck-Condon factors were cal­
culated for diatomic as well as for polyatomic species both by 
direct optimization of initial and final PECs and by the gradient 
method described above. The latter method is more computationally 
cost-effective, but it provides in general a poorer prediction of 
changes in equilibrium geometry between initial and final states 
(see Eq. (19» than does the direct optimization method. 
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Fig. 1. High resolution ESCA spectra of CO and N2• (Taken from 
ref. [8].) 

In order to bring out only the important results and the main 
features in this review we shall leave out further discussion of 
computational details (such as basis set studies), which an inter­
ested reader can find out in appropriate references. 

III. Geometrics of Core Hole Containing Species 
and Their Relation to ESCA Spectra 

a) Historical Background and the Results for CO and N2 

As mentioned in the introduction the impetus for calculating 
PECs of core ionized species by ab initio methods came with the 
development of high resolution ESCA instrumentation. The first high 
resolution spectra to be recorded using x-ray monochromatication 
were Cls of CO, Nls of N2, and NelS of neon atom [5, 8, 9] (Figs. 
1 and 2). The line shapes of the core bands in the first two 
spectra are asymmetrically broadened, whereas the band shape in the 
spectrum of atomic neon is strictly symmetric. Gelius and co­
workers [8] investigated the band shape of the Cls of CO and the 
N1S of N2 in terms of FC profiles employing the equivalent core ap­
proximation (NO+) for the potential energy curves (PECs) of the 
hole state species. Their results explained the FC envelopes of 
the two spectra with a reasonable accuracy. Apart from the vibra­
tional excitations, the broad features of the spectra are caused 
by lifetime broadening of the core ionized species and the instru­
mental resolution. The contribution of the latter is assumed to be 
Gaussian, whereas the natural linewidth contribution is Lorentzian 
in shape. However, it should be noted that it is only the vibra-
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Fig. 3~ Franck-Condon schematic representation of vibrational ex­
citations in methane (see text). (Taken from ref. [8] . ) 

tional excitations that causes asyrnrnetricity of ESCA peaks (see 
Fig. 3), and therefore a final band envelope of photoelectron 
spectra is given by an incoherent superposition of Voigt lines, 
each line representing one vibrational component. 

Meyer was the first to observe that there is a noticeable dif­
ference between PEes of core ionized species and a ground state. 
In his pioneering work on CEPA (coupled electron pair approxima-
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tion), Meyer optimized the geometry of CH4 and all its ionic species 
[24]. From these data he constructed the vibrational profile of the 
band corresponding to the electronic transition between the neutral 
CH4 and the C1s ion. His theoretical results fitted very well with 
the band profile of the experimental spectrum recorded in Uppsala 
about at the same time (see Table 1 and Fig. 4). 

In order to improve the vibrational analysis of the CO and N2 
spectra and due to the lack of experimental data on the equivalent 
cores species cP+ of the 01S of CO, Clark and MUller [25] performed 
ab initio calculations on PECs of the C1S , 01S holes states of CO 
and the N1s of N2• The results of these calculations are displayed 
in Tables 2 and 3. The data in these tables indicate that the C1S 
and N1S (localized) hole state species have substantially smaller 
equilibrium geometries and larger force constants than their re­
spective neutral molecules. These findings are in a qualitative 
agreement with the data for the equivalent core species also dis­
played in Tables 2 and 3, however, in each case the equivalent core 
approximation overestimates a given trend for the geometric change. 

The results for the 01S core hole state species are rather in­
teresting. The trend is opposite to what was found for the C1S and 
the N1s, namely the equilibrium geometry is increased and the force 
constant decreased with respect to the ground state. As we shall 
show in the next section, these results fit into a general trend 
observed for PECs of core ionized molecules containing the first 
row elements. Summary of the results of these calculations are 
graphically displayed in Figs. 5 and 6. 

In order to interpret the band shapes of the ESCA spectra of 
CO and N2, FC factors were calculated from the data pertaining to 
the triple zeta basis set. The FC profiles were then constructed 
by fitting the various vibrational components to the experimental 
spectra, the only variable being the linewidth of the individual 
vibrational components. During the fitting procedure the separa­
tion of the vibrational components was put equal to the vibrational 
frequency of the ionic state in question, and the lineshape was ap­
proximated by a Gaussian function. In all cases an excellent agree­
ment with the experimental spectra was achieved (see Figs. 7, 8, 9). 

b) Role of Relaxation Accompanying Core Electron Ionization 

The effects of relaxation on core binding energies (ionization 
potentials) have been known for some time. Core binding energies 
evaluated with frozen orbital approximation (FOA) using Koopmans' 
theorem [26] are for the first row elements between 10 eVand 20 eV 
higher than ~ESCF and experimental values [27, 28]. 
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Table 1. Theoretical and Experimental Results for the C1S State 
of CH4 

Theoretica1a) 

F C Factors 0.62 

0.31 

0.06 

Vibrational 0.42 

FrequencyC (in eV) 

C - H bond length 1.95 

in the ion (in bohrs) 

C - H bond length 2.06 

in the neutral molecule (in bohrs) 

a) Reference 24; b) reference 8; c) totally symmetric vibration. 

CHit 
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0.61 

0.33 

0.06 

0.43 

Fig. 4. High resolution ESCA spectrum of CH 4 • The least squares 
fit is made to three Gaussians of equal half width. 
(Taken from ref. [8].) 
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Fig. 7. The NiS spectrum of nitrogen molecule showing three vi­
brational components of FWHM = 0.39 eV separated by 0.33 
eV. (FWHM means full width at half maximum.) 

Clark and MUller in their work on CO and Na also reported 
changes of relaxation energies for various ions with respect to the 
geometry of the neutral molecules. We define relaxation energy for 
the core hole i as 

where -£i is Koopmans' ionization energy, and ~ESCF is the differ­
ence between the Hartree-Fock energies of the ionic state and the 
neutral molecule evaluated at internuclear distance R: 

(25) 

The result of this study is shown in Fig. 10. It is of inter­
est to note that the relationship is in all cases linear, the slopes 
being positive. Furthermore, the order of increasing slope C < N<O 
follows the order of increasing total relaxation energies. 

Goscinski and Palma [29] have further shown that relaxation 
energies have a direct influence on the direction of the geometry 
changes between core ionized and ground state species, and they were 
also able to establish a relation between the magnitude of the re­
laxation slope with the magnitude of the absolute relaxation energy. 
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Fig. 8. The C1S spectrum of carbon monoxide showing five vibra­
tional components with FWHM = 0.54 eV separated by 0.33 
eV. 

Table 4. Changes in Kooprnans and Relaxation Energies Fol­
lowing Inner-Shell Ionization (in'cV/bohr) 

Molecule -dEi/dRlia) -dERel/dRI-b) 
i R dE*/dRI-i R 

C*O 6.50 -0.26 6.24 

CO* 0.68 -2.40 -1. 72 

NN* 5.30 -1.26 4.04 

a) Reference 72; b) reference 25. 
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Fig. 9. The 01S spectrum of carbon monoxide showing four vibra­
tional components with FWHM = 0.58 eV separated by 0.22 eV. 

The energy gradient for an ionic state i of a diatomic mole­
cule at internuclear distance R of the ground state is in the har­
monic approximation given by: 

(26) 

where ~Ri = R - Ri is the displacement for the equilibrium geome-
* tries of the hole and the ground and ionized states and Ki is the 

harmonic force constant of the ionized state. Taking the gradients 
of Eqs. (24) and (25) one obtains: 

dE*1 dE I dE rl 
dRi R = - dR1 R - dRi R (27) 

since 
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Fig. 10. Plot of differences of relaxation energies for N2 and CO 

* versus internuclear distancp.. (±) refers to CO species. 

* * * refers to NN species. t refers to co species. 

Thus from Eq. (26) one obtains: 

~R _ (K*)-l(de: I dE rl ) 1 - - i ~ R + dRi R (28) 

Equation (28) indicate that there are two terms which deter­
mine the value of ~Ri, namely the gradients of Koopmans' and re­
laxation energies. For CO, the Koopmans' slopes are -0.68 and 
-6.50 for oxygen and carbon respectively (in eV/bohr). This im­
plies that a bond length shortening is expected in both cases, 
though far more pronounced for the carbon hole. However, if one 
takes into consideration relaxation effects, the picture changes 
dramatically. This is demonstrated for CO and N2 in Table 4. For 
the oxygen hole the relaxation term is dominant, and thus is re­
sponsible for the increase of the CO bond length on the 01S hole 
ionization. 
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The present results can be readily extended to po1yatomic 
molecules replacing derivatives by gradients. The basic equations 
have been outlined in Section II, where we have used normal coor­
dinates instead of R. 

c) Diatomic Core Hole Species 

(i! Geoll1ettices of C1S • N1s, and 01S Core Hole Ions 

The early investigation of energy surfaces of the core ion­
ized species of CO and N2 have led to a series of further investi­
gations, and in the next section we shall try to summarize the main 
results and their importance on ESCA band shapes. 

Clark and co-workers [30] carried out a study on a series of 
small organic molecules, and they concluded that the C1 s ionized 
species have smaller carbon bonds than the corresponding ground 
state molecules. They have further shown that the opposite is the 
case for the 01S systems and that the N1s ionized species can have 
smaller or larger bonds than the respective neutral molecules de­
pending on the type of the bond. The changes in geometries are of 
the order 0.1 bohr, they apply for both saturated and unsaturated 
bonds and are accompanied by appropriate changes in force constants, 
i.e., larger force constants for shortened bond lengths and vice 
versa. The results of these calculations are generally in agree­
ment with the studies of Domcke and Cederbaum [31] using Green's 
function methods. 

(ii) Geometries of F1S Core Hole Ions 

Goscinski and co-workers [32] carried out a study on PECs of 
the F1S core hole states of CHsF and CF 4 • From the work on the C1S, 

N1S , and 01S core hole ions one expected that the F1s ionized 
species possess larger CF bond lengths than the respective ground 
state molecules. 

To investigate the complete PECs of the two f1uoromethanes 
with three excited symmetric normal modes of vibrations is compu­
tationally a difficult task, and therefore a simplified procedure 
was adopted which consisted of considering only the v2(al) mode. 
The vibration of this mode involves a simultaneous extension of the 
C-F bond distance (R) and the angle (a) amongst atoms HCF and FCF 
for CHs and CF 4 respectively. This approximation is reasonable, 
because it involves both changes in C-F distance and in all bond 
angles. 

The results of these two dimensional PEC investigations are 
graphically displayed in Figs. 11 and 12. It is evident from these 
data that the PECs of the two F1 s core ionized species are disso-
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Fig. 11. Potential energy surface for the FiS hole states of CHsF. 
The points on the surface marked with dots correspond to 
the directly computed values, the others have been ex­
trapolated. 
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Fig. 12. Potential energy surface for the Fi s hole states of CF4 , 

The points on the surface marked with dots correspond to 
the directly computed values, the others have been ex­
trapolated. 
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Fig. 13. Ground and F1s hole state potential energy curves for CHsF 
in the "two-particle" approximation (see text). 

ciative. It is not very likely that the F1S photoionization is di­
rectly followed by dissociation, however, because Auger rates of 
de-excitation are much faster than vibrational frequencies for these 
systems (10- 13 s in comparison with 10-1s s). 

It is appropriate at this stage to mention life-time effects 
on vibrational profiles of photoelectron spectra, which were in­
vestigated in detail by Kaspar [57], Domcke and Cederbaum using S­
matrix theory. These authors concluded that for transitions involv­
ing short-lived species only in the final state, the spectrum is 
given by incoherent superposition of Lorentzian lines. We success­
fully carried out such analyses for CO and Nz (see Figs. 7-9), how­
ever, Gaussian rather than Lorentzian line shapes were used, be­
cause the latter take into account instrumental factors. The work 
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of Kaspar et a1. therefore suggests that short life-times of core 
hole species do not influence Franck-Condon transitions in a special 
way. This may however, not be the case for electronic transitions 
where the initial state species are very short-lived [57]. Such 
situations arise in soft x-ray emission and Auger spectroscopies, 
where interference between the vibrational levels of the short­
lived electronic state can modify the vibrational structure in a 
characteristic manner . Such cases will be briefly considered in 
Section IV. 

The ESCA spectrum [33] of CF 4 exhibits larger linewidth than 
CH3F, and both are unusually broad in comparison with HF and F2 • 

Shaw and Thomas [34] suggested that this may be due to transitions 
to unbound states. The above calculations confirm this view. In 
order to explain the differences in linewidths of the two spectra 
one needs to compute Franck-Condon densities, which for these rather 
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complicated systems possessing several degrees of freedom is a 
cumbersome task. Therefore Goscinski and co-workers [32] used a 
rather simplified approach (already successfully used on even more 
complicated [35] systems) to estimate ratio of the two FWHM. For 
this purpose they assumed that the vibrational excitation of the 
"two-particle" systems, consisting of the CX, (X = H or F) group 
and the F atom, is the major factor responsible for the Franck­
Condon profiles of the spectra. This is not unexpected in view of 
the calculations on PECs of CH,F and CF 4 which show that the energy 
minima (if they exist) of the ionized systems would occur at very 
large C-F separation. Potential energy curves for these motions 
(which are in reality cross sections of the full potential energy 
surfaces) are displayed in Figs. 13 and 14 for CH,F and CF 4 , re­
spectively. One can then estimate the band envelope through Franck­
Condon densities. One imaginable procedure consists simply in project­
ing the width density [36] at half the maximum associated to the ground 
state vibrational wavefunction to the upper state, potential curve 
the latter being approximated as a locally linear function as in­
dicated in Figs. 13 and 14. Simple geometrical considerations lead 
to the linewidth estimate (in au) 

(29) 

where m is the slope of the upper state at ground state equilibrium 
geometry, and y is the exponent of the ground state vibrational 
wavefunction (both in au). Equation (29) can be derived by actually 
assuming that the uppper state curve is linear, in which case the 
vibrational functions are Airy functions Ai(-x). One can explicitly 
evaluate the Franck-Condon density by using known representations of 
the Airy functions and evaluate the dominant leading term. For this 
purpose one may use the formulae given by Aspnes [37] and the repre­
sentation 

'" Ai(a-bx) = 2n1/2 _!ds exp[is'/s + is(a-bx)] 
1 

(30) 

This leads to the Franck-Condon density g(E) 

(31) 

which in turn yields Eq. (29). This equation also follows 
from the work of Schirmer et al. [38]. They derived a general ex­
pression for the linewidth associated to an electronic transition, 
assuming a Poisson distribution which in the case of strong vibra­
tional excitation approaches a Gaussian distribution. 

It should be noticed that Eq. (29) includes the crucial final 
state effects through the slope of the upper state. In the two 
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cases investigated here, the upper state is dissociating, the only 
difference between them being the slopes. 

The estimated ratio of FWHM values for CF 4 :CFH3 is 0.97 eVI 
0.72 eV = 1.35 with m = 0.196 and 0.127 (in au) together with 
y = 84.4 and 62.6 (in au) for CF 4 and CH3F respectively. These re­
sults agree fairly well with the experimental [33, 39] value 1.49 
eV/0.85 eV = 1.75. These calculations give only a simplified pic­
ture, but nevertheless they seem to account satisfactorily for the 
experimental results. 

d) Role of Localization and Spin Splitting on Geometries 
and Lineshapes of Core Hole States 

(i) Nitrogen Molecule 

The problem of localization of core holes in molecular sys­
tems, where a possibility of delocalization over equivalent nuclear 
centers arises, such as the N1s hole in N2, has been known for some 
time. 

Most of the work performed in this field has been concerned 
with calculations of ionization potentials [40-44] and the avail­
able evidence indicates that ~ESCF calculations within the Hartree­
Fock model give reasonable agreement with experimental values only 
for a localized hole treatment, a delocalization of a core hole over 
t centers results in relaxation energy to be lit of that for a lo­
calized hole [40]. On the other hand, CI calculations carried out 
either on the basis of delocalized (symmetry adapted) or localized 
(non-symmetry adapted) molecular orbitals give in both cases the 
same binding energies. It follows that the relaxation energy of a 
localized core hole is related to the correlation energy of a de­
localized core hole. This has been elegantly shown by Cederbaum 
and Domcke using the Green's [44] function approach. It goes back 
to Ll:lwdin's{45] symmetry dilemma. 

MUller et al. [46] undertook a vibrational analysis of the N1S 
state of N2 in the basis of both the localized and delocalized mo­
lecular orbitals (that is in Coov and Dooh molecular point group re­
spectively), and compared the computed ESCA band profiles with the 
experiment. 

As the first step, vibrational contributions to ESCA line­
widths for localized and delocalized holes w~re estimated using 
Eq. (29). The results are displayed in the first column of Table 
5. We can clearly see that there is a striking difference between 
the two computed bandshapes. The delocalized hole solution, con­
taining contributions from gerade and underade states [47] ,predicts 
linewidths twice as large as the localized hole solution, the latter 
being in a reasonable agreement with the experimental value 0.42 eV. 
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Table 5. Computed Vibrational Contributions to Line­
widths (LW) in eV for Various Core Hole 
States of N2, NO, and O2 using Eq. (29) 
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Fig. 15. N1s spectrum of N2 constructed from gerade delocalized 
hole solution. The five vibrational components of 
FWHM = 0.34 eV are separated by 0.37 eV. 
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As the next step the optimization of the geometries for the 
ion in the D~h symmetry was carried out. The data for the PECs are 
displayed in the top part of Table 6. The differences between the 
two cases are striking. This is even more reflected in the the­
oretical shapes of the two ESCA spectra. The localized spectrum 
was already shown in Fig. 7 and the delocalized core spectrum is 
displayed in Fig. 15. Only the spectrum compiled from the local­
ized hole data agrees well with the experiment. 

(if) Oxygen l-folecule 

The configuration of the O2 molecule in its ground state pos­
sesses two open shells. Therefore, photoionization of a Is core 
electron may leave the ion in different states depending on how the 
remaining Is electron couples with the unpaired ~ electrons. The 
main photo ionization band therefore consists of two peaks [4, 48], 
one corresponding to a quartet and the other to a doublet, which 
are separated by 1.1 eV with the intensity 4r-/2 r- equal to 2.47. 
The reasons for a deviation of this ratio from the "statistical" 
value 2 has been previously discussed in terms of different total 
shake-up/off probabilities [48] and in terms of electron correla­
tion effects [49, 50]. 

The results of the calculations [46] on the energy surfaces of 
the ground and the localized core hole state species of O2 (Tables 
6 and 7) predict rather large differences in geometries which im­
plies that a theoretical analysis of ESCA spectra must take into 
account anharmonicity effects. However, Eq. (29) is useful for 
estimating linewidths of photoelectron spectra in cases where the 
excited curve cannot be approximated in the region of interest by 
a harmonic potential which is the situation for the 01S core lo­
calized states of O2 • The data obtained using Eq. (29) are dis­
played in the second column of Table 5. It is apparent from the 
preceding work on N2 that the 01S spectrum of O2 has to be analyzed 
within the localized state model, but for comparison we have also 
displayed in Table 5 data pertaining to the delocalized state so­
lutions. The data related to the localized holes indicate an in­
teresting phenomenon, namely that the high binding energy doublet 
is broader than the low energy quartet, the ratio of the linewidths 
2 r-/4 r- is equal to 1.6. The only high resolution spectrum of O2 

which has been available [51] is displayed in Fig. 16. It can be 
seen that the experimental signal to background ratio, particularly 
for the less intense doublet, is not high. Several fitting pro­
cedures were applied to this spectrum, and in all cases it was 
found that the doublet is broader than the quartet, the ratio of 
the linewidths 2r-/4r- varied from 0.72 eV/0.6l to 0.65 eV/0.62 eV. 
It seems that the ratio calculated from Eq. (29) is somewhat too 
high, however, the significant result of the calculations is clearly the 
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Table 6. Equilibrium Geometries (in bohrs), Vibrational Ex-
citation Energies (in eV) and Gradients of Total 
and Relaxation Energies (in eV/bohr) for Core Hole 
States of Na, NO, and Oa in the Hartree-Fock Ap-
proximation 

* reI 
State Ri* flRi Ki* dEil_ -dEil_ 

dR"R --R 
dR 

N1S states 2l: + 
g 1.952 -0.097 0.367 5. 20 0.69 

of N2 2l:U+ 1.942 -0 . 107 0.359 5.59 0.74 

2l:+ 2.002 -0.047 0 .336 2. 33 -2 . 35 

N1s states sn 2. 089 -0.007 0.277 2. 21 -2 . 09 

of NO ln 2. 121 -0.045 0 . 241 1.21 -3.71 

01S states sn 2. 279 0.113 0.200 -2.81 - 2. 93 

of NO ln 2. 305 0.139 0.194 -3.40 -2.86 

018 states 4l: -g 2.167 -0.091 0.251 2.60 0 . 48 

of O2 2l:g- 2.173 -0.085 0.241 2.40 0 . 37 

4l:- 2.410 0. 152 0.145 -2.43 -4.51 

2l:- 2.515 _0. 257 0.133 -3.85 -5.92 

Ri* refers to a computed geometry of hole state species (in bohrs) correspond­
ing to minimum energy. 
fiR = Ri* - R (for R, see Table 7). _ 
Ki* refers to a computed harmonic vibrational excitation energy around Ri* 
(in eV). 
dEi*-
~IR refers to a gradient of a core hole state curve Ei* at R computed from 

the potential energy surface Ei* (in eV/bohr) 

dEi re1
1 ~ R refers a gradient of relaxation energy Eire1 computed at R (in eV/bohr). 

Relaxation energy is defined as Ei re1 ~ -£i - flESCF(i). 
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Table 7. Equilibrium Geometries (in bohrs), Vibra­
tional Excitation Energies (in eV) and 
Gradients of FaA Ionization Potentials (in 
eV/bohr) for the Ground State of N2 , NO, 
and O2 

N2 NO O2 

R 2.049 2.166 2.258 

K 0.322 0. 254 0.221 .. .. -
-dEili 

N1Sg 4. 51 'rr(NO) 0.12 g 2.12 

* dR N1SU 4.85 l rr (NO) -0 . 54 

* 2 'rr(NO) 4.30 - 2.03 g 

* lrr(NO) 4.92 

R(exp) 2.074 2.174 2.282 

K(exp) 0.293 0.236 0.196 

R refers to a computed geometry corresponding to minimum energx. 
K refers to a computed vibrational excitation energies around R. 

-dEil-
~ R refers to a gradient of FOA ionization potential computed 

at R(exp) refers to experimental equilibrium geometry taken from 
reference 71. 
K(exp) refers to experimental vibrational excitation energies 
taken from reference 73. 
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Fig. 16. Experimental spectrum of 01S of O2 , 
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N1S spectrum of NO. The five vibrational components of 
the '~ state with FWHM = 0.34 eV are separated by 0.277 
eV and the two vibrational components of the ln state 
with the FWHM = 0.34 eV are separated by 0.24 eV. The 
energy separation of the two states = 1.48 eV and the in­
tensity ratio 3~/1~ = 3.43. 

fact that one should not a priori assume that the two spin compo­
nents should have the same 1inewidth. This is clearly a conse­
quence of the differences in geometries and force constants be­
tween the two spin components (see Tables 6 and 7). 

Finally, it is worth pointing out that even if the de1oca1ized 
hole state model produces linewidths of a comparable magnitude to 
the localized state solution, it predicts that the doublet should 
be narrower than the quartet, the ratio 2 E-/4E- being 0.92. 

(iii) Nitric Oxide Molecule 

The ESCA spectrum [4, 48] of NO resembles that of O2 in the 
sense that it also exhibits a split structure due to the spin in­
duced splitting, which consists of a triplet and a singlet compo­
nent. The separation of the two components in the main photoion­
ization band of the OlS spectrum is too small (0.07 eV) to allow a 
complete separation of the two peaks unlike the high resolution 
spectrum of O2 , However, in the N1S spectrum where the trip1et­
singlet separation in the main photoionization peak is 1.5 eV [4, 
48] and this spectrum therefore lends itself for a theoretical 
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Fig. 18 

treatment. The intensity ratio of the two components 'n/ln is es­
timated to 3.43 [48]. 

The values of the linewidths calculated from Eq. (29) are 
shown in the last column of Table 5. These data again indicate a 
marked difference in the linewidth of the two spin components, the 
'n/ln ratio for the NIS levels is 0.32 eV/0.18 eV = 1.78. Since 
the experimental core spectrum of NO is not completely resolved we 
have resorted to a construction of a high resolution NIS spectrum 
with the same instrumental resolution as for N2 • Experimental 
values of the energy difference of two spin components and the ex­
perimental itensity ratio [48] were used, the relative intensities 
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of the vibrational components and their separations were taken from 
ab initio calculations [46], the results of which are displayed in 
the middle of Table 6. The resulting "spectrum" with the relevant 
data is displayed in Fig. 17. Its linewidth 'n/ln ratio 0.49 eV/ 
0.38 eV = 1.29 would seem more realistic than the value obtained 
from Eq. (29). The difference in the linewidths of the two spin 
components is again a reflection of the differences in PECs of the 
two ions. 

(iv) Sunnnary 

The results for the investigations of the geometry changes on 
core ionizations for the molecules so far considered in this re­
view are graphically displayed in Fig. 18. The figure in addition 
shows the values of the slopes of relaxation, frozen orbital ap­
proximation and total energies which contribute to the geometry 
changes, as discussed in Eqs. (27) and (28). 

e) Temperature Dependence of Vibrational 
Fine Structure Profiles 

The interpretation of the band profiles for N1S , C1S , and OlS 

core levels in N2 and CO as arising from vibrational progessions 
involving the ground vibrational states of the neutral molecules in 
each case suggests that a confirmation of this assignment could be 
made by temperature dependent studies of the band profiles. Un­
fortunately, the vibrational energy spacings for these molecules are 
such that significant population of other than v' = 0 level requires 
considerably elevated temperatures. One needs to restrict oneself 
therefore to a theoretical analysis which would correspond to realis­
tic experimental conditions, and therefore the change in band profile 
for N2 at 1800 K has been considered. The Boltzmann distribution is 
such that at this temperature the population of the v" = 0 and v" = 1 
levels are ~87% and ~13% respectively. The vibrational profile aris­
ing from transitions from \i" = 0 to \i l = 0, 1, 2, and from \i" = 0, 
1, 2, and 3 using the theoretically calculated energy separations, 
force constants and change in bond length previously discussed has 
therefore been considered and the results are displayed in Fig. 19. 
The differences with respect to the room temperature spectrum are 
small but significant and should be detectable with current instru­
mentation. Thus the FWHM of the high temperature spectrum should 
be 0.3 eV larger than that at room temperature (see for comparison 
Fig. 7), and the tails at higher and lower binding energies should 
also be observable. 

An alternative experiment to this direct temperature dependent 
study would be to investigate the high resolution ESCA spectra of 
molecular beams where vibrational quanta of the ground state species 
have been selectively excited by means of a tunable laser. Thereis 
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Fig. 19. Theoretically simulated NIS spectrum of nitrogen molecule 
at 1800 K, showing vibrational excitation from the v" = 0 
and v" = 1 levels. The individual vibrational components 
have FWHM = 0.39 eV. The vibrational separations being 
0.33 eV. 

certainly great scope for interesting studies in high resolution 
temperature dependent and molecular beam studies of x-ray photo­
electron spectra. 

f) Po1yatomic Core ESCA Spectra 

As discussed in Section II, the most elaborate methods for 
calculation of vibrational intensities in po1yatomic electronic 
spectra require force field determinations of both ground and 
ionic states. Whereas the force field of the ground state for many 
molecules can be determined quite accurately with aid of experi­
mental values of spectroscopic parameters, such as vibrational fre­
quencies, vibration-rotational interaction constants, etc. (see, 
ref. 52), a similar determination for the ionized state is seldom 
possible due to lacking of these experimental data. In particular 
for core hole species, to which the corresponding experimental 
spectra experience a considerable instrumental and lifetime broad­
ening, the determination of the force field rests exclusively on 
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Fig. 20. Experimental and theoretically simultated ESCA Nls band 
of ammonia. Full width at half maximum (FWHM) of vibra­
tional components is 0.60 eV. FWHM of the experimental 
band is 0 . 74 eV . a and b denote the (0, n) and (I, n) 
progressions respectively. (Taken from ref. [53].) 

computational techniques. However, a full polyatomic force field 
calculation is in general a very cumbersome task to carry out and 
this fact provides an incitement for adopting the more "cost­
effective" gradient approach . The study of smaller molecules like 
NH3 and HaO, however, renders the possibility for direct confronta­
tion of the gradient and full optimization methods. 

Ab initio calculations of ground and ionized states of NH3 
have been performed by Agren et al. [53] in order to interpret the 
vibrational progressions in its core ESCA and x-ray emission spectra. 
Both the 3al hole state and the Nls hole state were found to be 
planar. This therefore indicates a significant reorganization of 
the 3al angle determining orbital upon core ionization. In the 
planar (D3h symmetry) the totally symmetric stretching and bending 
modes decouple, and it is therefore possible to perform a separate 
anharmonic treatment of the latter mode while retaining a harmonic 
approximation for the stretching mode. The highly-resolved 3al- 1 

UV ESCA spectrum [78] has therefore in several works served as a 
testing ground for anharmonic vibrational calculations as well as 
for analytic functions describing the double minimum ground state 
potential. As shown by Domcke et al . [54] the gradient method, 
although simple to apply, provides the best reproduction of the 
long progression of the 3al- 1 bending mode. This success was traced 
to the fact that the gradient method gives a more correct behavior 
of the upper state PEC in the FC region, i.e., at the equilibrium 
geometry of the ground state, than do various anharmonic approaches. 
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Fig. 21, Experimental and theoretically simulated 01S ESCA of H2 0. 
FC factors computed with full optimization and gradient 
methods displayed in spectrum A and B respectively (see 
text). In both cases full width at half maximum (FWHM) 
of vibrational components is 0.60 eV, FWHM of the experi­
mental band is 0.68 eV. (Taken from ref. [56].) 

In contrast to the 3al-1 state, the formation of the core hole state 
leads to an N-H bond length shortening and to a significant reduc­
tion in the bending force constant and the corresponding Nls ESCA 
band will therefore appear quite differently than the 3al band. 
As seen in Fig. 20 the core ESCA spectrum experiences an asym­
metry due to excited stretch-bend combination bands, The influence 
of the N-H bond shrinkage is more pronounced in the 3al x-ray emis­
sion spectrum which exhibits three distinct shoulders due to 
stretching excitations (see Section IV). The FC-factors calculated 
with the gradient and direct optimization methods differ noticeably 
as displayed in Table 8. This may be due to the anharmonicity cor­
rection which to some extent is inherent in the former method but 
also due to the fact that the stretching excitation influences the 
bending modes through the stretch-bend coupling constant quit~ dif­
ferently for the two states and this is explicitly accounted for in 
the Sharp-Rosenstock method. 

The ionization of the H2 0 core electron products a large change 
in HOH angle (+15.r) but perturbs the O-H bond length only minorly 
(+.007 bohrs) [55]. The corresponding ESCA band therefore consists 
of pure bending excitations as seen in Fig. 21. As for NH" a more 
conclusive comparison of the gradient and direct optimization meth­
ods is obtained from the outermost valence levels. The ionization 



256 J. MULLER AND H. fi.GREN 

of the H2 0 Ib 1 electron introduces bond length and angle changes 
with a subsequent rotation in normal coordinates [56]. In this 
case the full optimization procedure gives better experimental agree­
ment for the vibrational intensities [56]. Learning from the H20 
and NHs examples, we anticipate that the gradient method is suitable 
for vibrational analysis in quasi one-dimensional cases in which 
only one vibrational mode is strongly excited, in other cases of 
small vibrational amplitudes and normal coordinate rotation the di­
rect optimization method is preferable. 

IV. Other Molecular Core Electronic Spectra 

The properties of the core hole containing state PEC will enter 
into molecular electronic spectra in quite different fashions for 
emission and absorption type spectra. In the latter case, the core 
PEC will directly determine the band shapes through Franck-Condon 
overlaps with the vibrational functions of the ground state. The 
most straightforward method is then x-ray photoelectron spectroscopy 
(XPS or ESCA), described extensively in previous sections, in which 
the high kinetic energy photoelectron negligibly interferes with the 
residual core hole ion. Other absorption techniques with inherent 
high resolution capabilities are electron energy loss and synchro­
tron x-ray absorption. The band shapes in spectra obtained from 
those methods will not directly reveal the properties of the PEC of 
the core hole ion, rather they will be determined by a composition 
of the bonding properties of the core electron with the bonding pro­
perties of an electron in the excited orbital. In emission, the 
core hole will form an intermediate state in the excitation - de­
excitation process, and its PEe will therefore have a crucial in­
fluence on the final band profile. Especially the grazing inci­
dence x-ray emission method is a powerful tool for determination of 
the core hole PEe and results from this method will therefore be 
described in some detail. Examples of Auger and auto ionization 
radiationless emission spectra will also be given in the next sec­
tion. 

Molecular core electronic spectra will have a clear-cut divi­
sion into absorption and emission type also with respect to the in­
fluence of the finite lifetime of the core hole. This aspect has 
recently been brought up by the Kaspar et al. [57] who founded a 
formulation of vibrational motion in the presence of a finite life­
time in a single scattering treatment of the excitation - deexcita­
tion process. In absorption type core electron spectra the bands 
will consist of incoherent superpositions of Lorentzian lines con­
voluted with instrumental broadening, as shown in the spectra in 
the previous sections. The finite lifetime will not appear more 
than as an additional broadening as long as it is negligibly de­
pendent on nuclear geometry. In emission type core spectra, how­
ever, the contributions from different vibrational levels of the 
short-lived core hole state will in general interfere. 
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Fig. 22. Potential energy curves for the core, valence A2nu and 
ground X1Lg states of N2• The shaded strip pointing up­
wards represents transitions from the neutral molecule 
to the ionic states. The bar diagrams to the right show 
the vibrational structure in such transitions. The down­
ward pointing strip shows the deexcitation of an N2+Cls) 
molecule to the N2+A2nu state. The bar diagram to the 
left shows the expected vibrational structure. (Taken 
from ref. [11].) 
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EXPERIMENT FIT MODELS 

eV 282.5 282.0 282.5 282.0 282.5 282.0 

Fig. 23. CK emission in CO, Sa band. 1) The CO Sa-C 1 s x-ray band. 
a: Third order experimental spectrum. b-d) Anharmonic 
Franck-Condon analysis for different ReS. The best fitted 
value of Kes is used (see Table 9). Experimental values 
for GS and VS parameters are used (anharmonic force con­
stant of the core hole state is taken from the equivalent 
core species). e-h) Theoretical results in the harmonic 
approximation. Experimental values are used for param­
eters not stated. e) R (CS) and Kes from the equivalent 
core; f) AR (CS-GS) from gradient of Koopmans energies 
(Kes from SCF optimization); g) AR (CS-GS) and Kes from 
SCF optimizations; h) SCF calculated parameters used for 
all three states (GS, CS, and VS). GS = Ground State; 
CS == Core State; VS = Valence State. 

a) Emission Type Spectra 

The advent of high resolution dispersion techniques in soft 
x-ray emission experiments introduced new means for studying core 
and valence levels in molecules [10-13]. In particular it became 
possible to combine accurate UV photoelectron and x-ray emission 
data to obtain core binding energies and shifts in correlation with 
x-ray photoelectron data. 

Such a correlation from vertical (defined as center of gravity 
of respective bands) x-ray emission, UV and core ESCA energies have 
in general provided good overall agreement, but slight deviations of 
the order of O.S eV have been observed and these deviations were 
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Table 9. Harmonic Core Hole State Force Constants 
(eV) Difference of Core Hole State and 
Ground State Equilibrium Bond Lengths 
for CO and N2 (bohrs) 

~R CO -0.125 -0.130 -0.111 -0.104 

* ~R CO 0.087 -0.030 .108 >0 

- * ~R N2 -0.066 -0.104 -0.045 -0.045 

* K CO .29 .33 .34 

* K CO .22 .22 

* K N2 .29 .34 .31 

a) From the equivalent core; b) from Koopman's approximation; c) 
from SCF-ca1cu1ations; d) from soft x-ray spectra. 

found to alter between different valence or core levels for a given 
molecule [58, 59]. The situation is explained by Fig. 22 in which 
the formation of the N2 3ag x-ray emission band is displayed. It 
is evident that the position and shape of the intermediate core hole 
state PEC will have a crucial influence on the final x-ray emission 
vibrational envelope. Since refinements in the high resolution 
grazing incidence grating technique made it capable also of record­
ing fine structure it has been possible in some cases to deduce in­
formation on the core hole state PECs by means of a vibrational 
analysis [60]. Such an analysis for the CO Sa band employing FC­
calculations on directly optimized PECs of all states involved is 
displayed in Fig. 23. A consideration of anharmonicity in these 
analyses was found rather crucial for the degree of experimental 
agreement that could be attained and was found to change the best 
fitted values for the core hole state bond lengths by about 0.01 
bohrs. Thus deduced values for core hole state force constants and 
differences between ground and core hole state equilibrium geome­
tries are compiled for N2 and CO in Table 9 and are shown to be in 
quite good agreement with SCF calculations. Frozen orbital or equi­
valent core models do not reproduce the measured profiles very well, 
see, e.g., the theoretical curves f and g in Fig. 23, although the 
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h~ • 
394 395 eV 395 396 eV 

395 396eV 395 396 eV 

Fig. 24 . The NHs 3a1 x-ray emission band. a) Experimental densi­
tometer curve. b) Theoretically simulated band profile 
using ab initio results for force constants and equilib­
rium geometries (see text). FWHM of individual compo­
nents is 0.25 eV. c) Same parameters used as in b) ex­
cept for the frequencies of 3a1-1-state for which experi­
mental values obtained from the the UV-ESCA spectrum [78] 
are used. d) Parameters chosen as in c), but the Nls N-H 
bond length is shortened by . 015 a.u . to 1.814 a.u. 
(Taken from ref. [53].) 

equivalent core model gives the correct trends for bond length 
changes in all cases. 

The accuracy of this type of analysis when extended to poly­
atomic species is limited by the large number of parameters to be 
determined due to the increased number of vibrational degrees of 
freedom. As an example of a polyatomic x- ray band the 3a1 band of 
NHs is shown in Fig. 24a [59]. It is observed to be composed of 
three shoulders separated by approximately 0.3 eV. This is a clear 
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indication of stretching mode excitations, and is in qualitative 
agreement with the theoretical prediction of a rather significant 
bond length shortening following core ionization. However, in spite 
of this excitation, the resulting 3a1 x-ray band seems to be some­
what narrower than the corresponding UV ESCA band which is composed 
of a long vibrational progression of the pure bending mode. This 
can again be rationalized from the theoretical findings in that the 
Nls- 1 bending energy curve is very shallow, implying closely spaced 
peaks (frequency 0.054 eV), and in that the equilibrium bending nor­
mal coordinate coincides for the ls-l and 3a-1 states connected in 
the x-ray transition. Figures 24b, c, d clearly display the sensi­
tivity of the x-ray band envelope on choice of bond lengths and fre­
quencies. These figures indicate a somewhat larger bond length 
shrinkage than the theoretically predicted of 0.062 bohrs. 

In the above described analyses the excitation and deexcitation 
vibrational spectra were convoluted from incoherent superpositions 
of Lorentzian lines and the contributions from interference of the 
different vibrational levels of the short-lived core states were 
thus neglected. The influence of this interference due to lifetime 
broadening in x-ray vibrational band envelopes have subsequently 
been investigated by Kontradenko et al. [61] and by Kaspar et al. 
[57] using Green's function techniques. A previous investigation 
by Gelmukhanov et al. employed frozen orbital coupling constants 
[62]. The strength for a x-ray transition of energy wp to the final 
vibrational quantum n will be expressed within the gradient ap­
proach [57] as: 

o(n,wp)al~Anm/{wp-Er + Ec + (n-m)w-Kr 2/w + K2/W + 1/2ir}12 (32) 

Here Anm are vibrational amplitudes expressed in exponentials and 
Laguerre polynomials with the core (K) and valence hole state (Kr) 
coupling constants as arguments, w is the vibrational frequency and 
r is the core hole decay width. Kaspar et al. [57] treated re­
cently the CO 50 and N2 30 g x-ray bands using formula (32). They 
assumed the decay width r to be independent of nuclear coordinates 
Q and set the absolute value of this quantity equal to that for the 
core excited state in the electron energy loss (EEL) spectra [63, 
64]. They found a rather negligible lifetime effect on these spec­
tra, clearly smaller than e.g., anharmonicity effects, and the pre­
viously obtained good agreement for the experimentally deduced core 
hole bond lengths with SCF optimizations was thus preserved. In a 
more recent calculation on the NO 2n-Nls x-ray transition by Kon­
dratenko et al. [61] the lifetime-effects seem to be more prominent, 
and these authors were able to resolve a previous ambiguity con­
cerning the interpretation of the band [59]. The NO spectrum, how­
ever, still needs a more advanced experimental attention. 
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Fig. 25. Details of the high kinetic energy part of carbon and b) 
oxygen Auger electron spectrum of CO. (Taken from ref. 
[4] . ') 
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Fig. 26. Part of autoionization spectrum of CO. The bands cor­
respond to transitions to, from left to right, 4cr- 1 , 

In- 1 , Scr- 1 final states. (Taken from ref. [4].) 
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Broad band electron excitations produce discrete core excited 
states in the neutral molecule which can also be studied in x-ray 
emission. Especially interesting are bands corresponding to iden­
tical initial and final state, namely the ground state, in the ex­
citation-deexcitation process, leaving the vibrational profile to 
depend solely on the core excited PEC. Such a band was recorded 
from the CO Cls-1 2TI state by Werme et al. [11], and it was found 
to be very narrow. This feature may qualitatively be understood 
from the fact that both CIs and 2TI orbitals are antibonding, the 
latter being populated while the former is depopulated during the 
excitation of the Cls-1 2TI state. 

The X-emission from core ionized and core excited states has 
its nonradiative counterparts in Auger respectively autoionization 
emission. Vibrational fine structure in these spectra have only 
been observed for the CO and, to a less extent, for the N2 mole­
cules and was firstly reported in the second ESCA book [4]. Val­
ence Auger spectra are most difficult to analyze since they involve 
doubly ionized final states, which in turn leads to substantial 
geometric distortions or in many cases to dissociation. The most 
detailed vibrational Auger bands, namely the outermost carbon and 
oxygen bands of CO, are shown in Fig. 25a and b. According to a re­
cent ab initio calculation [75] the band at 500 eV corresponds to 
an 01s-1-50 l lTI 3 In transition and is comparatively narrow, whereas 
the corresponding carbon band (also overlapped by 50- 2 ) seems to be 
broader. The band at 250 eV, assigned to the 40 50 lE state, is, 
however, sharp in the carbon spectrum. These differences in the 
two spectra may thus be explained from the quite different charac­
teristics at the Cls- l and 01s-1 PECs. 

Further up in the high kinetic energy part, the CO Auger spec­
trum exhibits bands due to autoionization with resolved vibrational 
progressions [4]. Figure 26 displays the three outer valence bands, 
40, l~, and 50, originating from radiationless deexcitation of the 
Cls- 1 2TI state. In accordance with observations in X-emission and 
electron energy loss (EEL, see next section), the PEC of this state 
will be only minorly displaced, and we would therefore expect its 
auto ionization spectrum to be quite similar to the direct UPS spec­
trum [75], which indeed is the case. These bands have furthermore 
been analyzed by Kaspar et al. [57] with the intention of revealing 
vibrational interference effects. It was established that these 
effects were in general weak although noticeable at the high energy 
tails of the bands, acting constructively in the l~ band but de­
structively in the 50 band. Kaspar et al. furthermore analyzed 
autoionization from the Nls-1l~gl In state, the PEC of which is 
substantially displaced. In this case vibrational interference was 
found to be pronounced although this assertion can not be met by 
the experiment due to lack of resolution. As proposed by these au­
thors, precise high resolution X-emission or autoionization measure-
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a co b 

2874 2878 4010 4016 

Fig. 27. Electron energy loss spectra at a) Cls l 2n l lIT state of 
CO; b) Nlsl lngl lIT state of N2• (Taken from Refs . [63] 
and [64] . ) 

ments of the deexcitation of this state would perhaps constitute 
the best test of vibrational interference due to the short lifetime 
of core hole containing states and eventually also provide some es­
timate of the imaginary part of the core hole vibrational coupling 
constant, i.e., the variation of lifetime with nuclear coordinates. 

b) Absorption Type Spectra 

The technical conditions in electron energy loss experiments 
have now reached the point where it is possible to study vibrational 
fine structure. Figures 27a and b shows the GS-Cls- 1 2nl transition 
in CO and GS-Nls-llng l transition in N2, respectively, recorded by 
Tronc, King et al . [63, 64]. From fitting procedures, based on FC­
calculations computed from Morse potential energy curves, these au­
thors were able to deduce values for harmonic and anharmonic fre­
quencies, equilibrium bond length and lifetime width for the 
Nls-llng l lIT state. The determination of the latter quantity (to 
128 meV) is rather unique in the case of electronic spectra of free 
molecules containing core holes. With respect to bond distance and 
frequencies this core excited state was found to constitute a com­
promise of the relevant properties of the N2+ Nls- l and the N2-
lngl ions, however, the properties of the latter being favored. 
Thus, the formation of the Nls- l lngl state increased the bond dis­
tance by 0.130 bohrs and decreased the harmonic frequency by 58 
meV. These observations were found to correlate well with data ob­
tained from the ground state of the equivalent core molecule NO. 
The Cls- 1 2n l band in CO, Fig. 27a is only slightly vibrationally 
excited, and this is thus in agreement with findings in X-emission 
and autoionization CO spectra. 

As an example of an x-ray photoabsorption experiment, we show 
the synchrotron radiation K-absorption spectrum of N2 by Nakamura 



CORE HOLE STATE GEOMETRY IN MOLECULAR ELECTRON SPECTROSCOPY 265 

i 
I 
I ... 

J,.. " 

fl 

I \ 
1',_ ~ 

V I \ A ' YJ -t-
1 

o 

I 
I'H 

B J I 
iG It II 

\ VI( 

V ~ 

30.4 
! I, 

I ~"" .Ik ~ r"rw 

K ' OfIrlniN '" GbSorpflQPI 

30.2 
i I 

(..\) A 

4'Z(eV) E 

Fig. 28. K-Absorption spectrum of Nz• (Taken from ref. [65].) 

et al. [65] in Fig. 28. It has several features in common with the 
pseudophoton EEL experiment [66, 67], evidently concerning excited 
discrete energies, but also concerning band widths and cross sec­
tions. The relatively large momentum transferred to the molecule 
by the scattered electron in the EEL process implies though that 
also optically forbidden excitations occur in that experiment [67]. 
One striking feature, common for both spectra, is the very intense 
representation of the Nls-ll~gl level in comparison with other dis­
crete levels. This has later been attributed to a localized con­
finement of the l~g 2p orbital to the core and this feature has in 
turn been rationalized as a centrifugal barrier effect due to the 
shape resonance induced by the molecular field [68]. Concerning 
the width of the corresponding x-ray absorption band, it seems to 
confirm the high resolution EEL observation of a significant vi­
brational excitation, although no asymmetry could be discerned due 
to the truncation effect in the photographic detection technique. 
This band as well as the ClS-12~1 band in the x-ray absorption spec­
trum of CO [69] have subsequently been analyzed by means of non­
empirical MO SCF calculations by Kondradenko et al. [70]. 

V. Conclusions 

The role of core hole state potential energy surfaces in mo­
lecular electronic spectra is reviewed in this article. The experi­
mental and theoretical conditions for their study respectively 
analysis are described. Computational methods for diatomic and 
polyatomic vibrational analyses are briefly analyzed. 
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Firstly, results from x-ray monochromatized core hole ESCA 
measurements of 1st row molecular species and their theoretical in­
vestigations in LCAO MO SCF calculations are reviewed. It is shown 
that the results for these species fit into a nice trend; namely 
significant bond length shortening for Cls-1 species, slight short­
ening for Nls- l , lengthening for 01s-1 and dissociation of Fls-1 
species. The influence of relaxation on bond length changes fol­
lowing core ionization as well as on formation of the relevant ESCA 
bands are clarified and in that context the range of applicability 
of·frozen orbital and equivalent core approximations is investi­
gated. The role of exchange induced interaction in many open shell 
species and of core hole localization/delocalization on bond length 
changes an9 on formation of band shapes are investigated, and it is 
found that a correct account of these effects is of crucial im­
portance. The relevance of core hole PECs in temperature dependent 
or molecular beam experiments are commented. The investigations of 
core hole state PECs are also extended to polyatomic species and in 
that context different methods for vibrational intensity calcula­
tions are tested and their relationship between these methods and 
their dependence on accuracy of computed wavefunctions is investi­
gated. 

The role of core hole PEC's in other types of molecular elec­
tronic techniques, viz., x-ray absorption and emission, electron 
energy loss, Auger and autoionization spectroscopy are discussed 
and examplified with a collection of spectra. In particular, the 
very high- resolution capability inherent in current x-ray emission 
dispersion techniques allows accurate determination of core ionic 
state PEC's, and the electron energy loss experiment correspondingly 
lends the possibility of determining the properties of the core ex­
cited state PEe's . The recent studies by Kaspar et al . [57] on the 
influence of finite core hole lifetime on emission type spectra are 
commented. 

We conclude by asserting that from the technical achievements, 
molecular electronic spectroscopy is by now capable of providing 
information on several parameters of the core hole state PEC's, 
such as vertical transition energies, harmonic and anharmonic fre­
quencies, decay widths and presumably also dependence of lifetime 
on nuclear geometry. The theoretical methods involved need further 
refinement, especially in the case of polyatomic species, and, 
ultimately, in the case of breakdown of Born-Oppenheimer separabil­
ity of nuclear and electron motion. 
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ELECTRONIC FLUORESCENCE SPECTRA OF GAS-PHASE POSITIVE IONS 

A. Carrington and R. P. Tuckett 

Department of Chemistry 
University of Southampton 
Hampshire, England 

We describe here a novel technique to observe electronic 
spectra of gas-phase positive ions. The ions are formed by 
electron impact on a supersonic beam of neutral molecules, and the 
fluorescent radiation from the ions is dispersed. The two particu­
lar properties of supersonic beams that we exploit are: 

(a) The density of molecules in a beam can be high, yet they all 
travel in the same direction in a collision-free environment. 
Collisional deactivation of the ion by fast ion-molecule re­
actions is therefore absent. 

(b) In the expansion, random motion of the molecules is converted 
into forward directed flow, producing a beam of internally cold 
molecules; the rotational temperature can be less than 10 K. 

We assume that electron impact does not substantially change 
the rotational angular momentum of the molecule. When only its 
lowest rotational levels are populated in the beam, this means 
that only the lowest rotational levels of the parent ion will be 
populated by electron impact; the fluorescence spectrum of the 
ion will then be very simple, as the number of rotational lines 
will be very small. The populations of vibrational levels of the 
ion, however, will be no different from conventional electron 
impact studies, as they are governed only by the Franck-Condon 
factors with the neutral molecule. By working with supersonic 
beams, therefore, we hope to simplify dramatically electronic 
spectra of po1yatomic cations such that a very large number of 
normally unresolved rotational components in a given vibronic band 
will now be condensed into a very few. This simplification is 
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Fig. 1. Part of the fluorescence spectrum 
of the CO+ ion. 

only predicted for the parent ion, and not for secondary ions, 
formed by decomposition of the parent. 

The apparatus and some preliminary results are described in a 
recent paper [1]. We obtained N2+ (B-X) with a rotational tempera­
ture of 23°K, N20+ (A-X) at 25°K, and CO2+ also at a low temperature. 
The last spectrum is particularly revealing as the different vibronic 
bands of CO2+ (A2rru + x2rrg) stand out very clearly in isolation to 
each other, as the complications of rotational structure have, in 
effect, been removed. 

We now describe some very recent results on several fluoro­
benzene cations. Visible emission spectra in the gas-phase were 
first observed by Maier et al. [2] in 1975 using electron impact 
excitation of the parent neutral molecule. More recently, Cossart­
Magos et al. [3] have photographed emission spectra of these ions 
from a d.c. discharge source at higher resolution, and made some vi­
brational analyses. Both techniques, however, suffer the great dis­
advantage that the different vibrational bands are superimposed on . 
a large continuous rotational envelope (the species being rotation­
ally hot), greatly hindering analysis. Miller's group [4] have ob­
served these spectra both in the gas-phase, but more especially in 
a Ne matrix at 5°K. They then use, for example, LIF to probe vi­
brational levels in the upper electronic state. Such experiments 
do, however, suffer the disadvantage that the band origin is shifted 
substantially by the matrix. 

We have recorded these fluorescence spectra under supersonic 
beam conditions. The different vibronic bands are rotationally very 
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cold, so unlike the spectra of Maier and Cossart-Magos, they stand 
out clearly on a true baseline, thus greatly simplifying analysis. 
[In effect, such experiments perform matrix-like studies in the gas­
phase without any shift in band origin due to the matrix.] Their 
spectra contain vibrational information on both ground and excited 
electronic states. Our spectra, unfortunately, only contain ground 
state information as nearly all the fluorescence is to low frequency 
of v Oo • This is a consequence of extensive vibrational cooling of 
the neutral molecules in the supersonic expansion. Following elec­
tron impact, Franck-Condon factors populate only low vibrational 
levels of the upper ionic electronic state (mostly the zero level), 
so dispersed fluoresence is to low frequency of vOo • 

The spectra fall into two groups. Those with non-degenerate 
ground electronic state (e.g., C6F,H+, all isomers of C6F4H2+) have 
well-behaved spectra, consisting of an origin (v oo ) and progressions 
involving only totally symmetric vibrations (i.e., al vibrations in 
molecules of C2v symmetry). Little anharmonicity is observed in 
these vibrations. No other vibrations are observed, suggesting 
planarity is preserved in both electronic states of the ion. 

The second group have doubly-degenerate ground electronic 
states. C6F6+(X2Elg), for example, has D6h symmetry, and is a can­
didate for Jahn-Teller distortion. In strict D6h symmetry, C6F6+ 
has only two alg totally symmetric vibrations, and only these bands 
or combinations should appear in the fluorescence spectrum. This is 
not the case, and 'forbidden' bands are observed 284, 406, and 497 
cm- 1 to low frequency of vOo • They are assigned to vibrations of 
e2g symmetry (V18, V17, and 2V18 respectively) which become allowed 
as the molecule lowers its symmetry from D6h through Jahn-Teller 
distortion. The huge apparent anharmonicity in V18 is a direct con­
sequence of the Jahn-Teller effect. We stress that these forbidden 
vibrations are only observed due to the very extensive rotational 
cooling (probably a few Kelvin, only) of each vibronic band. Full 
details of all these spectra will be described in a future publica­
tion [5]. 
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HeI PHOTOELECTRON SPECTROSCOPY OF TRANSIENT 

AND UNSTABLE SPECIES 

N. P. C. Westwood 

Department of Chemistry 
University of Columbia 
Vancouver, B.C., Canada 

Photoelectron (PE) spectroscopy is a technique involving ejec­
tion of electrons from molecules by radiation (in this case, HeI, 
21.2 eV). The ejected electron carries away information about the 
electronic, vibrational, and rotational states of the resultant 
ion, the first providing information on a manifold of ionic states, 
and the second giving the vibrational frequencies in the ion. Ro­
tational structure is not usually resolved. 

As such, the technique provides via Koopmans theorem [1] a 
relationship between the measured ionization energies (IE's) and 
the orbital energies. Thus, within the HeI energy range, a mole­
cule will show a series of bands which may, to a first approxima­
tion, be interpreted within the single particle picture. 

In the particular case described here, we are interested in 
generating unstable molecules direct into the PE spectrometer under 
fast pumping conditions using a variety of experimental techniques 
including microwave discharge, pyrolysis, atom-molecule reactions, 
etc. Unlike other forms of spectroscopy where certain selection 
rules a~e appropriate, the PE technique detects all species present 
within a mixture and thus extremely complicated spectra can result. 
However, by means of judicious experimental procedures, transient/ 
unstable molecules can be generated directly into the PE spectrom­
eter in relatively high yield and their PE spectra obtained. Spec­
trometer deterioration and species identification constitute the 
main problems in this area. The former can be minimized by using 
a spectrometer specifically designed to study such deleterious and 
short lived compounds [21, and the second can be circumvented by a 
choice of different preparative routes, quantum mechanical cal­
culations and comparison with known appearance potentials. In our 
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particular case, the parent ion can usually be observed by means of 
a quadrupole mass spectrometer coupled to the PE spectrometer. 

We are particularly interested in small molecules for a number 
of reasons since they occur as reaction intermediates, interstellar 
and upper atmosphere molecules, etc. They are readily recognized 
amongst the spectra of precursors, they usually possess resolved 
vibrational structture which can be of assistance in the subsequent 
analysis, and they are tractable by sophisticated calculations. 

A particularly good example of such a molecule is trans-di­
azene, N2H23 , which shows four IE's with extensively resolved vi­
brational structure. Assignment of the first IE to the n+N lone 
pair combination (2Ag) is unequivocal. However, the relative po­
sitions of the ~ and 0- levels can only be determined from a deuter­
ation experiment when the N=N and NNH(D) vibrational frequencies can 
be distinguished on the ~(2Au) and n_(2Bu) cationic states. Addi­
tionally, the resolved fine structure on the ground ionic state can 
be analyzed to provide an estimate of the ionic geometry [4]. 
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More recently, we have prepared the unstable HBX 2 molecules 
(X=F, Cl, and Br) in the pure state by reaction of BXs with solid 
NaBH 4 • The spectra (Fig. 1) illustrate that the technique is very 
efficient for formation of these molecules which under normal 
equilibrium conditions, decompose to B2H6 and BXs • A comparison 
can be made with the corresponding BXs molecules from which they 
are derived, illustrating the correspondence upon lowering the sym­
metry from Dsh to C2v by replacement of X by H. The sequence of 

-2 -2 -2 -2 -2 ~2 -2 ionic states for HCB1 2 is X B2 , A A1 , B A2 , C B1 , D B2, E A1 , F A1 , 

••• , although it is conceivable that a switch of the first two 
could occur since they are close in energy. Resolved vibrational 
structure gives the ionic frequencies for several of the states. 

In HBF 2, the ground ionic state can be unequivocally estab­
lished from a comparison with the isoelectronic CF 2 molecules [5] 
and calculations involving perturbation corrections to Koopman's 
theorem. The 2Al ground ionic state shows a broad Franck-Condon 
envelope but no resolved vibrational structure. The other states 
can be assigned in correspondence with those for HBC1 2• The 2Al 
state right at the cut-off corresponds to the B2s orbital which in 
BFs occurs at 21.4 eV. In this case the resolved vibrational struc­
ture is 1050 cm- 1 , the Franck-Condon envelope suggesting some bond­
ing character. 

The absence of structure on the first band (cf. CF 2 [5]) sug­
gests a dissociative process. This orbital is strongly B-H bonding, 
B-F antibonding and F ••• F bonding. A geometry calculation for the 
ion using the semiempirical ~O, and ab-initio (STO-3G basis set) 
methods shows a large increase in the B-H bond length (up to ~1.4 A) 
and a widening (~200) of the FBF angle. This approaches the geo­
metry of the linear 16 electron system BF2+' In this connection 
it is interesting to note that HBF2 does not show a parent peak in 
the mass spectrum [6]. 

The final example involves investigation of the (FBS)n system 
(n = 1, 2, and 3). Monomer and dimer are generated by passing SF6 
over B at l370o K; the ratio of the two varies with pumping speed. 
Trapping of the mixture and revaporization into the spectrometer 
produces solely the trimer. All three species can be character­
ized by the in-situ quadrupole. FBS+ has a sequence of ionic 
states, x2n, A2r+, B2n, c2 r+ ••• The first two are readily ob-
served at 10.91 and 14.21 eV with associated vibrational structure 
of 1550 and 1670 cm- 1 respectively. There is some evidence for 
spin-orbit coupling in the n state. These are therefore analogous 
to the similar states observed in the isoe1ectronic FCP+ system 
Il]. The second excited state is hidden by BFs , the third is ob­
served at 19.62 eV. The analysis of the dimer and trimer spectra 
is at present underway. 
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In conclusion, it may be said that UPS has now moved away from 
the general cataloguing of spectra and IE's, and in its maturity 
now provides detailed information on the ionic states of small 
novel molecules, such species being generated directly into the 
spectrometer. An additional bonus is the development of experimen­
tal routes to new molecules. The prognosis for this line of de­
velopment is certainly very favorable, since it provides a link 
between synthetic chemistry, spectroscopy, and quantum mechanical 
methods. 
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The recent development of the threshold photoelectron spec­
troscopy [1] showed that the photoionization of small polyatomic 
molecules produces threshold energy electrons in Franck-Condon gap 
regions where direct excitation probability is vanishingly small. 

For NaO, Baer et al. [2, 3] observed that autoionization pro­
cesses producing threshold photoelectrons are greatly enhanced in 
some regions of the photoionization spectrum. It was shown that the 
photoelectron energy distribution was sharply peaked at zero kinetic 
energy. The phenomenon was called resonant autoionization. Further­
more, Guyon et al. [4] suggested that such resonant auto ionization 
was enhanced for Rydberg levels coupled to a neutral dissociation 
continuum. 

We report here a threshold photoelectron spectroscopic study 
of oes. 

*"Chercheur qualifie" of the "Fonds national de 1a Recherche Sci­
entifique" of Belgium. 
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The detailed description of the experimental set up and the 
complete analysis of the experimental data will be given elsewhere 
[5]. We shall present here only the results for the 86-106 nm 
range, i.e., the processes occurring in the Franck-Condon gap be­
tween the X2n and the x2n states. 

In Fig. 1, we present (part a) the threshold photoelectron 
spectrum (TPES) of oes between 86 and 106 nm together with the total 
photoionization curve (PIS) and (part b) the threshold photoelec­
tron yield curve. 

The prominent structures of the TPES are produced by Rydberg 
series (RB) converging to the 000 level of the B2r+ state at 77.29 
nm (16.041 eV). 

In addit i on, we observe between 95 and 105 nm a broad band with 
a maximum at 98 nm. We attrib~~e it to a Rydberg state (RA), member 
of a series converging to the A n state at 82.25 nm (15.075 eV). 
The effective quantum number would be 2.2. 

As we are here in the Franck-Condon gap between X2n and the 
x2n states, we would expect small TPE yield in that region. It is 
not the case. 

Moreover, the time-of-flight (TOF) photoelectron spectra re­
corded between 95 and 100 nm all show a bimodal energy distribution 
for the electrons, with a sharp peak at zero kinetic energy and a 
large distribution corresP2nding to the population of the lowest 
vibrational levels of the X state. 

As the Franck-Condon factors for RB are unfavorable for the pro­
duction of zero kinetic energy electrons in this energy range, only 
RA is expected to contribute significantly to the TPES. One would 
expect, however, a large kinetic energy distribution of the elec­
trons in the TOF photoelectron spectrum. As it is not the case, 
we are lead to conclude that here, as well as in N2 0, we have auto­
ionization mechanisms that deviate from the classical model. 

A detailed discussion, based on an extension of the Smith's 
formalism [6] will be presented elsewhere [5]. 

We are grateful to the LURE and the "Laboratoire de l'Accel­
erateur Lineaire" staff for operating the ACO storage ring. We 
(M.-J. H. -F., J.D.) thank the "Fonds National de la Recherche Sci­
ientifique" of Belgium for a research position. 
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In the study of positive and negative molecular ions the 
primary data can be said to be the energies which are required to 
produce them from the molecules. The ionization energies are 
usually calculated using Koopmans' theorem, which means, that the 
accuracy depends upon the extent to which the correlation energy 
change and the reorganization energy cancel each other. For elec­
tron affinities there is no such cancellation, and the calculation 
of electron affinities is therefore difficult and only few such 
studies have been published. 

It would therefore be of importance to have access to a method 
in which the correlation energy has been incorporated already in 
the construction of the method. The reorganization can then be 
calculated correctly and good results for both ionization energies 
and electron affinities can be expected. 

It will be shown that the exploitation of the idempotency 
property of density matrices in the Hartree-Fock method seems to 
make possible the construction of such a method [1, 2]. 

The total energy of a molecule is the sum of the LeAO Hartree­
Fock total energy and the pair correlation energy 
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We will now transform the total energy expression in a way 
which is fully described in [2]. Here only the main principles 
will be suggested. 

The diagonal element of the idempotency property of density 
matrices in the ZDO approximation is 

2PJ.lJ.l = ~ PJ.lVPVJ.l 

In the full overlap basis we obtain 

which can be added to the total energy without changing it. 

We can further use Nulliken's approximation 

where a is a correction term which compensates for the inaccuracy 
of the approximation. 

If we introduce 

which means that all pair-correlation energies are combined with 
the electron-electron repulsions, we obtain the total energy as 

+ penetration terms + small terms 

We observe that the mechanism for the compensation of self­
repulsion in the HAM model is different from that in the Hartree­
Fock model. In the latter model the compensation is performed with 
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the exchange integral, which is often difficult to handle (cf. the 
Xa method). In the HAl1 model we have instead a simple term, -1, 
obtained from the exploitation of the idempotency. 

If we here introduce the shielding efficiency 0v~ which was 
called "shielding constant" by Slater 

and if we assume that the atomic orbitals ¢~ are hydrogen-like with 
orbital exponent s~ the main part of the total energy becomes 

1 2 E=--EN s 2 ~ ~ ~ 

This total energy expression can be handled using ab-initio 
methods if the pair-correlation energies are neglected. If not, 
semiempirical methods must be used. The "Slater shielding con­
stants" 0v~ must then be replaced by the shielding efficiencies 
0V~ given above. The proof here shows that in such a semiempirical 
method the parametrization will take care of all correlation energz 
in the total energy expression, supposed that a "single-determin­
ant" wavefunction is enough. If not, a limited CI must be performed. 

From these principles a parametrized method, HA}!/3, was con­
structed [3] and submitted to QCPE [4]. Although the model behind 
HAM/3 is only an approximation to the theory presented here, and 
therefore the inclusion of the correlation energy is only partial, 
the method has appeared to give results in good agreement with ex­
periment, not only for ionization energies but, as expected, also 
for electron affinities. The last feature is important due to the 
recent experimental methods to measure electron affinities. 

We are now working to construct an improved version, HAM/4, 
from the theory presented here, extending it to molecules with 
heavier atoms than those in the first line of the periodic table. 
It is our hope that the exploitation of the idempotency in Hartree­
Fock theory will open up new possibilities to study positive and 
negative molecular ions, since it in this way seems to be possible 
to handle the correlation energy in a very simple and correct way 
without wasting computer time. 
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Theoretical Studies of the Structures of Molecular Ions 

1. Introduction 

The prediction of the equilibrium geometries and stabilities 
of molecular ions is a major challenge to quantum chemistry. Al­
though many ions are detectable by experimental techniques such as 
mass spectroscopy and although some information may be available on 
their heats of formation, experimental determination of structure 
is more difficult because of low concentrations and the amount of 
good data is relatively small. The techniques of ab initio molecu­
lar orbital theory, on the other hand, are as easily applied to 
ionic as neutral systems and, if they can be documented for re­
liability, such studies provide an independent approach to struc­
tural problems. In these lectures, the current level of develop­
ment of molecular orbital theory will be described and some recent 
application to structural problems for small ions, particularly 
cations, will be reviewed. 

There is considerable advantage in using a certain well-defined 
level of theory uniformly over as wide a range of chemical problems 
as possible. If a mathematical procedure is uniquely defined for 
obtaining a total energy as a function of nuclear coordinates for 
any number of nuclei and electrons, such a procedure constitutes a 
theoretical model chemistry. Given an efficient computer algorithm, 
such a technique can be used to explore the potential surfaces of 
any molecular system to determine (a) the positions of stationary 
points and (b) the energies at these points. If the stationary 
points are established to be local minima on the potential surface, 
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then the corresponding geometrical parameters define the equilibrium 
structures of the possible isomers of the system. In addition, the 
model will predict relative energies of such isomers. Other sta­
tionary points will be saddle points on the potential surface and 
will predict transition structures for intramolecular rearrangements 
connecting the isomers. 

In recent years, we have developed a number of theoretical 
models and have tested them extensively against experimental data on 
neutral systems. This has led to a fairly clear recognition of the 
level of theoretical model necessary to achieve adequate reproduc­
tion of experimental structural parameters. Application of" the same 
procedures to ionic systems leads to prediction of structures, often 
in the absence of experimental data. Such predictions have some 
reasonable validity, given the documentation of the success of the 
same theoretical models for neutral systems. 

In Section 2, an outline is given of the theoretical models 
used in our current investigations of the structures of ions. These 
are all based on molecular orbital theory at the Hartree-Fock level, 
followed by studies of the effects of electron correlation using 
~ller-Plesset perturbation theory. This is followed in Section 3 
by a computer-generated tabulation of data on small cations contain­
ing carbon, hydrogen, nitrogen, and oxygen. Finally, Section 4 il­
lustrates application of the theory by surveying recent investiga­
tions of small carbocations. 

2. Theoretical Models Appropriate for Studies of Ions 

Most ab initio quantum chemistry studies start with the single­
determinant, Hartree-Fock wavefunction. This is simplest for a 
closed-shell system, that is, a system with an even number of elec­
trons in a singlet (zero net spin) state which is represented by the 
assignment of electrons to orbitals in pairs, 

(2.1) 

The corresponding many-electron wavefunction is the Hartree-Fock de­
terminant, 

(2.2) 

apart from normalization. Here (~la), (~la) ••• are spin orbitals 
or one-electron functions involving both Cartesian and spin coordi­
nates of one electron. 

In practical applications, the individual molecular orbitals, 
~1' ~2' ••• ~n are further expanded as linear combinations of basis 
functions, 
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N 
ljIi = E Cj.li <Pj.I 

j.I 

289 

(2.3) 

The basis functions <Pj.I are prescribed as a set of functions centered 
at the various nuclei of the molecule and depending only on the ele­
ment (i.e., only on the nuclear charge). The set of N such functions 
constitutes the basis set and its specification is part of the de­
scription of a theoretical model chemistry. 

The expansion coefficients Cj.li in the molecular orbital ljIi are 
initially unknown. In Hartree-Fock theory, they are determined by 
the variational method. This means that Cj.li are varied until the 
energy computed from the wavefunction ~o, 

~ = ! ... ! ~o H ~odT (2.4) 

is minimized. According to the variational theorem, such a com­
puted energy must lie higher than the energy corresponding to exact 
solution of the SchrBdinger equation 

H~ = & '¥ (2.5) 

It follows that the minimum value of (2.4) is the closest possible 
approach to the exact & subject to the limitations imposed by the 
the choice of a single-determinant wavefunction (2.2) and a limited 
basis set of N functions <Pj.I' 

The above technique applies only to closed-shell singlet states. 
If there is a resultant spin, as in radicals or triplet states, it 
is still usual to begin with a single-determinant Hartree-Fock wave­
function. Here there are two possibilities. The first is to take 
a set of molecular orbitals and populate some with two electrons and 
others with only one. For a triplet state with two more a and a 
electrons, the electron configuration would be 

(2.6) 

ljIn and ljIn+l being single occupied with a-electrons. If such spin 
orbitals are arranged inside a single determinant, we obtain a spin­
restricted Hartree-Fock wavefunction (RHF). Such a wavefunction is 
an eigenfunction of the total spin operator and therefore represents 
a pure spin state (triplet in this case). The second possibility is 
to take a completely different set of molecular orbitals for the a 
and a electrons. The corresponding single-determinant wavefunction 
then has the form 

a a a a a 
~ = det {(1jI1a) (1jI1a) (1jI2a ) ••• (ljIna ) (ljIn+1a)} (2.7) 
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where ~~, ~~ •.• are the a molecular orbitals and ~~, ~~ ••• are the 
P molecular orbitals. This is the spin-unrestricted Hartree-Fock 
wavefunction (UHF). If the a- and p-orbitals are constrained to be 
identical, the wavefunction (2.7) reverts to the RHF case. The gen­
eral UHF function (2.7), however, is no longer necessarily an eigen­
function of the total spin operator and, in this example, may con­
tain 'contamination' from states of other multiplicities such as 
quintets. 

The orbitals in open-shell systems are still written as linear 
combinations of basis functions. For the UHF case, there will be 
two sets of coefficients, 

N 

~~ 
a 

= E C).Ii <P).I 
).I 

(2.8) 

P N P 
~i = E C).Ii <P).I 

).I 
(2.9) 

Since the coefficients are determined variationally and since RHF 
corresponds to a constraint C~i =Cei' it follows that the UHF energy 
will generally lie below the RHF value. 

We next turn to the specification of basis sets. These are 
chosen as gaussian functions or linear combinations thereof. This 
permits analytic integration of the energy expression (2.4). The 
simplest type of basis used in molecular orbital studies is minimal 
and consists of one basis function for each atomic orbital in the 
inner and valence shells of the atoms involved. Thus there is one 
<p per hydrogen atom (Is), five <p's per carbon atom (Is, 2s, 2px, 
2py, 2pz) and so forth. The minimal basis used in most of our 
studies is denoted by STO-3G and consists of linear combinations of 
three gaussian functions least-squares fitted to individual Slater­
type atomic orbitals [1]. 

A minimal basis has the disadvantage that it does not allow 
for expansion or contraction of atomic structure in going from one 
molecular environment to another. This is best overcome by expan­
sion of the basis set including two basis functions for each valence 
atomic orbital, retaining one for each inner shell. Such a basis is 
termed split-valence. The split-valence basis principally used in 
our work [2] is 3-21G (3 gaussians for inner shell functions, 2 for 
the inner parts of valence functions and I for the outer parts of 
valence functions). A corresponding 4-31G basis was used in earlier 
work [3] but 3-21G has been found to give comparable results at 
lower cost. The split valence basis has two functions for hydrogen 
(Is', Is"), nine for carbon (Is, 2s', 2s", 2px', 2px", 2py', 2py", 
2pz', 2pz") and so forth. 
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For further refinement of the basis set, functions of higher 
orbital angular quantum numbers have to be added to the basis set. 
These make better allowance for the polarization of the atomic struc­
ture and are usually referred to as polarized basis sets. The po­
larized basis mostly used in our work [4] is denoted by 6-31G* and 
consists of a split-valence 6-31G set together with a single set of 
second-order gaussian functions on each non-hydrogen atom. This 
means fifteen basis functions for each such atom. A corresponding 
basis denoted by 6-31G** also has polarization (p type) functions on 
each hydrogen atom. These larger basis sets become more expensive 
to use and are normally applied following preliminary studies with 
the smaller sets. 

The other aspect of a theoretical model concerns the way that 
electron correlation is handled. It can be shown that the Hartree­
Fock wavefunction makes some allowance for the correlation in space 
between electrons of parallel spin (by virtue of the anti symmetric 
nature of ~o) but fails to take any account of the tendency of elec­
trons of opposite spin to be kept apart by their coulomb repulsion. 
This can only be done by going beyond the Hartree-Fock single-de­
terminant level of theory. 

The simplest way to allow for electron correlation is by a per­
turbation technique originally introduced by M~ller and P1esset (MP) 
[5]. If the correct Hamiltonian is Hand Ho is a Hamiltonian for 
which the Hartree-Fock wavefunction is an eigenfunction, then we may 
introduce a Hamiltonian HA by 

(2.10) 

HA is the correct Hamiltonian if A = 1. If A = 0, then HA is iden­
tical with Ho and ~o (Eq. (2.1» would be the correct eigenfunction. 
The MP perturbation procedure is to expand in powers of A, taking 
the expansion as far as practicable, and then put A = 1 in the 
truncated series. The theory at second order (MP2) gives a simple 
correction for electron correlation but corrections at third and 
fourth orders are practical and give reasonable estimates of energy 
changes due to electron correlation. 

A theoretical model may be designated by a compound symbol 
showing both the procedure used for handling electron correlation 
and the basis set. Thus MP2/6-3lG* denotes second order ~ller­
P1esset theory with the polarized 6-31G* basis set. The whole set 
of models may be displayed on a two-dimensional chart as shown in 
Table 1. Improvement of basis occurs going down on such a chart, 
the highest level of basis approaching complete flexibility for the 
molecular orbitals. In conjunction with HF, this is called the 
Hartree-Fock limit. Each basis may be associated with various levels 
of perturbation theory, increasing from left to right. In principle, 
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Table 1. Two-Dimensional Chart of Theoretical MOdel 
Chemistries 

Procedure 

Basis HF MP2 MP3 MP4 

Minimal 
STO-3G 

Split-Valence 
3-21G 

polarized 
6-31G* 

Fully Polarized 
6-3IG** 

Infinite 

Full 

such a series converges towards full treatment (full configuration 
interaction) for the particular basis. At the bottom right of such 
a chart, full treatment of electron correlation with an infinite 
basis would correspond to exact solution of the Schrodinger equation. 

As the cost of computation increases rapidly as the level of 
theory is improved, a common practice is to use the optimized geom­
etry obtained at one (lower) level to carry out single-point com­
putations at another (higher) level. The notation used for this 
procedure is, for example: 

MP3/6-3lG**//HF/6-3lG* 

This denotes a single MP3/6-3lG** point carried out at the HF/6-3l* 
optimized geometry. 

In conclusion, mention should be made of a more extended basis 
set (6-3lG*) recently introduced for studies with correlated wave­
functions [6]. This has been used for single-point calculations 
with some of the ions discussed in later sections. 
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3. Archival Listing of Structures 

The techniques described in the previous section can be used to 
generate structures and energies of molecular systems in a highly 
automated form. Once a theoretical model has been selected, the 
search for the stationary points on a potential surface can be 
carried out directly from any given initial geometry. The GAUSSIAN 
80 computer program [7) is used in our work in this area. 

One important feature of the program is the archival listing of 
structures. On completion of an optimization run, the GAUSSIAN 80 
program can be modified to generate an archival entry describing the 
final geometry and energy. This is kept on a permanent, expanding 
disc file which may then be used to generate extensive tables of 
structures. Such tables have recently been published in the Carnegie­
Mellon Quantum Chemistry Archive (CMQCA) [8]. 

To illustrate the use of archival structure listings, a set of 
cationic structures and energies is given in the Appendix to this 
paper. This consists of all polyatomic entries in CMQCA which use 
the HF/6-3lG* model and have: 

1) one or two atoms in the set C, N, 0, 

2) at least one atom of hydrogen, 

3) a single positive charge. 

The entries are extracted from the full archive by an automatic pro­
cedure. 

Some explanation of the format used is appropriate. The table 
in the appendix consists of a summary table followed by a listing 
of the full archive entries. Each entry is identified by a sequence 
number. The summary table lists the following: 

1) The composition of the molecule with the charge and multi­
plicity following in parentheses. Thus NlH2(1+,3) iden­
tifies the N1H2 cation which is a triplet. If the elec­
tronic state is a singlet, the multiplicity is not given. 
If the molecule is neutral, the charge is not given. How­
ever, this does not apply to any of the entries given here 
which are all single-charged cations. 

2) The point group imposed as a constraint in the symmetry 
optimization. 

3) The first 40 characters in the title identifying the nature 
of the species being investigated. 
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4) The total energy at the stationary point in hartrees. 

5) The sequence number of the entry. 

At the end of the summary table, the full archive entries are listed 
in compressed form. These contain complete specifications of the 
geometries at the stationary points. 

To extract the geometry from the full archive entry, it should 
first be expanded into a more readable form. The backs lash symbol 
'\' is used to denote the end of a line. The expanded form of entry 
1728 therefore is as follows: 

1728 
C~ 

FOPT 
~F 

6-3lG* 
H2N1(1+) 
DEFREES 
28-MAR-1979 
1 

# OPT 6-31G* 

NH2(1+) ••• SINGLET ••• GEOMETRY OPTIMIZATION ••• 6-3lG* 

1,1 
N 
H,l,R 
H,1,R,2,A 

R = 1.02942 
A = 110.00334 

HF = -55.1272915 
RMSD = O.287D-08 
RMSF = O.532D-05 
PG = C02V 

This material is divided into sections, each section being termin­
ated by a blank line. The initial section contains identifying in­
formation used for sorting purposes - the sequence number, the site 
of the calculation (C~ for Carnegie-Mellon University), the type 
of run (FOPT for full optimization), the procedure (~F for re­
stricted Hartree-Fock), the basis (6-31G*), the composition, the 
name of the person who carried out the optimization, the date and 
a further code number. 
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The next four sections constitute the input deck for the 
GAUSSIAN 80 program which would reproduce the optimization starting 
at the final geometry. This entry in the archive is therefore self­
reproducing if submitted to the program. The section beginning with 
the 'U' sign identifies the type of calculation, here OPT for op­
timization with the 6-3IG* basis. The third section is the title 
card which is for description purposes only. 

The fourth section specifies the molecular composition in de­
tail. The first line of this section '1,1' gives the charge and 
multiplicity. The third line identifies the second nucleus as hydro­
gen, attached to nucleus I and separated from it by a distance R. 
The fourth line of the section identifies the third nucleus as hy­
drogen, again attached to nucleus 1 at the distance R and the po­
sitioned so that the angle from nucleus 3 to nucleus I to nucleus 
2 is A. R and A are then the two variables in the optimization. 
Since the two NH distances are both R, the molecule is contrained 
to Czv symmetry. 

The next section gives the final values of the variables (ang­
stroms for distances and degrees for angles). The final section 
gives the total energy at the stationary point (in hartrees), data 
specifying the degree of convergence and finally the point group. 

Other entries in the table are more complex. If there are more 
than three nuclei, all nuclei after three have to be identified by 
a dihedral angle or a second bond angle as well as by the distance 
and first bond angle. A fourth nucleus defined by the line 

H,1,R,2,A,3,B,O 

implies that nucleus 4 is hydrogen, at a distance R from nucleus 1, 
with an angle A for 4-1-2 and a dihedral angle B for 4-1-2-3. If 
+1 is used as the final entry on the line, the nucleus is defined 
by two bond angles, 4-1-2 (A) and 4-1-3 (B) rather than by a dihedral 
angle. 

Some entries use a 'dummy atom' X which has no charge and no 
basis functions but is used for ease of geometrical specification. 
Full details of the format can be found in the CMOCA publication 
[8] or in the GAUSSIAN 80 documentation [7]. 

4. Small Carbocations 

An important set of ions that have been studied extensively by 
the techniques described above is that of carbo cations CmHn+. The 
set with m = 1,2 was originally studied by Lathan et al. [9] at the 
STO-3G and 4-3lG levels, but since that time the structures have 
been refined at higher levels. To illustrate the application of 
the theory, we shall describe some results of a recent full investi-
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gation of these ions using high-level theoretical models incorporat­
ing electron correlation [10, 11]. 

I 2 
~ 

H 

I 
.c " 

H ,'?! \;'/H 
H H 

H 

I H 
H C+ .. ,,'\\ 

- ~H 

I 
H 

4 5 
~ 

Protonated methane has been investigated extensively by a num­
ber of authors [10]. In our recent work, we have examined the struc­
tures ! -~. ! and fare Cs forms, ~ is a C2v form corresponding to 
protonation of methane at the center of an edge of the tetrahedron, 
~ is a square pyramid and ~ a trigonal biyramid. Geometries for all 
of these structures were optimized at the MP2/6-3lG* level and 
single-point calculations were then carried out with the 6-3llG** 
basis. The relative energies obtained in this way are listed in 
Table 2. 

At the Hartree-Fock level the Cs structure 1 (corresponding to 
a three-center complex between CH 3+-and H2) is most stable. Struc­
ture f is very close, indicating nearly free rotation of the CH 3 

and H2 groups. When correlation corrections are made, the energies 
of ! to ~ are compressed into a smaller range. In particular, } 
falls to only about 1 kcal/mole above I or ,. This close proximity 
has been noted previously [12] and implies a low activation barrier 
for interchange or 'scrambling' of the hydrogen nuclei. 

The dissociation process 

CHs+ + CH3+ + H2 

is exothermic and may be compared with experimental data. At the 
MP4(SDQ)/6-3llG**//MP2/6-3lG* level, the theoretical value is 41.7 
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Table 2. Relative Energies (kcal/mole) of CH,+ Structures 
Using the 6-3llG** Basis and MP2/6-31G* Geometries 

Structure HF MP2 MP3 MP4(SDQ) 

c 1 0.0 0.0 0.0 0.0 s 

C 2 0.1 O. 1 0.1 0.1 s 

C2v 3 3.0 0.6 0.9 1.1 

C4v 4 7.5 2. 8 3.2 3.7 

D3h 5 16.4 10.8 11. 2 11. 7 

Table 3. Structures and Energies for C2~ Statesa 

HF/6-3lG* MP3/6-3IG* 
Electronic 

State RCC RCH L:lE RCC 

1t + 1. 73 1. 075 105.3 1.206 

It. 1.356 1. 079 36.9b 

3t - 1.345 1.080 7.6 1.372 

3n 1. 253 1.074 1. 237 

aDistances in angstroms, relative energies L:lE in kcal/mole 
b Based on complex molecular orbitals 

RCH 

1.090 

1.093 

1. 085 

L:lE 

67.7 

2.4 

kcal/mole. This may be compared with an experimental number of 40.0 
kcal/mole [13]. However, the latter has not been corrected for zero­
point vibrational energies. 

The ethynyl cation C2 H+ has been the subject of a number of 
theoretical studies [9, 14]. Early work with the STO-3G and 4-31G 
basis sets suggested that it had a triplet ground state sIT with 
three n-e1ectrons. This is a little surprising in view of the fact 
that the C2 molecule has a singlet ground state with four n-elec­
trons. However, the multiplicity of the ground state may not be 
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predicted correctly at the Hartree-Fock level, since electron cor­
relation corrections are normally larger for singlet states than for 
triplets. 

A recent study of Cz~ by Krishnan, Frisch, Pople, and Schleyer 
has examined singlets and triplets at a higher level of theory [11]. 
The states studied are : 

The HF/6-31G* results show the energy order to be 

the gap between lE+ and the sn ground state being as large as 105 
kcal/mole. For this system, geometries were optimized at the 
MP3/6-31G* level. This theoretical model is known to reproduce ex­
perimental geometries of neutral molecules with high precision. Re­
sults are summarized in Table 3 which gives some indication of geom­
etry changes caused by allowance for correlation. 

To test the conclusion about the multiplicity of the ground 
state, additional single- point calculations were carried out at the 
MP4(SDQ)/6-3llG*//MP3/6-31G* level. The results again showed sn to 
be the ground state with 3 r - being only slightly higher (2.4 kcal/ 
mole) and lE+ much higher (by 59.4 kcal/mole). 

CzHs+ 

The vinyl cation is of interest as the simplest carbocation for 
which classical (?) and non-classical, bridged structures (Z) may be 
compared. 

H" + C = C-H 

H/ 

Early work with the STO-3G and 4-31G basis sets gave lower energies 
for the classical form by around 20 kcal/mole [9J. However, the 
introduction of d-type functions makes a major difference and at 
the HF/6-3lG* level, the difference between 6 and 7 is reduced to 
7.0 kcal/mole. Zurawski et al. [12J later found that electron cor-
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Table 4. Relative Energies (kcal/mole) E(~) - E(Z) for C2H,+ 

Basis//Geometry HF MP2 MP3 MP4(SDQ) 

6-31G**//HF/6-31G* -5.4 5.2 1.9 0.6 

6-311G**//MP2/6-31G* -4.6 7.9 4.1 3.0 

relation led to greater energy lowerings for the bridged structure. 
When such corrections were included, Z became more stable than 6. 

Table 4 reports results from a recent study in which this and 
other carbocations are carried to a higher level of theory [10]. 
~ller-Plesset studies with the 6-31G** basis produced additional 
stabilization of the bridged form. However, the MP2 level clearly 
overestimates the effect and the correlation effect is moderated at 
higher orders of perturbation theory. At the MP4(SDQ)/6-31G**//HF/ 
6-3IG* level, the two structures have almost identical energies. 
This parallels closely results of Weber et al. [15] using configura­
tion interaction techniques and a similar basis. Further extension 
of the basis to 6-3llG** produces a further lowering of 7 relative 
to §. At the highest level of theory considered, Z is more stable 
than § by 3.0 kcal/mole [10]. 

+ C2H, 

The ethyl cation also has possible classical and non-classical 
structures. In its classical form, it may have one of the two Cs 
rotameric forms § or ~, while the bridged form !Q has C2V symmetry. 
As with the 

H 
H ~H 
'" +7 ~\'{fc-c 

H~ 
H 

H 

/:··::"c. 
H~ ~H 
H H 

10 

vinyl cation, HF/STO-3G and HF/3-2lG theory predicts the classical 
forms to be more stable by a substantial amount. A full study in­
cluding addition of d-functions reduces the gap substantially and, 
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at the HF/6-3lG* level, 2 is more stable than !Q by only 0.8 kcal/ 
mole. Again, addition of correlation further favors the bridged 
form [16]. Optimization of geometry at the MP2/6-3lG* level leads 
to a collapse of the classical form § to the bridgea form 19. The 
bridged form is then the global minimum on the potential surface and 
~ is a transition structure for rearrangement. 

+ C2 H, 

Protonated ethane is believed to have two isomeric forms. One 
corresponds to protonation of the CC bond and the other is a weak 
complex between the classical form of the ethyl cation and a hydro­
gen molecule. Results at the HF/6-3lG* level are included in the 
Appendix and show that the most stable structure is the C-C pro­
tonated form with asymmetric structure of C1 symmetry. Inclusion 
of electron correlation reduced the gap between the energies of the 
two structures. At the MP4(SDQ)/6-3lG**//HF/6-3lG* level, the C-C 
protonated form is the more stable by 6.9 kcal/mole [10]. It is of 
interest to note that significant binding of the C2H5 + and H2 frag­
ments does not occur until correlation is included in the theory (at 
the MP2/6-3lG* level) [10]. 
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6 3,120~,0\Ht16Rb2'109.471,3,-120.,0\\R={.6134~\<HF=-56.S307714\AMSD=0.130D-8,RMSr=O.1 8 - 4\PG=TD\\ 

2880\CMU\FOPT\RHF\6-31G'\H301(1+)\POPLE\16-MA~-1979\1\\. RHF/6-31G* .OPT\\H~ 
ORONIUM ION 6-31G* OPTIMIZATION\\l,1\0\H61tR\H,1,Rt2!A\H,1fR626A,3LA{;1\\R=0 
.96885\A=113.08513\\Hr=-76.2893384,RMSD= .J25D-Of\KM~F=0.lu8 - 4\P~= 03V\\ 

2885\CMU\FOPT\RHF\6-31G*\C2Hj(1+)\POPLE\11-MA~-1919\1\\. RHF/6-31G* .OPT\\CL 
ASSICAL VIN~L CATION 6-31G* OPTIMlZATION\\1 l\C\C 1 CC\X,1 1. 2,90 \H 1,CH1 
,3,90tt2,180.tO\H,2rCH2L1tHCC63L180.tO\H,2,{;H2,1tHCC!.36o.,6\\{;C=1.~62~4\CH1 
=1.07~J7,CH2= .08~3 \HC~= 20. 2~14\\HF=-f7.086f3J9\R~S =0.604D-Ol\RMSF=0.13 
SD-03\PG=C02V\\ 

2887\CMU\FOPT\RHF\6-31G*\C2H3(1+)\POPLE\17-MAY-1979\1\\, RHF/6-31G' .OPT\\HR 
IDGED VIN~L CATION 6-31G' OPTIMIZATION\\1,1\X\C!1 HALFCC\H 1 HC12 2,90.\C 1 
6HALFCC,3L90.t2,180.,0\Ht26CH,4,HCC,3,180.{0\H,4tCH,2,HCCl~Lt80.!6\\HALFC{;= .60346'H~12= .11738,CH= • 10f1\HCC=1f9.12 01\'Hr=-f7.075~5~9\RM~D=0.425D-0 
1\RMSF:0.124D-03\PG=C02V\\ 

3437\CMU\FOPT\RHF\6-31G'\H301(1+)\POPLl\2-JUN-1979\1\\. RHF/6-31G* OPT\\H~D 
R6~~~~~3!~~0~~t~~~=g~t6~i~~~~F~~l~~~~~~~~~~~!6!~~~~~A!~~~RAs~~~:~~~D~~5~P~~~ 
3H" 

3527\CMU\FOPT\RHF\6-31G*\C2H5(1+J\KRlSHNAN\6-JUN-1979\1\\. OPT 6-31G* NOPOP 
\\ETHYL-CATION{;STRUCTURE I,CLASSICAL. 6-31G' OPTIMIZATION.\\1 1\C\C L1,RCC\H 
,1 t RCH3,2 6AH3C \X,2'1.{;1,X4CC63,0.!.0\H!.2IRC2Hl4{HC2XL1,90.,0\HL2{RC~Hl4{HC2 
~!96:~g\<R~~~1:lj~~~~~C~~~{!r15~g~~c~H~1.t~~~~~ctH~I~gAt~~~AA~~g=~~~I~ij2~\~ 
4CC=1fS.97123\HC2X=S8.47634\X1CC=140.60556\HC1X=57.31744\\HF=-18.311226b\RM 
SD=0.lSlD-Ol\RMSF:O.133D-02\PG=CS\\ 

3551\CMU\FOPT\RHF\b-31G'\C2H5(1+)\KRISHNAN\6-JUN-1979\1\\. OPT 6-jlC' NOPOP 
\\ETHYL-CATION,STRUCTURE II CLASSICAL b-31C' OPTIMIZATION.\\1,1\C\C 1 RCC\H 
,1{;RCH3 t 2,H3CC\H,2{;RC2H4!.1 I H4CC t 3,0.,O\H,2{;RC2HS,1 r H5CC,3 6180.,0\X,I,i!62t X 
oC t4rl~O"O\H{;1,R lH66LHC X{;2,~O.,0'H,l,R lH,6,HClX,2,-9 .rO\\RCC=1.44 7 \ 
RCHJ= .07/61\R 2H4=1! 1~84\R 2HS=1.018~7\RC1H=1.0968o\H3CC= 14.8831\H4CC=12 
2.80469\H5CC=120.311~4\X6CC=118.64326\HC1X=51.38684\\HF=-78.3102088\RMSD=0. 
167D-07\RMSF=0.558D-03\PC=CS\\ 

3552\CMU\fOPT\RHF\b-31G*\C2H5(1+)\KRISHNAN\6-JUN-1979\1\\' OPT 6-31C* NOPOP 
\\ETHYL CATION,HRIDGED NON-CLASSICAL 6-31G* OPTIMIZATION.\\lLl\X\CL1,~XC\X6 
2,1. 1 XCX\H 2!RCH L31HCX,1,90 ,O\H 2 RCH,3 tHCX,1,-90. t O\H 1 KXH12L~0. 3,18 
.(;0\{;,rLRXC,6L~0.6~' BO. 60\X,'11. LI,xCX t b, BO.~0\H{7lKCHl~lHCXL t~0.L6\HI.7, 
~.~~~~~\~F!!7~?369~~~~~~MS~~~~~~~5~O~\~~~~~~~~~2A!0~~~~~~a~V~Z~·J232~\HCX=~ 
358S\CMU\FOPT\RHF\6-31G*\C2H7(1+)\KRISHNAN\8-JUN-1979\1\\' OPT RHF 6-31G* N 
OPOP\\C2H7+ D3D 6-31. OPT.\\l l\H\X 1 1.\C 1 R1 2 90.\C,1,Rl 2 90.,3 180. 0 
\HI3,R2{lfTHETA1!2iO.,O\H,3tR~t1{THET11r51r26.,6\H,3!R2 t l[THET11,5 1 -r20 1 ,6\ 
HJ4{K2, ! HETA1,~, 80.,O\Hf4{R~f ,THETA '~L120.,0\HL4tR~1 LTHETA1,~,-12u.!0 
\,R =1.24119\R2=1.0763\THE A =lol.23431\\Ht· =-79.452H7J9\KM~D=0.51bO-07\RM~F 
=0.466D-04\PG=003D\\ 
3598\CMU\rOPT\RHF\6-31G*\C1Hl01(1+)\POPLE\9-JUN-1979\1\\. 6-31G. OPT\\HOC+ 
LINEAR b-31G* OPTIMIZATION\\1{1\O\CI1LCO\Xl161.,2,90.\H,1,OH,3,90.02t1801'0 
\\CO=1.14149\OH=0.9BObb\\Hf=- 12.91.3~34\R~S =0.lf3D-07\RMSF=0.S20 -u3\P~=C 
*v" 
3599\CMU\fOPT\RHF\6-31G*'C1H101(1+)\POPLE\9-JUN-1979\1\\. 6-31G* OPT\\HCO+ 
LINEAR 6-31G* OPTIMIZATION\\lr1\C\O,l,CO\X~161.,2t90.\H,1,CH,3,90.62t1801'O 
\\CO=1.08696\CH=1.08609\\HF=- 12.9b~9192\R~S =0.) 4D-08\RMSF=0.970 -u4\P~=C 
*1/" 
3bOO\CMU\FOPT\RHF\b-31G*\C1H2N1(1+)\POPLE\9-JUN-1979\1\\. 6-31G. OPT\\HCNH+ 

LINEAR 6-31G* OPTIMIZATION\\l,l\C\N,l,Ch\X,l,l. 2 90.\H 1 CH 3t 90. t 2!.180. t 
0\XI2,1.,lt90.,36180.10\H,2,NHt5,90.tlt180.tO\\CN=1.11734\CH={.u134J\NH=1.U 
038~\\HF=-~3.1~9 423\KMSD=0.25~D-07\KM~F=0. 40D-03\PG=C*V\\ 
3611\CMU\FOPT\RHF\6-31G*\C2H7(1+)\KRlSHNAN\9-JUN-1979\1\\. OPT RHF 6-)lG* N 
OPOP\\C2H7+ CS (~THYLtH2 IN PLANE) 6-31* OPT \\1 1\C\CL1,Rl\H 1,R2l 2,THETAl 
\XL1[1.{3LTHETA2t26180.l0\HL1'R3L41THETA3l2,~0.~6\HL1'K3L4LTHETA3'. ~6-90.,0\ 
XL~' ., J~HETA4iJ6 .60\Hr2'K4,7,~H~TA5,1,~0.,O\H,2iK4"l~H~TA5,1,-9 .LO\H,2 
'K511jTH~TA663~ 8 5' \H~ 0iR6~26THETA7,1,180.,0\\R =1.4J439\R2=1.1143~\K3=1 

t2~=g7~~~217\~H~~~4~~7~.~~5~~\THEt~~~~~:~~l~l\¥~E¥%~g~~:~~1~~TA~tA~~3~~~I~~ 
2\\HF=-79.4391832\RMSD=0.618D-07\RMSF=O.3090-03\PG=CS\\ 
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l795\CMU\FOP7\UHf\6-31G*\C2Hl(lt,3)\KRISHhAN\25-JUN-1979\1\\. 6-31G* OPT SC 
fCYC=64 NOPOP\\CCHt TRIPL~T LINEAR C*V 6-31G' OPTIMIZATION\\1 3\C\C 1 CC\X, 
2,l j £l t 90.\H,2 t CH,3,90.!1,180. LO\\CC=I.25265\CH=I.07355\\HF=-75.7855568\S2= 
2.2 /\KMSD=0.6l9D-0/\RM~f=0.32/D-03\PG=C'V\\ 

4007\CMU\fOPT\RHf\6-31G*\C2H7(lt)\KRISHNAN\18-JUL-1979\1\\. OPT b-31G* NUPO 
P\\C2H7 (+). D3D -> CS. 6-31G* OPT.\\I,I\H\C 1 Rl\C I t R2,2 TH~TA1\H 2,R3 3 
THETA2,160.60\-L2tl.t3tTHETA3Il,180.60\Ht2,R4L5tTHETA4{1 696.,O\H,2,R4,5,fHf 
~A1'~6:~O\H ~HRt'~~f~lT~~:~5~9b!~8\\R~;I:21oA~(R~~IA~37~9\Rg~~:~8~~~~RI~r!~ 
7432\R5=1.0'279\R6=1.07814\fHETA1=123.15114\THETA2=iI9.93557\THETA3=98.0144 
1\THETA4=58.08672\THETA5=85.7828~\THETAb=132.50296\THETA7=57.85226\\HF=-79. 
4551087\RMSD=O.215D-07\RMSf=0.174D-03\PG=CS\\ 

4425\CMU\fOPT\RHF\6-31G'\C2Hl(lt)\KRISHNAN\25-AUG-1979\1\\. OPT RHf 6-jlG'\ 

~~i~!8~!~~~~cl:~:I~~~~~~~=f!g~~9~\{H;~!7A~~~~1A4~~~MS~~A:4~bg~O~~RaS~~6~4~~ 
D-O~\PG=~*V\\ 

4521\CMU\FOPT\RHF\6-31G'\C2Hl(lt)\KRISHNAN\29-AUG-1979\3\\. OPT RHF b-31G' 

~~1;~~~~IHIi8~!~~~~cg:r:3~t~!~~A=?:~~~4~\~6\~~\~~~~~5!1~~~761\AMS6~~?j~~6~6~ 
\KM~F=O.4 4D-04\PG=C'V\\ 

5198\CMU\fOPT\RHF\6-31G*\CIH6Nl(lt)\POPL~\24-SEP-1979\1\\. 6-JIG' OPT\\H3CN 
H3+ STAGGERED C3V 6-31G' OPTIMIZATION\\l,I\C\N,l CN\H,1 CH,2,HCN\H 1 CH,2 H 
CN/3,120.,0\H/l,CH,26HCN/3!-120. 00\H,2,NH,l t HNC,3,180.I 6\H,2,NH61,HNC L3,66. 
,0\H,2 LNH t l,HNC,3/-b .,0\\~N=1.5 749\CH=I.0/80b\NH=I.0 15\NCN=1 8.13934\HNC 
=111.5~89l\\HF=-9ti.57J4912\RMSD=0.b42D-07\RMSf=0.503D-05\PG=C03V\\ 

582b\CMU\fOP7\RHf\6-31G'\C2Hl(I+)\KRISHNAN\12-SEP-1979\3\\. OPT=FP RHF COMP 
LEX b-31G* ALT~R\\CCht LINEAR C'V. SINGLET D~LTA (+). COMPLEX.\\I,I\C\C,1 C 
C\-,211.61,90.\H!2,CH63690.,1,180.,0\\CC=ls35167\CH=I.07919\\5 7\\HF=-75.72 
677b\S2= .\RMSD=u.~82 - 7\RMS~=0.ll6D-03\Pv=C*V\\ 

b077\CMU\fOPt\RHF\b-31G'\CIH1(lt)\POPL~\2-DEC·1979\1\\' OPT 6-31G* NOPOP\\C 
H (t). SINGL~T. 6-31G* OPTIMIZATI0N.\\1,I\C\H,I,CH\\CH=1.10453\\HF=-37.8955 
373\RMSD=O.b04D-09\RMSF=0.135D-04\PG=C'V\\ 

6624\CMU\fOPT\UH~\6-31G'\CIH4(lt,2)\POPLE\1-JAN-1980\1\\. 6-31G' OPf\\CH4+ 
020 2-82 FLATTENED 6-31G* OPTIMI~ATION\\1,2\C\X,I,I.\X,1,1. 2,90.\X,I,I.,3, 
90.12!lijO.,0\H(I,CH,2!HCX~3{180.,0\H!I,CH,2'HCX,3,0.,0\H,I LCH,4,HCX!3,90.,0 
\H, ,~H,4,HCXLJ,-90.,u\\CH= .11113\H~X=b9.947b7\\HF=-39./5u43~3\S2=u./54\KM 
SD=0.114D-07\K~SF=0.l31D-04\PG=D02D\\ 

7b37\CMU\FOPT\RHf\6-31G*\C2H7(lt)\KRlSHNAN\25-MAR-1980\1\\. OPT 6-31G* NOPO 
P\\C2H7 Ct). C2V. b-31G* OPT.\\I,I\X\H,I!HQ\C I!CQ!21.90.\C,I,CQ 2 90. 3,180 
.lO\HL3,HICLl,HICQ,26180.,0\H,4'H1C~ILH1~Q,26{8U.'U\XlJ~I~,I,QCQ,S6186.,O\H 
,j6H2~(;"H2~Q'~b90., \H(;3{H2C,76H2CW t l,-90., \X,4,1., (;WCw,6 t 180., \H t4,H2C 
(1 {H2 U,2 i 90.( \Ht4{H2 , 0tH~C (;2{-~0.tO\\NQ=OJ4~bO/\ Q=I.1~615\H1C= .0726 
j\H CQ=8~. 787J\QCw= 2b.~'17~I\H2 = .077~8\H2CQ=~7.9b283\\HF=-79.4529964\RMS 
D=O.170D-08\RMSF=0.115D-05\PG=C02V\\ 
7732\CMU\fOPT\RHf\b-31G*\C2H7(lt)\KRISHNAN\5-A~R-1980\1\\. OPT=READFC RHf 6 
-31G' NOPOP SAVE=FC\\C2H7 (t). Cl SYMMETRY. b-31G' OPT.\\I,I\H\C,l Rl\C,1 R 
2,2,THETA1\H,2,RJ,1,THETA2,3,DIH1,0\H,2,R4,1,TH~TA3,4,DIH2,0\H,2,R5,I,THEfA 
4,4,DIH3,O\HL3,Rb,1,THETA5{2,DIH4,0\H{36R7(I,TH~TAbL7tDIH5,0\H,3(R8,I,THETA 
7(7tOIHb60\\~1=I.l3~31\R2= .l3921\R3= • 8045\R4=1.0/5~7\R5=1.0/335\Kb=I.07J 
33\K7=1. 8042\R8=1.07S57\THETA1=121.70221\TH~TA2=92.49101\THETA3=103.96907\ 
THETA4=112.40178\THETA5=112.4211\THETA6=92.5109\THETA7=103.94186\DIH1=1~5.0 
372S\UIH2=116.6414b\DIH3=-117.40724\DIH4=37.47205\OIHS=117.41764\0IH6=-125. 
93482\\HF=-79.455238\RMSD=0.539D-07\RMSF=0.5b7D-05\PG=COl\\ 

8317\CMU\FOPT\RHF\6-31G*\CIH301(ltJ\DELBENE\20-JUN-1980\1\\. 6-31G' .OPT\\PR 
OTONATED FORMALDEHYD~ CS 6-31G' OPTIMIZATION\\I,I\C\Oll,CO\H,I L CHO,2 6HOCO\H 
,1,CH3,2,H3CO,3,180.(0\H I 2,OH t l I HOC,3 L O.,O\\CO=I.23203\~HO=1.0/897\H CO=121 
.b/771\CH3=1.u7b31\HJCU= Ib.l~6 8\OH=U.9b475\HUC=117.4278J\\HF=-114.1564259 
\RMSD=0.28bD-07\RMSF=0.124D-03\PG=CS\\ 

8435\CMU\fOPT\UHF\6-31G*\CIH3(lt.JJ\POPL~\26-JUL-1980\1\\. b-31G* OPT\\CH3+ 

H:1~~~t.~~~~g~I~~~)~~~b~~A2~i~A~4}~~~e~~~~:~4~g~~~H~~S~~:~9~j~~~\A2;~~6f8~~ 
M~D=0.27~D-07\RMS~=0.56bD-04\PG=C02V\\ 

844b\CMU\FOPT\UHF\6-31G*\CIH3(lt.3)\POPLE\2b-JUL-1980\1\\, b-31G' OPT\\CH3+ 

H=I~~lk.~a~~g~1~r~C~I~\~ft~=t:ll~7~~At~~j~r:11~g~~~f!~~U~6~6U~~~~,~~~~~{~(~5 
Su=u.514u-07\RMSF=0.404D-04\PG=C02V\\ 

8577\CMU\fOPT\RHF\6-31G'\CIH4Nl(ltJ\OELBENE\20-AUG-1980\1\\' HF/b-3IG' UPT\ 
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\h2CNH2(1+) PLANAR C2V b-31G* UPTIMIZATION\\l,l\C\N,l,CN\h,l,CH ~,HCN\H,l,C 
H62,HCN~3!lBO~,0\Ht2,NH,1,HNCt3,O.,0\H{2INHll,HNC,311~O.tO\\~N={.~b326\CH=1 
• 74b3\HCN=11~1854~5\NH=1.00561\HN~=12 .~51~1\\HF=-~4.3Sj1772\HMSO=O.99SD-O 
S\RMSF=O.87bD-u4\PG=C02V\\ 

8678\CMU\fOPT\RHF\b-31G*\CIH501(1+)\D~L~~N~\2b-AUG-19B0\1\\. b-31G* .OPT\\PH 
OTONAT~D METHANUL STAGGERED b-31G* OPTIMIZATION\\1,1\C\O,I,AB\H,1,AH3,2,H3A 
B\X,211'fliABH78,J,Ol,0\H,2l~H7,4,H7BH8,1690.,0\H,2,~H7,4{H7BH8,1,,-90.,0\X, 
1,1'i~LBAH 2,361~O.,U\H,1,AHl,1,HlAh2,219 .,0\Hrl,AH1,7 LH AH2t2!-~O.,O\\AB= 
1.51 ll\AHl=l. 1475\AH3=1.015cB\BH7=O.9c221\BAh 2=11b.3/474\HjA~=101.b8555\ 
ABH7B=141.312bl\HlAH2=56.01901\H1BHB=55.34452\\HF=-115.3389926\RMSD=0.B12D-
08\HMSF=O.307D-04\PG=CS\\ 

S796\CMU\FOP1\RHF\b-31G*\H2NI01(1+)\OELBENE\7-SEP-19S0\1\\. HF/6-31G* OPT S 

~~~~C{2!g~~~~~g~:3Uii~~~!g~~~521~~~~7~~~~=~:~~~!7~b~~~16~~~~~61\~~~~:~1~~r~Ng 
H=11 .j19~7'\HF=- 30.040157\HMSD=O.233D-O/\HMSf=0.109D-03\PG=CS\\ 

8824\CMU\FOPT\RHY\6-31G*\H2Nl0l(1+)\DELBENE\8-SEP-19S0\1\\* OPT,RhF/6-JIG*\ 

~~~~~\A~~Y.~4~~r~A2~I~~~~~~~2~~~ti~~~~~5~<~~~~!t3~~6t4~~g~~HAs~~6~6~~~!~~~~ 
MS~=0.139D-04\PG=C02V\\ 

8853\CMU\FOPT\RHF\6-31G*\H2NI01(1+)\DELBENE\9-SEP-1980\1\\. HF/b-31G* UPT\\ 
N-PROTONATED HNO (H2NO)+ C(S) HF/6-31G* OPT\\l,l\N\O,l NO\X 1,1.,2,90.\X,1 
l.t3,X3NX4,26180.,0\H,ILNH,4,NHAF~2,90.{O\H~I,NH{4,NHAFL2{-~0'60\\NO=1.1489 
8\A3NX4=90.0 758\NH=1.0~38c\NHAF=bO.341 b\\HF=-1jO.0641~0 \RMS =0.334D-07\R 
MSF=0.553D-04\PG=CS\\ 

B945\CMO\FOPT\UHF\b-jlG*\C2Hl(I+,3)\KRlSHNAN\16-S~P-1980\1,\. OPT HF 6-JIG* 
NOPOP SCFCYC=100\\CCH+ LINEAH C*V. TRIPLET SIGMA· MINUS. 6-31G* OPT.\\l 3\C 
\Ctl{CC\X,2,1.tl~90.\H,2/CH,3~90.,1,180.tO\\CC=1.34494\CH=I.0801b\\HF=-~5.1 
73~Ojb\S2=2.01~\KMSD=0.8u7D-0/\RM~~=O.13jD-04\PG=C*V\\ 

8997\CMU\FOPT\UHf\6-31G*\H3Nl(I+,2)\POPLE\26-SEP-1980\1\\. Hf 6-JIG* OPT\\P 

~~~~~tt~~?~~~lij~~!g~\~~~!~!~t~1~~\~F~~g;~~~3~~~~~S~~~~~~~RAs~~~:~{l~~o~~RAs 
F=0.5u2D-O~\~G=DOjH\\ 

9003\CMU\FOPT\OHr\b-31G*\HINll1+r2)\POPLE\27-SEP-1980\1\\. 6-31G* UPT\\NH+ 
DOUBLET-PI 6-31G* OPTIMIZATION\\ t2\N\H,I,R\\R=I.04489\\HF=-54.4870b23\S2=0 
.756\RMSO=0.230D-07\RMSF=0.150D-OJ\PG=C.V\\ 

9004\CMU\fOPT\UHf\6-31G*\HI01(1+63)\PQPLE\27-SEP-19~0\1\\. b-31G* UPT\\OHt 
TRIPLET SIG~A- 6-31G* OPTIMIZATI N\\l t 3\O\H,l,R\\R=1.01329\\HF=-14.9b87493\ 
S2=2.013\RMSD=O.734D-07\RMSF=0.35BD-0~\PG=C·V\\ 

900b\CMU\FOPT\RHF\b-JIG*\HIN2(1+)\POPLE\2/-SEP-1980\1\\. b-31G* OPT\\HNN+ L 

~~~~~.875~~~N~~I!~~~~~~~~~~i6~~~~~9l6~~~~s6~~:4~63~o~~R~S~~O~{~~D!g3~~g~c~~ 
" 9007\CMU\FOpr\RHF\b-31G*\HI02(1+)\POPLE\27-SEP-1980\1\\.P b-31G* SCFCYC=64 

gb~~~~~~~~~~~;g.~~5~~~g~~Il~:~~~;2~~~t-~!~~~!9~~~~4l~~~~6!6~~~g6~69~H~S~~~~~ 
b2D-03\PG=CS\\ 
9041\CMU\FOPT\RHF\6-31G*\H4NIU1(1+)\DEL~ENE\29-SEP-1980\1\\. OPT HF/6-31G*\ 
\O-PHOTONATED HYDROXlLAMINE ClS) Hf/b-31G*\\1 l\N\O,1 NO\X,1 1.,2,AN~I\H,I, 
NH,3LANHAF,2690'10\H'I,NH~3LANHAF'2,-90'60\X(~61.'I,A6~16J,180'lO\H'2,OH~b~ 
HOHA~Llt90'1 \H,2,OH,6LHOHA~,1,-90.,0\\N =1.49 44\ANB1=1 8.2644~\NH=1.00~4~ 
\ANHA~=~3.3~4bl\AUH1=ll2~91862\OH=O.9bb73\HOHAf=53.7b915\\HF=-131.2c15754\R 
MSD=O.518r-07\RMSY=0.b25u-04\PG=CS\\ 
9043\CMU\FOPT\RHF\c-31G*\H4NI01l1+)\DELBENE\29-SEP-1980\1\\. OPT,RHf/b-31G* 
\\N-PMOTONATfD HYDMOXYLAMINE b-31G* OPTIMIZATION\\l t l\N\O{l AB\H,I,AH3 62,H3 
AH\Hf2{UH9~1!H9~A,3~180.,O\X,1,1.,2{BAH12i36180.,0\~,1,AM {5,HIAH2,2 1 9 .,0\ 
~2~5~~36g6~~~~~i~~i~2:9~~~~~~!A~~~Z~~t~~~5\H~~2~~S~~b~2~1~~~~~~i3~:~8~~~~i~ 
RMSD=O.182D-07\RMSF=0.429D-04\PG=CS\\ 

9047\CMU\~OPT\HHF\b-31G*\H5N2(lt)\DELBEN~\29-SEP-IYBO\1\\. HF/6-31G* OPT\\P 
ROI0NATED HYDRAZINE STAGGERED 6-31G* OPTIMIZATION\\l I\N\N,I,AB\H,I,AHJ,2 H 
3AB\X,2 L l. , l{ABH78,,3,O.,0\H,2,BH7,4,H7BHS,1 6 90.,O\H,i,BH7,4,H7~H8,1,-90.,6\ X,l,l~l~,&AH 2i3,1~0.,O\H,1,AH1!7,HIAH2,269 .,0\H,l,AHl,76HIAH2t21.-~O.,O\\A 
~=1.4~~24\AH1= .01221\AH3=1.014~1\~H7=1.0 30b\BAH12=121.8 154\HjA~=115.9673 
7\ABH7B=123.72129\HIAH2=53.19545\H7~Hij=54.840bb\\H~·=-111.5183302\RMSD=0.70b 
D-07\HMSf=0.620D-04\PG=CS\\ 

9050\CMU\FOPT\Rhr'\b-31G.\H3U2(1+)\D~L~ENE\30-S~P-1980\1\\. HF/6-31G' OPT\\H 
20UH+ TRANS b-JIG* OPII~lZAtION\\1,I\O\O,1,A~\X,I,I.,2,BAH12\H,I,AH1,3,QHlA 
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H262L90.tO\Ht16AHlt3(QHlAH2,2L-90.,O\HI2~BH661,ABH6,3,180.,0\\AB=l t 41005\AH 1= 1~708j\BH~= 196'9J\8AH12=1~2.38~01\AB"6=1 1.2862~\wHIAH~=55.698 7\\HF=-1 
51.u32957\RMSD=u.522D-08\RMSF=0.332D-04\PG=CS\\ 

9064\CMU\FOPT\RHF\6-31Ga\H3~211t)\DELBENE\5-0CT-1980\1\\. HF/6-31Gf OPT\\H2 
NNHt PLANAR CS 6-31Ga OPTIMIZ TION\\111\N\N 1 NN\H,1 HHO 2 HONN\H,l NH3,2 H 
3NN63,180. ~0\H,2,NHL1,HNN,3,0'LO\\NNa .20426\NHO=1 1 0{424<H6NN aI24.361S9\NH3 
=1 1 1~3\H3NN=117.55~9~\NH=1.01~18\HNN=112.40886\\Hr=-110.305942\RMSD=0.736D 
-0/\RMSF=0.441D-04\PG=CS\\ 
9085\CMU\FOPT\UHF\6-31Ga\C2H2(ltt21\POPLE\15-0CT-1980\1\\. 6-31Ga OPT NOSYM 
\\HCCHt 2-PI-U LINEAR 6-31Gf OPT M ZATION\\1,2\H\C'1,CH\X,2,l.~1{90 \C,2 CC 
,3,90.,1~180&fO\X,4,CC,2,90.,3,180!60\Hl4,CH65/90'L261 80 160\\C"= .0'11\CC=1 
.2~888\\HF=-/b.46~8/17\S~=0./54\RM~ =0.~3bD- 7\RMSr= .18~ -04\PG=DaH\\ 

9111\CMU\FOPT\UHf\6-31Ga\CIHIN1(ltt21\POPLE\17-0CT-1980\1\\' 6-31Ga OPT SCf 
~l;9g!~~~~~~.~O~~~~~t.go~1~~Ng~I!~3~\~A~~~~~:~~~~~61<~~~f:~~~\RAsggo~~&~6~~ 
1\"MSF=0.119D-03\PG=C*V\\ 
9112\CMU\FOPT\UHf\6-31Gf\CIHIN1(lt~2)\POPLE\17-0CT-1980\1\\. OPT SCFCYC-64 
t:~~i:~~~~~:1~7~~~~~;~~~~~~~~~'~&~~~~1~6Al<AM~8~~~~~~g~6~<~2sF~6!r286~~~~~G 
=~aV\\ 

9113\CMU\FOPT\UHF\6-31G*\H202(lt,2)\POPLE\17-0CT-1980\1\\. 6-31Gf OPT\\HOOH 
~\~sa~~.~5t~r~O~~~!~~~~~~~~~~16~~~~~<~~~~~~&A:~~1~4~~~~~~~:9~&~RU~g~~:~:~D! 
07\RMSF=0.895D-05\PG=C02H\\ 
9114\CMU\FOPT\UHf\6-31Ga\C2H2(lt t 2)\POPLE\17-0CT-1980\1\\. 6-31Ga OPT SCFCY 
~=lt41~~~~~)!2~1~~~~~~~;3~tijA~N{0~\~~~~~S~~~~~§~1~~~c~~}~1!6~~i\~lH~C~~~;ii~!~ 
1 0 \\HF=-/6.3999108\~2=0.9~ \RMSD=0.848u-07\RMSF=0.SOI0-04\PG=C02V\\ 
9115\CMU\FOPT\UHF\6-31Ga\CIH3Nl(lt,2)\POPLE\17-0CT-1980\1\\. 6-31Ga ,OPT SCF 
~~~2~~~~~~~:i~6'62o~~~~~1~~~~)[,~c~~~~6~~S~<Ac~~~~~;l~~~~<~H~!~~6~~~6<~~~~1;~ 
10'4\HINC=I~2j43 58\H2NC=121.05096\\HF=-93.72S386~\S2=0.809\RMSD=0.369D-01\ 
RMSF=0.149D-0 \PG=CS\\ 
9116\CMU\FOPT\UHF\6-31G*\H2N2(lt~2)\POPLE\17-0CT-1980\1\\. 6-31Ga OPT\\HN=N 
~:I!U~~13~~~~~~~'~~~~~f~<~~~!lA~~~t~4g~~~~~!6~"~A~~~'~:1~g6!g~~~~~J~A!2:~~ 
-04\PG=C02H\\ 
9117\CMU\FOPT\UHF\6-31Ga\H2N2(lt t 2)\POPLE\17-0CT-1980\1\\. 6-31Ga OPT SCFCY 
~N~t~~~~~i~~H;t!~~~O~\~~~~1~~~~~311<~n~~!16t~[,~'U~~~~~!6~~~~<~:~6~6~=~o6~~~ 
\RMSr=O.501D- 04\PG~C02V\\ 

9118\CMU\FOPT\UHF\6-31G*\H202(lt<2)\POPLE\17-0CT-1980\1\\' 6-31G* OPT SCFCY 
a~~~~~~~~~:7f~~~~~J~~X6~'~A~~1{~.g~~{~<~~>~!1~g~~~~~g~~~s~~g~1~'~~~sg~A~Y4~ 
D-07\RM~F=0.987D-0~\PGaC02V\\ 

9123\CMU\fOPT\UHF\6-31Ga\C1H401(1t,2)\POPLE\18-0CT-1980\1\\' 6-31Ga ,OPT\\H2 
0--CH2t TRANS 2-A'\\1,2\C\O,1,AB\X,1,I. t 21BAHI2\H,1,AH1,3,QHIAH2,2,9O.,O\H, 
I,AH1,3,QHIAH2,2,-90.,0\XI2,I.tltAaH/8rJl 80. 1 0\H,2,SH7,6,QH7BH8 1 1,90.,O\Hr 
~Q~~lH~'~~~~~~~~<A:~'A2~~t~6~!~~~a~~ft~8;5!~~~~g~~~~r~!r!::~~:a~lt\A~~o.~~3\ 
RMSO=0.812D-07\RMSF=0.1620-04\PG=CS\\ 
9124\CMU\FOPT\UHF\6-31Ga\CIH201(lt,2)\POPLE\18-0CT-1980\1\\. 6-31G* OPT SCF 
OM SCFCYC=128\\FORMALDEHYDE CATION PLANAR C2V 6-31Ga OPTIMIZATION\\1 2\C\0 
I,AB\H,lrAHl2iHAB\Hl1,AH,2,HABI3,1801,0\\AS=1121152\AH=1!08743\HAB=117.803~ 
1\\HF=-l 3.~2 4436\~2=0./8~\RM~D=0.8~~D-07\RM~f=0.9730-0'\PC=C02V\\ 
9125\CMU\FOPT\UHF\6-31G*\CIH201(lt,2)\POPLE\18-0CT-1980\1\\. 6-31Ga ,OPT\\HC 
~~~OTiR{a~~A~;~!~~9g~~1~~~t~~~~~~~Aa~~~~6~~t~~U1A6~~~~~~rt~Y~~A~&~~Y6!,~~~t<~ 
"F:- 3.5036714\S2=0.759\RMSD:0.916D-07\RMSF=0.156D-03\PG=CS\\ 
9144\CMU\FOPT\UHf\6-31Ga\CIH3Nl(I+,2)\POPLE\19-0CT-1980\1\\' 6-31Ga ,OPT SCf 
CYC=64\\H2CNHt PLANAR 6-31G* OPTIMMIZATION\\1 1 2\C\N,1,AB\H,1,AH362 H3A8\H 1 
tAHOL2,8AH013{180'60\HI2LBH6,ltABH6{3,Oj{0\\Aa=1.24~9~\AHO=1.080 3<AH3=1 168 
J51\aHo=I.0 0 \BAH =11~.~378~\"3AB= 1~. 362\ABH6.148.6348\\HF=-93.71741~\S 
2=0.857\RMSD=0.135D-07\RMSF=0.175D-03\PG=CS\\ 
9145\CMU\FOPT\UHF\6-31Gf\CIH401(lt,2)\POPLE\19-0CT-1980\1\\. 6-31G*OPT\\H3 
COHt STAGGERED 6-31Ga OPTIMIZATION\\1,2\C\0,I,AB\H,1,AH3,2,H3AB\H,2,BH9,I,H 
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9BA,3g180.,O\X,1,1.,2tBAH12r36180.,O\H{16AH1,5bH1AH212{90.{O\H,1,AHl t 51 H1AH 
~2~iiij~39~~~~~31B~16~~~~~~8\H9~~~~t~~86b9~~~~~=~ri~:~~1~~~1~~~~~~1~~~~~~~~~ 
719D-01\RMSF=0.217D-04\PG=CS\\ 

9153\CMU\FOPT\UHF\b-31G*\C1H5Nl(lt,2)\POPLE\19-0CT-1980\1\\. 6-31G* OPT\\H2 
NCH3t STAGGERED 6-31G* OPTIMIZATION\\1,2\N\C,l,AB\X,1 11.,2,HALXAB\X,11 1.(36 HALXAB12r180'10\H(1{AH,46HAX!.2l90'LO\H,1,AH64'MAX,2,-~O.tO\H!.2,6Hll,H~A,Jl 
.,0\X{l, 'J1,IBALJt 80., \H{26~HP(~,HBYll,9 l{0\H,2{BHP'~LHBI!1{-~0.,O\\A~= 
1.458 5\HALXAB=8~.~0941\AH= • 102J\HAX=~8.15~ 2\BH= .0869~\HBA= 07.01378\YB 
A=125.30401\BHP=1.07898\HBY=55.94574\\HF=-94.9322253\S2=0.763\RMSD=0.186D-0 
7\RMSY=O.731D-04\PG=CS\\ 

9154\CMU\FOPT\UHf\b-31G*\C1H5Nl(lt,2)\PUPLE\20-UCT-1980\1\\. 6-31G* OPT SCF 
C~C=64\\H3N-CH2t STAGG~RED 2-AI\\1,2\N\C,1,AB\H{1 AH3,2 H3AB\X,1,1.,2,BAH12 
,3,180.,0\H,1,AH1,4HUH1AH2,2 690.,O\H,1 HAH1,4HQM AH2,2 L-90.,O\X,2,1. t l,ABH78 

i~6~j6~~~H~~Y~6i~'~\~~~~{~6~oob~~~H~2~1~'~g~11~~~AA~i~g;2~~~~~~A73~~~3~~~~~ 
1\QH1AH2=53 1 61057\QH7AH8=b2.15294\\Hf'=-94.9308101\S2=O.161\RMSD=0.838D-07\R 
MSF=0.627D-u4\PG=CS\\ 
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I. INTRODUCTION 

From the point of view of the SchrBdinger equation the theo­
retical description of molecular ions is not essentially different 
than that for neutral systems. The corresponding Hamiltonian op­
erator simply needs to be approximately adjusted to reflect the 
number of electrons in the ionic species and the problem is reduced 
to obtaining the associated eigenvectors and eigenvalues theoreof 
to a suitably good approximation. Furthermore for molecules con­
taining relatively light atoms there is good reason to believe that 
a non-relativistic approach to electronic structure calculations 
suffices in virtually all types of applications, and thus a purely 
electrostatic Hamiltonian operator is all that is required. In 
addition in most situations the Born-Oppenheimer Approximation can 
be safely assumed in such calculations, which is to say the nuclear 
and electronic motion canle treated in a basically uncoupled manner 
(the field of fixed or clamped nuclei). In this case the nuclear 
kinetic energy is temporarily ignored in the calculations and the 
first step in the overall treatment is to solve the so-called elec­
tronic SchrBdinger equation for a series of fixed nuclear conforma­
tions (clamped-nuclei approximation). As long as the resulting 
electron energy surfaces are well separated for states of the same 
symmetry, the nuclear motion of each such species can be treated 
separately by combining the appropriate rovibrational kinetic en­
ergy operator with the above potential energy terms. 
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For our purposes in this lecture then the main objective in 
formulating a completely general theoretical treatment of molecular 
ions is to develop effective computational techniques for solving 
the electronic SchrHdinger equation to a useful approximation. Be­
cause of the different natures of various ionic species it is ne­
cessary that such procedures can be applicable to a wide variety of 
electronic structures, particularly if attention is directed beyond 
the study of just the ground states of such systems, and at the 
same time it is highly desirable that they are also equally effec­
tive for all types of nuclear conformations and not simply that 
preferred by the system at equilibrium. In the following sections 
a method of calculation designed to achieve these objectives will 
be presented and numerous applications thereof will be considered 
to illustrate its effectiveness in actual practice. 

II. THEORETICAL TREATMENT 

Exact analytical solution of the electronic SchrHdinger equa­
tion has only been possible for systems containing a single elec­
tron, and thus to date the most fruitful approach to this general 
problem. has involved the use of computationally straightforward 
methods which are capable of obtaining approximate solutions. Con­
ceptually the simplest way to proceed is to assume a basis of one­
electron functions or spin orbitals, and from these to construct 
appropriate many-electron species in the form of Slater determinants 
using energy minimization as a criterion for optimization in ac­
cordance with the variation principle. If only a single determin­
ant is employed to describe the wavefunction the treatment is re­
ferred to as the self-consistent field (SCF) method, and in the past 
calculations of this type have been quite useful in predicting a 
number of ionic or molecular properties such as bond lengths and 
bond angles, but this procedure has not proven to be sufficiently 
reliable on a general basis to qualify as fulfilling the objectives 
set forth, in the Introduction. 

To go beyond the SCF approximation it is necessary to assume 
a less restrictive form of the electronic wavefunction than just a 
single Slater determinant in which only the most stable spin or­
bitals are populated. An easy generalization is thus to form a 
series of Slater determinants involving distributions of the various 
one-electron functions without regard to their individual stabil­
ities and to obtain the optimum linear combination thereof via en­
ergy minimization (the CI method); specifically the Hamiltonian 
matrix over all such many-electron species needs to be formed and 
subsequently diagonalized through solution of the corresponding 
secular equation. If all possible Slater determinants which can 
be formed from a given AO basis are taken in such a treatment, it 
is referred to as a full CI, and it might well be said that the 
goal in electronic structure calculations is to obtain results at 
this level for a sufficiently flexible choice of one-electron 
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functions. Calculations at this level can realistically be ex­
pected to be satisfactory for all types of ionic and molecular sys­
tems, in both ground and excited states, without regard to the na­
ture of the associated nuclear conformation. The difficulty with 
this approach, however, is that with m spatial orbitals and n elec­
trons in the problem the dimension of a full CI is equal to (2~) 
and thus the corresponding secular equations rapidly become too 
large to be treated by conventional diagonalization methods. 

In order to proceed further it thus becomes necessary to 
settle for an approximation to the full CI treatment and essen­
tially two different approaches have been investigated to this end. 
The first idea has simply been to introduce a truncation scheme to 
reduce the CI matrices to manageable size while still employing a 
good AD basis [1]. Alternatively other authors have used various 
forms of high-order perturbation theory to improve the degree of 
accuracy beyond some initially simple level of approximation such 
as an SCF wavefunction. In the first case there has been consider­
able effort expended in trying to develop a generally effective 
truncation scheme, usually involving the choice of a few key (refer­
ence) electronic configurations and then supplementing these with 
all species differing from them by some minimal level of excitation 
(substitution). If all singly and doubly excited species are to 
be considered it has become popular to divide the individual con­
figurations into strongly and weakly interacting categories and 
thereby afford a simple criterion for further reduction of the CI 
space. The major difficulty with such an approach is that because 
of the extremely large numbers of configurations, even very weakly 
interacting species are capable of combining to produce significant 
changes in the energy and property results obtained thereby. 

In the second type of approach it has been demonstrated that 
the use of higher-order perturbation theory can lead to a very good 
approximation to the desired full CI results, but the major dif­
ficulty in this instance has been that such treatments have only 
been feasible when the system under consideration is character-
ized by a well-defined single (Hartree-Fock) configuration. As a 
result such methods are far from generally applicable, being re­
stricted to particular types of electronic states (most often only 
the ground state) and then not always for the entire range of nu­
clear conformations of interest. A well-known example of the latter 
type is the N2 ground state, which is reasonably well described as a 
simple closed-shell species near the equilibrium bond distance but 
which assumes a more complex representation as the bond-breaking 
process begins, at which point the accuracy of the perturbation 
methods rapidly degrades. 

The theroetical technique employed in the calculations of mo­
lecular ions to be discussed subsequently is best looked upon as a 
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Fig. 1. Schematic diagram showing the variation of the total en­
ergy of a system with level of CI treatment. 

combination of both of the above approximate procedures. In prac­
tice it consists of truncated CI calculations where only a selected 
sample of singly and doubly excited configurations relative to a 
series of ~eference species are treated via explicit diagona1iza­
tion methods t but it also makes use of a simple perturbation theory 
approach to go beyond this level of treatment and thereby achieve a 
significantly better approximation to the true SchrBdinger equation 
results than would other be possible [1-3]. Details of this gen­
eral computational technique have recently been discussed in an­
other NATO ASI [4]t but its main features can be conveniently sum­
marized with reference to a simple diagram in which the CI energies 
obtained at various levels of treatment are indicated (Fig. 1) [5]. 
The energy which is not accounted in such a multi-reference doub1e­
excitation (MRD-CI) treatment at a given level of configuration 
selection is divided into three parts therein t labelled F1-F't 
representing the errors introduced successively by a) employing a 
selection of the generated CI space t b) not including enough refer­
ence species to attain the full CIt and c) not including enough AO 
basis functions to solve the SchrBdinger equation exactly. Rather 
than simply accept these errors t as is done in conventional CI 
treatments t however t the present methods attempts to make accurate 
estimates of their magnitudes via perturbation theory and thereby 
achieve an effective reduction in the uncertainty associated with 
the overall energy results. 

The key point which distinguishes this approach from conven­
tional many-body perturbation theory treatments (MBPT) [6] is that 
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because the starting point for such computations is already a rela­
tively large CI wavefunction the order to which the subsequent per­
turbation expansions need to be taken to achieve high accuracy is 
relatively small. In addition with the help of individual CI cal­
culations it has become possible to make the resulting perturbation 
scheme self-correcting in nature. The basic idea is to estimate a 
given energy discrepancy Fi as being proportional to a simple per­
turbation quantity Ki, which in the case of Fi is simply a sum of 
the individual energy lowerings achieved by each of the unselected 
test configurations in the MRD-CI treatments: Ki = Ji~Ej' The 

value of the proportionality constant Ai which when multiplied with 
Ki gives the true value for Fi can then be estimated to good ac­
curacy by comparing results at two or more levels of truncation 
[2]. For example, the ratio of the actual CI energy lowering in 
going from one selection threshold to another divided by the cor­
responding change in Ki = ~l~Ej can be used to predict the value of 

J 
Ai in estimating the Fi quantity. Alternatively a family of energy 
vs. selection threshold curves can be formed for various values of 

the weighting factor Ai for the perturbation sum and the desired 
zero-threshold result can be obtained by a simple plotting proced­
ure [2, 5]. Especially because of the self-correcting nature of 
this procedure it is not necessary to go to high orders of perturba­
tion theory to obtain quite accurate results, particularly when the 
CI starting point is well advanced so that the ensuing perturbation 
expansion is quickly converging. 

The same type of innovation can be applied to obtain the full 
CI correction F2• In this case the perturbation quantity K2 is 

ref :z 
taken as (1 - ~ Cj)' (~-CI-Eref)' in analogy to a formula 

J 
given by Davidson [7], and the self-correcting feature of the tech-
nique is realized by carrying out a series of MRD-CI calculations 
for several different sets of reference configurations. An ex­
ample of how this procedure works in the case of the diatomic ion 
C~ [8] is shown in Fig. 2. As the sum of the squares of the co­
efficients for the reference species in the final CI expansion ap­
proaches 1.0, both the corresponding MRD-CI energy and the same 
quantity augmented by the K:z term must approach the full CI limit 
and a clear pattern of convergence is in fact noted in the calcu­
lated results for both the low-lying iE+ and sIT states of this mo­
lecular ion. In addition it is possible to go one step further 
and obtain an estimate for the AO basis error Fs by such a per­
turbative scheme but no results are available as yet in this case 
[5] • 

The point which needs to be emphasized is that by implementing 
perturbation theory in the above manner it is still possible to re­
tain the essential generality with respect to different types of 
electronic states and nuclear conformations associated with the 
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Fig. 2. Illustration of a full-CI extrapolation procedure for sev­
eral electron states of cN+ (for more details see Ref. 8). 

SchrBdinger equation itself, which property distinguishes it to a 
large degree from MBPT or CEPA techniques, which can only be ap­
plied when certain specific conditions on the electronic wavefunc­
tion are fulfilled. At the same time the general applicability does 
not have to be paid for at the price of reduced accuracy, by rea­
son of the fact that the simple perturbation technique employed is 
quite effective because the starting point in the expansion is al­
ready a good CI wavefunction and thus rapid convergence is assured. 
In addition such calculations are relatively inexpensive because 
the extra work required over and above a truncated CI treatment to 
obtain the Fl correction is minimal and the cost of obtaining the 
corresponding full CI energy estimate is not substantially greater, 
especially since no additional four-index integral transformation 
is required in the process. 

In the next sections explicit calculations will be presented 
to illustrate how such techniques perform effectively in practical 
applications involving molecular ions at general electronic struc­
ture and nuclear conformation. We shall concentrate on species in­
cluding the second-row atoms silicon, phosphorus and sulfur; in 
studying the mono- and dihydrides a comparison with the isovalent 
compounds from the first will be made too (Sections III and IV). In 
the AB+ and HAB+ systems especial attention has been paid to those 
species containing one atom from :the first-row and the other from 
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Table 1. Low-Lying States of the AH 2+ under Discussion 

System D",h D",h C2V Cs 
Approximate 
bond angle 

a2 'ITs 21lu [ 2b~ 5a~ 2b~ 2Bl 2A" 90° u u 

H2S+ 2b: 5a~ 2b~ 2Al 2A, 120° 

7 ve a1 'IT" 21:+ 2b: 5a~ 2b~ 2B2 2A, 30° u u 
tl 

2 2 S1:-

1 [ 

2b: 5a~ 2b~ l,sBl l,sA" 120° au 'lTu g 

lA 2b~ 5a~ 2b~ lAl lA' 90° g 

11:+ 2b~ 5a~ 2b~ lAl lA' 180° g 

PH! 1 S 1 SIl 

I 2b~ 5a~ 2b~ 1,S A2 1, 'A" 30° au 'lTu ' g 

6 ve 2bi 5a~ 2b~ l"B2 1, SA' 90° 

aO 
u 11" u 

11:+ 
g 2b~ 5a~ 2b~ lAl lA' 30° 

a2 2 21lU I 
2b~ 5a~ 2b~ 2Al 2A, 120° u 'lTu 

2b: 5a~ 2b~ 2Bl 2A" 180° 

al 'IT 2 2'''1:-

1 

2b~ 5a~ 2b~ 2'''A2 2, "A" 60° u u u 

2Au 2b~ 5a~ 2b~ 2B2 2A, 30° 

SiH! 21:+ 2b~ 5a~ 2b~ 2B2 2A, 
u 

aO 'ITS 21l 

I 
2b~ 5a~ 2b~ 2Bl 2A" 30° u u u 

5 ve 2b~ 5a~ 2b~ 2Al 2A, 60° 

Bond angles are only given in general classes (i.e., 180°, 120°, 90°, 60°, 
30°) in order to demonstrate qualitatively the influence of the 2b l and Sal 
occupation. 

the second-row. These compounds will be discussed in Sections V 
and VI. 

In the concluding Chapter VII reference will be given to other 
molecular-ions studied with the MRD-CI method but not treated ex­
plicitly in this report. It should be called that the theoretical 
procedures employed are by no means restricted to charged systems. 
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Walsh diagram for AH2 systems exemplified by the 30g, 2ou , 
and 2~u MOs of H2S+. 

III. MOLECULAR IONS OF TYPE AH2+ 

As an example of ab initio studies on molecular ions we want 
to discuss in the following various molecular ions of type AH2+' 
We shall concentrate on systems with A belonging to the second row 
of the periodic table (i.e., A = S, P, Si) and compare our results 
with information available for their corresponding first-row counter­
parts H20+, NH2+, and CH2+' The general trends found in all these 
systems will be discussed and structural information will be given. 

Table I gives a survey of the electronic configurations as well 
as the corresponding states for AH 2+ in the linear (D~h), bent (C 2v), 
and asymmetric (Cs ) arrangements. All possibilities involving the 
20u and 2~u orbitals are listed with 30g (4al) always being doubly 
occupied. Thus we shall refer to the 7-valence-electron system 
H2S+ by its ground state configuration 2o~2~~, to PH2+ with 6 val­
ence electrons by 2o~2~~ and to SiH2 + with S valence electrons by 
2o~2~~. The C2V configurations are described in terms of the or­
bitals 2b 2, Sal, and 2b 1 • An additional column in Table I gives 
very generalized information about the geometric features of the 
various states by indicating a rough equilibrium angle. One finds 
minima for angles from 1800 (linear) down to extremely small values 
around 30 0 among all the systems discussed, which behavior can be 
explained by the character of the molecular orbitals forming the 
various states. The use of Walsh's rules for the description of 
molecular structure has been applied earlier to AH2 and AHs mole­
cules by Peyerimhoff and Buenker [9, 10]. Recently, Casida et al. 
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180· 

Fig. 4. 

140· 100· 60· ~ HSH 180· 140· 100· 60· "HPH 

Calculated MRD-CI potential energy curves for the three 
lowest states in H2S+ and PH2• The dashed lines indicate 
the zBz curves for the optimized XH distance. The circles 
are data which are obtained by fitting experimental re­
sults. 

[11] have applied Walsh's rules to study small bond angle states of 
AHz and AH2+ molecules with A standing for a first-row atom. We 
shall extend this description to the second-row systems H2S+, PH2+' 
and SiH2+ and deduce from the results information concerning the 
behavior after photoionization of the corresponding neutral mole­
cules. Figure 3 shows the Walsh diagram for the relevant orbitals 
as obtained by SCF calculations on H2S+. The same picture is also 
valid qualitatively for the systems PH2+ and SiHz+. 

Starting from the linear arrangement of the atoms a destabil­
ization of the 2b 2 orbital is seen upon decreasing the molecular 
bond angle along with a complementary stabilization of the Sal or­
bital, while the 2b l component of the ~u remains quite unaffected 
by changes in this quantity. Thus on decreasing this angle the 2b 2 
orbital first undergoes a crossing with the Sal and then for rather 
small angles even with the 2b 1 • It has been shown by Cas ida et a1. 
[11] for the first-row systems - as is equally valid for the second­
row AH2+ discussed here - that the equilibrium bond angle is deter-
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Fig. 5. Correlation diagram for the lowest electronic states of H2 S+ 
and their different dissociation products (for more details 
see Ref. 13). 

mined by the relative occupation of the 2b 2 and Sal orbitals. Table 
1 demonstrates this clearly: a b:a~ occupation favors the linear 
arrangement, b:a~ leads to ca 120°, b:a~ to ca 90° and b~a~ to very 
small bond angles less than 50°. A b~a~ configuration is stabilized 
around 90° similar to the b:a~ occupation . 

In the following we want to discuss the different systems in 
greater detail. Table 2 gives a survey of our calculated data on 
excitation energies and the barrier to linearity for the three low­
est states (two for SiH2+) together with the vertical ionization po­
tentials from the ground state of the neutral system. Together with 
the following Figs. 2, 3, 4, and 5 this serves as a basis for the 
discussion of the behavior of the system after photoionization of 
the neutral molecule. The technical details of the calculations 
such as AO basis set or dimension of the configuration space are 
given in the publications dealing with the various molecules ex­
plicitely. In general the basis used is of double zeta quality 
(Huzinaga's for the first row, Veillard's for the second row), if 
necessary augmented by polarization functions and such of d- or 
f-type. 
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Table 2. Relative Energies (in eV) for Some Low-Lying 
States of the AH 2+ Systems under Discussion 

HzS+ (7 valence electrons) [12] 

X zB l 0.0 

zAl 3.02 (2.34)a) 

zBz 5.34 (3.37)a,b) 

zIlu (D"'h) 2.91 

PHt (6 valence electrons)c) 

X lAl 0.0 

3 Bl 1.26 (0.59)a) 

lBl 2.68 (2.05)a) 

l~ 
g (D", ) 2.83 

31:-
g (D"'h) 1.43 {0.84}d) 

SiH! (valence electrons)c) 

0.0 

1.90 (1.08)a) 

1.08 

a) Values in parentheses correspond to Te. 
b) This value is obtained with the system restrained to Czv. 
c) Results of this laboratory. 
d) Barier to linearity for the 3 Bl state. 

A) The 7-Valence-Electron Systems H2 S+ 

319 

The first example for the study of molecular ions using the 
MRD-CI technique will be the positive ion of hydrogen sulfide. A 
more detailed discussion of low-lying states of H2 S+ as well as of 
the dissociation behavior has been published elsewhere [12, 13] and 
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only a summary will be given here. The ionization of HaS(lAl) will 
lead to HaS+(aBl ) by excitation out of the 2b l orbital. As can be 
seen in Fig. 3 the occupation of this MO has very little influence 
on the molecular geometry and thus both the neutral molecule and 
the positive ion have a very similar equilibrium geometry (a = 90°, 
r = 2.S8 ao). The first and second excited states of HaS+ are ob­
tained by ionizing out of the Sal and 2ba orbitals. A single oc­
cupation of the Sal instead of the double occupation in the neutral 
system favors a larger bond angle for the resulting aAl state, while 
the opposite direction is preferred for the aBa state with only one 
electron in the 2b a orbital . For these three lowest states the 
calculated CI potential energy curves for (HSH)+ bending are given 
in Fig. 4 together with those for the isovalent PHa. 

The energy levels of the Va bending vibration have been cal­
culated for the aAl and aBa states of HaS+ as well as the corre­
sponding Franck-Condon factors [12]. The potential minima for the 
two states differ by about 30° and hence for the transitions the 
maximum intensity is found for v~ = S and v~ = 6, in accordance 
with the experimental results of Dixon et al. [14] in the ioniza­
tion process AaAl + X1A1(HaS). Using the available experimental 
data these authors have deduced an analytical potential function 
for the aA1 and 2Bl states, leading to the curves indicated in Fig. 
4 by circles, whereby an excellent agreement between the calculated 
and experimentally obtained curves is observed. 

a As discussed above the B2 state in general prefers a strongly 
bent nuclear arrangement and optimization of the geometrical param­
eters yield an equilibrium geometry of a = 32° and r = 3.01 ao as 
indicated in Fig. 4 by the dashed lines (the S-H distance in the 
2Bl ground state being r = 2.58 ao). Since vertical ionization out 
of the 2b 2 orbital reaches the 2B2 in a highly excited vibrational 
state, a broadened irregular vibrational progression towards the 
adiabatic IP is expected and actually observed experimentally [15]. 

In order to describe the dissociative behavior of the first 
two excited states of H2S+ (2Al and 2B2 ) - examined experimentally 
by Eland [16] - a study on the basis of MRD-CI calculations [13] 
has shown clearly that it is absolutely necessary to treat the prob­
lem in Cs symmetry throughout, since even small asymmetric motions 
of the molecular frame prevent us from applying the C2V point group 
in general. In the lower symmetry then both Sal and 2b 2 belong to 
the a' irreducible representation and we have an avoided crossing 
between the resulting two aA, states. Its importance for the dis­
sociation of HaS+ as well as for the appearance of metastable peaks 
and irregular vibronic lifetimes for the 2Al state (see [13] and 
references to the experimental works given therein) is demonstrated 
by the correlation diagram given in Fig. 5, which is the result of 
a strict analysis in the lower symmetry. This procedure allows a 
correct description of the known facts that the 2Al state leads to 
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Fig. 6. Calculated ~mn-CI bending potential curves for PHz+ together 
with a correlation in Cs-symmetry to the lowest dissociation 
products p+ + Hz and [PH + H]+. 

S+ and Hz while the zBz state dissociates into S~ and H. Addi­
tionally, the large discrepancy between measured and calculated 
adiabatic ionization energies into the zB 2 state can be explained: 
because of an avoided crossing in Cs the effective minimum ac­
cessible from the vertical ionization lies at higher energies than 
the.minimum of the zBz potential surface calculated in Czv ' 

The same observation on the third adiabatic IP has been made 
for the HzO+ molecular ion by Meyer [17] and Smith et al. [18], but 
their speculation that the 0-0 transition has not been detected 
seems to be invalid. A more detailed comparison between the first­
and second-row systems HzO+/HzS+ is given in [12]: the adiabatic 
energy lowering for the 2Al and zBz states in comparison to their 
vertical position is roughly the same in both systems, but the 
barrier to dissociation, i.e., mainly the relative position of zBz 
minimum and the zA 1 reached by vertical excitation, is considerably 
higher for the first-row systems, thus preventing us from also ap­
plying to HzO+ the dissociation mechanism outlined for HzS+ into 
Hz + S+. 
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B) The 6-Valence-Electron System PH2+ 

Similar conclusions can also be drawn for PH2+ with one valence 
electron less than the sulfur compound. Figure 6 gives the calcu­
lated potential energy curves for (HPH)+ bending motion (from the 
linear arrangement down to angles of ca. 30°) in its central part. 
The P-H distance is kept fixed at 2.647 ao and only for the im­
portant s,lA2 states is the optimized potential minimum indicated 
as well. Left and right of this rectangle the correlation of the 
different states to the dissociation products (P + H2)+ and (PH + 
H)+ is shown in a strictly Cs scheme. Thus in most cases a change 
in the character of the wavefunctions is required to yield the cor­
relation indicated, e.g., the sEg- state itself leads to P~(4E-) + 
H, while only a sTIu state dissociates to p~(2TI) + H, both via sA" 
states. 

Many features discussed for the H2S+ are valid for this s~s­
tern as well: a) similar geometrical structures of PH2 and PH2 
(ground states) as a result of a 2b 1 ionization ; b) the minimum 
of the B1 states (b~a~b~) around 120° and the small bond angles for 
the A2 states (b~a~bD; c) a crossing between the A" states (B 1 and 
A2). Thus the following predictions can be made for the dissocia­
tion after photoionization of PH 2: 2b 1 + 00 leads to the stable 
ground state 1A1 , while the second ionization 5a1 + 00 reaches the 
sB1 state which - with some additional excess energy and the par­
ticipation of all vibrational modes - can reach the sA2 minimum and 
dissociate into p+(sPg) + H2 • The energetic situation seems to be 
less balanced than in H2S+, however, for which 2A1 vertical, the 
l2A' minimum and the S+ + H2 products all possess approximately the 
same energy. 

There is one important difference compared with the situation 
in H2S+, however: it can be seen from Fig. 5 that for the final 
dissociation of the 2A, state a spin-orbit interaction with 4A" is 
obligatory. In PH2+ (Fig. 6) the sA2 state possesses the configura­
tion 2b~5a~2b~, thus itself describing the H2 molecule via the 
doubly occupied 5a1MO and the 2b~2b~ occupation corresponding to the 
phosphorus ion in its sPg state. Photoionization from the 2b 2 or­
bital leads to sA2, a st~te having (in Cs symmetry) a local minimum 
due to the non-adiabatic crossing with the lower SA" (sB1) state. 
Due to this equivalence with the H2S+ molecular ion we expect a 
dissociation into p~(2TI) + H following this ionization process. 

The upper part of the potential curve diagram in Fig. 6 re­
veals another interesting feature. The 5a1/2b2 interchange pre­
viously discussed only for the lowest states of the molecular ions 
also causes another crossing area in this instance. Because of the 
energetic equivalence of the 5a1 and 2b 2 orbitals near their cross­
ing region three states are found close together, namely two lAl 
states (2b~2b~ and 5a~2b~) experiencing an avoided crossing in the 
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Fig, 7. Calculated MRD-CI bending potential curves for SiH2+ together 
with a correlation in Cs-symmetry to the lowest dissociation 
products Si+ + H2 and Si~ + H. 

neighborhood of a lB2 state (2b~5a~2b~). (Please note that only the 
corresponding sB2 species is included in Fig. 6.) 

ForNH 2+, the corresponding molecule of the first rwo, MRD-CI 
calculations have been reported by Peyerimhoff and Buenker [19] giv­
ing potential energy curves and oscillator strengths for transitions 
between low-lying states. The ground state is found to be sB l 
(quasilinear with a very shallow minimum near 150°), since the lAl 
state does not experience a stabilization as strong as in PH 2+. The 
crossings between the A" states, for example !I,lB l and 3,lA2 , are 
found to be similar in both ions, but the dissociation ~roducts lie 
at considerably higher energies than in the case of PH2 • In addi­
tion, in NH2+ the avoided crossing between the two higher lAl states 
in the region of the lB2 have been also found. 

C) The 5-Va1ence-E1ectron System SiH2+ 

The last example of AH 2+ molecular ions to be discussed is the 
silicon compound SiH2+; Fig. 7 follows the same scheme as been given 
for PH 2+ in Fig. 6. From the neutral molecules SiH2 , with its ground 
state 2b:5a~ configuration and an equilibrium bond angle of ca. 90°, 
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the first ionization occurs out of the 5a1MO, shifting the equilib­
rium bond angle of the 2Al ground state of SiH2+ to larger values 
near 120°. The other component of the linear 2rru, the 2Bl state 
(2b~2b~) is not accessible directly by (simple) ionization out of 
the SiH2 ground state . Finally, the 2b 2 ionization process gives 
rise to the 2B2 state (2bi5a~), which prefers a very small bond 
angle. 

There are two obvious differences to the other AH2+ systems 
treated above. First, the ground state is component of a linear 
2rru state as in H2S+ (n~), but in SiH2+ we have the inverted case 
(n~) with the 2Al component being more stabilized than the 2Bl 
branch. Secondly, in SiH2+ it is the ground state which now corre­
sponds to the lowest 2A, surface finally leading to Si+(2Pu) + H2 
(with the hydrogen molecule being described by the 5alMO again). 
There is no experimental information about the-photoionization of 
SiH2, but by a theoretical interpretation of the calculated poten­
tial curves such a dissociation is to be expected as well as the 
formation of SiH+ + H from the 2b2 ionization reaching the 2B2 sur­
face. The second mixing region due to the 5al/2b2 interchange in­
volves here two 2Bl states and the 2A2 with three open shells 
(2b~5a~2bD • 

A comparison with data available for CH 2+ [20] shows once again 
the general difference between the first- and second-row systems 
discussed in this work: the dissociation products (C+ + H2) lie at 
much higher energies than in SiH2+, for which the Si+(2pu) + H2 
fragments are found less than 1 eV above the 2Al minimum. This 
value represents about the same height as the levels reached on the 
2Al surface by vertical ionization of SiHa (lA1 ), which fact makes 
the existence of a long-lived SiHa+ molecular ion after ionization 
lAl + _ 2Al doubtful - an interesting object for experimental research. 

IV. MOLECULAR IONS OF TYPE AH+ 

In addition to those for the dihydrides AH2+ of the second row 
of the periodic table, further MRD-CI calculations have also been 
carried out for the diatomic AH+ systems, A standing again for a 
second-row atom (S, P, Si). Table 3 gives a survey on the various 
states treated together with their electronic configurations. In 
order to study the ionization of the neutral AH molecules, their 
electronic configurations are given as well, together with the 
ionization potentials. 

It can be seen from this table, that the lowest-lying states 
of the 6- and 5-valence-electron systems Sg+ and p~ are character­
ized by variable occupation of the 50 and 2n orbitals only, with 
the 40 orbital always being doubly occupied. In Sig+ with only 4 
valence electrons, however, excitations from the 40 orbital have to 
be included in the study . It should be noted that in some cases 
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Table 3. Low-Lying States of the AH+ Systems under Discussion 
and Correspondingly Vertical Excitation Energies 
(in eV) 

System c~v t.E calculated 

402 2 2 3 -
(a) 

50 211 t 0.0 (IP"10.19) 

't. 1. 34 

't+ 2.39 

SH+ 402 50 1 211 3 3n 3.98 

6 ve 'n 5.22 

50 1 211 2 60 1 5 -I 9.09 

40 2 50 0 211 4 't+ '0.49 - - - - - - - - -- - - - - - - - -
SH: 50 2 211 3 2n 

2 50 2 1 2n 
(d) 

40 2w 0.0 (IP=10.06) 

40 2 50 
, 

211 2 4 -r 1.66 

2 -r 3.38 
PH+ 2t. 3.43 

5 ve 2t + 4.50 

50 ' 211 
, 

60 
, 4n 8.21 

40 2 500 211 3 2n 8.21 
f-- - - - - - - - - - - - - - -
PH: 50 2 211 2 3 -t 

2 50 2 2,,° 1 t + 
(al 

40 0.0 (IP=7.70) 

40 2 50 1 2. 1 3n 2.23 

SiH+ 40 2 50 1 60 1 3t + 7.24 

40 2 50° 2" 
2 3 - 6.13 4 ve r 

1 50 2 211 1 ~ 7.62 ~o_ - - - - - - - - --
SiH 50 2 211 1 2n 

a) Results of this laboratory 

bl Reference 21 

cl Reference 22 

d) Re ference 23 

t.E experimental 

(b) 
0.0 (IP-'O.37) 

1. 28 

1. 84 / 2.39c ) 

3.74 

5.32 

- - - - - - - - . 

(d) 
0 . 0 

---
---
3.25 

- - - - - - - . 

- -- -- ----_. 
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Fig. 8. Comparison of energy levels for the isovalent pairs SH/OH 
and SH+/OH+ and their relative position with respect to 
the lowest dissociation limits. 

only the lowest-lying multiplet derived from a given configuration 
is given explicitly in the table. 

A comparison of the first- and second-row systems (to be given 
in more detail in the following for the different molecules) is de­
termined by the fact that the ionization potential of the second­
row atoms is considerably smaller than the IP of their first-row 
counterparts and of hydrogen as well. Thus the lowest dissociation 
products for the A~ second-row hydrides are always A+ + H, while 
in the first-row dissociation there will be a competition between 
A + + H and A + H+. 

For S~ (Fig. 8) the following features are of special inter­
est. Ionization out of the 2n orbital of SH gives rise to three 
states with a 5cr 2 2n 2 configuration, 'E-, lA, lE+, and a comparison 
with the experimental results of Dunlavey et al. [21] shows ex­
cellent agreement in the positioning of the excited states (cf. the 
data given in Table 3) except in one instance. The lE+ species is 
placed by our calculations at a relative energy of 2.39 eV, while 
Dunlavey et al. [21] give 1.84 eV. Additional work by these au­
thors, however, [22] has led to a new assignment of their photo­
electron spectrum and a corrected value for the relative energy of 
SH+(lE+) of 2.39 ± 0.01 eV, thus improving the agreement with 
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Fig. 9. Comparison of energy levels for the isovalent pairs PH/NH 
and PH+/N[+ and their relative position with respect to 
the lowest dissociation limits. 

our calculated results significantly. The next ionization 50 + ~ 

leads to 3,ln states. Both of these are only slightly bound, the 
triplet state slightly more so than the singlet. The 'E- state, 
obtained by 2n + 60 excitation from 3E- and strongly repulsive to 
S+('tsu) + H di'ssociation (since the 60 orbital describes the H atom), 
crosses with the n states and should cause predissociation. In the photo­
electron spectrum [21] only four vibrational components have been 
observed for the sn and only one for the In, thus confirming the 
shallow and/or predissociated character of their potential curves. 

A comparison with O~ (Fig. 8) shows a rather different shape 
for the correlation diagram. The O(3 pg) + ~ dissociation limit is 
slightly lower than the O+(4Su) + H reached by the repulsive 'E-. 
The sn state on the other hand correlates with the lower ~roducts 
and hence there is no comparable predissociation as in S~. 

The PH+/NH+ systems are compared in Fig. 9, while a more de­
tailed study of PH/PH+ is published elsewhere [23]. While 2n ion­
ization in PH gives the PH+ ground state 2n, with a dissociation 
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Table 4. Spectroscopic Constants for the Low-Lying States 
of PWa ) 

0 

Be (cm- 1 ) We (cm- 1 ) State re (A) 

X zrr 1.4246 8.509 2354 MRD-CI 

1.4352 (ro) 8.3851 (Bo) 22.996 (tJ.G 1 / Z ) expo 

1.431 8.420 2376 CEPA 

"r- 1.4899 7.7803 1781 MRD-CI 

ztJ. 1.5465 7.2224 1458 MRD-CI 

1.5726 (ro) 6.9833 (Bo) 1398.8 (tJ.G 1 / Z ) expo 

a) See reference 23 for a more detailed discussion. 

energy to the first limit of separated atoms P+(3pg) + H of about 
3.4 eV, the next set of states derived from the 5a + ~ ionization 
is much less bound. The "r- dissociation energy can be estimated 
to be about 1.4 eV, while the 2r- and 2r+ states are almost re­
pulsive. The 2~ shows a shallow minimum, but it is strongly pre­
dissociated by the repulsive loW state with a 5a 1 2w 1 6a 1 configura­
tion, leading directly to dissociation p+(3 pg) + H. The shape of 
the potential curves [23] is reflected in the spectroscopic con­
stants calculated for the three bound states of p~ and given in 
Table 4. There is good agreement with the experimental data with 
a deviation of about 30 cm- 1 for the vibrational frequencies as­
signed to the 2rr and 2~ states, while the spectroscopic constants 
calculated for the "r- state await experimental verification. The 
internuclear distance predicted for this state is somewhat larger 
than for the ground state (since it is reached by ionization of the 
P-H bonding 5a orbital this is quite understandable) and there is 
a consistent lowering in the respective vibrational frequencies 
compared to the ground state 2rr. 

In the first-row parallel ~ the dissociation pattern is 
again opposite to the p~ case: a neutral nitrogen atom plus a 
proton are the first dissociation fragments, instead of a phosphorus 
ion plus a hydrogen atom. The energy gap between "r- and x2rr (only 
the first one correlating with the lowest dissociation channel) is 
notably smaller in ~ (0.07 eV) than in its second-row counterpart 
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Comparison of energy levels for the isovalent pairs SiH/CH 
and Si~/Crr+ and their relative position with respect to the 
lowest dissociation limits. 

prr+ (1.6 eV). The predissociation of the 2~ and 2r+ states via the 
4rr species might be present in ~ too, but another interaction of 
predissociative nature could occur for these states because of the 
presence of a repulsive second 4r - species, which is in the 2rr ver­
tical region lower-lying than does the 4n. Both predissociations 
lead to the second N[+ dissociation channel, but nonetheless a larger 
vibrational excitation is necessary to reach the interaction region 
in ~ compared to P~. 

In the case of the SiH+ molecular ion (Fig. 10) only four val­
ence electrons are available, whereby 2~ ionization of neutral SiH 
results in its closed-shell ground state lr+(40 2 50 2). The S,1 n, 
obtained by 50 ionization, follow in the vertical region. While 
the srr state shows a minimum at a slightly larger Si-H bond length, 
the singlet is almost dissociative. Ionization out of the strongly 
Si-H bonding 40 gives rise to another pair of rr states to be found 
at considerably higher energies and with an equilibrium bond length 
almost 1.0 ao larger than in the neutral system or the lr+ ground 
state. Again the singlet is much less bound than the triplet curve. 

Because of the large difference in the IP's of Si and H as well 
as that between Si(2Pu) and the first excited state 4 pg (both more 
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Fig. 11. Relative stabil~ties of the isovalent molecules C2, CSi, 
and Si2 and their corresponding positive ions in various 
low-lying electronic states. The data for the neutral 
species are taken from Ref. 25. 

than 5 eV), and also the large energies required for 40 ionization 
(ca. 5 eV more than necessary to ionize 50), there is a rather 
'empty' region in the potential diagram between lowest states/dis­
sociation products and the higher excited species. This area is 
crossed only by the strongly repulsive 3 E+ state (40 250 1 60 1 ), lead­
ing to Si+(2Pu) +H dissociation. This is not the case in the CWmo­
lecular ion for which the second and third dissociation channels are 
given by a neutral carbon plus a proton. Hence the correlation pat­
tern for an energy region higher than ca. 4 eV above the correspond­
ing Aff+ ground state is quite different in both systems in contrast 
to the similarity in the lower region. 
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Fig. 12. Calculated potential energy curves of Ca+ and schematic 
diagram for the energy and intensity distribution in the 
ionization process . The vertical lines in the upper dia­
gram refer to the equilibrium bond length in the Ca ground 
state (solid vertical line) and in its a 3 rru excited state 
(dashed vertical lines). 

V. DIATOMIC IONS 

A) Ca+. CSi+. and Sia+ (Systems with 7 Valence Electrons) 

Before one analyzes the positive ions it is convenient to con­
sider the isova1ent neutral systems Ca , CSi, and Si a , all possessing 
8 valence electrons. Although the two homonuclear molecules have 
been studied spectroscopically [24], there is no such data available 
for the mixed CSi molecule. A recent MRD-CI ab initio study [25] 
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Table 5. Important Low-Lying Electronic States in the Iso­
valent Diatomic Molecules C2 , CSi, and Si 2 and their 
Positive Ions; the Calculated Vertical Ionization 
Potentials and the Change in Geometry upon Ioniza­
tion are also Given 

Species Neutral Ionization Ionic ARe (ao ) IP vert. Experim. 
state! state (eV) a) (eV) 
R (ao ) e 

C2 X 1r+ 112 + a g' 0> 
X 41:- +0.33 12.16(11.25) 12.0!0.6 

9 u 9 
2.348 

II + 0> 1 2n +0.18 12.16(11.97) 12.15 t u u 0.05 
a -> 0> 1 21:+ -0.02 15.01 (15.01) u u 

a 3n , -+ 0> X 4r - +0.20 11.45(11.16) u u 9 

2.479 a 
9 

.. ... 1 2n 
u +0.05 11.89(11.88) 

CSi X 3n 11 -+ ... X 41:- +0.16 8.82 ( 8.62) 9.0*0.4 

3.307 9.2±0.4 
a -+ ... 1 2n -0.0 9.94( 9.9+) 

Si2 X 3r - a -+ ... X 4r - +0.13 7.62( 7.61) 7.3tO.3 
9 9 9 

2n 
7.4±0.3 

4.328 11 .. ... 1 +0.49 8.48 ( 8.24) u u 

a 311 11 ..... X 4.- +0.30 7.69( 7.59) u u 9 

4.157 a 
9 

.+ ... 1 2n 
u +0.66 8.53( 8.14 ) 

a) valu~s in parentheses refer to the corresponding adiabatic 

ionization potential. 

has shown that each one of these molecules possesses a character­
istic ground state and that three electronic configurations are im­
portant to describe the low-lying electronic states,namely ~~(lEi), 
~~ag(l, lTIu) and ~~a~('Eg' l~g, lEt) which are carried over to CSi if 
one omits the subscripts u and g respectively. These calculations 
have pointed out that the 'TIu state is invariably low-lying in each 
system: it is the ground state in the mixed molecule CSi while it 
is located at only 0.089 eV above the IE! ground state in the case 
of C2 [24] and 1s also very close to the ground XSEg(~~ag) state 1n 
Si2 whereby it should be pointed out that the 'TIu state in Si 2 has 
not yet been observed experimentally. 
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Fig. 13. Calculated potential energy curves for C8i+ and 8i 2+ and 
schematic diagram for the energy and intensity distribu­
tion in the ionization processes. The vertical solid lines 
in the upper diagrams indicate the equilibrium bond length 
of the neutral systems while the dashed vertical line in 
8i2+ corresponds to Re in sITu of 8i 2 • 

As diagrammatically indicated in Fig. 11, one observes that in 
the series C2 , C8i, and 8i 2 the energy gap between the sITu and the 
sE& states is reduced from 0.8 eV in C2 to a value practically equal 
to zero in 8i 2 • The ground state configuration nti of C2 undergoes 
a complementary shift towards higher energies: it describes the 
second excited state in C8i while at the vertical region of 8i 2 it 
mixes with the lEt(n~o~) multiplet. 

All these findings indicate that the gradual substitution of a 
C atom by the homolog 8i is accompanied by a tendency toward double 
occupany of the Og (slightly antibonding) species rather than the 
bonding nu MO's. In accordance with the corresponding orbital fea­
tures, the respective internuclear distances increase in the order 
1,,+ < sn < S,,_ 
~g u ~g' 
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Under these circumstances the interesting question arises as 
to what extent the different stability pattern of these electronic 
configurations is carried over to the corresponding positive ions 
C2+, C8i+, and 8i2+' At present there are no photoelectron spectra 
available for these species to the best of our knowledge and there­
fore experimental efforts in this direction are welcome. Table 5 
summarizes the most important electronic configurations involved and 
the respective calculated relative positions. 

Recent calculations have shown that the ground state is in­
variably 4rg(~~crg) for C2+ and 8i2: 126], while in the case of C8i+ 
~t is in analogy described by the r (~2cr) symmetry; these findings 
imply that the distinctions observed in the neutral species with 
respect to their ground state descriptions are not present in the 
corresponding ground states of the charged systems. Taking as refer­
ence the Snu(~~crg) states in the neutral molecules, which have been 
observed to be of larger stability upon 8i substitution, the present 
results also indicate a preferred ionization from the ~u MOs in the 
~~cru configuration and leading to the ~~crg occupation in the ion­
ized molecules. 

With respect to other excited states, it is possible to de­
scribe two 2nu states by the configurations ~~ or ~ucrg. As indi­
cated in Figs. 11-13, the first 2nu state prefers the ~~ occupation 
in C2+ while in the homologous 8i2+ the ~ucr~ configuration dominates 

in the lowest state. The corresponding 2 2nu state is described in 
each case by the other configuration. This behavior again reflects 
the stabilization of those electronic configurations in which the 
crg MO is doubly occupied when carbon is replaced by silicon. As re­
sult of these orbital stability features it is found that an avoided 
crossing between the 2nu states takes place in different regions 
relative to the equilibrium bond lengths of the. ionic ground state. 
As shown in Figs. 12 and 13, the crossing in C8i+ occurs approxi­
mately at the vertical region close to the minimum of 1 2n while in 
C2+ the equilibrium distance of 1 2nu(~~) is much shorter than that 
of 4rg; finally, in the case of 8i2+ the 1 2nu(~ucrg) state is char­
acterized by a larger internuclear distance. 

The tendency to occup~ the ~u MO in the case of C2 (or C2+) is 
also reflected in the 1 2ru(cru~~) state, with an equilibrium dis­
tance very similar to the neutral ground state, while in 8i2+ by 
contrast the above configuration does not contribute at all to the 
lowest 2r~ state. 

After these general considerations each systems will be dis­
cussed in more detail: 
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As seen in Table 5, the transition between the neutral and the 
ionic ground states requires a double excitation (1f~ -+ 00, ag) and 
therefore is expected to appear with very low intensity in the ex­
perimental spectrum, a situation which is enhanced by the unfavor­
able Franck-Condon factors arising from the relatively large differ­
ence in the interatomic distance in these two states (Fig. 12). On 
the other hand, the transition XlEi(C2) -+1 2nu (C 2+) involves a single 
ionization process 1fu -+ 00 and is accompanied by a smaller change in 
the bond length as before. The vertical IP's for the last two men­
tioned processes are practically the same (i.e., 12.16 eV, vertical, 
Table 11) because the 4 Eg and 1 2nu potential curves cross approxi­
mately at the equilibrium distance of C2• The third IP relative to 
XlEt is connected with a au ionization, leading to the 1 2E6 state, 
placed vertically at about 15.01 eV and possessing practically the 
same geometrical features as the lEi state. 

It is experimentally known that in C2 the first excited 3 nu 
state is placed only 0.089 eV above the ground state and therefore 
it can be populated to some extent when the temperature is raised, 
as has already been done in some of the experimental measurements. 
Under these conditions the ionization 1fu -+ 00 from the 3 nu leads di­
rectly to X 4 Eg_, and as indicated in Table 11, with a vertical IP 
lying at 11.45 eV and a bond length change ~re of 0.20 ao. The next 
ionization from ag in 3 nu yields the 1 2nU(1fU3) state, which is 
placed at 11.89 eV in the vertical region and this ionization is 
characterized by the smallest change in the C-C distance. 

On the basis of these results, one can explain the experimen­
tally reported IP of C2 lying at 12.0 ± 0.6 eV [27) or 12.15 ± 0.05 
eV (28) as resulting from the overlap of two ionization processes, 
namely the X lEg+ -+ 1 2nu and a 3 nu -+ 1 2nu, respectively, as shown 
schematically in the lower part of Fig. 12. These ionization pro­
cess leading to the X 4 Eg- is also accompanied by possible multi­
plets 2~g, 2Eg-, and 2Eg+, all of them corresponding to 1fU2ag oc­
cupation. These states are placed approximately in the 13 eV en­
ergy region. 

In this case both the neutral and the ionic ground states are 
simply related by a 1f ionization. The calculated value of 8.82 eV 
for the vertical process agrees well with the experimental results 
lying in the 9.0 ± 0.4 eV ionization region [29) (Table 5). 

The second ionization process involving the a MO could be more 
complicated because upon ionization the portion of the potential 
curve is reached in which the avoided crossing between the 2n states 
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occurs and therefore a broad structure in the PES can be expected. 
The last observation is reinforced by the fact that the other multi­
plets 2A, 2 E+, and 2 E- with the same electronic configuration as the 
X 4 E- ground state are found in the same energy region: they are 
placed in the 9.7-10.5 eV ionization region, while the ionization 
into 1 2n is found at 9.94 eV. 

The X 4 Eg- state is derived from X 'Eg- (Si2) upon direct 
ag ~ ~ ionization. The theoretical value of 7.61 eV is comparable 
with the experimental inference of 7.4 ± 0.3 eV [29J. The other 
multip1ets 2Ag , 2Eg_, and 2Eg+ are clustered in the 8.4-8.8 eV pho­
toionization region. The second process ~u ~ ~ leads to 1 2nu ' with 
an adiabatic value of 8.24 eV and therefore almost superimposed over 
the mentioned doublet states. 

Because of the isoenergetic position of the X 'Eg- and 'nu 
states in Si2, it is also possible to detect ionizations from the 
latter neutral species. The final ionic levels are the same as 
when one ionizes from the ground state, but the MOts involved are 
exchanged. In accordance with the results in Table 5, it is found 
that the variations in thenespective e~uilibrium distances are 
larger when one considers the excited nu state. 

In general, more resemblance is expected between the photoelec­
tron spectra of CSi and Si2, while in C2 a quite different structure 
must be observed (see Figs. 12 and 13). This point also awaits the 
corresponding experimental verification. 

B) CN+, CP+, and NSi+ (Systems with 8 Valence Electrons) 

Another interesting group of diatomic molecules are the iso­
valent CN, CP, and NSi radicals with 9 valence electrons, which are 
invariably described by a X 2E+(~4a) and a first 2n(~'a2) excited 
state. As indicated in Fig. 14, substitution of each one of the 
first-row atoms by the corresponding isovalent atom of the second 
row leads to a reduction of the energy gap between 2rr_2E+: in CN 
a Te of 1.15 eV [24] is experimentally reported (i.e., with a Te 
(calc.) = 1.09 eV), while in CP it is slightly lowered (Te (exp) = 
0.86 eV [24] versus Te (calc.) = 0.94 eV), and the analogous energy 
difference is drastically reduced when one replaces the C atom in 
CN by Si (Te (calc.) = 0.28 eV; experimental data are yet not avail­
able). The tendency toward double occupation of the cr species is 
again observed in the silicon compound and runs parallel with the 
findings pointed out in the last section A. 
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Fig. 14. MRD-CI potential energy curves calculated for theisova1ent 
radicals CN, CP, and NSi and their respective positive 
ions. More details for the charged systems are given in 
Ref. [25]. 

We now consider possible ionizations from the 2 r+ neutral 
ground state 

2r+(1r4cr) + 1l:+(1r4) 
1I,l rr (1T lI cr) 11' + 00, 

whereas if one considers the formal ionization from the excited 2rr 
state, the following manifold of ionic states is expected: 

2rr(lrllcr 2) + 1I,l rr (lr ll cr) 

+ 1I r-, II!., 1 r+ (11' 2 cr 2) 

Extensive calculati on on C~, Cp+, and NSi+ [25] have indicated that 
each one of these isova1ent species possesses a particular ground 
state, namely l r+(CN+), lI rr (CP+), and lI r-(NSi+), in very close ana­
logy with the isova1ent molecules C2 , CSi, and Si 2 , respectively. 
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Table 6. Calculated Relative Positions (in eV) for the Various 
Adiabatic Ionization Peaks in the Isova1ent Radicals 
CN, CP, and NSi. The Corresponding Increase in the 
Bond Length is also Given 

Neutral Ionic Relative 
Species state/ Ionization ~Re (ao) positiona ) 

Re (ao) state in eV 

CN X 2r+ 50 -+- '" X 2r'F 0.05 0.0 (13.76)b) 

2.21 l1r -+- '" 'II 0.17 0.1-0.15 

III 0.19 1.03 

b 2 -+- (50, "') 'r- 0.36 0.91 

CP X 2r+ 21[ -+- '" X 'II 0.17 0.0 (10.9)b) 

2.95 III 0.22 0.91 

70 -+- '" lr+ 0.04 0.98 

21[2 -+- (70, "') 'r- 0.41 0. 74 

NSi X 2r+ 21[2 -+- (70, "') X 'r- 0.45 0 .0 (9.8)b) 

2.97 20 -+- '" 'II 0.26 0.21 

III 0.22 1.25 

70 -+- '" lr+ 0.0 1.22 

a) Te values taken from reference 25. 
b) Energy differences between the respective minima in the neutral 

and positive diatomic. 

There is no experimental information concerning the electronic 
description of the ground state of this radical, although some inter­
combination lines are found in the literature [24, 30]. A detailed 
study [8] of the relative stability of the lr+ and sn states with 
respect to different theoretical treatments has indicated that the 
use of an extended AO basis and an adequate set of reference con­
figurations yields as a result that the ground state is almost cer­
tainly lr+ (n 4) state, while the sn (n3cr) is placed about 0.1-0.15 
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eV higher in energy. Earlier calculations from the literature were 
ambiguous on the relative position, however [8]. 

As indicated in Table 6 there is practically no change in the 
bond length when one ionizes the Sa MO in CN to give IE+ (C~). On 
the other hand the second IP (l~ removal) for the 'n state corre­
sponds to an increase of 0.17 ao in bond length and therefore a vi­
brational progression is expected for this process. 

Ab initio calculations carried out in this laboratory at the 
equilibrium geometry of CN (2E+) (re = 2.21 ao) give values of 13.77 
eV and 14.07 eV for the transition into lE+ and 'II respectively, 
which are expected to underestimate the experimental results by 
about 0.2-0.3 eV; therefore the corresponding vertical IP's are pre­
dicted to lie in the 14.0 eV and 14.3 eV energy region. The small 
energy difference of 0.3 eV between the first two ionization pro­
cesses is further reduced to 0.1-0.15 eV if one considers the cor­
responding adiabatic transitions. Various experimental results 
place the first ionization region within the 14.0-14.2 eV interval 
[24, 31]. The question thus arises to what extent the_exper~ental 
measurements are actually a combination of the superposition of the 
first two ionization processes. 

A possible formal way to elucidate this question could be the 
ionization of CN in its excited 2n state. As indicated before, the 
first IP in this case only originates from the 'n state, and this 
information combined with the corresponding IP's from the ground 
state and the well-known 2n_ 2E+ exci~ation energy in CN can be used 
to characterize the nature of the CN ground state. The In state, 
also derived from l~ ionization is predicted to be placed at 1.03 
eV above the ground state (adiabatically), also in good agreement 
with spectroscopic measurements [30]. 

The first ionization of CP (2 r+) is associated with the 2~ MOs, 
leading to the Cp+ (sn) ground state and underscores the stabiliza­
tion of the a MO on going from CN to CPo In the present CI calcula­
tions an adiabatic value of 10.9 eV is predicted, which in turn sug­
gests that the corresponding experimental results are expected to 
lie around 11.2 eV, although this expectation awaits experimental 
investigation. 

The In counterpart is placed 0.91 eV above the ground state 
and, as shown in Table 6, lies very close to the IE+ state obtained 
by ionization from the 7 a MO CP (2 E+). Finally, it should be 
pointed out that the first excited state sE- in CP+is not connec­
ted directly with the CP ground state; it implies a ~2 +;(~, 7q) 
transition and a relatively larger increase in internuclear dis­
tance, a situation which suggests a very low photoionization cross­
section. 
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c) NSi+ 

The ground state of this ion is precisely a 'E- state and there­
(ore, the last observation made for CP+ (namely weak intensity) is 
also valid here. The first ionization from 2~ leads to the ,,In 
states, with a multiplet splitting predicted to be of the order of 
1 eV and an elongation of the NSi bond of about 0.25 ao. The 'E­
ground state, which is placed 0.21 eV below the 'n minimum [25] 
crosses the upper state at re ~ 3.1 ao and therefore perturbations 
are expected to be present in the first ionization region. The ion­
ization from the 7 cr MO has a favorable Franck-Condon factor and is 
expected to lie (adiabatically) in the 11 eV energy region. As in­
dicated in Table 6, the Te values for In and lE+ are practically the 
same and this suggests a broad structure in the corresponding spec­
trum. 

Because the energy difference between the 2n_2E+ is predicted 
to be very small, it maybe of interest to ionize the excited 2n 
state; in this case both the 'E- ground state and 'n are accessible 
and as discussed above for CN, experiments of this kind could be ap­
propriate for the determination of the correct ordering for the 
electronic states of the respective molecular-ions. 

VI. Molecular-Ions of the Type HAB+ and AB~ 

We now wish to direct our attention to those HAB+ isomers pairs 
containing the following heavy atoms, namely one coming from the 
first and the other from the second row, respectively: 

CSi 

CP 

CS 

NSi 

NP 

NS 

OSi 

OP 

os 

If one considers the corresponding neutral HAB, ABH species (18 in 
total), it is found that only four isomers are actually known experi­
mentally, namely HCP e E+), HNSi e E+), HPO e A ' ), and HSO (2 A") • 
On going to the respective 18 positive ions, one finds that there 
is no experimental information, with the exception of the appear­
ance potentials in some cases. 

In recent times some theoretical work has been carried out on 
these mixed first/second-row systems [32-35] and it was observed 
that the isomerization energies are larger than the corresponding 
values assigned to those systems containing first-row atoms only, 
at least for those species possessing a linear equilibrium geometry. 
As an example of this behavior it can be mentioned that the isomer­
ization energy of 68 kcal/mole and of 110.9 kcal/mole predicted for 
HNSi-NSiH and HCS+-CSH+, respectively, are much greater than the 
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Table 7. Survey of the HAB+ Ions Treated in the Present 
Work and Information on Their Low-Lying Electronic 
States 

Valence Electronic Equiv. sys-
e1ectrons/ configuration States iGeometry terns from 
species first row 

8 

HCSi+, CSiW" 70 2 27[2 3r-, 1!J., lr+ Coov HCt 

70 1 27[3 3, In 

HNSi+, NSiW 70 2 27[s 2n Coov HCW, cNIr+-

HCP+, CPW" 70 1 27[~ 2r+ Coov 

10 

HOSi+, osm+ 70 2 27[~ lr+ Coov HCO+, COW 

HNP+ , NPW HN2+ 

HCS+, CSW 

11 

HOP+, OPW 9a,22a"210a' 2A" Cs HNO+, NOW 

HNS+, NSH+ (70 2 27[~ 37[) (2n) (Coov) 

12 

HOS+, OSH+ ... 10a'3a" 9,1 A" Cs H0 2+ 

••. 10a,2 lA' 

(70 2 27[~ 37[2) (3 r- , 1!J., l r+) Coov 

values of 10 kca1/mo1e and 36 kca1/mo1e assigned to the HCN-CNH and 
HCO+-COW counterparts respectively. In addition, a recent MRD-CI 
study [34] carried out at the linear geometries of HCSi+-CSiW and 
HNP+-NP~ has pointed out that the relative energies are of the or­
der of 70-90 kca1/mo1e respectively, while on going to those species 
for which a bent structure is preferred as, for example, in HNP, 
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Table 8. Equilibrium Geometries and Relative Stability for 
Various HAB+ Systems Obtained from the MRD-CI Cal­
culations 

ReI. sta Isova1. syst. 

System RAB (ao) RAH (ao) Angle bility of first row 
(degr) (kcal/ ReI. stability 

mole) (kcal/mo1e) 

HCSi+ sl:- 3.42 2.10 180 0.0 Hct(sn)I\E = 0 

CSiW sl:- 3.53 2.88 (180)a 68.8 (Ref. 41) 

HNSi+ 2n 3.17 1.93 180 0.0 HNC+(2l:+) 0.0 

NSiW 2n 3.16 2.78 (180)a 72.6 HCW(2n) 20.7 

HCP+ 2n 3.06 2.04 180 0.0 (Ref. 40) 

CPW 2r+ 2.91 2.66 (180)a 83.2 

HOSi+ lr+ 2.95 1.82 180 0.0 HCo+('l:+) 0.0 

OSiH+ 1r+ 2.86 2.79 (180)a 70.0 COW(1l:+) 36.0 

HNP+ 1l:+ 2.79 1.92 180 0.0 HN2+('r+)I\E = 0 

NPW 1l:+ 2.S7 2.67 (180)a S7.4 

HCS+ 1l:+ 2.S1 2.06 ISO 0.0 

CSW lr+ 3.10 2.60 (lS0)a 110.9 

HOP+ 2A, 2.94 1.S6 126 0.0 HNO+(2A' ) 0.0 

OPW 2A' 2.S6 2.73 100 32.4 NOH+(2A,) 17.5 

HNS+ 2A' 2.87 1.96 131 0.0 (Ref. 37) 

NSW 2A' 2.99 2.62 98.S 36.4 

HOS+ SA" 2.97 1.85 120 0.0 H0 2+(sA")I\E = 0 

OSW lA' 2.81 2.61 102 15.4 (Ref. 52) 

a) No angular geometry search has been undertaken in these cases, a 
bent structure or even a preferred energy path to the more stable 
isomer as well-known for HCS+-HSc+ for example is expected. 



MRD-CI METHOD FOR STUDY OF LOW-LYING ELECTRONIC STATES 

- 2.0 

-5·0 

CPH' 
-2.0 - --------

-6.0 

-2.0 

- 4.0 

-6.0 

NS'C'r+) + H 

__ NSH',2A· ) 

_ HNS' ,lA· J 

__ OS;H',' ['J 

_ HOS;'" [') 

__ OPH·,2A·) 

-- HOP' ,2A·) 

OS+ClT)+H 

HSO' 

343 

Fig, 15. Comparison of various HAB+ isomers pairs in their lowest 
electronic states and correlation to the parent diatomic 
AB+ ion. 

HOS+, HOS, HOCl+, and the respective isomers, values ranging from 
10-40 kcal/mole for the relative stability are obtained. 

Finally, for these HAB systems it is expected that the most 
stable isomer is that in which the heavy atom is located at the 
terminal position of the molecule. In this connection it should be 
pointed here that although the HOS isomer is predicted to be lowest 
lying, the fact is that only the other isomer OSH has as yet been 
isolated. At the same time in the case of HPO one finds a true ex­
ception to this general rule in the relative stabilities, i.e., with 
phosphorous slightly preferred in the central position, as will be 
discussed subsequently. 

The aim of the present investigation is the theoretical deter­
mination of the equilibrium geometries and the relative energies of 
all the remaining molecular-ions not yet explicitly studied. The 
electronic character of the ground state was also investigated in 
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those cases in which more than one electronic configuration is ex­
pected to be important. Table 7 summarizes the electronic structure 
for the molecular-ions considered while the geometrical parameters 
at equilibrium and the corresponding relative energies are listed 
in Table 8 while a diagram showing the relative energies between the 
various HAB+ isomers pairs and their respective dissociation limits 
AB+ + H is given in Fig. 15. 

a) HOS+ and OSH+ (12 Valence Electrons) 

In all HAB molecules possessing 12 ve one has a n2 occupation 
in the linear geometry, which correlates with the configurations 
(a' a"), (a,2), and (a" 2) in the lower Cs synunetry. In general the 
various a' MO's acquire stabilization upon bending through hydrogen 
admixture, but the degree of such energy stabilization depends on 
the nature of the H-A bond involved. For the present systems under 
consideration, the last n MO in the diatomic AB is more concentrated 
on the second-row atom, while the lowest n MO is complementarily 
shifted toward the first-row center. In other words, it is expected 
that the last a' MO acquires a larger stabilization upon bending if 
the hydrogen atom is bonded to a second-row element, while if the 
A-H bond involves one of the atoms, C, N, or 0, other lOW-lying a' 
species rather than the highest occupied species are affected by 
the bending motion. 

In each isomer the natural ordering of states in the linear 
geometry is 'E-C'A") and If:,.(lA', lA"). Upon bending both ',lA" com­
ponents run quite parallel to each other, while the lA' state, with 
double occupation of the last stable a' MO, has the possibility of 
acquiring a larger or a smaller stabilization, depending on the 
character of the AH bond involved. For example, it is known that 
while the most stable HNO possesses a lA' ground state, its NOH 
counterpart prefers 'A" electronic character (single occupation of 
the a' MO) [36]. However, according to results from this laboratory, 
the HPO-POH pair is an exception of the feature of relative stabil­
ity: while the POH (X 'A") state is more stable than the equivalent 
state of HPO, the larger stabilization of the 10 a' MO in HPO 
leads finally to a lA' ground state, placed 0.3 eV below the ground 
state of POH. 

In the present case of HOS+ and OSH+ one notes that the most 
stable species is the 'A" (HOS+), while the ground state of OS~ is 
a lA', placed at 15.4 kcal/mo1e above the other isomer. The cor­
responding lA' level in HOS+ is practically isoenergetic with the 
ground state of osH+, as given by a Te of 13.2 kcal/mole [34]. 

Taking as reference the results published elsewhere [34] for 
the neutral and positive ions in both the HOS and OSH nuclear ar­
rangements, it is possible to derive the various adiabatic ioniza­
tion potentials, and such values are summarized in Table 9. In HOS 
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Table 9. Adiabatic Ionization Potentials Predicted for HOS, 
HNP, HeSi and Their Corresponding Isomers Obtained 
from the MRD-CI Calculations 

Neutral Ioniza- Ionic IP Remarks system tion system (eV) 

HOS (2A") 10a,23a" lOa' -+- 00 HOS+ ('A") 9.31 

E = 0 3a" -+- 00 HOS+ eA') 9.88 

lOa' -+- 00 HOS+ eA") 10.37 

OSH (2A") 10a'23a" 3a" -+- 00 OSW eA') 9.55 

AE = +9.7 kca1/mo1e lOa' -+-00 OSW ('A") 10.65 

lOa' -+-00 os}ff- eA") 11.19 

345 

HNP (2A') lOa' lOa' -+-00 HNP+ Cr+) 7.05 Very long progression 

E = 0 in the bending 

motion due to an 
NPH (2A') lOa' lOa' -+- 00 NPW (1r+) 9.75 opening of 60 0 in 

AE = 25.3 kca1/mo1e HNP and 800 in HPN. 

The vert. IP can be 

0.5-0.8 eV higher. 

HCSi (2rr) 211' 70 2 211 -+- 00 HCSi+ ('1:-) 8.51 lA (9.48) 

E = 0 IF (10.03) 

70 -+- 00 HCSi+ Crr) 10.31 lrr (10.92) 

CsiH (2rr) 211' 702 20 -+- 00 CSiW ('1:-) 8.83 lA (9.50) 

~E = 61 . 4 kca1/mo1e 11:+ (9.73) 

70 -+- 00 CSiW ('rr) 9.42 lrr (10.70) 

it is observed that an energy difference of 0.5 eV exists between 
the first (10 a' -+- co) and the second (3a" -+- co) ionization potentials 
and this contrasts with an inverted ordering and a larger AE (1.0 
eV) between the first two ionization peaks in the OSH counterpart. 
The last observation is in agreement with a larger stabilization of 
the 10 a' component (SH bond) in comparison with the 3a" MO. 
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Finally, it should be emphasized that these systems with 12 ve 
can only be treated realistically by means of a theoretical method 
which considers correlation effects. As discussed in detail else­
where for the HNO-NOH isomers [36], the SCF method leads to excess­
ively larger stabilities for triplet states. 

b) HOP+-OPH+ and HNS+-NS~ (11 Valence Electrons) 

In these systems the ground state is invariably a 2A, (10 a'), 
with equilibrium angles varying in the 125-130 degree region if the 
first-row atom is placed in the middle of the molecule, while it has 
a value around 100 degree if the central atom comes from the second 
row of the periodic table. The same observation is valid for HOS+ 
ans OS~ (see Table 8). 

The HOP+ isomer is found to be more stable than OP~ by 32.4 
kcal/mole and this result is in accordance with the general tendency 
of attributing larger stability to that isomer in which the hydrogen 
atom is bonded with a first-row atom. Because in this case one has 
only a single configuration to be considered, this point is clearly 
apparent, while in the neutral species this rule is somewhat less 
clear because of the possibility of choosing between the two con­
figurations lA' (10 a'2) or SAil (lOa' 3a"), the first of which is 
effectively preferred in the HPO arrangement. 

The other isomers HNS+ and NS~ also fit into this general 
scheme, with an isomerization energy of 36.4 kcal/mole having been 
calculated. It should be noted that these two isomerization en­
ergies are twice the corresponding value predicted theoretically 
for the HNo+-NOH+ isomers (aE = 17.5 kcal/mole, Ref. [37]). 

c) HOSi+-OSi~, HNP+-NP~, and HCS+-CSH+ (10 Valence Electrons) 

As indicated in Table 8, the isomerization energies are very 
large for such systems; it is around 70 kcal/mole for the silicon 
compound and it increases successively by roughly 20 kcal/mole when 
one goes to the phosphorus and finally to the sulfur atom, with the 
highest isomerization energy of 110.9 kcal/mole observed for these 
mixed HAB species. 

According to Walsh's rules, it is expected that these molecu­
lar ions possess a linear lr+ ground state, but because of the 
greater difference in their respective stabilities, one can suppose 
that the high-lying isomer is slightly or even strongly unstable 
relative to the bending motion, that is without showing any kind of 
energy restriction for a total conversion into the most stable iso­
mer. It is of interest to note that the isovalent HNSi-NSiH and 
HCP-CPH systems are also characterized by quite different total en­
ergies at each of their equilibrium nuclear conformations, as com­
pared with the smaller distinctions assigned to HCN-CNH or HCO+-CO~, 
as discussed previously. 
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A very interesting aspect which requires corresponding ex­
perimental verification is the following. The neutral radicals 
ROSi, HNP, and RCS, and their isomers follow similar trends as those 
ions with 11 valence electrons, especially as regards their geometry 
and relative stabilities. This fact implies that ionization from 
the most stable (neutral) nuclear conformation must be character­
ized by a long progression in the bending mode (i.e., the molecular 
angle is opened by about 50-60 degree upon ionization), and there­
fore a larger difference between the vertical and adiabatic IPs must 
be present, which can be roughly estimated to be of the order of 
0.5-0.8 eV. By contrast in the case of the less stable neutral 
conformation, the corresponding ionization must necessarily be ac­
companied by a drastic nuclear rearrangement towards the other low­
lying positive ion; upon ionization the ionic potential surface is 
reached at a portion in which the more stable HAB+ system is strongly 
favored. Finally, it should be pointed out that a recent determina­
tion of the ionization potential in RCO leads to an energy gap of 
about 1 eV between the vertical and adiabatic peaks, while the band 
intensity is distributed over at least twenty vibrational compo­
nents [38]. 

d) HNSi+-NSi~ and HCP+-CP~ (9 Valence Electrons) 

While in the last section the electronic configurations n 4 a 2 

was the only one to be considered, in going to species with 9 ve one 
must study both the 2rr (n 3 a2) and 2L+ (n 4 a) species. In the case of 
HCP+ it is found that the lowest state is the 2rr , while the 2L+ is 
placed 2.13 eV above it, in good agreement with an experimental dif­
ference between the two first IP's of 2.07 eV [39]. The less stable 
isomer CP~ is found to lie 83.2 kca1/mo1e higher in its 2L+ state, 
while the 2 rr (CP~) state is placed only 3.7 kca1/mo1e above the 
latter species. This small energy difference between the two low­
lying states in CP~ suggests that a very complicated picture must 
be obtained if one considers a coupling among the stretching and the 
bending motions in this relatively unstable system. 

Both HNSi+ and NSi~ possess 2 rr ground states, the first one 
being favored by 72.6 kca1/mo1e. Accordinf to the present calcula­
tions, the second IP in HNSi leading to 2L should be found at 1.25 
eV higher than the first one, while the relative energy between the 
2L+ states in both nuclear arrangements is also rather high, namely 
65.5 kca1/mo1e. As discussed before for the phosphorus compounds, 
it is suggested here that a slight perturbation of the less stable 
species leads directly to the HNSi+ isomer. 

Recent calculations on HC~ and C~ [40] have pointed out that 
the ground state of C~ is a 2 E+, which is placed 20.7 kca1/mo1e 
below HC~ (X 2rr). These results indicate that after ionization the 
relative stability of the HCN and CNH conformations is reversed. 
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One observes in this case that for the mixed HAB molecules always 
the conformation with the second-row atom at the terminal position 
of the molecules are prefered for both the neutral and the positive 
ions. 

e) HCSi+-CSi~ (8 Valence Electrons) 

There are here two confi§urations to be considered, namely 
~2cr2 (sr-, l~, lr+) and ~scr (,In). The MRD-CI calculations indi­
dicate that both isomers possess a sr- ground state [34], but the 
HCSi+ compound is placed 86.8 kcal/mole below the CSig+ counterpart, 
a value which is comparable with the stability difference of 61.4 
kcal/mole predicted for the corresponding neutral states [34]. By 
contrast the ground state of HC 2+ is a snu (~uscrg) state [41], again 
denoting the preferred tendency to occupy the ~u MO in those com­
pounds containing atoms of the first row. 

The ionization potential associated with the process HCSi 
(2n) ~ HCSi+ (sr-) of 8.51 eV compares with a value of 8.61 eV cal­
culated in the case of the CSi (sn) ~ CSi+ (4r -) transition. The 
other peaks associated with ionization from the2~ in HCSi are placed 
at 9.48 eV (l~) and 10.03 eV (lr+), while both the triplet and 
singlets states obtained after ionization from the 7 cr MO are found 
at 10.35 eVand 10.92 eV, respectively (see Table 9). 

VII. Summary 

The present contribution has demonstrated in numerous examples 
the feasibility of present-day theoretical methods for the calcula­
tion of structural data for positively charged molecular-ions as 
well as their relative energetics in a variety of electronic states 
and nuclear conformations. In addition it has provided numerous 
predictions of the characteristics of various molecular-ions which 
await experimental verification. The applications chosen have been 
restricted to rather small ions with at most two hydrogen and no 
more than two non-hydro genic atoms, for which a variety of qualita­
tive interrelationships have been underscored, but it should be em­
phasized that the same theoretical techniques can also be employed 
effectively to study larger systems and also for multiply ionized 
species, especially when special features which make use of a simple 
form of perturbation theory to correct the raw CI results are taken 
into account, as discussed at the beginning of the paper. 

In the present context it will suffice to give a brief summary 
of such results for some larger molecular-ions. MRD-CI calculations 
for selected nuclear conformations of CH4+ [42] and for different 
dissocation paths into CHs+ + Hand CH2+ + H2 have confirmed the ex­
perimentally observed low photodissociation cross sections, arising 
because of the existence of either barriers, ineffective state cor­
relation or low oscillator strengths for all available reaction 
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+ paths. In the case of C2H6 [43] the ground state is a pure 2A1g 
species with a larger CC distance than in the neutral C2H6 , but at 
shorter Rec values it becomes a mixture of 2A1g and 2Eg character 
through reduction in the molecular symmetry. The first excited 2Bg 
species (C 2h structures) correlates with 2Eg in Dsd symmetry but is 
Jahn-Teller distorted. A Franck-Condon analysis of the calculated 
potential curves indicates that the spectrum for ionization to the 
lowest 2Ag species is too diffuse and of wrong characteristic fre­
quency to be attributed to the fairly regular fine structure of the 
ethane PES within the 11.5-12.6 eV energy region. By contrast the 
analogous results for 2Bg ionization do compare quite well with the 
latter experimental system. In addition the calculations of vertical 
IPs have been extended [44] to include ionization out of the leu, 
2au, and 2alg (14-25 eV region), which agree well with the location 
of the three ionization maxima in this spectral range. A very in­
teresting result was the analysis of the proper Rydberg states of 
the positive C2H6 + ion. In general, it was found that the quantum 
defects for such species are from 0.4-0.5 units smaller than for 
their counterparts in neutral systems, in agreement with a decrease 
in the core penetrability of the Rydberg electron resulting from the 
increased effective nuclear charge in this system. It is of inter­
est to point out that there is little experimental and/or theoretical 
information on the general features of Rydberg states in positive 
ions and therefore more experimental effort in this direction would 
be a welcome development. 

The capability of the MRD-CI method to give reliable ionization 
potentials can be demonstrated on the basis of two examples, namely 
for the valence ionization of C2H4 and H2S. On comparing the results 
for the vertical ionization of ethylene obtained with the present 
theoretical treatment and those derived by the Green function tech­
nique, it has been verified that both methods give similar values 
for the ionization potentials if one works with exactly the same AO 
basis, as discussed in detail in the original references (Table of 
Ref. 4b and 45). The experimental ionization out of the 4a1 MO in 
H2S corresponds to a broad band covering the 19.5-33 eV energy region 
and the indication is that quite extensive configuration mixing ex­
ists in this excitation region of H2S+, with a relative larger num­
ber of electronic states in which the contribution of the electronic 
configuration 4a12b22Sal22b12 is non-negligible. An MRD-CI treat­
ment [46] for this ionization process fits in quite well with the 

2 
experimental findings, as pointed out by calculating a lowest Al state 
at 19.67 eV above the neutral system, whereby the first pole obtained 
by a MBPT study is placed at higher energies (i.e., 21.33 eV, Ref. 
47). The next two states are found in the MRD-CI treatment at 22.62 
eV and 23.63 eV, respectively, and just within the energy region in 
which the strongest absorption is experimentally observed, thereby 
supporting the supposed existence of two (superposed) electronic 
states in the corresponding experimental peak. 
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Finally, it can be remarked that the MRD-CI method (or analogous 
theoretical technique) possesses a more general range of application 
than the Green function treatments because firstly, the latter method 
only can be used to predict IPs in the case that the equilibrium 
geometry of a (as yet unknown) molecule has been previously deter­
mined by another ab-initio method, and secondly, it is incapable of 
making a direct prediction of the adiabatic IP if the geometries of 
the ionic states are quite different than for the corresponding neu­
tral ground state. 

Another interesting aspect of molecular ions which has received 
special attention in the last years concerns inner-shell phenomena 
(core ionizations, core-valence excitations, shake-up states, etc.). 
As discussed in the literature for the case of N2 [3S, 48], while 
excitations from the core lau or lag MOs into the valence ng or 3s 
species show deviations of about 2 eV with respect to the absolute 
experimental transition energies of the order of 400 eV (please 
note that this represents a 0.5% error in this case), the relative 
position between those high-lying excited states has been predicted 
within the usual error limits of the method of about 0.1-0.2 eV 
(Refs. 4b, 35). 

The lag ionization potential of 291.2 eV and 291.1 eV calculated 
for C2H2 and C2H4 [49] respectively, fit in well with the experimen­
tal results, in this case the worse deviation being of only 0.5 eV. 
With respect to the strong Is + n* valence transition in both mole­
cules, it is found that the vibrational structure corresponds to the 
symmetric CH stretching mode in each case, while the term values de­
rived for the transitions into Rydberg-like MO's (which are more con­
tracted than for the neutral species) of the type 3s, 3p, etc., are 
in accordance with laboratory inferences. In the case of C2H2 good 
agreement with experiment is also observed for those shake-up states 
involving Is ionization plus excitations from n into n* or low-lying 
Rydberg species, and a quite similar pattern is calculated for C2H4 , 

for which no measurements are as yet available. In analogy to Ryd­
berg states in positive ions, the upper orbital of a shake-up state 
of Rydberg type is found to be considerably more contracted than its 
counterpart in neutral systems because of the influence of the addi­
tional positive charge in the inner shell, but the entire pattern of 
Rydberg states is quite similar to that which has been noted pre­
viously for the valence-shell spectra of both these molecules. 

For negative molecular-ions the number of experimental and the­
oretical studies is still rather small in comparison with the posi­
tive systems, but some results are available. The C2- radical is 
one of the most studied species, for example, for which an MRD-CI 
investigation [50] has obtained an EA(C 2) of 3.43 eV compared with 
a value of 3.54 eV measured in photo-detachment experiments. It 
should be pointed out that the ground state is found to be 2Eg+ 



MRD-CI METHOD FOR STUDY OF LOW-LYING ELECTRONIC STATES 351 

(nu 40g), while the other 2TIu (nu3 0g2) and 2EU+ (Ounu4o 2) states are 
placed at 0.40 eV (Te value experimentally unknown) ana 2.33 eV 
(exptl. Te = 2.28 eV), respectively. These results thus raise the 
interesting question as to the identity of the ground state in the 
isovalent CSi- and Si2- ions. On the basis of the general features 
discussed in Section V, namely, the larger stabilization of the Og 
species in comparison with the nu MOs, it can therefore be expected 
that the ground state of 8i 2 - could be 2TIu rather than 2Eg+, con­
trary to the case of C2-, but this point clearly needs a quantitative 
investigation using both theoretical and experimental methods. Fi­
nally, it has been found experimentally that dissociative attach­
ment in CFC1 3 is possible at essentially zero electron kinetic en­
ergy. MRD-CI potential curves calculated for C-Cl bond stretch [51] 
indicate a definite minimum for the neutral species along this re­
action coordinate, while the corresponding curve for CFC1 3 - is 
clearly dissociative with respect to release of chloride ion. In 
addition the negative ion potential curve crosses the corresponding 
neutral species only slightly to the right of the CFC1 3 minimum 
(and only 0.05-0.1 eV above the neutral minimum), therebyexplain­
ing on a good quantitative basis the fact that very low kinetic en­
ergy is necessary to initiate dissociative electron attachment of 
this halocarbon. 

Perhaps more important than the results for such larger molecu­
lar-ions which have already been obtained, however, is the realiza­
tion that the numerical accuracy of the theoretical methods dis­
cussed in this work is still improving at the present time, so that 
there is good reason to believe that their range of applicability 
will greatly expand in the future. Even though in many situations 
the level of accuracy which can now be achieved is still not com­
petitive with the degree of resolution which can be obtained experi­
mentally, the fact that these theoretical techniques can be applied 
on such a general basis insures their continued usefulness, and at 
the same time emphasizes the need for increased cooperation between 
experimentalists and theoreticians in future investigations on this 
general subject. 
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Introduction 

The study of ionic states has become a very important field of 
research containing an enormous amount of chemical and physical in­
formation which can be extracted by different experiments and by 
calculations. It is a field of research where experiment and theory 
work hand in hand in order to obtain this information. Among the 
most important pieces of information are the ionization energies, 
i.e., the transition energies to the different ionic states. Their 
calculation will preoccupy us in the sections below. It is gener­
ally assumed that the most prominent bands in a photoelectron spec­
trum (PES) arise from transitions to electronic states that are ob­
tained by ejection of a single electron out of a molecular orbital 
in the ground state. In addition to these "simple" one-electron 
transitions two-electron transitions can sometimes be observed, i.e., 
processes which are ionization of one plus simultaneous excitation 
of another electron. They appear as satellite lines in a PES and 
borrow their intensity from the simple transitions. In the outer 
valence region and in the core region their intensity is small com­
pared to the main line; i.e., a one-electron picture of the ioniza­
tion process is valid. In the inner valence region, however, this 
need not be the case as we are going to see. The one-electron pic­
ture of ionization can break down completely. 

The electronic excitation can be accompanied by the excitation 
of vibrations and rotations. The vibrational structure can be re­
solved or - due to its complexity and the limited experimental reso­
lution - appear only as a broadening of the bands. In case it is 
resolved this adds significantly to the information one can deduce 
from a spectrum. The main questions are: which normal vibrations 
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become excited in a given electronic transition, how strongly are 
they excited and what are their frequencies. This also leads to 
the question of geometry changes upon ionization. Closely connected 
with the vibrational structure are vibronic coupling effects between 
different electronic states, i.e., the effects which result from the 
breakdown of the Born-Oppenheimer approximation. We will discuss 
these topics also in the sections below. The ,rotational structure 
is, except for the case of the hydrogen molecule, not resolvable at 
present and thus does not playa significant role yet. 

Further pieces of information are the ionization cross sections, 
branching ratios, angular dependencies, line widths, the coupling of 
shape resonances, but also the different chemical reaction pathways 
of the ionic species in their different states and the associated 
branching ratios. More and more activity is going into the study 
of these topics. Thus, e.g., the measurement and the calculation 
of the ionization cross sections is a very active area of research. 
In the normal case of photoelectron spectroscopy these quantities 
are properties of the apparatus, in particular the analyzer, and 
sometimes show little relation to the physical quantities. But new 
types of experiments can yield this and other information. The use 
of synchrotron radiation, coincidence measurements (e, 2e)-tech­
niques as well as new theoretical tools have opened the door to new 
developments. In the present article we will be preoccupied with 
the calculation of the ionization energies and vibrational phenom­
ena - i.e., the fundamental quantities used to assign a given PES. 
The computational tool is the Green's function method. 

Koopmans' Approximation 

The simplest method to calculate ionization energies is based 
on Koopman's theorem and is called Koopmans' approximation [1]. 
The method is simple to apply and reasonably successful in that it 
permits to assign experimental ionization spectra. In the Hartree­
Fock (HF) approximation the wave function consists of a Slater de­
terminant built from molecular spin orbitals I~i> 

(1) 

(I~i> without the bar denotes that the orbital is associated with a 
spin function with ms = + 1/2 , and with the bar that the orbital is 
associated with a spin function with ms = - 1/2) which are solutions 
of the HF equations 

with €i the orbital and F the HF operator 

F = h + E 2 Ji - Ki' 
i 

(2) 

(3) 
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where h is the one-electron operator, Ji = < ~i (2) 11/rlzl~i (2) > 
the Coulomb and Ki = <~i (2)11/rlzl > I~i (1) > the exchange opera­
tor. The HF operator contains only an average interaction between 
the electrons resulting from the integration over the coordinates 
of the other electrons. Because of this approximate interaction one 
has neglected an energy contribution, the so-called correlation en­
ergy. If one approximates the ionic wave function by 

(4) 

where the electron has been taken out of the spin orbital I¢i> leav­
ing all other orbitals unchanged one obtains for the energy differ­
ence 

(5) 

The i-th ionization energy is thus approximately given by the 
negative of the i-th orbital energy. This is Koopmans' approxima­
tion which has proved to be very useful. With the Ansatz Eq. (4) 
for the ionic wave function, in which the molecular orbitals of the 
neutral grounds tate are used for the ionic state one has neglected 
the so-called reorganization energy of the electrons. Ejection of 
an electron will always lead to a charge rearrangement and the 
ionic wave function should be constructed from orbitals appropriate 
for the ion. Thus Koopmans' approximation involves the neglect of 
the correlation energy both in the ion and the neutral state and the 
neglect of the reorganization energy in the ion. In the outer val­
ence region of many molecules this approximation is quite acceptable 
as these two neglected effects tend to cancel to a certain degree, 
but there can be no guarantee that the approximation is reliable. 
There are quite a number of molecules and there are whole classes 
of molecules where Koopmans' approximation fails badly in supplying 
the correct ordering of ionic states. Ionic states can be quite 
close together in energy and thus one needs more accurate means of 
calculating the ionization energies which take into account the 
effects of electron correlation and reorganization. The reorganiza­
tion energy can be obtained by separate SCF calculations and the 
correlation energy by performing separate configuration interaction 
(CI) calculations for the ionic states and the ground state. These 
methods appear as a logically consistent improvement in the calcu­
lation of ionization energies. There is, however, also a direct 
way to calculate ionization energies, the method of Green's func­
tions [2, 3]. (For a general text on Green's functions see, e.g., 
Ref. 4.) 

Before discussing the method of Green's functions let us point 
out another consequence of Koopmans' theorem, which we would like 
to call Koopmans' hypothesis. This will clarify the physical model 
underlying Koopmans' approximation. In a closed shell molecule and 
in the SCF approximation each electron pair occupies one of the 
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orbitals I~i> once with ms = 1/2, once with ms = - 1/2, The total 
energy, the electron density, many properties are reasonably well 
described by this model. In this respect it can be said that the 
model - the molecular orbital (MO) model - acquires a certain de­
gree of reality. One can now take an electon out of each orbital. 
A photoelectron spectrum should thus consist of as many lines as 
there are orbitals. The reason for this is that the photon inter­
acts only with one electron at a time, the transition operator is a 
one particle operator. It is not implied that the orbital energies 
are (aside from the sign) accurate approximations to the ionization 
energies - reorganization and correlation effects will necessar-
ily modify the values - but it is implied in using Koopmans' approxi­
mation that to each orbital corresponds one line in the PES. This 
has well been borne out in many PES in the outer valence region and 
in ESCA spectra for the core region. The physical model thus ap­
pears to be sound. The MO scheme and the resulting schematic PES 
are sketched in Fig. 1. It is, however, long known in photoelectron 
spectroscopy that in addition to the one-electron transitions men­
tioned above two-electron transitions can also be observed which are 
ionization combined with simultaneous excitations. This process is 
also sketched in Fig. 1. These processes lead to the so-called 
satellite lines. They usually have small intensities and borrow 
this intensity from the main - transitions via many - body effects. 
If their intensities are small the physical model underlying Koop­
mans' approximation is a valid one, but if their intensities become 
large this model becomes shaky and must be abandoned. Koopmans' 
approximation then burns down to pure mathematics. One still cal­
culates an orbital energy but it has little relation to an ioniza­
tion energy. A relation may still be thought of to exist if the 
intensities of the two-electron transitions are borrowed from the 
simple one-electron transitions. This shows that a discussion of 
ionization spectra and Koopmans' approximation cannot be based on 
the energetics alone, but should take the intensities into con­
sideration. 

It has been found in the studies of atoms (in particular the 
interpretation of the Xe ESCA spectrum by Wend in and Ohno [5]) and 
in calculations on a large number of molecules (see, e.g., Refs. 
6-13; Ref. 13 contains a fairly complete list) that the satellite 
lines acquire a considerable intensity in the inner valence region. 
A main line frequently ceases to exist and the intensity becomes 
distributed over a large number of lines. Things may become even 
worse. It may occur that the intensity of a satellite line is not 
borrowed from a single simple transition but from several. In this 
case neither the energetics nor the intensity borrowing can be un­
derstood in a MO model. (In addition, interference effects can be 
observed.) Extremely strong effects of this type have recently been 
found in several molecules and even for the first ionization proc­
esses [14]. A one-to-one correspondence between lines in the PES 
and the MO's seems to exist but a MO interpretation of the PES is 
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Fig. 1. MO scheme for the ground state, for the ionic states ob­
tained by simple one - electron ejection processes and for 
ionization plus excitation processes together with the cor­
responding schematic photoelectron spectrum. 

totally impossible. There are also other effects such as vibronic 
coupling which can lead to complications in a PES. Koopmans' hypo­
thesis may thus frequently fail to meet reality or even if it seems 
to be in agreement with reality it may be so for the wrong reason. 

More accurate methods such as CI or the Green's function method 
will lead to a correct interpretation in a complete calculation but 
will only lead to it in an incomplete calculation if the approxima­
tion is based on a correct physical model. In the absence of the 
evidence shortly mentioned above there is no guarantee that this 
will be the case. For numerical reasons the more accurate methods 
are cast into a restricted form (e.g., limited CI of various kinds 
or low order perturbation methods) which may in some instances not 
be capable of coping with reality. One then obtains a number but 
this number is meaningless. One certainly would like to have a 
method where one can foresee the failure of a given approximation. 
The Green's function method is one example. But still it is not 
clear without a calculation in which energy range a given approxima­
tion is valid and where it is not, as this depends on the system. 
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Let us discuss some of the effects which may be possible to ob­
serve in PES. This will not be a complete list to avoid too many 
complications. In particular, we will be mainly concerned with en­
ergetic phenomena and less with intensity phenomena. The list cer­
tainly depends on the present state of knowledge. Several effects 
have not been expected or have even been declared as impossible prior 
to their verification. When we increase the energy of the radiation 
incident on the atom or molecule we will first excite electrons to 
valence and to Rydberg states, the latter forming the so-called Ryd­
berg series which converge to the various ionization thresholds. 
When ionization occurs the electron is no longer bound but is ex­
cited into the continuum. Ionization is not a resonance phenomenon 
as absorption so any energy beyond the ionization energy will be ab­
sorbed and will appear as kinetic energy of the ejected electron. 
The first ionization process is expected to be a simple one-electron 
transition; but as Hilbert space can be segmented into the different 
symmetry spaces one expects that the first ionization of each sym­
metry should be a simple one-electron process and Koopmans' approxi­
mation and hypothesis should be valid. This is, however, not cor­
rect as has been found recently [15]. Exceptions can be expected 
for molecules which have a bound negative ion state of the same sym­
metry or which have very low lying valence excited states (see below). 
It is certainly incorrect to assume that where ionization starts ex­
citation stops. Bound neutral excited states may lie in the ioniza­
tion continuum. These superexcited states do not in general dis­
turb a PES from an energetic point of view but may do so from the 
intensities. If the superexcited state does not decay into an ionic 
state it will not be observed; if it does decay - this is called 
auto ionization - it will enhance the intensity of the ionization 
band. This may sometimes lead to gross distortions. 

If two ionic states of different or of the same symmetry are 
separated by an energy about equal to the energy of vibrational 
quanta the Born-Oppenheimer approximation may break down. Vibra­
tions of the appropriate symmetry couple the electronic states. 
This may lead to great complieations which manifest themselves in a 
very complicated vibrational structure or even in the appearance of 
new bands. 

For the further discussion we shall denote a configuration 
where an electron has been ejected from the MO p by p_l and a con­
figuration where one electron has been ejected from MO k and another 
one simultaneously excited from MO 1 to a virtual MO j by k- 1 1-1 j. 
If two configurations p_l and q-l of the same symmetry are fairly 
close together in energy one would not expect a configuration mix­
ing because of the content of Koopmans' theorem which is a stability 
theorem for the ionic wavefunctions. And in fact to the authors' 
knowledge this has not been found until recently. In propyn01 and 
in propio1ic acid this configuration mixing does occur [14]. The 
number of bands is unchanged but instead of being described by con-
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figurations p_l and q_l, the ionic states have to be described in 
the simplest approximation by ap-l + bq-l and bp-l - aq-l, where 
a ~ b. It is clear that this configuration mixing is mediated via 
two-hole-one particle configurations, because the Hamiltonian matrix 
element between p-l and q-l is zero, but these are found to be quan­
titativelyunimportant. With increasing ionization energy other 
processes become possible. In addition to ionizing one electron, 
another one may be simultaneously excited. If the energy of con­
figuration p_l, E(p-l), is far away from the energy of other con­
figurations then one line will be found in the PES. If, however, 
E(p-l) is close to E(k- 11-1 j) for some configuration k- 1 l- 1 j then 
there will be configuration mixing and a redistribution of intensity. 
Thus several lines of roughly equal intensities may appear in the 
PES for ionization out of the orbital p. For molecules consisting 
of first row atoms E(k- 1l- 1 j) is larger than the energy of the neu­
tral ground state by 15 to 25 eV. Thus these effects will be found 
at higher energies affecting mainly 2s lines of the first row atoms. 
An important factor which enters E(k- 1 l- 1 j) is the excitation energy 
of the molecule. If a molecule has very low lying excitations these 
many-body effects will appear at lower energy. The spectrum will 
depend on two other quantities; the first one is the interaction 
matrix element between the configuration p_l and k- 1 1- 1 j. This is 
approximately given by Vpjkl. Such a matrix element is expected to 
be large only if the virtual orbital j is localized in space as the 
occupied orbitals are. Therefore sufficiently large interaction be­
tween the relevant configurations can be expected especially for 
those molecules that possess low lying valence type excited states. 
If Vpjkl is nearly zero for some reason, no many-body effects will 
be observable in spite of the quasidegeneracy of p-l and k- 11- 1 j. 
The second factor which enters is the density of the k- 11- 1 j con­
figurations in energy space. If the density is low in the energy 
region of the single hole configuration, p-l, the breakdown phenom­
enon will only occur if there is an accidental quasidegeneracy. The 
intensity is then distributed only over a few lines. If the density 
is high on the other hand the intensity becomes distributed over 
numerous lines each having only a few percent of the total intensity. 
Since larger molecules have a high density of configurations the 
breakdown phenomenon will dominate their ionization spectra in the 
inner valence shell. In the neighborhood of the double ionization 
threshold the density of the configurations is very high and the 
configurations k- 11- 1 j may constitute a continuum. In case this 
continuum is structureless in the range of Ep its interactions with 
p-l will mainly lead to a broadening of the main line. In the en­
ergy region not high above the double ionization threshold the con­
tinuum usually has pronounced structures (resonances) and these lead 
not only to a lifetime effect but also to intensity distributions 
as discussed above. 

To explain in more detail what is happening in the mixing of 
single hole configurations with two-hole-one-particle configurations, 
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Fig. 2. Artifical schematic ionization spectrum separated into 
simple hole states and states resulting from ionization 
plus excitation (upper part) and resulting schematic ion­
ization spectrum obtained by including configuration mix­
ing (lower part). 

we have plotted in Fig. 2 an artificial schematic ionization spec­
trum. In the upper spectrum the simple hole states (Koopmans' 
states) are separated from the states resulting from ionization plus 
excitation. The transitions to the former states are allowed in a 
one-particle model, and the lines have unit relative intensities, 
whereas the transitions to the latter ones are forbidden, and the 
states have thus only been marked by the energies. The density of 
these states is low in the low energy region and high in the high 
energy region. When we permit configuration mixing the schematic 
spectrum drawn in the lower part of Fig. 2 results. The lines be­
come first split into few lines (due to occurring near degeneracies) 
in the lower energy part and at higher energies are completely 
smashed to pieces. 

From this overview we conclude that ionization spectra of 
molecules are not as simple as may be tought on the basis of Koop-
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mans' hypothesis. A great number of complications arise. These 
are a source of information on the electronic and vibronic structure 
of molecules and present a challenge to the spectroscopist and to 
the theoretician. PE spectroscopy would perhaps become boring if 
it were not fo~ these complications and for additional chemical and 
physical applications. 

The Green's Function Method 

The necessity to assign PES and to analyze the physical back­
ground of the complications which have been discussed and thus to 
understand them demands theoretical developments. This can be done 
using CI techniques, perturbation techniques or the method of Green's 
functions. We will describe some aspects of the method of Green's 
functions as they are relevant for the calculation of ionization 
energies in the outer and inner valence region. 

The one-particle Green's function is defined in time, state 
space as the expectation value with respect to the exact ground 
state wave function of a time-ordered product of annihilation and 
creation operators for electrons in one-particle states 

(6) 

ak(t), ak+(t') are operators in the Heisenberg representation with 
H the full Hamiltonian of the system. 

(7) 

They annihilate (create) electrons in one-particle states Ik>. 
The operators fulfill the anticommutation relations [ak, al+]+= 0kl 
with all other anticommutators vanishing. T is Wick's time order­
ing operator which orders the operators so that time increases from 
right to left. A permutation of the operators from the original 
ordering by the action of T is accompanied by a change of sign. With 
the help of the Fourier transformation one can go over from time, 
state space to energy, state space 

co 
Gk1 (w) = f Gk1(t, t')eiw(t-t')d(t-t'). (8) 

-co 

By inserting the decomposition of unity and performing the 
integration one arrives at the spectral representation of the Green's 
function 

Gu(w) 
NI 1 N+l N+lI +1 N = lim U:: <11'0 ak 'l'n > <11'n al 11'0 > 

n-++o n w + An + in 
(9) 
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NI +1 N-1 N-11 1 N + E <'1'0 al 'I'm > <'I'm ak '1'0 > } 

m m w + ~ - in 

with An = E~ - E~+l the vertical electron affinity and ~ = E~-l_ 
E~ the vertical ionization energy. By calculating the poles of the 
Green's function one thus obtains directly the ionization energies 
and the electron affinities. The ionization energies and electron 
affinities are best calculated from the Dyson equation which is 
formally equivalent to the spectral representation but more amenable 
to numerical calculations 

(10) 

The Dyson equation connects the Green's function with the HF 
Green's function Gkl = 0kl/(w-Ek) and the quantity E(w) which is 
called the self-energy potential. E(w) is the exact potential seen 
by an electron due to the interaction with its surroundings. The 
Green's functions have inverses 

(11) 

Thus instead of calculating the poles of G we calculate the 
zeros of G- 1 • In a diagonal approximation this takes the form 

~ = 0 = w - Em - Emm(w). (12) 

The energies w fulfilling this equation are the ionization en­
ergies and electron affinities. They can be calculated by obtaining 
the intersection points of the straight line y = w - ~ with Emm(w). 
This and the structure of E is represented schematically in Fig. 3. 

E(w) itself has poles and is a monotonically decreasing func­
tion of w between the poles. For closed shell systems E has always 
a large interval free of poles. In this interval the outer valence 
ionization energies are found and for their calculation high ac­
curacy is required. In this region far away from the poles a per­
turbation expansion of E in the electron-electron interaction is 
justified. We include all terms up to and including the third order 
terms. Higher order terms are taken into account by a renormaliza­
tion procedure. 

(13) 

E(l) is zero if one starts from HF solutions. 

As seen from Fig. 3 there are many intersections of the straight 
line y = w - €: with E (w) • Thus one obtains many ionization energies 
(in principle infinitely many) for ionization out of a given orbital. 
Which of the energies corresponds closest to Koopmans' approximation 
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Y, 

Fig. 3. A schematic plot of Emm as a function of wand of the solu­
tion of the Dyson equation. 
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Fig. 4. Schematic solution of the Dyson equation exhibiting the high 
density of states outside the principal interval and the 
types of intersections which lead to high, medium, or small 
intensities. In the upper part only the intervals are drawn 
in general and the self-energy is plotted only for the first 
few intervals. 
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Fig. 5. Schematic solution of the Dyson equation with a Hartree­
Fock (first order) approximation to the self-energy po­
tential E. 

cannot be decided by the energy alone but require the relative in­
tensities, the pole strengths. These relative intensities are given 
by 

p(s) = (1 - ~ (€ + E(w»II )-1 
3w s (14) 

If the pole strength of one solution is close to unity this will 
be the main line. The other intersections will have small intens­
ities and correspond to the mentioned satellite lines. But it may 
also happen that there is no solution with a pole strength close to 
unity. 

The schematic solution of the Dyson equation is drawn again in 
Fig. 4. In this case the high density of intervals which results in 
a high density of states is exhibited. The first few intervals to 
the right and left of the main interval are in general broader than 
the other ones. The possible types of intersections of the self-en­
ergy with the straight line y = w - €i are plotted in the lower half. 
The first case is in general only encountered in the principal in­
terval. 

In Figs. 3 and 4 we have plotted schematically a section of the 
exact self-energy of which it can be shown that it has only simple 
poles. It is, however, also quite useful to plot the self-energy in 
the simplest approximation. This first order approximation is the 
HF appro&imation. If one starts from free particles then 

(15) 
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where nk = 1 if k is occupied and nk = 0 if k is unoccupied. 

(16) 

(If one starts from HF particles then Eii) = 0 and the first order 
electron-electron interaction effect is contained in the orbital en­
ergies themselves [3, 11].) This self-energy potential is inde­
pendent of the energy and thus has no poles. It is sketched in Fig. 
S together with the schematic solution of the Dyson equation in this 
case. Because of the constancy of the self-energy one obtains only 
one solution of the Dyson equation, the Koopmans' value of the ion­
ization energy. This figure demonstrates how simple the HF approxi­
mation is, but also that the essential physics is absent from it if 
the ionization energy happens to be situated in the pole region of 
the self-energy. Koopmans' approximation is only meaningful far 
away from the poles. 

As mentioned above the finite perturbation can only be used for 
the calculation of outer valence ionization energies which are far 
from the poles of the self-energy. These ionization energies have 
pole strengths close to unity. A consequence is that there is one 
line in the PES for each MO. Satellite lines will accompany these 
main lines, but they have only small relative intensities. These 
solutions lie in the pole region of the self-energy. The inner val­
ence ionization will lie in this region too. To calculate these 
ionization energies and the satellite lines a method is required 
which takes the pole structure of the self-energy into account. 
Quite new phenomena may occur in this energy range. We are going 
to see that in the inner valence region the one-particle picture of 
ionization may break down completely. The familiar concepts useful 
in the outer valence region and in the core are without validity 
here. The method used for these calculations is the 2-particle­
hole Tamm-Dancoff approximation (2ph-TDA) [3, 16]. 

The exact self-energy has a constant and an energy-dependent 
term which we denote by M(w) 

E(w) = E(~) + M(w). (17) 

As E(~) can be obtained from M(w) (see Ref. -3) we investigate 
only M(w) here. The straightforward perturbation expansion of the 
self-energy is certainly limited to low orders because of the rapidly 
increasing effort involved in calculating higher orders. The lowest 
order energy-dependent term is the second order term M(2) (w) 
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x { njnkn1 
w + £j - £k -

= ~q + ~~. (18) 

with Vij[k1] = Vijk1 - Vij1k and ni = 1 - ni. This expansion up to 
second order has the analytical structure of the exact M(w). Un­
fortunately M(a) has, in general, proved to provide only a poor ap­
proximation. The extension to the third order or any higher finite 
order will destroy the simple spectral structure of the ~econd order 
expression, since quadratic poles are added already by M{3)(W). It 
is thus clear that an expansion up to a finite order will completely 
fail to describe M(w} in the neighborhood of its poles, whereas it 
might be useful if a region far from the poles is only of interest. 
The latter is the case for the outer valence ionization energies of 
closed shell systems. 

We have to look for a structure conserving approximation, that 
is, an approximation for M(w) exhibiting the spectral form reflected 
by the exact self-energy. Such an approximation can only be obtained 
by some kind of infinite partial summation. 

Let us consider the second order expression Eq. (18). The poles 
of MI describe ionic states where one electron is removed from the 
occupied MO k(l) and another one is excited from the occupied MO 
l(k} into the unoccupied orbital j. Analogously the poles MIl cor­
respond to an electron attachment process to an unoccupied orbital 
accompanied by a simultaneous particle-hole excitation. The corre­
sponding states have the configuration k- 11- 1 j and j-1 k1, respec­
tively. By solving the Dyson equation. with M(a) these configura­
tions are allowed to interact with the one-hole and one-particle 
configurations p_l and p which are described by GO. The resulting 
ionic states now include correlation effects. At this place we wish 
to mention that in some cases two (or more) one-hole configurations 
p-l and p'-l interact indirectly via a configuration of the type 
k- 11- 1 j. As a consequence the Green's function becomes nondiagona1 
and the resulting line corresponding to the ionic state which de­
velops from the k- 11-1 j configuration cannot be thought of as aris­
ing from the ionization of a specific MO. 

We do not wish to discuss in any detail the IDA method as for 
this discussion diagrammatic techniques are required. We only wish 
to make some general comments. The TDA method is the simplest method 
which gives the correct analytical form of the self-energy. Certain 
classes of diagrams (those which have two hole and one particle line 
as well as those which have two particle and one hole line between 
any two interaction vertices) have been summed to infinite order. 
The self-energy is defined by this selective summation. Recently 
the energy independent terms which are ground state correlation 
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terms have also been included [17]. This leads to an improved de­
scription of the ground state which is of particular importance in 
the lower energy region and for the calculation of electron affin­
ities. In the Dyson equation the single hole, two-ho1e-one-partic1e, 
single particle and two-partic1e-one-ho1e terms are coupled together. 
The solution then gives the ionization energies. Particle number is 
not conserved in this equation but this trick is used in the Green's 
function method to include ground state correlation energy. An ex­
planation in a wave function picture is not possible. If, however, 
one leaves out the one particle and the two-partic1e-one-ho1e com­
ponents, then the solution of the Dyson equation is equivalent to a 
CI with single excitations included for all possible single hole 
states. The TDA method appears to be a necessary first step in the 
calculation of ionic states in the inner valence region. It can be 
improved in a number of ways (e.g., by the inclusion of the energy 
independent diagrams, by making it correct to third order in the 
electronic interaction) and work is in progress along these lines. 

In its present version the TDA method is inferior in its ac­
curacy to the outer valence Green's function (GF) method based on 
the perturbation expansion with renorma1ization. This creates some 
problems in those cases where the TDA and the GF method have to be 
used in the same energy range, i.e., where ionization spectra cal­
culated with these two methods have to be welded together. This 
occurs, e.g., when the TDA method has to be used for a state of one 
symmetry and the GF method for a neighboring state of a different 
symmetry. As the TDA method gives a qualitatively correct spectrum 
over the entire energy range (valence region) this calculation has 
always preceded a GF calculation. It determines where the GF method 
is applicable and only for these states is the GF calculation per­
formed. Both ,calculations cover the entire valence region and nicely 
complement each other because in the inner valence region a qualita­
tively correct description of the spectrum is required (the details 
being beyondobservabi1ity at present) and in the outer valence 
region high accuracy is needed. 

Vibrational Structure in Photoelectron Spectra 

The vibrational structure is a prominent feature of molecular 
PES and it reflects the bonding properties of the electrons. The 
Green's function method has been extended to include vibrational 
effects [3, 18]. In the derivation use has been made of the Born­
Oppenheimer, Franck-Condon and harmonic approximation (for methods 
which go beyond these approximations, see the section on vibronic 
coupling), but it should be mentioned from the outset that the 
harmonic approximation used here is not identical to the harmonic 
approximation generally used. The philosophy behind the approach 
is, that the neutral ground state of the molecules is well char­
acterized, but little or no information is available on the ionic 
states. We use this information on the ground state, in particular 
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the force field and the harmonic frequencies and calculate the prop­
erties of the ion. 

In the one-particle approximation the Hamiltonian is given by 

where Vo is a constant, Ws are the ground state frequencies, bs+ and 
bs are boson creation and destruction operators, Qs the normal co­
ordinates and 

n = {I for i occupied 
i 0 for i unoccupied 

The orbital energies and electronic operators depend on the normal 
coordinates. The neglect of this dependence in the electronic op­
erators corresponds to the Born-Oppenheimer approximation which 
amounts to setting the commutators [bs (+)' ai(+)] = O. €i(Q) is ex­
panded in a Taylor series where we include only the first order term 
(for a more complete derivation, see Refs. 3 and 18; for a simplified 
derivation Ref. 11). 

(20) 

where "0" denotes the equilibrium geometry of the neutral ground 
state. Introducing the first order coupling constants 

1 (dEi) K (0) (1) = - - --
s 12 dQ ° s 

we obtain for the Hamiltonian 

H = VNN(O) + ;Ws(bs~s + t)+ LEi(O) ai+ai 

- L L K~o) (i) (ai+ai - ni) (bs + bs+) 
i s 

(21) 

(22) 

where VNN(O) = Vo - L€ini. Many-body effects are included by re-
i 

placing €i by Ei and K~ (i) by KS (i) = - 1/12 (dEi/dQs)o, where Ei 
is the exact pole of the Green's function. The spectrum is given 
by the transition probability per unit time and unit energy. For 
ionization out of orbital Ii> and for one vibrational mode this is 
given by 

(23) 
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Fig. 6. A schematic one-dimensional drawing of the initial (i) and 
final (f) potential surfaces. The Franck-Condon region is 
indicated by the shaded area. The harmonic expansion of 
Vf about its equilibrium geometry is represented by a 
broken line. 

with a = (K/W)2. The first part is the Franck-Condon factor and the 
a-function gives the position of the lines. Ei + aw is except for 
the sign the adiabatic ionization energy (0-0 transition). 

The Hamiltonian has been obtained by expanding all Q-dependent 
terms with the exception of the electronic operators about the 
equilibrium geometry of the electronic ground state. The calcula­
tion of the spectral function implies that the ground state and the 
ionic state potential surfaces are expanded about the ground state 
equilibrium geometry. It must be emphasized at this point that the 
traditional approach to calculate Franck-Condon factors within the 
harmonic approximation is to expand both potential surfaces up to 
second order about their respective minima. That this expansion is 
inappropriate is easily understood from an inspection of Fig. 6 
which shows schematically the initial and final state potential sur­
faces. The initial state vibrational function can be assumed to be 
well described within the harmonic approximation. The minimum of 
the upper potential surface, however, may lie considerably outside 
the Franck-Condon region as indicated by the shaded area in Fig. 6. 
The overall shape of the spectrum depends only on the behavior of 
the final state potential surface within the Franck-Condon region. 
It is advantageous therefore to expand the final state potential 
surface about a point within the Franck-Condon region, i.e., the 
ground state equilibrium configuration, point A, in Fig. 6. An ex­
pansion about the final state equilibrium configuration (point B) 
will give a poor description of the final state energy surface 
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within the Franck-Condon region if the coupling is strong. In con­
trast to the intensities the vibrational energy levels in the final 
state depend on the potential surface as a whole. Therefore its 
harmonic expansion about the initial state equilibrium geometry does 
not necessarily lead to accurate line spacings in the calculated 
spectrum. It is our opinion, however, that for interpretative pur­
poses the accurate calculation of intensities is more valuable than 
the accurate calculation of line spacings as the intensities are 
necessary to assign the spectrum. The calculated intensities are, 
as should be noted, independent of the line spacings. In drawing 
the spectra the ionic frequencies may be taken as those of the ground 
state or from the PES. 

The success of this method can clearly be demonstrated in the 
calculation of the vibrational structure in the first band in the 
PES of NHs [19]. The calculation of the vibrational structure of 
some Rydberg transitions and of the first band in the PES of NHs 
has presented a problem. These transititions show an extended pro­
gression in the bending mode Va. The intensity maximum occurs at 
n = 6 in the UV absorption spectrum and at n = 7 in the PES. The 
strong excitation of the bending mode is in qualitative agreement 
with the transition from a pyramidal ground state to a planar final 
state. Calculations in the traditional way have been performed 
within the harmonic approximation and employing anharmonic potentials 
for the bending vibration. In the harmonic approximation the in­
tensity maximum was found to occur for n = 4 in the excitation spec­
trum in rather poor agreement with experiment. The use of anharmonic 
potentials did surprisingly not improve the agreement with experi­
ment. If the vibrational structure in the PES is calculated accord­
ing to the procedure outlined above very good agreement with experi­
ment is obtained as can be seen from Fig. 7. The intensity maximum 
is calculated to occur at the n = 7 line as is indeed observed in 
the high resolution spectrum of Rabalais et a1. [20]. The calcula­
tion presented here is an absolute one including the calculation of 
the position of the band of the energy scale. The potential in the 
case of NHs+ is rather anharmonic. But as the Franck-Condon zone 
is narrow a second order Taylor expansion about the center of the 
zone gives a fairly accurate description of the final state poten­
tial surface within the zone. In the traditional approach this 
part of the potential surface is poorly described and a high order 
Taylor expansion would have been necessary. 

Applications 

For the calculations the MUNICH integral, SCF, and transforma­
tion package written by G. Diercksen and W. P. Kraemer [21] has been 
used. The Green's function and TDA calculations have been performed 
with programs written by the author. All calculations have been 
performed on the IBM 360/91 and the Amdahl 470/V6 computers at the 
Max-Planck-Institutes in Garching (Germany). 
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et al. [20] (upper part) and the calculated spectrum 
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Fig. 8. The PES of CS [22]. 
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Fig. 9. Schematic plot of L7070 as a function of w for es. 

Application to the es Molecule 

As the first example we discuss the es molecule [8]. This will 
illustrate clearly the structure of the self-energy and the differ­
ent possibilities that can arise in solving the Dyson equation. The 
calculations have been performed with the TDA method and without the 
inclusion of the constant diagrams. It should be mentioned that in 
the outer valence region much more accurate results can be obtained 
by using the Green's function method especially adapted to this en­
ergy range. But such a calculation should be preceeded by a TDA 
calculation as the TDA method gives a qualitatively correct spectrum 
over the entire energy range and its results then determine for which 
ionization processes the GF calculation should be performed. The GF 
calculations have been performed for es but they will not be dis­
cussed here. We will return to the question of accuracy below. 

The PES of es (Fig. 8) contains four bands [22] below 20 eV in­
stead of three bands (due to ionization from 70, 2n, and 60; ioniza­
tion of 50 electrons occurs above 20 eV), i.e., there is one band 
too many. This phenomenon can be explained by looking at the schema­
tic self-energy potentials in Figs. 9-11. The solution for the 70 
ionization energy occurs in the main interval and leads to a large 
pole strength (Fig. 9); the same is the case for 2n ionization. 

In the case of the 60 orbital (Fig. 10) one solution is still 
found in the main interval but close to the first pole and another 
solution of approximately equal pole strength in the first interval. 
These two solutions explain the experimental finding. The 60 line 
is split into two lines at about 16 and 18 eV by final state cor­
relation effects. None of these lines corresponds to simple ion­
ization from the 60 orbital. 
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The 50 orbital energy lies in the midst of many poles of the 
self-energy (Fig. 11). Here we find many solutions of about equal 
intensity. The orbital picture of ionization thus breaks down for 
ionization out of the 60 and 50 orbitals. The line spectra for 70, 
60, and 50 ionization are given in Fig. 12. 

Application to eS a [24J 

As the next example we consider es a ; the PES of this molecule 
contains two intense satellite lines at very low energy (about 14.1 
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Fig. 12. The calculated ionization spectra of CS (7a, 6a, and Sa 
orbitals). Note the different ordinate scale for the Sa 
spectrum. 

and 17.0 eV) [23, 24]. Both arise from 2~u ionization, but their 
intensity (about 4% and 16%) is still small compared to the main 
line. We will not discuss this point in detail) but turn to the 
energy region above 20 eV. The ESCA spectrum [25] is reproduced in 
Fig. 13. It shows a broad band extending over about 20 eV which 
contains little structure. 

In the orbital model two bands (4au and Sag) should be found 
in this energy range. But this clearly cannot explain the observed 
structure. Vibrational broadening cannot account for it either. 
The explanation is given by the calculated spectrum (Fig. 14). The 
4au and Sag lines are smashed to pieces by many-body effects and 
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ionic states arising from valence ionization of CS z• a) 
Basis set (12s 9p/9s 5p); b) basis set (12s 9p 2d/9s 5p1d). 
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Fig. 15. ESCA spectra of CO 2 and N20 (from Refs. 25, 26). 

numerous lines appear instead of the expected two lines. The two 
calculated spectra differ in some details which is to be expected, 
because of the complicated nature of these resonance states, but 
both explain the observed spectrum in a very satisfactory way. 

CO 2 , N2 0 [12J 

It is a general tendency that the many-body effects (satellite 
lines and breakdown of the orbital model of ionization) are stronger 
for the heavier atoms in a homologous series and that they are 
stronger if the symmetry is lowered. Thus, e.g., many-body effects 
in CO occur mainly for the 30 lines but not for the 40 line in con­
trast to CS where the 50 line (corresponding to the 30 line of CO) 
is completely smashed to pieces and the 60 line (corresponding to 
the 40 line of CO) is split into essentially two components. In 
this respect it is interesting to examine the molecules CO 2 and N20 
which are valence isoelectronic with CS 2 • The ESCA spectra of CO 2 

and N2 0 are given in Fig. 15 and the (e, 2e) spectra are given in 
Fig. 16. Both groups of spectra show below about 20 eV the four 
main outer valence lines and a lot of structure in the region from 
about 20 to 45 eVe The CO 2 ESCA spectrum appears to contain less 
structure than the spectrum of CS 2 • The spectra calculated with the 
TDA method for CO 2 are plotted in Fig. 17. Below 20 eV there are no 
satellite lines in contrast to the case of CS 2 • But the breakdown 
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Fig. 17. Ionization spectrum of CO a calculated with the TDA method 
and two different basis sets (upper part: basis (9sSp/ 
4s2p), lower part: basis (11s7pld/Ss3pld). 
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Fig. 18. Ionization spectrum of N2 0 calculated with the TDA method 
(upper part: diagonal approximation to the self-energy; 
lower part: nondiagonal approximation to the self-energy). 

of the orbital model of ionization occurs as in the case of CS 2 for 
ionization from the two innermost valence orbitals, although there 
is somewhat less structure than calculated for CS 2 • The two cal­
culations exhibit some quantitative differences but the qualitative 
effects are the same. The spectrum calculated with the TDA method 
for N2 0 with a (9s5pld/4s2pld) basis is plotted in Fig. 18. There 
is one intense low energy satellite line at about 19 eV borrowing 
its intensity from l~ ionization. The breakdown of the molecular 
orbital model of ionization occurs for the two innermost valence 
orbitals as found for CO 2 and CS 2 • We thus observe that many-body 
effects are stronger for heavier atoms in a molecule and for less 
symmetric molecules. 

HF, HCl, HBr, and HI 

We would like to pursue this question a bit further and con­
sider the molecules HF, HCl, HBr, and HI. Their (e, 2e) spectra 
have been recorded by Brion and Weigold et al. [28-30] and they are 
given together with the theoretical spectra in Fig. 19. The theo­
retical spectra have been combined from the GF calculation on the 
l~ and 20 lines and the TDA calculation. The spectra of HCl, HBr, 
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and HI are rather similar both from experiment and from the calcula­
tion but they differ from the spectrum of HF. The 10 line of HF is 
rather symmetric. The calculations predict that it should consist 
of two lines of about equal pole strength. One would expect this to 
lead to a more unsymmetrical band shape which is not found in the 
experiment, but the experiment does not exclude that the band does 
consist of two lines of nearly equal intensity. The experimental 
resolution is not sufficient to decide this. The spectra of HC1, 
HBr, and HI are all very similar. The 10 line is broken into sev­
eral lines. A line with about 60% of the intensity survives. An 
intense satellite line is observed at lower energy and another even 
more intense one at higher energy to the "main" line. This explains 
the unsymmetrical shape of the first part of the 10 band and the 
next maximum towards higher energy. A number of smaller satellite 
lines are calculated at higher energies but their intensity is not 
in agreement with the experimentally found structure at higher en­
ergies. The reasons for this may be the basis set deficiencies in 
the higher energy range and continuum contributions. On the whole 
the TDA calculations become inadequate once one is close to the 
double ionization threshold. 

s-Tetrazine [13] 

The breakdown of the orbital model of ionization becomes more 
dramatic for larger molecules. The spectra above about 20 eV begin 
to look like a continuum, but this breakdown also occurs at very 
low energies, i.e., for lines which are not of 2s origin for first 
row atoms. The experimental and calculated spectra for s-tetrazine 
are given in Fig. 20 for the energy range up to about 24 eV. In 
the case of the azabenzenes the use of Koopmans' approximation to 
assign the PES is a real disaster. The results have no relation to 
reality, whereas the Green's function method proves to be a very 
powerful calculation tool [13]. In Koopmans' approximation the or­
dering of ionic states is (with increasing ionization energy) 1, 2, 
3, 4, 5, 6 where the detailed symmetry labels can be deduced from 
Fig. 20. The correct ordering of states is, however, 1, 5, 2, 4, 
6, 3, i.e., there is a complete reordering necessary. Beyond the 
sixth ionization energy the one-particle picture of ionization 
breaks down and Koopmans' approximation is intrinsically inapplic­
able. Above about 15 eV the orbital model breaks down and the lines 
become split into two to four components. These orbitals are not 
of 2s character. As a consequence the concept of orbital ordering 
is inapplicable here. The spectrum in the energy range from 20 to 
50 eV is given in Fig. 21. The spectrum is considered only as a 
qualitative one due to basis set limitations. A huge number of 
lines is found instead of the six lines postulated by Koopmans' 
hypothesis. The maximum pole strength is as small as 0.1 in some 
cases. This corresponds in a CI language to the case that the 
"dominant" configuration has only a coefficient of 0.31 
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Fig. 20. Ionization spectrum of s-tetrazine up to about 24 eV. The 
experimental spectra are taken from Ref. 31. The number­
ing of the orbitals is according to the HF sequence. 

The Accuracy of the GF Calculations [32] 

The main interval, i.e., the interval between the first affin­
ity pole and the first ionization pole of the self-energy contains 
the outer valence ionization energies. A PES in general consists 
in the low energy range of many closely spaced bands. One thus 
needs high accuracy in the computed ionization energies in order to 
reliably assign a PES. This is a requirement to both the computa­
tional method and to the basis set. But besides accuracy one needs 
stability of the results - stability with respect to basis set varia­
tions. One could call this stability if large basis sets are used 
and one would better call it basis set insensitivity if one is deal­
ing with smaller basis sets. A double zeta basis wlll be called a 
small basis set to avoid misunderstanding. The accuracy which can 
be achieved and the stability with respect to basis set extension 
and variation has been examined with the Green's function method 
and the results are published in Ref. 32 and compared with litera-
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Fig. 21. Ionization spectrum of s-tetrazine from 20 to about 50 eV 
calculated with the TDA method. 

Table 1. Absolute Errors in the Ionization Energies of 
N2 Calculated with the GF Method and with 
Different Basis Sets (all values in eV) 

9sSp 

0.75 

0.64 

0.41 

lls7p1d 

0.29 

0.18 

0.23 

lls7p2d 

0.15 

0.22 

0.13 

11s7p3d 11s7p2d1f exp [231 

0.07 0.08 

0. 23 0.15 

0.18 0.20 

15.60 

16.98 

18.78 

ture values (see also Refs. 33-35). We would like to discuss the 
results for N2, H20, and HCI. 

The N2 molecule represents a good test case since Koopmans' 
approximation predicts an incorrect ordering for the 2rru and 2Eg 
states [36]. This incorrect ordering persists in 6ESCF calcula­
tions and only by including the electronic correlation energy can 
the correct ordering of states be obtained. Calculations have been 
performed with the (1Is7p)/[5s4p] basis set [37] supplemented with 
1,2 and 3 d-type functions and with 2 d-type and 1 f-type functions. 
All basis sets have been exhausted completely in the many body cal­
culations except for the last one, where the six virtual orbitals 
of largest orbital energy were left out. The experimental values 



GREEN'S FUNCTION CALCULATIONS OF IONIZATION SPECTRA 385 

Table 2. Absolute Errors in the Ionization Energies of H2O 
Calculated with the GF Method and with Different 
Basis Sets (all values in eV) 

9s5p lls7p1d lls7p2d lls7p3d lls7p4d lls7p3dlf exp [23] 

1b 1 (11) 0.41 0.0 0.09 0.05 0.03 0.12 12.78 

3al 0.51 0.05 0.02 0.02 0. 01 0. 02 14.83 

1b2 0.23 0.22 0.26 0. 22 0.20 0. 19 18.72 

of the errors in the GF calculations are given in Table 1. The re­
sults obtained with a double zeta basis set are given as well. 

For the large basis sets the maximum error is approximately 
0.2 eV, for the double zeta basis set the errors are exceptionally 
large, but N2 represents a very critical case. 

Until recently CI-type calculations did not achieve quite the 
same accuracy for the ionization energies of N2• The CI calcula­
tions of Ermler and Wahl [38] gave a maximum error of 0.9 eV, the 
CEPA-PNO calculations of Meyer [39J gave a maximum error of 0.4 eV, 
the MRD-CI calculations of Peyerimhoff, Buenker, and coworkers [40] 
gave a maximum error of 0.47 eV, but recently Ermler and McLean [35] 
performed CI-type calculations with large basis sets and included 
single, double, and quadruple substitutions with unlinked cluster 
corrections to obtain a maximum error of 0.22 eV. 

Similar results are obtained for the H20 molecule. Five cal­
culations have been performed with the (lls7p/6slp)/[5s4p/3slp] 
basis set supplemented with 1,2,3 and 4 d-type functions and with 
3 d-type and 1 f-type functions. All basis sets have been com­
pletely exhausted. Table 2 lists the absolute errors in the cal­
culated ionization energies and the experimental values (centroids) 
[23] • 

The maximum error is again about 0.2 eV. The res~lts of a 
calculation with a double zeta basis is enclosed as well; again this 
basis is insufficient for obtaining accurate results. We thus con­
clude (see also Ref. 20) that the GF method gives accurate and 
stable results. The data obtained with the double zeta basis set 
are, however, somewhat disappointing. But it should be mentioned 
that in particular N2 is among the worst representatives (for F2 
the maximum error is only about 0.1 eV, although such a good result 
can only be pure chance). 

It has been occasionally observed that the ionization energies 
calculated theoretically are lower than the experimental ones al-
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Table 3. Ionization Energies of HCl Calculated with the GF 
Method and Different Basis Sets 

20 

(12s9p/4s) 

12.19 

16.27 

(12s9p1d/4s1p) 

12.29 

16.44 

(12s9p2d/4s1p) 

12.52 

16.50 

(12s9p5d1f/4s1p) 

12.66 

16.67 

a) Centroids estimated from the spectra in Ref. 23 and Ref. 45. 

12.79 

16.72 

though large basis sets including polarization functions have been 
used (e.g., HaS [41], CaH4 [42, 43]). In such a case the neutral 
ground state is less well described than the ionic state and ground 
state correlation energy is lacking. It has been found that a large 
number of polarization functions including very diffuse ones are 
required to alleviate this situation (for a detailed discussion, 
see Ref. 41). This is also the case for HCl [44] (see Table 3). 

Using a basis set of double-zeta quality one obtains a rather 
large error both for the lTI and the 20 ionization energy. Both en­
ergies are calculated too small. Addition of a polarization func­
tion on each center only slightly improves the situation. Adding 
another d-type function on the Cl atom (with a rather small expo­
nential parameter) gives a more substantial improvement. The cal­
culation with 5 d- and 1 f-type function proves to be in very good 
agreement with experiment. 

For other molecules and in particular for larger molecules the 
errors are in general smaller. In the latter case the reason pre­
sumably is the larger effective number of basis functions available 
due to the larger number of centers. It has been found in compari­
son both with experimental results and with calculations involving 
polarization functions that a double zeta basis set can be reliably 
used to assign PES, i.e., the ordering of states is claimed to be 
reliable without the claim for quantitative agreement with experi­
ment for all ionization energies. One remark should be added. With 
increasing ionization energy the errors tend to become larger. 
There are two principal reasons for this. Satellite lines become 
more pronounced for these ionization processes and the GF method 
inherently will give lower accuracy in general; the other reason is 
that the basis sets appear not to be sufficiently flexible for cal­
culations in this energy range. 

Application to CaNa [46], C4Na [47, 48], and Some Nitriles [47] 

We turn now to the outer valence region and discuss mainly the 
GF calculations as well as the calculation of the vibrational struc­
ture. 
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Fig. 22. A comparison of the calculated and experimental PES of 
CaNa • a) Spectrum calculated on the HF level, b) spec­
trum calculated by including many-body effects, c) experi­
mental spectrum. 

It has been mentioned in the beginning that Koopmans' approxi­
mation supplies in many cases a reasonable ordering of ionic states 
and reasonable estimates for the ionization energies. We wish to 
discuss here a few cases where Koopmans' approximation fails badly. 
Actually these cases belong to a whole class of molecules, where ' 
this method is useless . These are molecules containing N atoms in 
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Table 4. Ionization Energies of CaNa Calculated 
with a (9s Sp ld) Basis Set. The Pare 
the Pole Strengths. All Energies in eV 

Symmetry -E:i Iitheor. Pi Iiexp • 

lng 13.60 13.20 0. 91 13 . 36 

30g 16.93 14.40 0.90 14.49 

20u 17 . 35 14 . 80 0.89 14.86 

11ru 16.42 15 . 56 0.88 15.6 

an aromatic ring, one example of which has been discussed above, or 
the C=N group in a conjugated molecule. The HeI spectrum of CaNa 
exhibits four bands which have been assigned in order of increasing 
binding energy as l~g, 3crg, 2cru , and l~u [23J. The assignment has 
been based on the vibrational structure . The cr-orbitals are the N­
lone pair orbitals and ionization out of these orbitals should lead 
to little vibrational excitation; whereas ionization out of the 
~-orbitals (CN and CC bonding) should show strong vibrational ex­
citation. Koopmans' approximation on the other hand leads to the 
following sequence of ionization energies l~g, l~u, 3crg, 2cru ' (The 
calculations have been performed with a (9s Sp ld) basis set.) Thus 
this approximation fails badly . The experimental and calculated 
spectra are reproduced in Fig. 22. 

In addition it is seen that the vibrational structure of the 
hu band is not given correctly in the SCF approximation. The 
spectrum calculated with the Green's function method is given in 
Fig. 22 as well [46J. The large frequency mode, VI, couples to the 
~g ionization and the small frequency mode, Va couples to the ~u 
ionization process. For 3crg and 2cru ionization the vibrational ex­
citation is only minor. Only three points on the potential surface 
are required to calculate this PES. A double interchange of the 
two cr-ionization energies with the l~u ionization energy occurs in 
the many-body calculation and the computed spectrum is in quantita­
tive agreement with the experimental one. The calculated ioniza­
tion energies of CaNa are given in Table 4. It is seen that the 
maximum error is 0.16 eV which is very satisfactory . 

In the same way as for CaNa Koopmans' approximation fails for 
dicyanoacetylene, C4Na• In this case the calculations have been 
performed only with a double-zeta basis set. The agreement with 
experiment is thus not as good as for CaNa [47, 48]. Again the 
correct assignment is 2~u' 4crg, 3cru ' l~g' whereas Koopmans' ap­
proximation gives 2~u' l~g, 4crg , 3cru and a double interchange is 
necessary to obtain the correct ordering of ionic states as can be 
seen from Fig. 23 . 
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Fig. 23. Hell photoelectron spectrum of C.Na from Ref. 48 and cal­
culated main ionization energies combined from the outer 
valence GF and the TDA method; the small dots indicate 
satellite lines. 

For a fairly large number of nitriles it has been found that 
Koopmans' approximation fails consistently in predicting the cor­
rect ordering of ionic states [47]. But for this class of mole­
cules it fails also in another respect and this may be even worse. 
It has been found that in an X-C:::N molecule the ionization energy 
for ejection of an electron from the N-lone pair orbital increases 
in the sequence X = CH" H, CF" and F. This sequence is found 
from experiment and the many-body calculations but Koopmans' ap­
proximation produces a different sequence (CH" H, F, CF,). In 
molecules of the type X-C:::C-C:::N one would have expected based 
on the known qualitative .rules of organic chemistry and of substi­
tuent effects in photoelectron spectroscopy the same trend in the 
n(N) ionization energies, although with reduced shift sizes. How­
ever, this is not the case. The n(N) ionization energy in F-C:::C­
C:::N is found at lower ionization energy than that of CF,-C=C-C:::N, 
namely at the same position as in H-C=C-C=N. The n(N) ionization 
energy thus increases in the sequence X = CH" H Z F, CF,. This is 
reproduced by the many-body calculation (the molecule CF,-C=C-C:::N 
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has not been calculated), but Koopmans' approximation again fails. 
This ordering also contradicts the rules of the perf1uoro-effect. 
Thus, it is dangerous to use Koopmans' approximation to predict such 
trends. Even in such instances the inclusion of many-body effects 
is necessary. 

There is a simple model which permits rationalization when Koop­
mans' approximation fails [49, 50]. If a molecule possesses 10w­
lying virtual orbitals or non-diffuse character it is an indication 
that considerable non-uniform many-body corrections can be expected 
and thus the ordering of ionic states obtained from Koopmans' ap­
proximation may not be the correct one. More precisely, for a li­
near or planar molecule the existence of a low-lying n(cr)-type un­
occupied orbital of non-diffuse character and of an outer valence 
n(cr)-type occupied orbital leads to large many-body corrections for 
outer valence ionization energies of cr(n)-type orbitals. The 
change of ordering occurs in the RCN-type molecules so easily be­
cause then n(N) and n-type ionization energies are close together 
in energy. 

Application to Benzene [51] 

Owing to the fundamental importance of the benzene molecule in 
chemistry it has been extensively investigated. Many investigations 
by photoelectron spectroscopy do exist (see Ref. 51 for a list of 
references). But in spite of all this work a few points in the as­
signment of the spectrum remained controversial for a long time. 
The overlapping of bands and the possibility of Jahn-Te11er splitting 
in the ionic states rendered the assignment of the bands difficult. 
It was agreed that 8 IP's should lie in the energy range up to 21.21 
eV and that the first IP of benzene is due to ionization from the 
degenerate elg(n) orbital. The next two IP's are attributed to the 
degenerate e2g(cr) and the nondegenerate a2U(n) orbitals, but the 
relative order could not be unambiguously established. The con­
vergence of Rydberg series, the perf1uoro effect, deuterium substi­
tution, the vibrational structure and many other data were used to 
assign the spectrum, but agreement could not be reached; the as­
signment remained a matter of interpretation. Another controversy 
concerned the relative ordering of the 2alg and 1b 1u IP's at 15.45 
eV and 16.85 eV (the MO's are again numbered starting with the first 
valence orbital). This problem was settled by Ge1ius using intensity 
arguments to interpret the ESCA spectrum [26]. As the 1b1u MO has 
strong C 2s character in contrast to the 2alg MO it should appear 
with higher intensity in the ESCA spectrum. This is the case for 
the band at 15.45 eV. 

Theoretical calculations on the SCF level of approximation 
were of little help in the clarification of these problems as they 
gave rather divergent results. Only the ab initio calculations em­
ploying larger basis sets gave acceptable results. But as the 
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Fig. 24. HeI PES of benzene from Ref. 23 and calculated vertical 
ionization energies. 

eag(cr) and aau(~) MO's are quite close together the inclusion of 
many-body effects is necessary. The results are given in Fig. 24. 

In this case there is no change of ordering in going from the 
Koopmans' approximation result to the final results. The eag IP is 
smaller than the aau(~) IP and the Ib 1u IP is smaller than the 2a1g 
IP to mention only the two most controversial points. 

But due to these basis set deficiencies it might still be 
argued that the ordering of the second and third IP's is open to 
some debate as they are separated by only 0.3 eV. In this case the 
calculation of the vibrational structure of the two bands could 
bring the decision. Due to the high symmetry of benzene and as only 
totally symmetric vibrations couple in first order to the electronic 
motion the vibrational structure in the PES can be computed. This 
has been done for the eag and aau bands neglecting, however, the 
Jahn-Teller effect in the eag band. The results are given in Fig. 
25. Comparing with the experimental spectrum in Fig. 24 it becomes 
obvious that the onset of the second band system cannot be due to 
the aau band which shows strong vibrational structure. As the aaU 
band cannot show a Jahn-Teller effect we can make a definite assign­
ment. 

Actually every chemist should have argued for the present as­
signment. The aau(n) MO is the lowest occupied ~-orbital and must 
be strongly C-C bonding and thus should show strong vibrational ex-
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Fig. 25. The calculated vibrational structure of the 2eag(cr) and 
laau(~) bands of benzene. 

citation. This is not the case for the onset of the second band 
system. Instead, it was argued that the onset of the second band 
system shows weak vibrational excitation and thus the aau(~) MO is 
nonbondingl 

Novel Breakdown Effects [14, 52] 

We have above encountered cases where the orbital model of ion­
ization breaks down completely and cases where Koopmans' approxima­
tion completely fails to supply a reasonable ordering of ionic 
states, although a one-particle picture of ionization is valid. But 
there exist new and quite unexpected many-body effects. These were 
discovered in calculating the spectra of propynal,propynol and 
propiolic acid [14, 52]. We will not discuss their PES in any de­
tail but only pick out the novel part. The Hell PES of propynal is 
given in Fig. 26 together with the main theoretical results. Ac­
cording to Koopmans' approximation the ordering of ionic states is 
2a", 8a', 7a' (with increasing binding energy) but in the many-
body calculation (both the GF and the TDA calculation) this changes 
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Fig. 26. Hell PES of propynal (from Ref. 52) and calculated main 
ionization energies (combined from the GF and the TDA 
calculation). 

to 7a', 2a", 8a'. There is thus a change of ordering within a given 
symmetry species. The node rule becomes violated by many-body 
effects. It is well-known that the node rule holds only in a one­
particle approximation but until now there have been - to the 
knowledge of the author - no cases of its violation reported. An­
other case, however, occurs for CHaNOa, but this one is not as clear 
cut [53]. In the presence case there is an easily understandable 
explanation for the effect. The 7a' orbital is essentially the lone 
pair orbital on the 0 atom and the 8a' orbital is the in-plane n 
orbital of the CC triple bond. If the 7a' ionization energy be­
comes interchanged with the 2a" ionization energy due to many-body 
effect it also has to become interchanged with the 8a' ionization 
energy. The 2a" out of plane and the 8a' in plane CC n-orbitals 
are quite similar in their structure. 

In propynol another type of many-body effect is observed (Fig. 
27). The Green's function is strongly nondiagonal in the 4a' and 
Sa' orbitals. This is denoted by the circle between the correlation 
lines in Fig. 27 connecting the many-body results with the orbital 
energies. One obtains two ionization energies. Let the correspond-
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Fig. 27. Hell PES of propynol (from Ref. 52) and calculated main 
ionization energies (combined from the GF and TDA cal­
culation). 

ing ionic states be ~I and ~II' These two lines seen in the spec­
trum obtain their intensities in nearly equal amounts from the simple 
processes of electron ejection from the 4a' and the Sa' orbital. In 
a CI picture the wave functions take the following approximate form: 

~I = a 4a'-1 + b 5a'-1 + c 2-hole-l-particle terms 
~II = b 4a'-1 - a 5a'-1 + d 2-hole-l-particle terms, 

where lal ~ Ibl and Icl,ldl« lal,lbl. This looks like a CI be­
tween the configurations 4a'_1 and Sa'-I. The two-hole-one-particle 
terms turn out to be very unimportant with respect to their magni­
tude but they cannot be omitted because otherwise the mixing of the 
configurations 4a'-1 and Sa'_1 would not take place because the ma­
trix element 
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Fig. 28. Hell PES of propio1ic acid (from Ref. 52) and calculated 
main ionization energies (combined from the GF and the 
TDA calculation). 

where H is the Hamiltonian and F the HF operator. A similar although 
more complicated case is encountered for propio1ic acid (Fig. 28). 
Here the 9a'_1 and lOa,-l configurations mix to give two new states 
where the mixing is again mediated via two-ho1e-one-partic1e terms 
which in magnitude are quite unimportant. In addition, there is a 
reordering of one of these a' ionization energies with the 3a" ion­
ization energy. In effect what happens is even more complex and is 
discussed in detail in Ref. 14. 

Vibronic Coupling in the PES of Butatriene [54] 

The adiabatic approximation relies on the fact that the energy 
difference between electronic states is large compared to the spac­
ing of the vibrational energies. A breakdown of this approximation 
may therefore occur when two electronic states become degenerate or 
nearly degenerate. T~e Jahn-Te11er effect represents just one ex­
ample. But vibronic coupling effects are more general. We have 
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Fig. 29. Photoelectron spectrum of butatriene from Ref. 57 and ion­
ization energies calculated by the GF method with differ­
ent bases. 

dealt with these effects in the PES of butatriene [54], where vi­
bronic coupling is responsible for the appearance of an additional 
band in the PES, in ethylene, where the strong excitation of the 
torsional mode in the first band arises from vibronic coupling [55] 
and in the case of HeN where the complex vibrational structure of 
the first band system arises from vibronic coupling [56]. Here we 
would like to deal with the butatriene molecule [54]. 

The first band system in the PES of butatriene has presented a 
mystery [57, 42], see Fig. 29. In the energy range from about 9 to 
10.5 eV two bands should be found, but the spectrum does contain 
three. This first band is shown enlarged in Fig. 30. Band GC? 
is referred, to as the mystery band. The calculations with the GF 
method and different basis sets are shown in Fig. 29 as well. It 
is seen that only two ionization processes (lbsg(~) and 2bsu) can 
be assigned to this band system. The clue to the mystery band lies 
in the fact that the 2Bsg(~) and 2Bsu states are quite close in en­
ergy so that the Born-Oppenheimer approximation breaks down. The 
two states are coupled by a vibration of au symmetry which is the 
torsional vibration. 

In the treatment of the vibrational motion as presented above 
we have neglected the Q-dependence of the electronic operators. 
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This is not permitted if the energy difference between the electronic 
states is not large compared to the vibrational spacings. We start 
from the Hamiltonian Eq. (22), where it is assumed that the elec­
tronic operators still depend on the normal coordinates. We trans­
form the ai(Q) to a Q-independent basis: 

ai(Q) = r <~i(Q)I~j(O» aj(O) 
j 

(24) 

We insert this expansion in Eq. 22, expand l~i(Q» in a Taylor 
series and collect all terms linear in Q to obtain 

- E k;(i) [ai+ai-ni](bs + bs+) 
its 

+ E E A:(i,j) [aiaj+ + ajai+](bs + bs+). 
i<j s 

(25) 
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For the vibronic coupling constants A:(i,j) 
pression is obtained 

° _ l{(a2(E:i(Q)-E:j(Q») }1/2 
As(i,j) - 4 aQ2 

s ° 

w. VON NIESSEN 

the following ex-

(26) 

From the form of the Hamiltonian one can deduce the following 
selection rules for nonvanishing adiabatic coupling constants Ks(i): 
ri x ri x rs::::> rA and for the nonvanishing nonadiabatic ones (As): 
ri x rj x rs::::> rA' where ri is the representation of orbital I~i>' 
fs the representation of Qs and rA the totally symmetric representa­
tion. Vibronic coupling thus takes place between different elec­
tronic states by vibrations of appropriate symmetry (not necessar­
ily totally symmetric ones). 

For the spectrum one obtains the expression 

(27) 

where L is the matrix of the electric dipole operator between the 
initial and final state. 

IQ> = (I ~> I ~> ) (28) 

10> is the vibrational ground state of the neutral molecule. The 
dimension of 10> is two as in butatriene we are dealing with two 
electronic degrees of freedom, the 2Bsg (n) and the 2Bsu states. JC 
is a matrix Hamiltonian free of electronic operators. For butatri­
ene it is given by 

(29) 

(30) 

(31) 

Here ki=ko(i). We have assumed that only one totally symmetric 
vibration a an~ one non-totally symmetric vibration a couple to the 
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electronic motion (that this is correct results from the calculation 
of all coupling constants). The above Hamiltonian is given in the 
one-particle approximation. As discussed above many-body effects 
can be taken into account by using renormalized poles of the Green's 
function and renormalized coupling constants. 

(32) 

I~ (:~J (33) 

= l{(aZ(EdQ)-Ez(Q)~) }1/2 
4 aQ2 ' 

s 0 

(34) 

where the Ei are the exact poles of the Green's function. The Ham­
iltonian describes the vibrational motion in the ionic states as 
well as the vibronic coupling between these states. It should be 
noted that unless kl = kz the two parts JCl and JC z do not commute 
and therefore the totally symmetric and non-totally symmetric mo­
tions cannot be treated separately. The non-totally symmetric 
vibration is in the case of the first two electronic states of 
butatriene a torsional vibration of au symmetry, as b'g x b,u x 
au = a. It turns out that the coupling to the totally symmetric 
modes fs very important. Fortunately it is only one totally sym­
metric mode (one of the CC stretching modes) which couples strongly 
to the electronic motion in this particular case. One mode modu­
lates the potential for the other one; thus the two modes cannot be 
separated. This effect is of fundamental importance (see also CzH4 
[55] and HCN [56]) and has practically been overlooked in the litera­
ture on vibronic coupling. To be able to compare with experiment 
we have drawn the calculated spectra in Fig. 3lA-D representing the 
vibrational lines by Lorentzians of width (fwhm) 0.025 eV and have 
assumed JTe1Jz = JTezJz. The spectra in Figs. 31A and B have been 
computed using the HF and many-body results, respectively. It is 
seen that the vibronic coupling effects influence the first band 
only little, i.e., the individual vibrational lines of mode a show 
only little structure due to interaction with mode a. This is due 
to the large energy difference E1-Ez obtained in the HF approxima­
tion. By including many-body effects this difference becomes smaller, 
the modes a and a interact stronger and the more complex structure 
shown in Fig. 3lB results. The distance between the most intense 
peaks is still too large in the calculated spectrum. This is mainly 
due to basis set deficiences as discussed in Ref. 41. In particu­
lar, El will be lowered by using extended basis sets. In Fig. 3lC 
we have thus chosen El = -9.4 eV and Ez = -9.9 eV and otherwise 
taken the many-body results. The fine structure of the first band 
in the experimental spectrum is well reproduced and it is seen that 
a third band emerges between the two bands. This band clearly repre­
sents the mystery band. 
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Fig. 31. The calculated PES of butatriene (see text). 

In order to find out how accurately the experimental spectrum 
can be reproduced with the Hamiltonian [29] we have varied the en­
ergies and coupling constants to obtain the best fit. This best re­
sult is plotted in Fig. 31D. The result is very satisfactory. The 
number of peaks in bands 1 and l' is accurately reproduced as is 
also the onset of band 2 and the peculiar diffuse structure of this 
band. A 5% variation only from the calculated coupling constants 
gives the nearly quantitative fit to the experimental spectrum. 
With the experience gained at present it appears hopeless to deter­
mine all parameters purely by ab initio means and get quantitative 
agreement with experiment. The parameters should be calculated in 
an ab initio manner to understand the physics underlying the ob­
served phenomenon, i.e., which vibrations are involved and how 
strong; but to obtain quantitative agreement requires a fitting. 

To gain some further insight into the coupling mechanism we 
have performed three more calculations whose results are plotted in 
Fig. 32A-C. In the first calculation the best parameters are used, 
but A is set to zero, i.e., no vibronic coupling is allowed for. 
Neglecting Kl and Ka but including A leads to the spectrum in Fig . 
32B. Both spectra have little in common with the experimental one. 



GREEN'S FUNCTION CALCULATIONS OF IONIZATION SPECTRA 401 

A 

IJWu.. 

8 
!! 
'c 
:> 

~ 
g 
:.0 
a 

)\J~ 
c 

80 90 100 110 eV 

Fig. 32. Investigation of the influence of the individual coupling 
constants on the first band system of butatriene. 

In the last calculation the sign of Kl is reversed (Fig. 32C). 
Again a rather different spectrum results. These results underline 
the fact that the mystery band arises from a rather subtle inter­
play between the totally and nontotally symmetric vibrations. 

The case of the first band in butatriene is the case of very 
strong vibronic coupling. The Born-Oppenheimer and the Franck­
Condon approximations break down completely. Individual lines can 
in general no longer be associated with the individual electronic 
states or with the individual vibrational modes. The lines are of 
combined electronic and vibrational origin and are a mixture of 
totally and nontotally symmetric modes. 
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Fig. 33. Nls energy region of the A1 Ka ESCA spectrum of paranitro­
aniline (from Ref. 58) together with the calculated ion­
ization spectrum. The energies of the corresponding un­
perturbed states are shown in the lower panel. 

Splitting of the Line in the Case of Core Ionization [59] 

As a final example we would like to turn to ionization of core 
electrons. In most cases one observes a main line with satellite 
lines of much smaller intensity. But in some cases one encounters 
a different situation, e.g., for para-nitroaniline [58]. This mole­
cule has been treated in detail in Ref. 59. The Nls energy region 
of the A1 Ka ESCA spectrum of this molecule is shown in Fig. 33. 
The Nls lines resulting from nitrogen atoms in the NHa and NO a 
groups, respectively, are clearly separated because of the large 
chemical shift in this highly polar molecule. The Nls (NO a ) line 
shows a double peak structure, the Nls (NHa) line, on the other 
hand, appears as a single line. One might now assume that ioniza­
tion out of the Nls (NHa ) orbital leads to satellite lines at higher 
energy which then couple with the Nls (NO a ) ionization leading to a 
splitting of this latter line. But this is not the case. Because 
of the extreme and different localization characteristics the 
coupling matrix element Vpjkl is zero. The Nls (NHa) satellite 
lines do not couple with the Nls (NO a ) main line. The k- 11-1 j con­
figurations which lie energetically below and interact with the Nls 
(NO a ) single hole configuration involve a hole in the Nls (NOa ) 
orbital itself plus a valence TI~TI* excitation. The shake-up en­
ergies in para-nitroaniline are thus negative. The calculated 
spectra are included in Fig. 33. The specific properties which are 
responsible for the negative shake-up energies for Nls (NOa ) ion­
ization are easily rationalized considering the charge distribution 
of the highest occupied and lowest unoccupied orbitals. A schematic 
picture of these orbitals is given in Fig. 34. From Fig. 34 it is 
seen that in the highest occupied TI orbital most of the charge re-
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Fig. 34. Schematic picture of the molecule orbitals involved in 
the low-lying shake-up transitions of para-nitroaniline. 
Orbital 36 is the highest occupied one, orbitals 37 and 
39 are virtual orbitals, all of ba{n) symmetry. The radii 
of the circles represent the absolute magnitudes of the 
coefficients of the atomic p-type functions in the LCAO 
expansion of the molecular orbital. 

sides on the NHa part of the molecule, the charge on the N atom of 
the NOa group is negligibly small. In the n* orbital on the other 
hand most of the charge is concentrated on the NOa part of the mole­
cule. Thus the n~* excitation involves considerable charge trans­
fer from the NHa part to the NO a part of the molecule. It is now 
clear that the presence of a core hole on the N atom of the NO a 
group lowers the n~* excitation energy since the core hole is 
effectively screened by the charge flowing towards this N atom. A 
core hole on the N atom of the NHa group, on the other hand, must 
increase the n~* excitation energy since negative charge is pulled 
away from the positive core hole in the excitation. The energy 
gain through the screening of the Nls (NOa) core hole is large 
enought to make the n~* shake-up energy negative. 

Conclusions 

We have presented a number of applications of the Green's func­
tion method to phenomena in the field of molecular photoelectron 
spectroscopy and have demonstrated that even some of the compli­
cated effects can be calculated with the help of this Green's func­
tion method. With higher resolution and new types of measurements 
being made in the field of photoelectron spectroscopy more informa­
tion on molecular structure will become available. The Green's 
function method is a powerful tool for the interpretation of mea­
surements as well as for predictions. 
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ELECTRONIC GROUND STATES OF THE NeH+, ArH+, and KrH+ IONS 
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Fachbereich Chemie der Universitat 

6000 Frankfurt, Germany 

In systematic studies on the first- and second-row hydrides 
AH [1,2], ~ [3], and AH- [4] we have shown previously that ab 
initio quantum-chemical calculations using highly correlated 
electronic wavefunctions are capable of producing rotational 
transition energies within about 0 . 1 to 0.2cm-l [1-4], vibrational 
transition energies within about 20 to 30cm-l [1-4], proton 
affinities within ±0.05eV and dipole transition matrix elements 
within about 5 to 10 percent [1,2]. Molecular parameters of this 
quality have so far not been available from experiments for the 
strongly bound protonated rare gas atoms NeH+, Ar~, and KrH+, 
whereas for the two electron system He~ experimental [5] and 
theoretical [6,7] data of an outstanding accuracy have been re­
ported recently . 

We have performed calculations of the potential energy and 
the dipole moment functions for the ground states of the NeH+, 
ArH+, and KrH+ ions using highly correlated PNO/CEPA or SCEP/CEPA 
electronic wavefunctions. (For details, see Refs. 8 and 9.) Our 
theoretical spectroscopic constants for NeH+ and ArH+ (cf. Table 
I) have been used by Lorenzen et al [10] for the interpretation of 
the electron spectra observed in associative ionization experi­
ments. TIle ~Gl/2 value for NeH+ has been determined to be 2563 + 
200cm-l [10] and calculated to be 2670cm-l • For ArH+ these values 
amount to 2564 ± 200cm-l [10] and 26llcm-l , respectively. 

The equilibrium distances of NeH+, ArH+, and KrH+ are so far 
experimentally known only from model potentials derived from 
scattering experiments [11,12]. They are less reliable than our 
theoretical values (cf. Table I), which are expected to be accurate 
within about ±0.0051. The theoretical proton affinities of Ne and 

407 
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Table I. Calculated spectroscopic constants, proton affinities, 
and dipole moments 

Molecule R B CI. w W x D )..10 * e e e e e e 0 

(A) -1 
(cm ) 

-1 
(cm ) 

-1 
(cm ) 

-1 
(cm ) (eV) (D) 

NeH+ 0.996 17.72 1.096 2896 113 2.10 3.004 

ArH+ 1. 286 10.36 0.364 2723 56 3.89 2.229 

+ 
KrH 1.419 8.41 0.256 2561 49 4.65 1.944 

Ar agree nicely with the values derived by Lorenzen et al. [10]. 
The corresponding experimental values are 3.856 ± 0.03 eV for Ar~ 
and 2.096 ± 0.03 eV for NeH+. For Kr~, however, the value of 
4.29 eV derived from scattering experiments [11] deviates strongly 
from our calculated value of 4.65 eV. The proton affinities 
can be used for the derivation of the heat of ion-molecule re­
actions like Ar + Hi + Ar~ + H, etc. For this reaction we calcu­
late a heat of reaction of l20kJ/mole. Assuming small activation 
energies and using our spectroscopic constants this is sufficient 
to populate rotational-vibrational levels up to v = 4 of ArH+. 

Even though the protonated rare gas atoms are usually produced 
in excited rotational-vibrational states, so far no infrared 
emission systems have been detected experimentally. In such exper­
iments the transition probability coefficients of spontaneous 
emission are of considerable interest. They can easily be calcu­
lated once the potential energy and the dipole moment functions 
are known. The calculated dipole moment functions for NeH+, ArH+, 
and KrH+ are presented in Figure 1. For comparison, the functions 
of the isoelectronic hydrogen halides are also shown. 

In hydrogen halides for the limiting cases R = 0 and R = 00 the 
dipole moment vanishes. Thus, the shapes of the dipole moment 
functions reflect the ionic or covalent characters of the chemical 
bonds in these molecules. For ions a different situation is ob­
served: the dipole moments are zero for R = 0, but go to infinity 
for R + 00. The first derivative of the dipole moment function, 
which mainly determines the magnitude of the transition matrix 
elements, approaches always the maximum value one for large R (in 
atomic units, heavy atom in origin of the coordinate system, 
values are to be corrected for the center of mass). For smaller R 
the curvature of the functions depends on the size and polariza­
bility of the valence shell of the rare gas atoms. Especially for 

*center of mass as origin 
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Fig. 1. Comparison of the dipole moment functions of hydrogen 
halides and protonated rare gas atoms (see Refs. 2, 8, 
9, 13). 

the heavier ions the dipole moment functions near the equilibrium 
distances are much steeper than those of the hydrogen halides. 
This means that the ions emit considerably better than the neutral 
counterparts even if somewhat smaller vibrational transition 
energies of the ions are considered. In Table II several transi­
tion probability coefficients of hydrogen halides and protonated 
rare gas atoms are compared. Details of this work can be found in 
References 2, 8, 9, and 13. 

U 
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Table II. Transition probability coefficients of spontaneous 
emission of the first vibrational levels (J = O) in 
sec-I. 

HF HC1 HBr HJ 

189 34.6 5.6 0.11 756 438.4 284.9 
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West Germany 

The cations FH2+ (f1uoronium ion) and C1H2+ (ch10ronium ion) 
have been investigated by beam experiments and mass spectroscopy 
[1, 2], ion cyclotron resonance spectroscopy [3] and the molecular 
beam photoionization method [4]. These experimental techniques 
yielded rather accurate values for the proton affinities of the hy­
drogen halides, but gave no information on molecular structure and 
vibrational states of the f1uoronium and ch10ronium ions. 

A larger number of ab initio calculations has been performed 
in order to determine the equilibrium geometry of FH 2+ and some 
quadratic force constants. Most of them were carried out within the 
Hartree-Fock Se1f-Consistent-Fie1d approximation. Only the calcula­
tions of Lischka [5], which made use of the independent electron 
pair approximation, covered a large fraction of the valence shell 
correlation energy, but this approximation tends to overestimate corre­
lation effects even for molecules with well localizable electrons. The 
ch10ronium ion has so far been only investigated by J6rgensen [6] 
using minimal basis sets (ab initio STO-3G and semiempirica1 
MINDO/3). 

In the present ab initio calculations, the Self-Consistent 
Electron Pairs method (SCEP, ref. 7) is employed in connection with 
the Coupled Electron Pair Approximation (CEPA, ref. 8). Basis sets 
of Gaussian type orbitals are used which recover about 80% of the 
valence correlation energy for hydrogen fluoride and about 73% for 
hydrogen chloride. The calculations performed for these hydrogen 
halides yield errors of +0.005 ! ~) and +0.001 A (HC1) in the 
equilibrium bond lengths and errors of -28 cm- 1 (HF) and +36 cm- 1 

(RC1) in the fundamental vibrational frequencies, and similar ac­
curacy is expected for the protonated molecules. 
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Table 1. Potential Energy 
Functions for FH2+ 
and C1H2 +(a) 

PEF (b) FH+ + 
terms 2 CIH2 

r 0.966 1.306 e 
ole 112.7 94.9 

rr 6.929 4. 518 

otol 0.552 0.764 

rr 
, 

0.202 0.010 

ro( 0.064 0.042 

rrr -50.0 -25.7 
dode:/. -0.76 -0.23 

rrr 
, 

0.15 -0.08 

rrD( -0 . 28 -0.04 

rr'o( -0.28 -0.25 

ro(o' -0.37 -0.32 

rrrr 330 125 

""" ...... -0.7 -1.7 

rrrrr -2337 -589 

r/.ot<l.tJ,o( -2 -1 

rrrrrr 17892 2754 

tl.d.o.d.~d. 17 33 

(a) Values are obtained by the 
SCEP-CEPA-1 method except for the 
cubic coupling terms, which were 
calculated by the SCF/gradient 
method. Basis sets employed are: 
F: 1ls,7p,2d contracted to [8, 
5, 2] C1: 13s,8p,2d contracted to 
[9, 6, 2] H: 6s,lp contracted 
to [4, 1]. 
(b) Equilibrium bond lengths are 
given in A, bond angles in degrees. 
PEF terms ("force constants") are 
designated by their respective coor­
dinate, e.g. (rra) corresponds to 
the partial differential quotient 
(a 3V/ar 2 aa)e' Units are aJ A-n , 
where n is the number of stretch­
ing coordinates involved in the 
partial differential quotient of 
the potential energy V. 
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Table 2. Harmonic and Anharmonic Vibrational Fre­
quencies (in em-I) for Isotopes of the 
Fluoronium and Chloronium Ions 

+ FHD+ + + C1HD+ + 
FH2 FD2 C1H2 C1D2 

wI (synun.) 3519 3503 2527 2797 2006 2003 

~2 (bend) 1460 1278 1065 1247 1085 894 

CV3 (asynnn. ) 3487 2539 2550 2798 2797 2009 

))1 3355 3331 2440 2676 1944 1941 

112 1373 1212 1021 1212 1058 876 

1/3 3315 2450 2455 2679 2677 1947 

2112 2681 2376 2009 2407 2103 1743 

ZPE(a) 4157 3601 3031 3372 2907 2428 

(a) zero-point energy 
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The pointwise calculated potential energy surfaces (PES) for 
FH2+ and C1H 2+ are analytically approximated by a polynomial expan­
sion in curvilinear internal displacement coordinates around the 
calculated equilibrium geometries. This expansion is chosen such 
that up to sextic "diagonal" and up to cubic "off-diagonal" terms 
are included. The parameters of the PES are given in Table 1. Vi­
brational energies are calculated by means of the author's "vibra­
tional CI" program [9, 10]; results are given in Table 2. The 
stretching fundamental vibrations of FH 2+ are calculated at consider­
ably smaller wavenumbers than in HF, the difference amounting to 
about 600 em-I, while the corresponding difference between C1H 2+ and 
HCl amounts to only 250 em-I. There is a relatively large anhar­
monicity effect on the bending vibration in FH 2 +, the ratio between 
harmonic and anharmonic value amounting to as much as 1.063 (usual 
values ~1.03). In contrast to isoelectronic water, the fundamental 
with largest wavenumber in FH 2+ corresponds to the symmetric stretch­
ing vibration, which is due to a positive stretch-stretch coupling 
force constant frr' of 0.20 aJ 1-2• The order is reversed for FD2+' 
and this may be easily explained by a simple model [10], which is 
based on the harmonic approximation and neglects the small couplings 
between bending and symmetric stretching vibrations. In this model, 
001 (symm.) is larger than Ws (asymm.) if 

f > _ frr cos Qe 
rr' 

1 + mF/mH' 

This inequality if fulfilled for FH2+' but not for FD2+. 
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There are numerous examples in the present volume of experi­
mental determinations of the geometry of positive ions. All of the 
excited electronic states of the ions however are not necessarily 
experimentally detectable: the transition is sometimes forbidden 
by selection rules. However, these "forbidden states" may play an 
important role, e.g., in predissociation processes. Such a be­
havior has been recently reported by Eland and Berkowitz [1] in the 
case of the predissociation of the C(2L~) state of CO 2+. The the­
oretical determination of the potential energy surfaces for all of 
the electronic states in the energy range of interest is then of 
great help in the analysis of the dissociation mechanisms. 

We wish to report here preliminary results regarding the ab 
initio calculation of various electronic states of CO 2 + as a func­
tion of the OCO angle. 

As far as we know, the only theoretical work on the same sub­
ject is a SCF calculation by England et al. [2]. As shown in 
Table 1, they obtained a reversed order for the A and B states when 
compared with the photoelectron spectroscopy results [3]. 

Here, we use the MOLALCH system of programs [4] and we proceed 
in two steps. The first one is a SCF calculation with the Huzin­
aga's cartesian GTO 9s Sp [Sa] with Dunning's contraction 4s 3p 
[Sb] on the C and 0 atoms. Preliminary calculations showed that 
Rydberg type orbitals had a negligible influence on the energy of 
low-lying states; they were therefore not included in the calcula­
tions reported below. This step is followed by a CI calculation 
including all of the monoexcited and a part of the diexcited con-

415 



416 M.·Th. PRAET ET AL. 

A 
-
B 

C 

Table 1. Excitation Energies Relative 
to X(2ITg) in eV 

Experimental Calculated 

Ref. 3 Ref. 2 This work 

2lJu 3.54 5.77 3.81 

2I:U+ 4.30 5.46 4. 81 

2I:g+ 5.61 7.24 5.69 

4lJu - 7.24 6.95 

2lJu - 11.84 8.18 

4I:g- - - 10.68 

-186.80 

2n 
_ 186.90 u 

c--""-
-;:. -187.00 B _ _~ 
~ .. 
~ A---

- 187.10 

x===-
-187.20 

180 0 160 0 1'0 0 1200 100 0 angle 
OCO 

Fig. 1. Energy of the low-lying states of CO 2+ as a function of 
the valence angle (C 2V point group). The CO length is 
frozen at a value of 1.1612 A (2.1944 au). 
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figurations derived from the reference configuratins chosen to 
represent the various states which we wanted to calculate. The 
size of the CI matrices range from 300 to 1850 CSF. 
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The molecular orbitals we use in the CI calculations are ob­
tained from an intermediate configuration. This technique [6] pro­
vides a homogeneous level of approximation when we are faced with 
problems linked to degeneracy or near-degeneracy of orbitals or 
states. 

The calculations are performedoin the C2V point group of sym­
metry with a bond length of 1.1612 A (2.1944 au), i.e., the CO 
equilibrium distance in the ground state of the neutral molecule. 
In its linear geometry (D~h), the ground state of CO2+ has the 
electronic configuration 

which becomes, in C2V symmetry 

(lal)2(lb2)2(2al)2(3al)2(2b2)2(4al)2(3b2)2(5al)2(lbl)2 

(4b 2)2(la2)1 or (4b 2)1(la2)2 

_The lowest lying states of CO 2+, (2TIg), (2TIg), A(2 TIU)' B( 2LU+)' 
and C(2Lg+) are observed experimentally since they result from the 
removal of one electron from the first four valence orbitals. 

Other states can be obtained by excitation of the TIg electron 
either in the 2TIu orbital or into the 50g orbital. This gives rise 
to a number of spectroscopically inactive states, among which the 
2TIu, 4TIu, and 4Lg- are expected to be the lowest in energy. 

The energy of the 2TIu and 4TIu states was calculated by England 
and coworkers [2]: the 4TIu is found to lie close to the C state in 
a linear geometry and to predissociate all the lower excited states. 
In Table 1, we give the excitation energies for different electronic 
states in their linear geometry. The agreement between the experi­
mental and our calculated values is very good. 

In Fig. 1, we present the potential energy curves of these 
states. We see that the 4Bl component of the 4TIu state crosses the 
A, B, and C states before reaching its equilibrium angle at 120°. 

We have optimized the bond length of the 4Bl and of C and we 
find values of 1.3 A and 1.16 A respectively; therefore the 4Bl 
ionic state is more stable with increased CO distances. 

The crossing between the 4Bl and the C(2A1) state takes 
place near 160°. The 2Al state is therefore expected to interact 
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with the 4Bl via a spin orbit coupling. We calculate a value of 
0.9 cm- 1 for the <2AlIHsoI4Bl> matrix element using the semi­
empirical method described in Ref. 7. 

This low value is due to the fact that the predominant elec­
tronic configurations of these two states differ by more than one 
molecular orbital. 

~ 2 The crossing with the B( B2) state gives rise to a value of 
2 cm- 1 for the <2B2IHsoI4Bl> matrix element. 

A low value is also expected for the A state for similar rea­
sons. On the other hand, the interaction between the X(2A2 ) and 
4Bl states at near 1100 was found to be much stronger; a value of 
37 cm- 1 was obtained for the matrix element. 

The value of the spin orbit matrix elements can be used to 
estimate rate constants for the intersystem crossings. This work 
is in progress and will be reported later. 
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We discuss density functional methods as alternatives to sta­
tionary two-center Hartree Fock (HF) and time dependent HF (TDHF) 
calculations. 

The exact quantitative formulation of the two-center Coulomb 
problem is given by the full time dependent Schr6dinger equation 
(SE) for two nuclei and a number of N electrons 

The nonrelativistic Hamiltonian of such a system in the nuclear 
center of mass frame consists of a nuclear and an electronic part, 
where the nuclear part contains the kinetic energy of the relative 
motion and the nuclear Coulomb-Potential 

H = ll . + H H = - ..l. v2 + Z1 Z2 
."Il e, -11 2J.l R R • 

The electronic part consists of the kinetic energy of the 
electrons, the electron-nucleus potential and the mutual electron­
electron interaction 

H =-.!LV2_L~ Z1 + Z2 )+.!L 1 

e 2 i i i~.£i + ~2!1 l!.i - ~1RI 2i :'f j l.E.i - .E.j I 
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In order to make the problem tractable a decoup1ing of the nu­
clear and the electronic motion must be achieved. This aim can be 
reached by two fundamentally different methods. The first one is 
the Born-Oppenheimer approximation which essentially leads to a sta­
tionary SE for the electronic system 

(1) 

which contains the internuclear distance! as a parameter. In addi­
tion one obtains a SE for the nuclear motion. This approximation is 
adequate in the case of adiabatic situations as e.g., low energy 
collisions and molecular structure problems. For collisions at 
higher energies one has to rely on another method, the so-called 
impact parameter approximation, leading to a time dependent SE for 
the electronic system 

(2) 
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which contains the internuclear separation ~(t) as a given function 
of time. 

The stationary SE (1) for the ground state (a = 0) can be 
written as a variational equation 

In the same way the time dependent SE (2) can be expressed in 
terms cf a variational principle 

If the electronic many particle wave function is approximated 
by a Slater determinant of single particle orbitals ~ := det (~~ 
(~v)), one obtains the ground state energy or the quantity n in the 
so-called single particle approximation, i.e., as a functional of 
the single particle orbitals 

Variation of these functiona1s with respect to the single par­
ticle orbitals ~p yields the stationary or time dependent HF equa­
tions. As the numerical solution of these equations is extremely 
tedious (in the case of stationary HF) or even not feasible so far 
(in the case of TDHF) we offer the following program 

Step (1): 

The ground state energy Esp is 
the single particle density p(r). 
mated by a functional of the single 
a velocity potential x(~, t). 

approximated by a functional of 
In the same way nsp is approxi­
particle density p(~, t) and 

Esp ~ E[p], nsp ~ n[p, xl 

This can be done in a systematic fashion by so-called gradient 
expansion techniques. 

Step (2): 

The corresponding variational equations 

~ (E - Afp(r)d'r) = 0 
up -

on 0 on = 0 ox = , op 

are solved with appropriate boundary conditions. 
obtains an effective single particle density. 

As solution one 
By use of this 
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density an effective single particle Hamiltonian is constructed from 
the prescription heff = t + veff 

with veff := - & - Z2" + f P (!.') dllr' + Vex[p] + asymptotic 
rl r2 I!.-!.', 

l/r - self energy-correction. 

Step (3): 

The effective single particle SE 

is solved. In the time dependent case one obtains time dependent 
single particle orbitals ~~(!., t) from which cross sections can be 
extracted. In the stationary case one obtains R-dependent single 
particle orbitals and energies, i.e., correlation diagrams EV(R). 
Figure 1 shows such a correlation diagram for the system C-Ar. 

The essential point in this program lies in the fact that 
Step (1) and Step (2) are completely independent of the number of 
particles, and in Step (3) the increase of computer time and stor­
ag~ goes only linear with the number of electrons. For this reason 
arbitrary two-center systems become tractable. 

Finally, the same program can be carried through for relativ­
istic systems by use of the Dirac-Hamiltonian in place of the non­
relativistic Hamiltonian He. 
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1. Introduction 

Collision processes are an important tool to study both reac­
tion mechanisms and stationary states of the systems involved. It 
is common that the collision energies are in the order of the bind­
ing or excitation energies of the particles of the system (e.g., 
electrons in the atom, nucleons in the nucleus). We discuss here, 
however, the advantages of studies of molecular ions for which the 
collision energies exceed by far the binding or excitation energies 
of molecular ions. 

Until very recently it was a credo that particles from ac­
celerators with typical energies per mass unit >1 MeV/nucleon are 
only useful for atomic or nuclear physics experiments if the par­
ticles are monoatomic. In particle accelerator ion sources, how­
ever, molecular ions are generated in large quantities and in 
great varieties which can be used for studies. In addition, quite 
a few particle accelerators originally designed for nuclear physics 
experiments have been abandoned by nuclear physicists because of 
higher energy requirements: those already existing machines be­
came very valuable tools in atomic and molecular research. 

This volume contains three articles on accelerator based mo­
lecular ion research. The present paper gives first an introduc­
tion to the characteristics of heavy ion collision and of beam foil 
spectroscopy including a discussion of the kinematic consequences 

*Supported by Bundesministerium fUr Forschung und Techno10gie, 
Bonn/Germany and GSI, Darmstadt. 
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19(; 

Fig. 1. Schematic of ionization cross section a (normalized) vs. 
collision energy E (normalized) for Coulomb ionization 
(Cb) and for "molecular orbital" ionization. 

of the high energies. Finally we present results from "Coulomb 
explosion" and structure determination of molecular ions. The two 
subsequent articles give details of structure studies of molecular 
ions penetrating solids (ref. 1) and of molecular ions in excited 
states (ref. 2). 

2. Characteristics of Heavy Ion Collisions 

It is only very recently that we find in the literature a sur­
vey of heavy ion collision processes. The reader is referred to 
[3] and to references quoted there. For the present purpose we sum­
marize some important characteristics. 

Collision processes at specific energies ~l Mev/nucleon are 
associated with the creation of inner shell vacancies, the removed 
electron being promoted either to excited states or to the ioniza­
tion continuum of either collision partner. With higher Zp-pro­
jectiles there is a high probability for creating multiple vacancies 
(e.g., Is-I, 2s- 1 , 2p_4) in a single collision [3, 4]. For each 
charge state formed in the collision we find a different system of 
excited states and, consequently, in general very complex Auger-
or x-ray spectra from deexciting excited states. There are several 
mechanisms for inner shell vacancy production: Coulomb excitation, 
Molecular Orbital excitation (MO), charge exchanges, etc. [3]. 

Coulomb excitation dominates for Zp/ZT ~ 50 and high velocities 
(n ~ 0.1) while MO-excitation is most important at Zp/ZT ~ 1 and 
low velocities (n ~ 0.1). The index p refers to the projectile, 
the index T to the target; atomic number Z). The parameter n = 
(Vp/U)2 defines the adiabaticity and distinguishes between high and 
low projectile velocities vp (u refers to the mean electron orbital 
velocity prior to the vacancy production). The resulting reaction 
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Table 1. Processes in High Energy (MeV), Molecular Heavy Ion 
Collisions 

Projectile: 

Single collision 
with atoms [TI 

Energy transfer 

- Charge: q~: ± n e Deflec tion 

n • -1, 0, 1. •• Zp Charge change 

- metastable Excitation 

- monatomic 

- molecular ions 

Reaction Products 

of Target [TI 

or Projectile [PI 

1. Electromagnetic Bremsstrahlung 

Radiation char act. x-rays 

Photons 

Single colision 
with molecules 
[TI 

Energy transfer 

Deflection 

Charge change 

Excitation 

Multiple collision 
in solids [TI 

Energy transfer 

Deflection 

Charge change 

Excitation 

Dissociation Coulomb Explosion 

Coulomb Explosion Beam Foil Spec­

troscopy 

Bremsstrahlung 

charact. x-rays 

Photons 

Implantation 

Channeling 

Beam Foil Spec­

troscopy 
Beam-in-Foil Spec-

troscopy 

Absorption 

Secondary Elec tron 

2. Electrons (e) Ionization Electr . Ionization Electr Beam Foil Spec 

troscopy 

Auger Electrons Auger Electrons Radiation Damage 

Cos ter Kronig Cos ter Kronig Secondary Electrons 

Electrons Electrons Delta Electrons 

3. Atoms or Recoil Recoil Displacement 

Molecules _ charge q t -= ± ne - charge'q' · tne Radiation damage 

- Excitation - Excitation 

- metastable - metastable 

Dissociation 

Coulomb Explosion 
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cross sections are in the order of the geometric n-she1l area and 
are schematically illustrated in Fig. 1. The high energy maximum 
can also be envisioned as a consequence of the Massey- or Bohr­
Lamb-criterion; this explains that energy-per-unit-mass arguments, 
i.e., velocity arguments, rather than energy arguments are the 
relevant ones. For example, experiments with electrons of 1 keV 
impact energy (i.e., 1.836 MeV/nucleon) must be compared with ex-
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periments with protons of 1. 836 MeV/nucleon impact energy. It 
is important to note that in one single collision, say Ar+12 (56 
MeV) ~ Ne, all target electrons but two or three can be removed with 
high probability and with impact parameters larger than the neon-K­
shell radius [4, 5]. 

Another important distinction must be made between inner shell 
vacancy production in a heavy projectile ion, when interacting with 
a gaseous target like Ne under single collision conditions on the 
one hand and when interacting with thin solid targets like carbon 
foils (e.g., 100 A thickness) under multiple collision conditions 
on the other hand. Heavy particles penetrating thin solid foils 
suffer one- or a few-small impact parameter collisions but many 
large impact parameter collisions [see Refs. 6, 7] the net effect 
being small straggling effects in angle and energy. The col­
lision frequency, however, in the solid is so high (typically: 10 16 

Hz) that an ion excited in the nth collision does not have time to 
deexcite into its ground state before the (n + l)st collision. One 
consequence is that a solid is more effective in removing electrons 
from penetrating heavy (molecular) ions. 

A survey of some of the various processes accompanying the 
passage of charged particles through matter is given in Table 1. 

3. Characteristics of Beam-Foil-Spectroscopy 

In Beam-Foil (BF) experiments [8] particles of known velocity 
vp : typically: vp = 109 cm/s) pass through thin (typically 2 or 3 
~g/cm2 or 100 A) carbon foils. By this rather violent interaction 
are created particles in different stages of ionization and various 
excited states. The foil density is about lOs times larger than in 
gaseous light sources of gaseous targets. 1) Because of the large 
number of collisions in the solid, 2) because of the rapid suc­
cession of collisions (typically t = s/v = 10-16 s elapse between 
two successive collisions, see above) and 3) because of the violence 
of the collisions (small impact parameters, large charge product 
(Q1'Q2», there can occur with high probability several excitation, 
or ionization processes (multiple excitation/ionization), including 
inner shell vacancy production (even before the projectiles have 
time to relax before the next collision). 

Characteristic properties of the beam-foil technique are: 

1. High chemical and isotopic purity; 
2. Short excitation time typical 10-15 s, which allows to 

measure decay rates with high time resolution; 
3. Perturbation-free deexcitation; 
4. Coherent excitation of ions in terms of linear superposi­

tion of eigenstates ("quantum beat" arrangement); 
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5. Population of otherwise unaccessible states (high excita­
tion/ionization); 

6. Non-statistical population. 

Electronic deexcitation via photon-, x-ray, or Auger electron 
emission of the projectiles thus excited is measured. 

The typical experimental set-up is illustrated schematically 
in Fig. 2. Particles are ionized in the ion source and after ac­
celeration interact with the target. The targets are thin solid 
foils in most cases, but target gases are used as exciter as well 
[8, 9]. 

After the target interaction projectiles can deexcite via emis­
sion of x-rays, photons or electrons (compare Table 1). 

Collision induced electrons with their energy and angular dis­
tribution are the primary source of information on the collision 
process itself. Electrons, however, from very different production 
mechanisms are superimposed in the energy spectra [10]. For elec­
tron beam-foil spectroscopy care must be taken, that experimental 
parameters such as incident energy Ep , observation angle ~e etc., 
are chosen properly. These conditions are elucidated in Fig. 3: 
Beam-foil excited KLL-Auger electron from neon (Ee,lab ~ 1 keV) can 
be studied here only at incident Ne-projectile energies 2 < Ep < 15 
MeV. 

Intensity of the radiation (x-rays, photons, Auger electrons) 
from the electronically deexciting projectile after leaving the 
interaction region with the target is measured as a function of the 
distance x between the acceptance point of the radiation and the 
exit surface of the target foil. The intensity dependence I(x) = 
I(x = t·vp) at vp = const allows to calculate the life-time T of 
metastable states. An example is given in Fig. 4 which presents 
the decay rate T- 1 of the iso-electronic sequence of the metastable 
three electron state (Is 2s 2p)4pOS / 2 for elements 3 ~ Zp ~ 18 [11]. 
It is interesting to note, that the life time range accessible by 
the beam foil technique can be extended from T > 10-lOs to T ~ 10-14 
or 10-lss by the "beam-in-foil"-technique first applied by Betz 
et al. [12] for the projectile and by Groeneveld et al. [13] for the 
target. The dwell time t of an ion, say, with 1 MeV/nucleon pene-

ION SOURCE ~ 
ACCELERATOR .... TARGET ' 

f-+ ANALYSIS 
9 -5 

(IMeV/N.IO em/s) (THICKNESS : < 10 em) 

Fig. 2. Schematic of molecular ion accelerator experiment. 
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Fig. 3. Electron energy spectra from Ne ~ carbon (solid) collisions 
at different incident Ne-energies (observation angle 45°). 
From ref. [10]. 

trating a thin carbon foil (10 llg/cm2 or 400 A) is t ~ 1O-14s; the 
decay time T of inner shell excited states is also Tth ~ 10-14s. 
One observes the growth of projectile resp. target x-ray intensity 
with target thickness, i.e., dwell time t and calculates the life 
time Texp of inner shell excited states. The use of the "beam-in­
foil" spectroscopic technique has thus extended the range of the 
beam-foil-life time measurements to 10-14 s. 

Thus, Beam Foil Spectroscopy yields information on the follow­
ing quantities: 

1. transition energies and thereby the term energy of a par­
ticular electronic configuration; 

2. line widths (~E ~ ~/~t); 
3. life-time T of states with T > 10-10 s resp. 10-14 s. 
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[3]) • 

Both 2 and 3 can be compared with 
probabilities or oscillator strengths. 
test of wave functions, of theoretical 
tions causing the transitions. 

relative absolute transition 
This provides a critical 

approximations and interac-

Some comments on the kinematics are important in this context: 
In Electron Beam Foil Spectroscopy [3, 8] Auger electrons (velocity 
vA) are emitted from the moving projectile system (velocity vp). 
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The Auger electrons measured in the laboratory system suffer a 
+ + + 

Doppler-like velocity shift to ve = vp + vA. From this vector equa-
tion can be deduced relations between velocity and angle of emis­
sion in the particle rest frame and the corresponding velocity and 
detection angle in the laboratory frame [9, 14]. 

An example of the consequences is given in Fig. 5: Carbon 
KLL-Auger electrons are shifted, e.g., at Ep = 1 MeV from an Auger 
electron energy EA : 250 eV in the particle rest frame to Ee ~ 350 
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Fig. 6. Different heavy ion collision processes between monoatomic 
and polyatomic projectiles (P) and targets (T). 

eV in the laboratory frame (Fig. 5, top, compare also Ne-KLL Auger 
electrons in Fig. 3); at Ep = 2.33 MeV, C-KLL-Auger electron emit­
ted under &e cm ~ 80 0 are observed under &L = 60 0 ; similarly strong 
influence is'exerted on the solid angle ratio R of the laboratory 
to the projectile rest-frame solid angle. These rest-frame labora­
tory transformations impose also stringent requirements on the mag­
nitude of the projectile divergence 0& and the magnitude of the pro­
jectile energy distribution oEp, because the observed Auger-line 
width depends very sensitively on these quantities [9, 14]. 

4. "Coulomb Explosion" 

As has been discussed in Chapter 2, collisions of heavy ions 
(several ~feV/nucleon) with gaseous or solid matter create highly 
excited and highly ionized collision partners. In the case of mo­
lecular collision partners - either as target molecule or as pro­
jectile molecular ion - most electrons are removed during the col­
lision; the molecular fragment ions are repelled by the mutual 
Coulomb force or by other forces associated with this process. Be­
cause of the high charge states (ql, q2) of the fragment ions we 
find high charge-products (ql q2 e2) creating high repulsion en­
ergies (typically hundred eV). Therefore, the term "Coulomb ex­
plosion" is used frequently instead of dissociation. 

A view on Fig. 6 presents schematically the variety of heavy 
ion collisions involving (- for simplicity here, diatomic -) mole­
cules (e.g., N2) or molecular ions (e.g., He~). It is quite ob­
vious, that the right hand column represents a typical beam foil 
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a TARGET 

H;-PROJEKTILE 

Ep= 1 2 MeV 

Fig. 7. Coulomb explosion of molecular ions, example H2+. a) 
Schematic of experiments where the energy- and angular­
distribution of the exploding fragment (here: ~) is 

-)0 

measured. b) Velocity vectors v involved in the explo-
sion. 

experiment. In fact, all 
energy homogeneity, etc.) 
in Chapter 3 apply again. 
is given again by Fig. 2; 

1. Molecular ions 
2. Fragment ions 

requirements on beam quality (parallelity, 
and all characteristic properties listed 
A scheme of the experimental arrangement 

analyzed here are: 

with such quantities as 
a) Transmission probability 
b) Trajectories (i.e., angular and energy distribution) 
c) Electronic deexcitation (photon, x-rays, Auger elec­

trons) 
d) Secondary processes (e.g., nuclear reactions) 

More specifically, transmission studies are discussed in this 
volume by Remillieux [1], energy- and angular-distributions of frag­
ments are explained by Kanter [2]. Electronic deexcitation from 
fragments in exploding molecular systems [15, 16, 17] are presented 
in this chapter. Energy loss and nuclear reaction data are re­
viewed, e.g., in Ref. [17]. 

4a. Kinematic Studies of Molecular Projectiles 

Molecular ions (e.g., He~, CaH6+) of many different species 
[2] are copiously produced in ion sources and can be accelerated 
to, say, MeV energies. For simplicity, let us first consider the 
diatomic molecular ion H2+ [18] with kinetic energy Ep = 1.2 MeV 
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Fig. 8. Internuclear separation ret) of the diatomic molecular 
ion N~ with charge product ql = ql'q2 = 12 under un­
screened Coulomb repulsion [9]. 

(Fig. 7). When penetrating a solid foil (typically carbon. 100 A 
thick) H2+ will loose its binding electron within the first few 
atomic layers. The fragment ions ~ with charges ql and q2 and 
mass ~ at internuclear separation ro (bond length) are repelled 
by their mutual Coulomb force Fcb (or forces from other potentials 
associated with the break-up). Their potential energy Ecb = 
qlq2e2/r(t) is transformed into kinetic energy Ekin = m~v~b/2 in 
the projectile frame of reference within a few 10-14 s according to 

where ~ is the reduced mass of the fragments. Figure 8 gives a 
quantitative example of ret) for N2+q [9]. 

If the internuclear axis is parallel to the projectile velocity 
-+ 
vH + one observes under an observation angle & = 00 (see Fig. 7) ex-

2 -+ -+ -+ 
ploding fragments W with Iv~1 = IVH-i+I- ± IVcbl. Le •• a velocity 
spectrum with two maxima. They are separated by an energy 

~E = 4(1/4 Ep Ecb)1/2 

(the factor 1/4 is required by two equal mass particles sharing the 
available energy Ecb). 
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break-up of H2+-projectiles (1.2 MeV) in a Ar-gas-target 
(pressure ca. 8 m Torr). From ref. [18]. 

For the paradigmatic case H2+ (1.2 MeV) the dissociation en­
ergy amounts to Ecb = 14.4 eV and is transformed into the labora­
tory system to ~E = 8.3 keV. The accelerator acts like an ampli­
fier which transforms the small projectile frame dissociation en­
ergies (~eV) into large laboratory energies (keV). They are mea­
surable easily and with high precision with accelerator-based in­
strumentation devices. 

Beautiful experiments have been performed at Argonne National 
Laboratory [18] which illustrate the just stated findings. The 
experimental set-up is displayed schematically in Fig. 7 and will 
be discussed in more detail by E. Kanter [2]. Figure 9 presents 
the joint angular- and energy-distributions of H+-fragments from 
H2+ break-up in collisions with Ar gas targets. The intensity is 
independent of the direction of the explosion ("ring"-pattern), in­
dicating random orientation previous to the collision. Also, the 
dissociation energy is transformed from several eV in the projec­
tile frame of reference into (~E) several keV in the laboratory 
system. We assume - for the sake of argument - a mere Coulomb 
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Fig. 10. Shapes of Auger lines from the decay of the metastable 
(T = 88 ns) (Is 2s 2p)4P-state in lithium-like carbon 
(83 keV/nucleon) in carbon monoxide (top) and in carbon 
alone (bottom), excited by a gas target (left) and by 
a solid target (right). From ref. [22]. 

potential between the two exploding fragments; the quantity AE = 4 
(114 Ep Ecb) 1 12 can be determined experimentally with high accuracy 
and thus allows to calculate the bond length ro(= ql q2 e2/Ecb) of 
the molecular ion. 

There are two further very interesting aspects: 1) the shape 
of the joint angu1ar- and energy-distributions including the central 
peak after collision with gases which reveal, e.g., details of the 
excited states associated with the dissociation, which is discussed 
in detail by E. P. Kanter [2], and 2) these distributions after 
penetration through solids which are affected by the wake-potential, 
which is discussed in detail by J. Remillieux [1]. 
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4b. Electronic Deexcitation of Molecular Ions 

Fragment ions from exploding molecular projectiles can have 
inner shell vacancies and can have electrons in highly excited 
states as has been discussed in Chapters 2 and 3. The kinematics 
of the exploding fragments is imposed on such deexcitation processes 
as Auger electron emission. This causes an additional line broad­
ening in the observed spectra. The contribution by the Coulomb ex­
plosion AEcb alone to the total line width can be determined quan­
titatively without knowing any other line broadening contributions, 
simply by comparing the width of the lines from well separated 
transitions in both atomic and molecular projectiles of equal ve­
locity [9]. The kinematics of this process is more complicated as 
the kinematics of the electron beam foil spectroscopy of mono ionic 
systems discussed in Chapter 3. Electron beam foil spectroscopy of 
exploding molecular fragments have to deal with three velocities 
affecting the Auger electron velocity ~e = ~p + ~A + ~cb observed in 
the laboratory frame of reference (for details see [9, 14, 19]). 
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It is advantageous to distinguish three different times: 

Time A: 

Time B: 

Time C: 

The collision time in single collision experiments is in 
the order of t = d/vp = 10-17s (spacial diameter d of a 
molecule, say N2 ; projectile velocity vp) 

Life time of inner shell vacancies are in the order of 
10-14s (compare Chapter 3). An inspection of Fig. 8 
shows that we can define a characteristic "explosion 
time" texpl = t(r = 2ro). For most cases discussed here 
we find texpl = 10-14s • 

Life-time T of metastable states, like the (Is 2s 2p)4p~ 
(lS2)lS + e- Auger transition T > 10-9s (see Chapter 3). 
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Energy spectra of molecular fragments from the Coulomb 
explosion of CO 2+ (left) and N2 0+ (right) at 80 keV/ 
nucleon (from [21]). 

Studying Coulomb explosion via Auger electron spectroscopy, in 
particular, Auger electrons from the decay of metastable states (Time 
C) are affected; the reason is that in this case most of the initial 
potential energy Epot is converted into kinetic energy Ekin before 
most of these decays can take place. For example, exploding nitro­
gen molecules gain a value of Ekin/Epot = 0.85 already after only 
t = 10 femto seconds (compare Fig. 8, right hand ordinate). 

An example of electron beam foil spectroscopy of the exploding 
molecular fragments C from CO in Fig. 10 will be briefly discussed 
[9, 14]. The study is done in the range of time C; the measured 
quantity is ~Ecb (defined at the beginning of this chapter) as a 
function of the observation angle & (Fig. 11). As is discussed in 
more detail by J. Remillieux [1] the wake-potential trailing charged 
particles penetrating a solid tends to align the linear CO-molecu­
lar axis into the beam-direction; this yields a kinematic broaden­
ing ~Ecb which originates only from the projection of the molecular 
fragment velocity vectors ~F in the direction of the electron de­
tector. The solid lines in Fig. 10 are calculations for different 
fractions of molecules aligned in the beam direction. For beam gas 
excitation an alignment is neither expected nor found. For beam 
foil excitation is deduced a surprisingly high alignment of A~65%, 
surprising in view of much smaller alignments calculated from en­
ergy and angular distributions of fragments from similar systems 
[18]. The result may be caused by selective excitation of the par-
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Table 2. Auger Transitions in Li-Like Carbon; A Comparison of 
Monoionic Carbon and Carbon in (CH 4 )+7 (see Ref. [23] 
and [24]). 

Transition in carbon (Is 2s')' 81/, ~ (lS')1 8• (Is 2s.2p)4p./. ~ (lS')1 8• 

Energy leV) 

C+++ calc . 227.3 229.9 

c+++ expo 227.5, 229.9 

(CH.)+' exp 
tiE = (4 ± 0.3) eV 

22305''' 230 . 0 

Life time Is) 

calc. 14 10-15 8.8 10-' 

expo - (11 ± 2.5) 10-' 

ticu1ar electronic state analyzed in this experiment. The data 
demonstrate in this paradigm that very detailed information can be 
obtained from individual electronic configurations of fragments 
from Coulomb explosion. 

5. Structure Studies of Molecular Ions 

With the procedure described in Chapter 4a it is possible to 
determine the bond length ro of diatomic molecular ions. This 
method, however, is not restricted to diatomic systems, it can in 
principle be used with any po1yatomic molecular ion - eventually 
with coincidence techniques [2]. The structure of Hs+ has been 
clarified experimentally by a collaborative study between Argonne 
National Laboratory, the University of Lyon, and the Weizmann In­
stitute in Rehovot [20]. It has been shown that Hs+ is predomin­
antly of equilateral triangular shape as an inspection of Fig. 12 
reveals with its only two strong maxima. The most probable length of 
the side of the triangle is found to be ro = (0.97 ± 0.03) X. A 
linear structure would yield an energy and angular distribution 
with three maxima in contrast to the experimental result. Struc­
ture information from more complex molecular ions, namely, CO 2+ and 
N2 0+, is easily extracted from the energy spectra in Fig. 13: The 
two upper spectra indicate that oxygen in both molecular ions is in 
the outside position of the two molecules and that the oxygen atoms 
in CO 2+ occupy equivalent positions. The right-bottom spectrum 
show two non-equivalent positions for the nitrogen atom in N2 0+, 
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Fig. 14. Line shapes of [(Is 2s 2p) 4ps/z ~ (lsz)IS + e) Auger elec­
trons in carbon in different molecules (CH4 , CO z, CO) 
after Ar+1Z (56 MeV) impact. From R. Mann et al. [4]. 

namely one on the outside and one roughly in the center. The left­
bottom spectrum indicates, however, that the carbon is roughly in 
the center of COz+ [21, 22]. A more detailed analysis of such 
studies is discussed by E. Kanter [2]. 

Another source of information on molecular structure via 
"Coulomb explosion" experiments is the study of Auger electrons 
from exploding molecular fragments. The basic idea for the simple 
case of co+ has already been given by Fig. 10 in Chapter 4b. In­
stead of using molecular ions as projectiles as in Fig. 10, it is 
also possible to analyze Auger electrons from fragment ions from 
molecular targets (see Fig. 6) [4, 5]. Auger electrons emitted in 
the time range C (see above) from lithium-like carbon bound in 
three different compounds, CH4 , CO z , and CO, are observed with quite 
different line shapes, which are understood quantitatively [4] in 
terms of the molecular structure: carbon in a central, symmetric 
position (CH4 , COz) gives a small line width (close to the instru­
mental resolution of 0.6 eV) because of lack of a recoil partner 
to impose Doppler-like broadening on the Auger line; on the other 
hand, carbon in CO has a recoil partner of almost equal mass so 
that the Auger lines show the full Doppler-like broadening. These 
data show that it is possible to obtain molecular ion structure in­
formation from fragments in a particular electronic configuration. 
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Fig. 15. Auger electrons from carbon in (CH4)+7 [(Is 2S 2)2 81 /2-
state] and in C+s [(Is 2s 2p)4P-state] after Xe (184 MeV) 
impact. From R. Mann et al., ref. [23] and [24]. 

A very exotic molecular ion is the (CH4)+7, which is formed 
transiently from CH4 under Xe (184 MeV) impact and is studied by 
R. Mann et al. [23, 24]. The highly charged Xe removes immedi­
ately (range time A) 7 of the 10 electrons of the target CH4• The 
four ~-fragments dissociate similarly to the time scale in Fig. 8. 
Auger electrons from the metastable (Is 2s 2p)4Ps/2-state emitted 
in the range of time C are unaffected both in energy and in line 
width (see Fig. 15 and Table 2). Prompt transitions, however, 
which occur from states with life times T in the range of time B, 
i.e., T ~ 10-14S, are roughly affected by the field of the explod­
ing H+-fragments. They did not have time to travel away from the 
central carbon atom for more than r = 2ro in the explosion time 
texpl(r = 2ro) : 10-14s (see above). The effect on the prompt 
Auger transition from the (Is 2S 2)2 81 /2 state is a significant 
shift (about 4 eV) in energy and a broadening of the observed line 
(see Table 2). 

6. Conclusions 

We have demonstrated that studies of molecular ions with ac­
celerators are indeed a very promising tool to provide electronic 
and geometric structure information of molecules or molecular ions. 
The use of this tool is a rather recent development, which has not 
yet been fully exploited in instrumental refinement [I, 2]. Also, 
the understanding of the microscopic processes at such high en­
ergies is incomplete and needs both further experimental and further 
theoretical efforts [3, 8, 10, 25]. 
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PENETRATING THROUGH SOLIDS 

J. Remillieux 
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Universite Lyon-I 
43 Bd du 11 Novembre 1918 
69622 Villeurbanne Cedex, France 

Introduction 

This lecture has to be read in conjunction with the preceding 
one by K. O. Groeneveld [1] who introduced the principle of the de­
termination of molecular ion structure by beam-foil methods, and 
also in conjunction with the following paper by E. Kanter [2] who 
describes many applications of these methods not only in beam-foil 
but also in beam-gas configurations. 

This paper will concentrate on two aspects of the physics of 
the break-up of fast molecular ions in foil target: i) the penetra­
tion of a fast incident ion cluster into the solid matter, and ii) 
the use of a molecular orbital picture to describe the post foil 
evolution of the ion cluster after emergence. 

The discussion will be restricted to the case of fast pro­
jectiles, with velocities much larger than the Bohr velocity (vo 
e2/h) and typically of the order of 1 MeV/nucleon, which penetrate 
through thin amorphous foils with thicknesses typically of the order 
of a few 100 A. Carbon foils are used in most of the experiments 
because homogeneous films can be obtained rather easily with thick­
nesses ranging from 1 to 50 ~g/cm2. Such foils exhibit no channel­
ing effects, a characteristic which proves that they are amorphous. 

In the velocity range considered here the cross section for the 
loss of the proJectile electron inside the solid is much larger than 
the cross section for an electron capture. As a consequence most of 
the incident molecules explode inside the foil into ionic fragments. 
Information on the structure of the incident molecular ion can be 
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obtained from the knowledge of the dynamics of the projectile ex­
plosion which initiates inside the foil and then is completed in 
the vacuum. 

In the first section will be considered the most probable case 
where the weakly bound electrons of the incident molecular ion are 
stripped off within the first few atomic layers of the front surface 
of the foil. As the electron capture probability by each of the 
fragments is very small inside the foil one deals with fragments 
which are bare nuclei, or which carry only few inner shell elec­
trons. As a consequence the fragments behave during the explosion 
as point charge particles, with an average charge inside the foil 
and a fixed charge in the vacuum. 

In the second section we will consider the much less probable 
case where the weakly bound electrons can survive to the traversal 
of the foil. In that case the projectile behaves like a molecular 
ion not only in the post foil vacuum but also during the penetration 
of the foil. 

In the last section will be considered the intermediate case 
where the cluster penetrates the foil as pOint charge fragments which 
then collectively capture a target electron at the back surface of 
the foil to reconstitute a molecular ion in a bound or unbound state. 

I . Explosion between Point Charge Fragments 

1. Pure Coulomb Explosion 

If one assumes that the valence electrons of the incident mole­
cule are immediately stripped away, each fragment reaches an aver­
age charge Zeff < Z which represents the screening of the nuclear 
charge Z by a fluctuating number of electrons which are bound to 
the fragment. In a diatomic cluster of velocity V the two frag­
ments interaction at distance R should be simply governed by a 
screened Coulomb potential 

where it is assumed that the perturbation caused by the solid to a 
free Coulomb explosion is only due to the target electron gas, char­
acterized by its plasmon frequency wp, which screens the mutual 
Coulomb force between the separating fragments . After the foil the 
ionic fragments achieve their separation in the vacuum under non­
screened Coulomb forces. 

For a given incident diatomic projectile, with an internuclear 
separation Ro and a negligible internal motion, one can easily cal­
culate the dynamics of the explosion in the center of mass frame and 
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then in the laboratory frame. This is described in the preceding 
paper by Groeneveld [1]. The fragments of randomly oriented pro­
jectiles have a momentum distribution which can be characterized by 
a ring with a diameter inversely proportional to the bond length Ro• 
The momentum distribution of fragments of MeV molecules can be ac­
curately measured since an'explosion which liberates a few eV in the 
projectile frame can shift the total energy of the fragments by a 
few KeV and deviate their trajectories by few tenths of degrees. 

In real experiments the momentum distribution of the fragments 
is broadened by the vibrational-rotational excitation of the pro­
jectiles. In some cases that can be used to measure the distribution 
of vibrational excitations in a molecular ion beam. An example is 
given in the next paper by Kanter [2] for H2 + and He~ beams ac­
clerated from ion sources of various types. 

2. Application to Simple Structure Determination 

A simple Coulomb picture of the foil break up of molecules, al­
though it neglects many aspects of the ion-solid interaction, can be 
useful to get some information on molecular structures when the fol­
lowing conditions are fulfilled: the dwell time of the projectile 
inside the foil is small, the fragments have a well defined ionic 
charge in the foil, the fragments are fully stripped when they emerge 
from the foil. 

An example of that is the method we used in Lyon [3] to study 
the structure of H3+ (in Ref. 3 are also described the other methods 
which were developed simultaneously at Rehovot and at Argonne). 2.2 
MeV H3+ ions were broken up in a thin carbon foil. A tightly col­
limated detector was used to measure the angular distribution of 
two types of events among the proton fragments: events correspond­
ing to the simultaneous detection of two and three protons issued 
from the same triproton cluster. The observed absence of 3 proton 
events was the proof of the absence of an observable fraction of 
linear H3+ ions in the incident beam. On the other hand the presence 
in Fig. lof pairs of protons which emerge along a cone centered on 
the beam axis proves the triangular structure of H3+' Furthermore, 
the opening angle eo ~ 0.115 0 of this cone can be directly related 
to the mean internuclear separation Ro in the molecule. This value 
was found to be Ro (H3+) = 0.95 ± 0.06 A. 

3. Manifestation of Ion-Solid Effects 

The interest of using a foil stripper rather than a gas stripper 
for structure studies is to get heavily stripped fragments which 
separate under simple Coulomb forces. Nevertheless, in most of the 
molecular beam-foil experiments the cluster-foil interaction strongly 
perturbs the dynamics of the explosion. This perturbation was un­
expected and was recognized to be due to the close proximity of the 
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Schematic description of the Lyon experiment designed for 
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lar acceptance of ±O.019°. transmitted through a 4.5 ~g/cm2 
carbon foil bombarded by 2.2 MeV Hs+ ions (from Gaillard 
et a1.. Ref. 3). 

fragments during the foil penetration. That was unexpected because 
the closely correlated penetration of ions into matter had never 
been observed before (the mean distance between the break-up frag­
ments is by several orders of magnitude shorter than the mean dis­
tance between two ions in the most intense ion beams). Proximity 
effects during the penetration make more difficult the interpreta­
tion of the molecular break-up for structure studies; nevertheless 
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Fig. 2. Experimental distribution in energy and angle for protons 
emerging from a 85 A C foil bombarded by 2 MeV HeH+ ions. 
(Taken from Vager et a1., Ref. 9). 

these effects revealed novel aspects of the ion-solid interaction 
such as the local electron polarization of the medium in a fast ion 
track. 

a) Electron Polarization Wake 

In 1975 was observed a strong break down of the spherical sym­
metry in the distribution of the fragments around the cluster center 
of mass [4]. That was the first evidence for the existence of a 
non-central force, the wake-force, which exists only inside a solid, 
and which tends to align the fragments along the beam axis. This 
force originates from the non spherical distribution of the target 
electrons around a fast moving ion. Nee1avathi and Ritchie [5] pre­
dicted in 1973 that the electron density of the medium should os­
cillate along an ion track. The amplitude and the wavelength of 
this oscillation depends on the ionic charge and on the velocity of 
the penetrating ion, but also on the dielectric response of the 
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penetrated medium through its plasmon frequency wand the rate of 
damping of the plasmon oscillations. The fluctua~ion of the elec­
tron density sets up a potential distribution in the medium which 
moves at the projectile velocity. Wake potentials induced by MeV 
light ions are typically of the order of a few tens of eV, with a 
wavelength of a few tens of 1. In molecular beam-foil experiments 
the distance between the fragments is typically of the order of 1-10 
A, a distance which is short when compared to the spatial extension 
of the wake potential. Then inside the foil the fragments interact 
between them not only through Coulomb forces but also through po­
larization wake forces. Coulomb and wake potentials can develop 
forces of the same order of magnitude on a given fragment. Wake 
forces perturb the symmetry which is expected from a pure Coulomb 
explosion, since wake forces are not directed along the internu­
clear axis but tend to align the fragments along the beam axis. 
Furthermore wake effects are stronger on the trailing ion than on 
the leading ion in the cluster. Such an effect is clearly observ­
able in Fig. 2 which shows that a large number of fragments emerge 
along the beam axis, with a stronger effect for the low energy frag­
ments than for the high energy fragments. 

The discovery of wake effects in molecular ion experiments stimu­
lated many theoretical works devoted to a better description of the 
wake potential and of wake effects in various ion-solid interactions 
[6]. 

The various plasmon wake models [7-12] differ from each other 
by the degree of complexity of the dielectric function E(k, w) which 
is used and by the way close electronic collisions are taken into ac­
count if at all. The fact that close collisions with the target 
electrons have to be included in a full description of the wake po­
tential is evident when one considers that in the case of an iso­
lated projectile the wake potential at the ion creates a retarding 
force on the projectile itself which has to be compared with the 
well known predictions of energy loss theories. Now most of the 
momentum distributions of fragments observed in molecular beam-foil 
experiments can be correctly interpreted in the frame work of the 
plasmon wake model. 

Nevertheless some recent experiments performed in Lyon and 
Rehovot cannot be explained by the usual plasmon wake models. 

In Lyon [13] it was observed with Hs+ projectiles that the life­
time for the non-dissociation of an H2+ ion inside a solid is much 
shorter when H2+ trails behind the third proton of the projectile, 
whereas this lifetime is "normal" when it is H2 + which leads the 
cluster. This reduced lifetime revealed that the electron density 
in the proton track is much higher than the predictions of simple 
plasmon wake models. In Rehovot [14] experiments with oH+ ions re­
vealed also that the distribution of the break-up protons deviates 
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from the predictions of plasmon wakes. The conclusion was that in 
some cases the wake at close proximity from the moving charge can be 
better described by reducing the interaction of the moving ion with 
the medium to the Coulomb scattering of the target electrons, which 
increases the electron density in the ion track. Since this 
"Coulomb wake model" [IS] neglects the plasma aspects of the medium 
it cannot describe the wake potential at long distance, but it should 
be noticed that the observation of long distance interactions be­
tween the fragments in the solid is usually not accessible to beam­
foil type experiments. More experiments and theoretical works are 
now necessary to unify the plasma and Coulomb aspect of the electron 
polarization wake in a solid medium. 

b) Cluster Stopping Power 

In the concept of electron wakes the electronic stopping power 
of the medium for a fast ion is related to the derivative of the 
wake potential at the ion. Then the energy loss of an ion cluster 
will be determined by the interference of the individual wakes of 
each fragment in the cluster. This concept was first developed by 
Brandt and Ritchie [16] in terms of a "vicinage function" calculated 
from interference effects between plasmon wakes. Due to the close 
proximity of the fragments in molecular beam-foil experiments with 
fast projectiles the interference is always constructive. As a 
consequence the cluster stopping power is generally enhanced by 
proximity effect. Indeed such an enhancement has been observed in 
various experiments [17]. 

One can also give another interpretation of the observed excess 
of energy loss for an ion cluster by dividing the electronic energy 
loss into two parts: the energy loss due to close collisions with 
individual target electrons, this part involves too small distances 
to be concerned by any proximity effects, and the energy loss due 
to distant excitation of the target electrons by collective modes, 
only this last process involves distances large enough to exhibit 
proximity effect. This interpretation allows a quick estimation of 
the stopping power for an ion cluster but the theoretical limits be­
tween close and distant collisions are not accurate enough to allow 
a full quantitative description of the observed stopping power. 

c) Statistical Fluctuations 

The interaction of a fast ion with a solid is characterized by 
a very large number of individual interactions. It is then of inter­
est to consider at which level the statistical fluctuations of these 
individual interactions can perturb the momentum distribution of the 
fragments in a molecular beam-foil experiment. 

The effect of the fluctuations due to the statistical aspect 
of the plasmon wake, and consequently of the energy straggling of 
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an ion cluster, has been theoretically investigated by Echenique, 
et al. [12]. They conclude that wake fluctuations are of negligible 
effect in most of the experiments. 

Much more severe is the effect of the multiple-scattering suf­
fered by the break-up fragments in the foil. Escovitz, et al. [18] 
calculated the relative momentum dispersion between the fragments in 
the two extreme cases where the companion ions of a cluster suffer 
totally correlated and totally uncorrelated multiple scattering 
effects. The first case is not realistic as it could concern only 
linear projectiles perfectly aligned with the beam axis. In the 
second extreme case, which seems to be applicable to the majority 
of the ion clusters, uncorrelated multiple scattering effects are 
easy to calculate. The net result is a very large broadening in 
the distribution of the relative momentum of the fragments. Then 
multiple scattering effects severely limit the accuracy of the beam­
foil techniques for structure determination in the cases where one 
cannot use foils thin enough or when the fragments have a too large 
ionic charge. 

II. Survival of Fast Molecular Ions Inside a Solid 

It was assumed in the preceding section that the break-up of 
all the incident molecules initiates at the front surface of the 
foil. In fact various experiments performed in Lyon show that the 
survival probability of the incident molecules inside the solid can 
play an important role in beam-foil experiments performed with very 
thin targets. 

We first investigated the lifetime of fast atoms in solids by 
measuring non-equilibrated charge state distributions emerging from 
thin foils [19]. We observed that the fraction of neutral H atoms 
emerging from foils of various thicknesses bombarded with incident H 
atoms exponentially decreases with the target thickness for very 
short dwell times in the foil and then reaches an equilibrated value, 
independent of the foil thickness, for longer dwell times. The 
characteristic time of the exponential decay was interpreted as the 
lifetime of fast hydrogen atoms inside the foil. 

Such a measurement shows that an H atom emerging from a foil 
can be either a reconstituted atom, reSUlting from the capture of a 
target electron (we call them for simplicity the "blue atoms"), or 
H atoms which survived to the traversal of the foil (we call them 
the "red atoms"), the latter being observable only when the dwell 
time is of the order of one femtosecond. Then this type of measure­
ment was extended to other atomic systems with one and two electrons, 
such as He+, Heo, and H- (Fig. 3). 

It was tempting to extend this type of measurement to molecu­
lar projectiles, and that is also shown on Fig. 3 for H2 + and H3+ 
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Fig. 3. Transmitted fraction of atomic and mo1eou1ar 800 KeV/amu 
projectiles through carbon foils as a function of the pro­
jectile dwell-time: (a) one - electron HO, sHe+, and H2+; 
(b) two - electron H-, sHeo, and Hs+ (from Cue et al., 
Ref. 21). 
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Fig. 4. The energy distribution of (a) protons and (b)-(d) neutral 
H atoms emerging at 0° when 2.4 MeV Ha+ are incident on 
(a), (b) 1 - (c) 3.3, and (d) 9.5 lJg/cma carbon foils 
(from Gaillard et al., Ref. 22). 

projectiles. It appeared that molecules can emerge from the foil, 
a phenomenon which is known for Ha+ since 1971 [20] and has been ob­
served later with other molecular ions. Their yield exhibits also 
an exponential decrease with target thickness for very short dwell 
times. As for atoms, it was the proof that "red molecules" can sur­
vive to the traversal of a foil. For longer dwell times, recon­
stituted "blue" Ha+ molecules are observed with a probability which 
decreases slowly with the target thickness and that will be dis­
cussed in Section III. In the case of H3+ we have no evidence for 
the existence of blue H3+' since the reconstitution of a molecule 
is much less probable for a triatomic system than for a diatomic 
one. From this study of the lifetime of fast atoms and molecules 
in solids we conclude [21] that the solid medium introduces a 
strong perturbation on ,the electronic state of red atoms and mole­
cules, more particularly, this perturbation induces a level width 
upon the electronic state. 

During the traversal of the foil the internal motion of the 
red molecules is also strongly perturbed by the solid. Due to the 
more or less independent multiple-scattering suffered by its nuclei 
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a red molecule gets more and more excited as it penetrates the foil, 
and this can lead to the vibrational dissociation of the red mole­
cule. That has been clearly observed by measuring the overproduc­
tion of neutral H atoms emerging from very thin foils bombarded with 
Ha+ and H3+ beams [19]. This overproduction exhibits also a red 
regime due to the transmission of the projectile electrons. The mo­
mentum analysis of the red HO atoms [22] showed that the majority of 
them are produced via the formation of unbound excited states of Ha+, 
but some of them have not been repelled by their proton partner (see 
the central peak in the spectra of Fig. 4). We believe that this 
central peak indicates that some incident molecules have been vi­
brationa11y dissociated by the foil without suffering any electronic 
excitation. 

III. Reconstitution of Atoms and Molecules by Target 
Electron Capture - A Molecular Orbital Picture 

1. Enhanced Electron Capture Probability by a Fast Ion Cluster 

It was shown many years ago by Meggitt et a1. [23] that the pro­
duction per incident proton of neutral H atoms of a given velocity 
was higher with Ha+ and H3+ incident beams than with n+ beams. In 
the preceding section it was demonstrated that this overproduction 
can be explained for very short dwell times by the transmission of 
some projectile electrons (Fig. 3) which leads to the formation of 
"red atoms." After subtracting this red contribution one observes 
an overproduction of "blue atoms," due to target electron capture, 
which decreases slowly when the dwell-times increases. This HO 
overproduction is plotted on Fig. 5 as a function of the emergent 
interproton separation. One observes that protons which are at a 
distance larger than ~10 A from their partner behave like individual 
particles. Two types of models can be advanced to interpret the en­
hancement of the capture probability by an ion cluster. Our first 
model [19] is based on the predominant role played by the target 
electrons which emerge from the solid along the beam axis and with 
a velocity close to the ion velocity. In the case of Ha+ and H3T 
projectiles we calculated the probability of forming a HO atom in 
the following two step process: a target electron is first accel­
erated to the velocity of the cluster center of mass by collision 
with one of the protons in the cluster and then this electron is 
captured by another proton of the same cluster. The predictions 
of this model correspond to the lines on Fig. 5. 

One can also make another attempt to describe collective 
effects in the electron capture probability by calculating what 
should be the effective charge Zeff of a point particle having the 
same capture cross section as the ion cluster. Zeff is then a 
function of the separation between the fragments when the collective 
capture of a target electron occurs. Generally the calculation of 
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Fig. 5. Variation of the overproduction of neutral H atoms for Ha+ 
and H3+ projectiles as a function of the mean internuclear 
separation in the proton clusters when they emerge from 
the foil (from Gaillard et al., Ref. 19). 

Zeff is difficult because one has to know the final state of the 
capture which can be any electronic state of the molecular ion in 
formation. Indeed a molecular orbital picture has to be used to de­
scribe the electronic state of atoms at so close a distance. 

We calculated the capture cross section of a diproton cluster 
[24] by the Zeff model, for that we used the work of Mc Caroll et al. 
[25] concerning the Is 0g and 2p 0u final states of Ha+. Then for 
each final state the capture cross section at velocity V and sepa­
ration R was expressed as: 

0c(R, V) = [Zeff(R)]' 0cH(V), 

where 0cH is the corresponding cross section for an isolated proton. 
We simply used here the Z' scaling which is well established for 
atomic projectiles. Although this method cannot be considered as a 
general theory for capture into molecular orbital states, it allows 
us to reduce the problem of the electron capture by many centers of 
charges to the case of a capture by a single charge. We applied 
this Zeff model to the production of blue Ha+ and HO species and the 
results are in good quantitative agreements with our data. 
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Fig. 6. (b) Measured yields of transmitted Ha+ fraction Y(Ha+) 
through C foils in the blue regime, normalized to twice 
the equilibrium neutral fraction to of protons of the 
corresponding velocities. (c) Yields of HO and Ha+ break­
up in C foils in the blue regime (from Cue et al., Ref. 
24). 
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2. Total Energy of the Molecular System After a Capture Event 

In the preceding discdssion we assumed that the cross section 
for capturing an electron into a given diatomic molecular orbital 
state is only a function of the internuclear separation R of the 
fragments at the time of the capture event, whatever is their rela­
tive kinetic energy. One should notice at this point that there is 
now some experimental evidences that for a given R the capture cross 
section depends also on the respective angle e between R and the 
beam direction. In Ref. 26 it is suggested that the capture prob­
ability reaches a maximum for e = 90°. To our knowledge this aniso­
tropy is not yet understood. 

The fact that we assumed the non dependence of the capture cross 
section on the relative momentum of the fragments reflects the very 
short time scale which is associated with any electronic transition. 
But it is clear that the relative momentum of the fragments just be­
fore the capture event will determine the final state of the system 
at infinity. 

Let us, for instance, discuss the case of a capture event into 
a Is Og (H2+) molecular orbital. A given H2+ projectile, with inter­
nuclear separation Ro, which explodes inside the solid under wake 
and Coulomb forces will emerge from the foil as a pair of proton 
fragments with a relative kinetic energy €c and a separation Re. A 
capture event into the Is Og state will lead to the formation of a 
bound H2+ only when €c < U(Re), where U(Re) is the electronic bind­
ing energy of the H2+ ion at separation Re' When this condition is 
not fulfilled the fragments at infinity constitute an (~+ HO) pair. 

3. Calculation of the Absolute Yield of Blue Atoms 
and Molecules 

In order to calculate the absolute yield of reconstituted H 
atoms and H2+ molecular ions we first consider the distribution 
D(Ro) of initial separation Ro in the incident H2+' We will not 
discuss this point since this distribution is studied in detail in 
the lecture of E. Kanter [2]. After assuming that the molecular 
break-up occurs at the front surface of the foil one can calculate 
the distribution of distances D(Re) and relative energies D(€c) 
for the fragments when they emerge from the foil. The capture 
probability into Is og and 2p 0u states is then calculated in the 
Zeff approximation described above. Capture events into higher ex­
cited states have been neglected. Finally the binding criterion 
€c < U(Re) is applied to separate the H2+ channel from the (Ho + 
H+) channel. Figure 6 shows that the calculated yields are in good 
agreement with the data over a wide range of dwell-times. The 
dotted line corresponds to a calculation where multiple-scattering 
effects are neglected inside the foil. It is clear in that case, 
as mentioned in Section I - 3, that multiple-scattering effects have 
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Fig. 7. Total yields of emergent H- per proton ~~ from Ha+ incident 
1 A 

on C foils, normalized to the corresponding yields ~I from 

incident H+ of the same velocity displayed as a function of 
the dwell-time tn in the target (from Cue et al., Ref. 27). 

to be taken into account in molecular beam-foil experiments. It is 
remarkable to notice that blue molecules should not exist after 4 fs, 
whereas due to multiple-scattering they can be observed for dwell­
times longer than 20 fs. 

Transmission of molecular ions in the blue regime has now been 
observed with a number of simple molecular ions. Nevertheless most 
molecular ions have an unobservable transmission yield in the blue 
regime. That can be explained by many reasons: the capture cross 
section into molecular states can be too small, the criterion Sc < 
U(Re) can be too severe, or the experimental conditions can be com­
plicated by the presence in the beam of isotopes which have the same 
mass and charge as the expected molecular ion. 

4. Long Range Charge Exchange Effects between 
Separating Fragments 

In some cases the knowledge of the electronic state and of the 
internal kinetic energy of a blue cluster at emergence from a foil 
is not sufficient to predict the electronic state of the fragments 
at infinity. That is the case of a study we did in Lyon [27] of the 
production of H- ions in the foil break-up of fast Ha+. We observed 
that, in opposition with the production of HO atoms discussed before, 
the production of H- ions is over a wide range of dwell-times lower 
with Ha+ projectiles than with ~ projectiles of the same velocity. 
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Fig. 8. Schematic diagram for the various molecular orbitals rele­
vant to the inhibition mechanisms of H- (from Cue et al., 
Ref. 27). 

Figure 7 shows the data and the predictions of the model dis­
cussed in the preceding section when one considers only the molecu­
lar orbitals of H2 which correlate with an (H- +~) final state. 

It was recognized that the observed H- inhibition could be due 
to the pseudo-crossing of molecular orbitals which occur far away 
from the foil, when the fragments are a few A apart. Figure 8 shows 
the H2 molecular orbitals relevant with the charge exchange effect 
occurring at the pseudo-crossing point Rx' A detailed calculation 
of the crossing probability was performed by using the Landau-Zener 
model. The results of the calculation are that the observed inhibi­
tion can be quantitatively attributed to this effect. Inhibited H­
yields have subsequently been observed with other projectiles such 
as H3+ and HeH+. We believe that the study of charge exchange 
effects between distant atoms can be examined in great detail in 
molecular beam-foil experiments, because the fragments separate 
gently in the cluster frame from a well defined initial state which 
is prepared by the foil interaction, to infinity where the fragments 
are detected. 
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Conclusions 

We have described some aspects of the penetration of fast mo­
lecular ions in a solid target which can be useful to extract molecu­
lar structures from beam-foil experiments. The future developments 
of the method depend largely on a deeper understanding of the basic 
processes involved in the interaction of a fast ion cluster with a 
solid medium. 

This Advanced Study Institute stimulated contacts between chem­
ists and physicists who use a very large variety of techniques to 
observe the same objects, namely molecular ions, but wo do not use 
the same language and obviously do not read the same scientific 
Journals. 

The author is indebted to Dr. J. C. Poizat for his critical 
remarks on the manuscript. 
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THE ROLE OF EXCITED STATES OF MOLECULAR IONS 

IN STRUCTURE STUDIES WITH HIGH ENERGY COLLISIONS 

E. P. Kanter 

Argonne National Laboratory 

Argonne, IL 60439 

I. Introduction 

As a result of the efforts of several experimental groups, a 
very large amount of data has been accumulated in studies of the 
interactions of energetic (several MeV) molecular-ion beams with 
solid and gaseous targets [1, 2]. A fairly detailed (though by no 
means complete) picture of these interactions is now evolving. We 
have reached the point of sophistication where it is apparent that 
one of the crucial factors in successfully interpreting the avail­
able data is an equally detailed knowledge of the geometric struc­
tures of the incident molecular-ions [3]. More importantly, if ex­
perimental conditions are properly controlled, these data can be 
used to determine uniquely such structures with a fair degree of 
accuracy [4]. Though the accuracy achievable in these measurements 
is not as high as through standard photon emission or absorption 
techniques, they do provide an important starting point for the 
usually more difficult photon measurements. In this presentation, 
we will describe the use of such "Coulomb explosion" measurements 
to gain important structural information about various molecular 
ions. 

To begin, let us first review some of the basic details of 
"Coulomb explosions." 

II. High Velocity "Coulomb Explosions" 

The collision-induced dissociation of molecular ions has been 
extensively studied with gaseous targets and with ion-beam energies 
in the keV range (for a recent review, see Ref. 5). In this field, 
the term "high energy" has come to mean beam energies of a few tens 
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Fig. 1. The dependence upon time of the internuclear separation 
between the a-particle and the proton of a He~ ion whose 
internuclear separation at t = 0 is 0.79 A. The nuclei 
are assumed to be stationary at t = 0 in the projectile 
rest frame. The right-hand ordinate gives the fractional 
growth of the Coulomb-explosion velocity as a function of 
time. The scale at the top shows the distance travelled 
in the LAB frame by the projectile assuming the beam energy 
to be 3 MeV. 

of keV. There are however some definite advantages in extending 
such studies to ion velocities an order of magnitude higher - i.e., 
beam energies in the MeV range. For light projectiles at these en­
ergies, the time for a typical collision with a target atom is short 
enough (~10-17 sec) compared with the times for molecular vibration 
(~10-14 sec) and rotation (~10-12 sec) that during the collision the 
nuclei of an incident molecular ion may be considered to be sta­
tionary in the projectile frame. Furthermore, the collision time 
is short compared with the characteristic times for the possible 
dissociation modes. As is shown in Fig. 1, these times extend down 
to about a femtosecond (10- 15 sec) for those dissociations that 
arise from "Coulomb explosions" (Le., the rapid flying apart of the 
nuclear constituents of a molecular projectile when all or most of 
its electrons are stripped away in a collision). Thus for high pro­
jectile velocities (Vo » e 2 Pr:O it can be expected that, to an ex­
cellent approximation, collision-induced dissociation may be treated 
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as a two-step process. First there occurs a rapid collision with a 
target atom during which the projectile's nuclei do not move in their 
center-of-mass (COM) frame. Because of their low mass the electrons 
associated with the projectile reconfigure themselves in a time com­
parable with the collision time (this process includes the possibil­
ity of removal by ionization of some or all of the electrons). There 
then follows, on a much longer time scale, a dissociation of the re­
sultant excited molecular state into two or more atomic or molecular 
fragments. At these projectile velocities, excitation mechanisms 
other than electronic excitation (e.g., rotational/vibrational ex­
citation due to large momentum transfer to one of the projectile 
nuclei) can be expected to play relatively minor roles [6]. 

There are several other approximations that acquire improved 
validity at MeV bombarding energies. For example, energy losses 
(typically a few eV) due to inelastic collision processes may be 
neglected. Deflection of the projectile's COM during the collision 
may be neglected. A Born-approximation treatment of the collision 
is expected to be more fully justified at high projectile velocities. 
(For detailed discussions concerning these and other approximations, 
see Refs. 7 and 8 and references contained therein.) 

As a result of the preceding considerations, we anticipate that 
electronic, or ro-vibrational excitations in the beam will only 
affect our observations as changes in the geometry of the initial 
molecule. For a diatomic molecule, this will be reflected in the 
distribution of internuclear separations D(ro). We shall be ob­
serving the breakup of an ensemble of molecules, each of which en­
ters our target with a unique geometry. We shall return to this 
point later. 

The main difficulty in studying collision-induced dissociation 
at MeV energies is the technical one of obtaining adequate angular 
resolution. The fragments emerging from a collision are contained 
within narrow cones centered on the beam direction. The angular 
widths of these cones are approximately inversely proportional to 
the projectile velocity. At MeV energies the width of such a cone 
is typically a few milliradians and thus an overall angular resolu­
tion of ~10-4 radians is usually required. In the work described 
here, an angular resolution of 3 x 10-4 radians was employed. A cor­
responding resolution in measuring the momenta of the collision frag­
ments is also needed, but in practice that is not as difficult to 
achieve. The relative momentum resolution used in this work was 
also 3 x 10-4 (a relative energy resolution of 6 x 10-4 ). 

A significant advantage in using MeV bombarding energies lies 
in the fact that the measurements can be readily extended to include 
thin solid targets. At keV energies, use of even the thinnest and 
lightest foils (e.g . , ~lOO-A thick carbon) introduces a serious 
worsening in resolution because of energy-loss straggling and multi-
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ple scattering. Of these, the effects of multiple scattering are 
the most crippling. However, as the projectile velocity Vo is 
raised, there is a decline not only in the absolute values of 
the multiple scattering angles (which may vary as Vo -2) but 
also in the values relative to the fragments' cone angles (which 
vary as VO-l). As an example, the full width at half maximum (FWHM) 
of the multiple scattering distribution for I-MeV protons traversing 
a 100-1 thick carbon foil is 7 x 10-4 radians, while the average 
energy loss of these protons is ~500 eV and the straggling width is 
only a few tens of eV. 

For light projectiles (H2 +, He~, He2+, etc.) incident at these 
energies upon a foil, the electrons that bind the projectile are al-

o 
most always totally stripped off within the first few Angstroms of 
penetration into the solid target. This is a consequence of the 
large cross sections (~10-16 cm2 ) for electron loss [9] and of the 
fact that close collisions with target electrons cannot be avoided 
in a solid. There then follows a "Coulomb explosion" in which the 
bare (or nearly bare) nuclei of the projectile fly apart by virtue 
of their mutual Coulomb repulsion. The characteristic time for this 
explosion is typically ~10-15 sec which is on the same order as the 
dwelt time of the ~rojectile in the foil if the latter is about 
100 A thick. It is therefore to be expected that much of the Coulomb 
explosion takes place inside the foil and that it then runs to com­
pletion in the vacuum downstream after the fragments emerge from 
the target. Inside the target the individual fragments' trajectories 
are also influenced by multiple scattering and by effects due to the 
electron polarization "wakes" induced behind each of the fragments 
traversing the foil. These wake effects have been shown [10, 11] to 
give rise to easily observable modifications to the pattern of tra­
jectories measured downstream from the target. 

For dilute gaseous targets, on the other hand, it has been found 
that many collisions are much less violent than those in foil targets 
[3]. On the average, fewer electrons are removed from the projectile 
and correspondingly, one finds a greater probability for dissociation 
into less highly charged, though electronically excited fragments. 
There are no observable effects due to wakes or to multiple scatter­
ing. 

III. A Simple Model 

After the Coulomb explosion has run to completion, the excess 
kinetic energy released by the explosion produces sizeable energy 
and angle shifts which are easily measured in the laboratory dis­
tributions of dissociation fragments observed downstream of the 
target. 

Consider the case of a dissociative fragment which in the rest 
frame of the projectile molecule acquires a velocity ti oriented at 
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an angle ~ relative to the projectile velocity Vo. In the labora­
tory, this fragment will be observed at an angle 

e = u sin~ 
Vo 

=-
Vo 

relative to the beam direction. Likewise, there will also be a 
shift in lab energy of this particle given by: 

(1) 

1 + +21 2 ±+ 
~E = 2 m (Vo + u) - 2 m Vo ; mvo·u = m Vo U cos~ = m Vo un 

(2) 

The approximation in Eq. (2) amounts to ignoring terms of relative 
magnitude ~/Vo (typically u/Vo ~ 5 x 10-' for the cases we will be 
treating). 

If we consider only those fragments which acquire a given 
velocity Uo in the projectile rest frame, then we see that there is 
a maximum laboratory emax = uo/V such that no fragments are ob­
served beyond this angle. For e < emax ' there are two groups of 
these fragments: one shifted up in energy and the other with an 
equal downward energy shift. At e = emax ' (~ = 90°), these two 
groups coalesce into a single energy corresponding to the beam 
velocity. The other extreme orientation (~ = 0° or 180°) is ob­
served at e = O. These fragments suffer no angular shift; however, 
they are observed with the maximal energy shifts ~Emax = ±mvouo. 

To get a feel for magnitudes, let us concentrate on a very 
simplified model for the explosion of 3 MeV Heg+ ions, each mo*e­
cu1e having a fixed initial internuclear separation ro = 0.79 A. 
If such an ion is instantaneously stripped of its electrons to 
leave a bare a-partic1e-proton pair, then as the Coulomb explosion 
develops, the Coulomb energy E = 2e 2 /ro = 36.5 eV will be converted 
into kinetic energy in the center of mass. Since this Coulomb en­
ergy E is so much larger than the fragment energies due to vibra­
tion or rotation we may neglect any fragment COM motion prior to 
stripping. 

Under these conditions, the separating fragments would as¥IDP­
totica11y achieve a final relative recession velocity of 0.94 A/ 
fsec (for comparison, the beam velocity is 108 A/fsec). The re­
sulting shifts for the protons are ~Emax = 8.4 keV and ~emax = 7.0 
mrad (0.40°). The corresponding energy shift for the a-particles 
is the same while the angular shift is reduced a factor of 4. As a 
result of the amplification caused by the large beam velocity, the 
eV c.m. energy is observed as a large and easily measurable keV 
shift in the lab frame. 
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IV. Refinements 

This model is of course an oversimplification of the problem 
and requires further refinements for rigorous interpretations of the 
experimental data. As was detailed in the preceding paper of 
Remillieux [12], the effects of multiple scattering, energy loss and 
energy straggling, electron polarization wakes, and charge exchange 
each to varying extents, modify the outgoing velocities of the ex­
plosion fragments when solid targets are used to initiate the 
Coulomb explosion. 

The treatment of energy loss and straggling is usually straight­
forward. Energy loss produces a small energy decrease for all par­
ticles. For 600-keV protons traversing 100 ! of carbon, the energy 
loss is 0.7 keV. Because the energy loss process is statistical, 
there is a finite width to the loss distribution which in this case 
would be only a few tens of eV. This is usually referred to as the 
energy straggling width. 

For slowly moving ions, the influence of screening by target 
electrons could be important. If we treat the target as a sea of 
free electrons, then the internuclear potential while in the target 
can be approximated by an exponentially screened Coulomb potential 
with a screening length given by 

a = Vo/wp (3) 

where wp is the plasma frequency for the contributing target elec­
trons. Forocarbon, ~wp = 25.9 eV. Hence for our 600 keV/amu par­
ticles a'::3 A. This is much larger than the internuclear separa­
tions of the ions while in the target and so we may neglect the 
spatial dependence of the screening, though we recognize that the 
nuclear charges will be characterized by an effective charge 
Zeff ~ Z. As the ion velocity decreases, so does the screening 
length. Thus for I-MeV carbon ions we find a = 1.0 A, comparable 
to the bond lengths of the molecular ions we will be considering. 
Hence screening must be dealt with more rigorously at low velocities. 
We thus desire a high velocity and short dwell time in the target. 

For heavy ionic fragments, charge exchange processes in the 
target are also important. Because of the large cross sections in­
volved, capture and loss of electrons take place very rapidly 
(~10-17 sec) in the target and thus combine to produce a well-de­
fined mean effective charge which governs large impact parameter 
processes. In particular both the electronic stopping power and 
the Coulomb explosion should be determined by the same Zeff' At 
high velocities, (V02 > e4 /h2 ~ 25 keV/amu) the effective charge 
for an ion can be determined by: 

(4) 
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where S is the electronic stopping power of the foil for the ion 
and Sp the corresponding quantity for a proton of the same velocity 
[13]. Once outside the foil the ionic fragments adopt integral 
charge states which appear to be independent of the history of the 
ion in the solid [14]. 

The subject of electron polarization wakes remains an open and 
very interesting subject despite a long history dating back to Bohr's 
1948 paper [9]. The wake represents the response of target elec­
trons to the presence of a moving charged particle. The resulting 
oscillations in charge density along the path of the ion yields an 
oscillating electric potential stationary in the rest frame of the 
ion. For a single ion, the spatial derivative of this potential at 
the site of the ion is simply the electronic stopping power of the 
medium. For a molecular ion, the wakes of the individual exploding 
fragment ions must be superimposed to find the net potential. In 
addition to the longitudinal stopping forces, the superposition of 
wakes can also produce orientation-dependent radial forces which 
tend to rotate the molecule. For diatomic molecules, this is ob­
served as a tendency for trailing fragments to align more closely 
behind their leading partners. For light ions, this effect is 
fairly well described by a model proposed by Vager and Gemmell [11]. 
A more general description seems to be required to explain some 
subtler effects seen with heavy ions and there is still a consider­
able amount of work to do in this area [14, 15]. 

The remaining problem of multiple scattering can be quite seri­
ous in that it is relatively large and it can determine the effec­
tive overall angular resolution. One tries to minimize the effect 
by utilizing thin target foils of low atomic number and high veloc­
ity ions (multiple scattering widths vary as the square root of 
target thickness over the square of velocity). For our 3 MeV He~ 
example the proton multiple scattering width in 100 ~ of carbon 
would be about 0.6 mrad, nearly 10% of the angular shift produced 
by Coulomb explosion. 

Insofar as each of these effects can be accounted for by cal­
culation, the remaining question of incident-ion geometry dominates 
the velocity profiles for Coulomb explosions from solid targets. 
This is quite fortunate for us since molecular-ion structure is the 
subject of this conference. Before we look at this question, how­
ever, let's first discuss the complementary measurements of Coulomb 
explosions in gaseous targets. 

V. Gas Targets 

In studying Coulomb explosions of molecular ions initated by 
collisions in gas, one avoids many of the complicating effects dis­
cussed above for solid targets. The resulting explosions are dra­
matically different and are determined not only by the structure of 
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the incident ion (which is usually in the ground electronic state) but 
also by the structures of electronically excited states formed during 
the collision in the target. 

We have seen that for foil-induced dissociations, well-defined 
Cou1ombic potentials determine the explosion characteristics. When 
dilute gas targets are used, one finds that to a considerable degree, 
large impact parameter collision processes dominate the excitation 
process and a much lower probability for multi-electron ionization 
results. Instead, one promotes electrons to dissociative states 
which can produce charged as well as neutral fragments. The en­
suing fragment velocity distributions result not so much from a 
Coulomb explosion as from a fizzle. These distributions are sensi­
tive to the shapes of the appropriate screened potentials for these 
excited states [3]. 

The explosion data with gas and solid targets are in a sense 
complementary. The solid target data probes the structure of the 
ensemble of incident ions, while the gas data gives information about 
excited state structures. 

VI. Apparatus for High-Resolution Measurements 

To carry out high-resolution measurements of Coulomb explosion 
fragments at MeV energies, experimental resolution widths at least 
an order of magnitude smaller than the energy and angle shifts are 
desirable. A system which was designed to achieve such resolution 
has been used at Argonne for several years and is extensively de­
scribed in previous publications (Refs. 1, 3, 16-19). Figures 2 and 
3 show the current experimental arrangement. 

Molecular-ion beams are produced in either a duop1asmatron or 
an rf ion source and then accelerated by the Argonne 4-MV dynamitron 
accelerator. After being magnetically analyzed, the ion beams are 
collimated to have a maximum angular divergence of ±0.09 mrad and a 
l-mm spot size at the position of the target. A set of "pre-deflec­
tor" plates permits electrostatic deflection of the beam incident on 
the target. A similar set of "post-deflectors" is used to deflect 
charged dissociation fragments emerging from the target. The pre­
and post-deflectors are used in combination so as to avoid the de­
tection of particles arising from spurious incident beams (e.g., 
fragments arising from collisional dissociation of the primary beam 
along the long flight path through residual gas between the beam 
collimators). 

A 25° electrostatic analyzer, having a relative energy resolu­
tion of 6 x 10-4 (FWHM), is located several meters downstream from 
the target. An aperture placed ahead of the analyzer accepts a 1-
mm diameter group of fragment trajectories originating at the target 
position. The entrance axis of the analyzer is offset 2 mrad from 
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Fig. 3. Schematic diagram showing a cross-sectional view of the de­
tector chamber and movable detector systems at Argonne's 
4-MV Dyanmitron accelerator. 

the direction defined by the collimators for the incident beam. 
This offset eliminates interference of neutral beam contaminants and 
permits certain classes of measurements on neutral fragments. [Neu­
trals are detected by applying a high field across the horizontal, 
or "X" post-deflectors to remove charged fragments and then by 
stripping the neutrals at the analyzer entrance aperture using a 
thin (',,100 A) carbon foil insertable for that purpose.] 

Distributions in energy and angle are made for particles emerg­
ing from the target by varying the voltages on the horizontal pre­
deflectors and/or the post-deflectors in conjunction with that on 
the electrostatic analyzer. (The vertical, or "y" deflectors are 
normally used only for "trimming" purposes.) The overall angular 
resolution is 0.30 mrad (FWHM). 
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(a) "Ring pattern" and (b), (c) "cross" for protons from 
3.0-MeV He~ dissociating in a 19S-! thick carbon foil. 

11.0 

The 20" diameter flight tube (Fig. 2) and associated detector 
chamber (Fig. 3) were recently added to permit t~e coincident de­
tection of multiple dissociation fragments. The chamber houses two 
movable detectors which can be independently positioned to an ac­
curacy of ~O.OOl in. anywhere on a 20-in. diameter circular plane 
(perpendicular to the beam direction) subtending an angle of ±SO 
mrad at the target. 

With our apparatus resolutions quoted above, we are able to 
measure the center of mass velocities ul and un with equal accuracy 

Most of our data on fragments arising from molecular-ion dis­
sociation take the form of measurements of a complete "ring pattern" 
[a complete joint angle-energy distribution] or of a "cross" [Le., 
an energy distribution for zero angular shift together with an an­
gular distribution for zero energy shift]. 
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VII. Measurements for Diatomic Projectiles 

a. Dissociation in Solids 

Figure 4 shows a typical joint energy-angle distribution mea­
sured for protons from 3 MeV Hes+ incident upon a 195-1 thick carbon 
foil [3]. The most obvious feature to be noted in this distribution 
is that it is a "ring pattern" as is to be exec ted on the basis of 
the simple Coulomb explosion picture of the dissociation process. 
The diameter of the ring is determined primarily by the bond length 
in the projectile. The width of the "rim" of the ring reflects the 
range of internuclear distances present in the projectiles as they 
enter the target. Wake effects manifest themselves through slight 
distortions of the ring. The ring is thereby stretched along the 
energy axis and contracted along the angle axis. The stretching 
along the energy axis is actually the result of two effects - a 
contraction of the energy shift on the high-energy side coupled with 
a (larger) stretching of the energy shift on the low-energy side. 
This asymmetry along the energy axis is further accentuated by the 
pronounced increase in proton intensity on the low-energy side of 
the ring as compared with the smaller increase on the high-energy 
side. For more detailed discussions of all of these effects the 
reader is referred to the other work noted above. In particular, 
the influence of wake effects is treated more fully in Ref. 11. 

Most of our data on the fragments arising from molecular-ion 
dissociation take the form of measurements either of a complete "ring 
pattern" or of a "cross" [Le., an energy distribution for zero an­
gular shift together with an angular distribution for zero energy 
shift (allowing for the usually trivially small energy loss due to 
the stopping power of the target)]. A "cross" thus represents the 
two distributions obtained by cuts along the energy and angle axes 
of the ring pattern. In Fig. 4 we show both a "ring" and a "cross." 
The central peak, in Fig. 4 arises from the dissociations in the tar­
get producing Heo and a proton. It is discussed in detail in Ref. 3. 

By choosing beam energies and target thicknesses to minimize 
simultaneously the influence of both non-equilibrium charge state 
effects and multiple scattering, such data can be used to determine 
the initial distribution of internuclear separations, D(ro), for 
light diatomic beams such as H2+ and HeH+. Calculations on the in­
fluence of wake forces have shown that they modify the Coulomb ex­
plosion least when the projectile's internuclear vector is perpen­
dicular to the beam direction. This can be seen clearly in Fig. 5 
which shows the wake potential derived by Vager and Gemmell [11]. 
Because this potential is the effect of a line of charge following 
the moving ion, it falls off rapidly in the direction transverse to 
the beam velocity. Other wake models display quite similar behavior 
in this respect [15]. For 3 MeV H2 + for instance, incident upon a 
160 1 carbon foil, these calculations show that the spacings and 
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Fig. 5. Potential distribution associated with the polarization 
wake of a 400-keV proton traversing carbon (twp = 25.0 eV). 
Distances are shown in units of A = 2na m 14.5 A (from 
Ref. 11) . 

Fig. 6. 
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Velocity spectrum for outgoing ~ from the dissociation of 
3.0-MeV Hz+ in a l72-A thick carbon foil. The points are 
the data, transformed to center-of-mass velocity from a 
lab angular distribution at zero energy shift. The solid 
curve results from the deconvolution of multiple scattering 
from these data, as discussed in Ref. 3. 
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peak widths in the angular part of a "cross" are modified by less 
than 0.5% by wake forces. By concentrating on these angular distri­
butions at zero energy shift, we therefore avoid the complication of 
wake effects. 

In order to extract a D(ro) distribution from an angular dis­
tribution one needs to deconvolute the non-negligible effects of 
multiple scattering and (to a lesser extent) of the experimental 
angular resolution. The deconvolution procedure that we have used 
for this has been described in Ref. 3. Figure 6 shows the result 
of this unfolding procedure for the case of an Ha+ beam (the ab­
scissa in Fig. 6 has been converted from an angle scale to a COM 
velocity scale). Because the functional form used for the multiple 
scattering distribution has a long tail, there is a region corre­
sponding to high COM velocities (near the extreme wings of the data) 
where the deconvolution is not valid. This translates into a cutoff 
at small internuclear separations (at about r = 0.5 A) in the de­
rived distribution D(ro). 

In our analysis, we assume that in a dissociative collision the 
molecular projectile makes a sudden electronic rearrangement while 
its nuclear constituents remain unperturbed. That is, we consider 
the projectile as undergoing a sudden vertical transition up to some 
excited electronic state which then dissociates liberating a total 
COM kinetic energy of U(ro)-U(~), where U(r) is the potential energy 
at an internuclear separation r for the particular final electronic 
state involved. The relation 

(5) 

where ~ is the reduced mass of the projectile and mf the fragment 
mass, then serves as a mapping function relating the COM velocity 
of a fragment to the potential and to the initial internuclear sepa­
ration. For the case of solid targets, U(r) is assumed to be a 
simple Coulomb potential. 

If we further assume that the cross section for the electronic 
excitation is independent of the spatial orientation of the pro­
jectile and also independent of its internuclear spacing, then we 
can readily derive the relationship between the distribution func­
tions for u and roo 

(6) 

where u and ro are related via Eq. (5) and the distribution func­
tions are normalized by 

~ 

J D(r)dr = 1, (7) 
o 
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Fig. 7. Radial distribution functions for incident 3.0-MeV H2+ ions. 
The solid curve in (a), (b), and (c) is obtained from the 
deconvoluted angular distribution given in Fig. 6. In (a), 
the dashed curve is the radial distribution based on the 
vibrational state distribution derived by von Busch and 
Dunn [20] from the ionization of the ground-vibrational 
state of H2 ; the chained curve is a similar result based on 
Itikawa's calculations [21]; the dotted curve is the dis­
tribution for the ground-vibrational state of H2+ only. 
In (b), the dotted curve is the radial distribution result­
ing from ionization of the first excited-vibrational state 
in H2 , as calculated by von Busch and Dunn, while the 
dashed curve represents a best fit to our data using a 
linear combination of the distributions expected from the 
ionization of the two lowest-lying vibrational states of 
H2 • The dotted curve in (c) is a best fit to our data 
using a linear combination of all 19 vibrational states of 
the ground-electronic state of H2+' 
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Fig. 8. Radial distribution for incident 3.63-MeV HeH+ ions. The 
points are derived from the data. The solid curve is the 
best fit to the data, obtained by adjusting the fractional 
contribution of each of the nine lowest-lying vibrational 
levels of the electronic ground state. The chained curve 
is the distribution for the ground-vibrational state only. 

and 

00 

4n f G(u)u2du = 1. (8) 
o 

Another way of viewing Eq. (6) is simply to .note that for frag­
men~s whose COM velocities are greater than the limits imposed by 
our resolution, the contribution of a given r-value to our measured 
distributions is spread out over the phase space 4nu2du. For a de­
tailed discussion of the validity and limitations of the reflection 
method see Ref. 7. 

In this manner, and using a pure Coulomb potential in Eq. (5), 
we have derived the distributions shown in Figs. 7 and 8 for D(ro) 
in H2+ and Heg+, respectively. Also shown in each figure is the 
calculated distribution for the ground vibrational and electronic 
state. For H2+' where it was thought to be reasonable to assume 
that the molecular ion is formed by direct ionization of H2 we show 
additional distributions D(ro). These were calculated on the basis 
of H2+ vibrational populations given by (1) the (approximate) Franck­
Condon factors of Von Busch and Dunn [20], (2) the parameters of 
Itikawa [21] (these are parameters used in a computation that gives 
excellent agreement with the observed [22] photoelectron intensities 
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from H2) and (3) a mixture of H2+ level populations obtained assum­
ing the initial H2 to be 58% in the ground state and 42% in the first 
excited vibrational state. 

The derived distributions D(ro) show the most probable values 
of ro to be 1.17 A for H2+ and 0.80 A for Hea+. These may be com­
pared with values of 1.08 A and 0.79 A obtained for the ground states 
alone in H2+ and Hea+, respectively. For Hea+ the derived D(ro) is 
about 1.5 times wider than expected from the ground state alone. 
This fact, together with the small overall shift of the distribution 
towards higher r values, indicates that most of the Hea+ ions are 
incident in the ground vibrational state with a relatively small 
fraction in the first one or two vibrationa11y excited states. For 
Ha+ on the other hand, excited vibrational levels are clearly much 
more involved, although the population of these levels is signifi~ 
cant1y lower than has been assumed by other authors [23, 24] in 
analyzing Coulomb explosion experiments. This difference between 
the results for He~ and Ha+ is not very surprising in view of the 
very different formation process involved. Since neutral HeH is not 
stable, He~ is formed by ion-molecule reactions rather than direct 
ionization. 

We believe that the factors most likely responsible for the de~ 
viation of our derived D(ro) for H2+ from a Franck-Condon~like dis­
tribution [20] are firstly, the fact that in the ion source the ini­
tial H2 is not always in its ground state and secondly, the higher 
vibrational states of H2+ are depleted either in the high-pressure 
ion-source region or in the accelerator and flight-tube enroute to 
the target. In the ion-source, the high vibrational states may be 
preferentially collisionally de-excited and enroute to the target, 
the now swift ions may have their high vibrational states preferen­
tially dissociated by collisions with residual gas in the vacuum 
system. The results we obtain are not observably dependent upon the 
ion-source parameters that are presently at our disposal to vary 
with our duop1asmatron source. In addition, autoionization of high 
Rydberg states and rotational effects may playa role in the ion 
source [20]. 

Attempts to fit vibrational-state populations to our measured 
radial distributions (Fig. 7c and 8) are only ~oderate1Y successful. 
A histogram of the resulting population for Ha is shown in Fig. 9. 
The best fit to the He~ radial distribution gives relative popula­
tion intensities of 53%, 22%, 11%, and 6% for the four lowest-lying 
vibrational levels in the incident beam. It is worth noting that 
our derived distributions can be expected to be in error for inter­
nuclear separations large compared with the characteristic electronic 
screening distance for fast ions traversing carbon. From Eq. (3) we 
find a = 4.3 A and a = 3.0 A for 3.0 MeV H2+ and 3.63 MeV He~, re­
spectively. We have not made any correction for screening effects 
in our derivation of D(ro) (such effects would produce a very slight 
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Fig. 9. A histogram of the vibrational-state population of the Hz+ 
electronic ground state derived from the fit to the radial 
distribution in Fig. 7b. 

shift to lower ro). Another possible explanation for our failure 
to obtain a better fit to the H2+ vibrational population may be the 
presence in the incident beam of bound Hz+ molecules in higher elec­
tronic states. This would produce a shift toward somewhat larger 
internuclear separations. 

While both of these distributions are apparently independent 
of the range of conditions we can attain with our duop1asmatron ion 
source, changing to an rf source yields a dramatic change in D(ro) 
for He~. Figure 10 shows rings measured for neutral hydrogen frag­
ments from 2-MeV HeH+ beams dissociating after passage through a 
carbon target. Neutral fragments are particularly sensitive to the 
ro-distribution at large internuclear distances. At these energies, 
the fragment ions are essentially bare while transiting the solid 
target and thus acquire velocities characteristic of a simple Coulomb 
explosion in the foil. Electron capture upon exit effectively 
truncates the explosion as the ions are screened and little further 
kinetic energy is acquired outside the foil. Those ions that enter 
the target with initially large internuclear separations transform 
a significantly smaller fraction of the available Coulomb energy to 
kinetic energy than do those molecules with small separations and 
correspondingly higher accelerations. By truncating the explosion 
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Fig. 10. The joint energy-angle distributions ("ring patterns") for 
neutral hydrogen fragments arising from the dissociation 
of 2-MeV He~ in a 108 A carbon foil . The distribution 
in (a) is measured when the beam is prepared in a duop1as­
matron ion source fed with a gas mixture of 90% He and 10% 
Ha while (b) shows the distribution obtained with an rf 
source using the same gas mixture. 

at exit from the foil we limit the velocity acquired by these large 
ro ions. The ring in Fig. lOa is measured for the duop1asmatron­
prepared He~ beam and though the explosion ring diameter is smaller, 
the distribution is similar to the full explosion of protons (as 
seen in Fig. 4). By contrast, Fig. lOb shows a similar measurement 
performed with the beam prepared in an rf ron source. Here we see 
a ring collapsed to smaller COM velocities (large ro). This is 
characteristic of a hotter population of vibrational states in the 
incident beam. 

This modification of the HO ring distribution for Heu+ pro­
duced by changing ion sources is similar to what is observed by 
comparing HO from Ha+ and Heu+ from the same (duoplasmatron) source 
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Fig. 11. 

Fig. 12. 

E. P. KANTER 

Ring patterns for (a) 3.0-MeV H2+ + HO in a l32-A carbon 
foil, and (b) 3.63-MeV He~ + HO in a l44-A carbon foil. 
The incident beams are prepared in a duoplasmatron ion 
source. 
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Angular distributions, measured at zero energy shift, for 
outgoing g+ from the dissociation of 3.0-MeV He~ in a 
108-A carbon foil (similar to Fig. 6). The solid curve 
was observed when the HeH+ beam was prepared in a duo­
plasmatron ion source while the chained curve resulted 
from a similar measurement using an rf source. 
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Fig. 13. Radial distribution functions for incident 3.0-MeV HeH+ 
ions. These curves are derived from the data shown in 
Fig. 12 using the methods described in Ref. 3. The solid 
curve is the distribution observed from a duop1asmatron 
source while the chained curve is the~su1t of measure­
ments utilizing an rf source. 

(see Fig. 11). Whereas the cooler He~ shows a characteristic dis­
tribution (Fig. 11b), the vibrationa11y excited H2+ gives a drama­
tically different profile indicative of a significantly smaller en­
er;y release. It is worth noting that unlike Hes+, the already hot 
H2 ro-distribution does not observably change when the ring is re­
measured for an rf source. 

Though not strikingly evident as in the case of HO, the rf­
duop1asmatron difference is also observed with the proton fragments 
from He~ as shown in the measured angular distributions of Fig. 12. 
Again, one clearly sees a smaller explosion when the He~ beam is 
produced in the rf source, suggesting longer internuclear separa­
tions. Using the reflection model, we can again unfold the ro-dis­
tributions for each beam (Fig. 13). 

Another very sensitive probe of the 1arge-ro component of the 
incident beam, is the measured yield of transmitted molecules. The 
transmission phenomenon, as discussed in the preceding paper by 
Remi11ieux [12], has now been well described quantitatively by a 
recent model proposed by Cue et al. [25]. According to this model, 
transmission probability increases with increasing internuclear sepa­
ration and hence transmission yields are most sensitive to the tail 
of the ro-distribution of the incicent ions. As in the case of the 
neutral fragments, this is a consequence of the very weak explosion 
experienced by 1arge-ro molecules. Comparing the radial distribu-
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Fig. 14. Comparison of transmitted HeW- ion yield for 3.0-MeV ions 
incident on carbon targets of varying thickness when beams 
are prepared in duoplasmatron and rf ion sources. The lines 
represent the results of calculations (see Ref. 25) using 
the two distributions of Fig. 13 for initial radial dis­
tributions . 

tions of Fig. 13, one would expect to see an enhanced yield of trans­
mitted ions when the beam is prepared in the rf source as opposed to 
the yield for ions produced in the duoplasmatron. Figure 14 shows a 
comparison of transmission yields as a function of thickness for HeH+ 
beams from each source. One sees, as expected, that the hotter rf 
beam is more than twice as likely to be transmitted. Calculations 
performed with the model of Ref. 25 reproduce the data fairly well 
when the radial distributions of Fig. 13 are used. 

To summarize, we've seen that measurements of the angular dis­
tributions of explosion fragments from dissociations in solid targets 
can give quantitative information about the distribution of inter­
nuclear separations contained in the incident molecular-ion beams. 
These distributions, while indicating vibrational excitation, are 
relatively independent of ion-source tuning. The measured radial 
distributions are sufficiently accurate to predict other phenomena 
(such as transmission). With the exception of H2+, ions prepared 
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Comparison of the zero-angle energy spectra for protons 
from 3.7-MeV 3He~ bombarding a 140-X carbon foil and an 
argon gas target at a pressure of 2 x 10-5 torr (from 
Ref. 17). 

with a duop1asmatron ion source are vibrationa11y cool. Measure­
ments on such ions as He~, C~, O~, Hea+ and other light diatomics 
shows these ion beams to be predominantly in the ground vibrational 
state [17] when prepared in the duoplasmatron. The Ha+ beam appears 
to have a distribution intermediate between a Franck-Condon distri­
bution of vibrational states and , the cooler distributions observed 
for other ions. 

b. Dissociation in Gas 

When measurements similar to those above are performed with 
gaseous targets, the results are quite different. Figure 15 shows 
the zero-angle energy spectra measured for outgoing protons when a 
3.7-MeV beam of 3 HeH+ is dissociated in a thin carbon foil and in a 
dilute argon gas target. 

Whereas the explosion in the solid target is dominated by the 
bare Coulomb explosion of He++ and ~, dissociations in gas are 
gentler and lead to less highly charged fragment ions. In this case 
the effects of He+ and Heo fragments are most evident and He++ is 
only seen on the tails of the spectrum. The effect of the energy 
loss in the solid target is also evident as a shift of ~1 keV be­
tween the two spectra. To further investigate these differences, a 
series of measurements was undertaken to study the dissociation of 
Ha+ and He~ beams in a differentially pumped gas cell. Details 
can be found in Ref. 3. 



486 

~ 
z 
:;) 

o 
u 

(b) 

1200 

593.0 596.5 600.0 603.5 607.0 
PROTON ENERGY (keV) 

E. P. KANTER 

(e) 

-3 0 3 6 
PROTON ANGLE (mrod) 

Fig . 16 . (a) The "ring pattern" and (b), (c) the "cross" for protons 
fr~m the dissociation of 1.2~MeV Ha+ in Ar at 7.8 mTorr 
pressure. 

The measured ring and cross distributions are shown in Figs. 
16 and 17 for protons resulting from the dissociation in gas of 1. 2-
MeV Ha+ and 3.0-MeV He~ beams, respectively. For comparison the 
reader should refer to the solid target data for HeH+ in Fig. 4. 
The most obvious difference between gas and foil data is that the 
gas data is dominated by a central peak and "filling" indicative of 
gentler, screened dissociations. This is not unexpected in view of 
the important role played by large impact-parameter collisions of 
the projectile molecule with target atoms. In the high density solid 
target, small impact-parameter collisions are unavoidable and all 
molecules in the beam are quickly ionized. In the gas target, the 
availability of the full range of impact parameters leads to elec­
tronic excitation of the incident molecule and subsequent dissocia­
tion through any of the repulsive final-state channels reached (see 
Fig. 18). These dissociative potentials are considerably flatter 
than l/r at large r and produce correspondingly smaller energy re­
leases to the separating fragments. 
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Fig. 17. (a) The "ring pattern" and (b), (c) the "cross" for protons 
from the dissociation of 3.0-MeV HeH+ in He at 9.5 mTorr 
pressure. 

Another very important difference is that the beam component 
which dissociates by ionization yields a symmetric ring pattern -
there is no evidence of the wake realignment seen with solid targets. 
This is an important advantage in structural determinations; however, 
it is offset by the corresponding complication of multiple dissocia­
tion channels. 

Using the distributions D(r) derived from the foil data, we 
have made similar analyses of the gas data, postulating as dissocia­
tive potentials the various U(r) shown in Fig. 18. For these data, 
no effects due to wake forces or multiple scattering needed to be 
taken into account. 

It was found that no single excited electronic state is ade­
quate to fit the observed velocity distribut~ons. Thus, for ex­
ample, states such as the 2pTIu in H2+ give a fair description of the 
low velocity part of the spectrum, but the high velocity part cannot 
be described without the inclusion of a Coulomb contribution. In 
our analysis velocity distributions were first calculated for each 
of the potentials shown in Fig. 18. These were then combined with 
weighting factors to obtain the best fits to the data. The results 
of this fitting procedure are shown in Figs. 19 and 20. Because of 
limitations of the reflection method in the tail regions of the po-
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tentials (discussed in Ref . 7), the f i tting was performed only for 
u/c > 0.5 X 10-4 • The same procedure was followed for both the 
longitudinal velocity spectra (0 0 energy scans) and the transverse 
velocity spectra (zero energy shift angular scans) and yielded simi­
lar results. 

For Ha+ the best fit was obtained with a combination of the 
2pnu (10%) and the Coulomb (90%) states. The 2pou contribution was 
found, within fitting errors, to be zero for both orientations of 
the projectile. The potential functions used in the Ha+ fit were 
taken from the tabulation of Sharp [26]. For keV bombarding en­
ergies, the 2pou state plays a dominant role and it is somewhat sur­
prising that it makes no contribution in our experiments. There is 
evidently a favoring of the more highly excited states (including 
ionization) at the higher energies involved in our work. It may 
also be that the 2pou is artificially suppressed in our analysis be­
cause of our underlying assumptions that the excitation cross sec­
tion is independent of ro o This assumption is expected to be less 
valid for the 2pou than for higher states. Peek [27] has shown that 
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for high projectile energies the 2pou excitation probability in­
creases with increasing ro, thereby emphasizing the low-velocity 
region where our reflection method calculation is least valid. Thus 
our COM velocity distribution calculated for the 2pou state would be 
rejected in the fit because of the over-emphasis of the high-velocity 
region. 

Analysis of the HeH+ distributions is more complicated because 
there are more final states to be considered for this two-electron 
system. The lowest-lying excited electronic states of He~ that dis­
sociate asymptotically into a proton and a neutral helium atom are 
the b 3 L+ and B1L+ states. These are therefore the most natural 
states to try to fit to the low velocity region of the proton spectra 
from Heg+. However, the deep (several eV) minima of these curves 
preclude calculations with the reflection method. These potentials 
were rejected in the fitting procedure. The best fit to the data was 
obtained with only three electronic states of the He~ system (the 
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Iso, 2po, and 3do united-atom designations). The Iso and 3do states 
are repulsive and, at small separations, quite similar to the pure 
Coulomb potentials of He+ + H+ and He++ + g+, respectively. They 
are, however, screened potentials and do not vary as l/r at larger 
distances (see Fig. 21). The 2po state is partially attractive, o 
having a slight potential minimum at "'2 A separation. This attrac-
tion is caused by the polarization of the H(ls) by the field of the 
He++ dissociation partner. The potential functions for Heg+ were 
taken from the work of Michels [28] and Kolos and Peek [29] and for 
He~ from the work of Bates and Carson [30]. Similar fits were ob­
tained for the He+ and He++ spectra. 

The fits in Fig. 20 were relatively unaffected by our choice 
of the 3do and Iso over bare Coulomb potentials since the contri­
bution to the central peak is minimal for each. The fits show that 
the dissociation is dominated by the He+(ls) + g+ dissociation chan­
nel (the Iso electronic state of the united HeH++) in agreement with 
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the observation of Stearns et al. [31]. For the longitudinal (E) 
orientation, we find 68%, 10%, and 23% contributions for dissocia­
tion through the lso, 2po, and 3do channels, respectively. The 
transverse (8) orientation gives 54%, 14%, and 32%, demonstrating 
the weak orientation dependence of the excitation cross sections. 

The fits, though not as good as for the Ha+ case, do demonstrate 
the qualitative features of the HeS+ dissociation. Our neglect of 
the two-electron system as well as several other electronic states 
of HeS++ could account for our failure to explain the wide central 
peaks and detailed structures observed in the data. 

The main conclusion of these experiments with gaseous targets 
is that whereas the solid target explosions detail the structure of 
the incident molecular-ion beam, dissociations in gas are a probe 
of the dissociative excited electronic states of the molecule. 
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4-MeV Dynamitron accelerator operating with a duoplas­
matron ion source fed with a mixture of He and CH4 gases. 

VIII. Structural Studies of Polyatomic Ions 

By analyzing ring patterns and crosses as described in the pre­
ceding section, bond lengths for a variety of diatomic molecular-ion o 
projectiles can be determined with an accuracy of about 0.01 A (see 
for example, Ref. 17). At Argonne, we have recently become inter­
ested in exploring the extent to which these high-energy fragmenta­
tion techniques may be extended to the problem, under discussion at 
this conference, of determining the geometric structures of poly­
atomic molecular ions [1, 4, 19, 32]. Related studies are also be­
ing conducted at Brookhaven [33] and at the Weizmann Institute [15, 
34] • 

Although the accuracyoexpected from these fragmentation tech­
niques may be poor (~O.Ol A in bond lengths and ~lo in bond angles 
for simple species) when compared with the high resolution obtainable 
with the photon techniques (when applicable), it nevertheless should 
be sufficient to resolve many conflicts between predictions of vari­
ous structure calculations. 

The photon emission or absorption techniques usually involve 
searching for extremely weak and narrow resonance lines in the pres­
ence of intense background radiation. Though the resulting struc­
tural determinations are extremely accurate, the experimental prob­
lem of obtaining sufficient column densities of molecular ions pre­
sents a severe limitation to improving signal strengths [35]. The 
level of accuracy obtainable through high-energy fragmentation mea-
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surements should therefore be sufficient to assist practitioners of 
the photon techniques in zeroing in on the appropriate frequency 
search ranges. In contrast to the photon measurements, the frag­
mentation measurements usually require a reduction of incident ion­
beam intensities. One further point is that as Fig. 22 illustrates, 
the molecular ions currently of the greatest interest in astrochemi­
cal and fusion studies are very much the same ones produced copi­
ously by the plasma ion sources normally used in electrostatic ac­
celerators. 

A. Measurements of Single Dissociation Fragments 

H,+. The earliest structural measurement of a polyatomic ion 
using these fragmentation techniques involved a joint study under­
taken at the University of Lyon, the Weizmann Institute, and Argonne 
National Laboratory [36]. Each laborator¥ performed a measurement 
based on the Coulomb explosion of fast H, ions. Although differ­
ent techniques were used at each laboratory, the three measurements 
produced consistent results. It was experimentally demonstrated 
(for the first time) that H,+ is equilateral triangular in shape. 
In the Argonne measurement this simple qualitative statement is evi­
dent from the fact that the measured ring distributions for proton 
dissociation fragments form a single ring similar to that of Fig. 4. 
A linear structure would produce an intense central peak and a non­
equilateral bent structure would yield concentric rings. The ob­
servation of a single ring implies that all proton sites are equi­
valent and hence one deduces an equilateral triangular shape. The 
three measurements yielded proton-proton bond distances of 0.97 ± 
0.03 A (Argonne), 0.95 ± 0.06 A (L¥on), and 1.1 ± 0.2 A (Weizmann). 
The vibrationaloground state of H, has a calculated [37] bond 
length of 0.91 A. It is once again clear that our beam ions arrive 
at the target with some degree of vibrational excitation. 

CO 2+ and N2 0+. Another example of the manner in which gross 
structures may be rapidly determined by Coulomb explosion techniques 
is to be found in recene studies at Argonne [38] with 3.5-MeV beams 
of CO 2+ and N20+. These molecular ions in their ground and 10w­
lying states are known [39] to be linear; but while CO 2+ has the 
symmetric form (O-C-O), N2 0+ is as~etric (N-N-O). Figure 23 shows 
e = 0 energy spectra for 04 + and C2+ from CO 2+ and 04 + and N'+ from 
N2 0+. Similar spectra were obtained for fragments emerging in other 
charge states. Each spectrum takes about 5 minutes to accumulate. 
The principal structural characteristics are evident from just a 
casual inspection of Fig. 23. The existence of onl~ two peaks in 
Fig. 23a indicates that the two oxygen atoms in CO 2 are equivalent. 
The existence of just one peak in Fig. 23b shows that the carbon 
atom is central in a linear molecule (no net Coulomb-explosion 
velocity). The two peaks in Fig. 23c show that the oxygen atom in 
N20+ lies "on the outside" and the three peaks in Fig. 23d show that 
one nitrogen atom is "on the outside" and that one is in the center 
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from 3.5-MeV CO 2+ bombarding a 133-1 thick C foil, and for 
(c) 04+ and (d) N3+ resulting from 3.5-MeV N20+ bombarding 

o 
a 160-A thick carbon foil [38]. The spectra are not nor-
malized to one another. 

of a linear molecule. The central peak in Fig. 23d is much more 
strongly populated than the two side peaks because many more in­
cident orientations contribute to it. 

From these considerations, it can be seen that by simply count­
ing the number of peaks in each spectrum, one can infer that both 
CO 2+ and N20+ are linear with structures (O-C-O) and (N-N-O). To 
obtain precise values for the bond lengths and angles, a more de­
tailed analysis is obviously required. 

CHn+ (n = 0-4). The proton and the carbon fragments arising from 
the Coulomb explosion of CW-, CH 2 +, CH, +, and CH4+ have been studied 
at beam velocities corresponding to 0.194 MeV/a.m.u. (40]. The 
singles proton spectra although reflecting vigorous Coulomb explo­
sions are not particularly informative concerning the projectile 
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Fig. 24. Comparison of energy widths of C4+ spectra for CHn+ + C4+. 
The calculations are based on a carbon-ion effective charge 
of 3.5 and neglect wake forces [40]. 

structures. For the carbon fragments, energy straggling and multiple 
scattering in the target blur out the structure information in the 
energy and angle spectra. However, the width of the peak observed 
in these carbon-ion spectra is sensitive to any asymmetry in the 
distribution of the protons that surround the carbon atom in the 
projectile. 

Figure 24 shows the measured energy widths (FWHM) of outgoing 
(8 = 0) C4+ ions that emerge after the incident beam strikes a foil 
target. The value of 6.1 keV for incident C+ represents the contri­
bution of energy straggling convoluted with both the beam energy 
spread and the resolving power of the electrostatic analyzer system. 
The Coulomb explosion of the highly asymmetric CH+ ions adds a large 
contribution which increases the measured width to 14.6 keV. For the 
more symmetric CHa+ ions, because of near cancellation of the im­
pulses produced by each proton on the carbon ion, the Coulomb explo­
sion is reduced and thus we measure a width of only 10.1 keV. If 
CHa+ were rigidly linear, the width would be expected to be close 
to the C+ straggling value of 6.1 keV (the width would actually be 
somewhat greater than 6.1 keV because of charge-state fluctuation 
effects that modify the Coulomb explosion while the ion fragments 
are within the target foil). A similar effect is seen in the mea­
surement of the carbon width for the dissociation of CHs+. Again, 
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the width is increased over the minimum that one would expect for 
rigid flanar structure; however, it is smaller than for either of 
the CH or CH2+ results. The data for CH4+ show a dramatic depart­
ure from this general trend. The measured width of 11.1 keV is 
larger than for all but the C~ measurement. This indicates a highly 
asymmetric proton distribution around the carbon nucleus and is most 
likely a consequence of the Jahn-Teller distortion of CH4+' 

The dashed linetl Fig. 24 shows the width calculated on the 
basis of a very crude model in which it is assumed that rigid struc­
tures having carbon charges of 3.5 and proton charges of 1.0 Coulomb­
explode. No attempt was made to include the effects of molecular 
vibrations, wakes,multiple scattering, charge state distributions, 
etc. These calculations thus serve only as a rough guide to the 
possible structures of the projectiles and are not to be interpreted 
as determining the actual structures. The calculation for C~ as­
sumes a bond length of 1.13 A. For CH2+ a carbon-proton distance of 

o 
1.03 A is assumed and the H-C-H angle is taken to be 1400 (a guess 
based on the expectation that the bond angle will be close to the 
value of 131 0 known [39] for the isoe1ectronic molecule BH2). For 
CHs+ the calculation assumes a rigid pyramidal structure with an 
interproton distance of 1.08 A and with the carbon ion 0.2 A off the 
proton plane. The values calculated for CH4+ were based on the four 
Jahn-Teller distorted structures derived by Dixon [41]. As noted 
above, taking account of vibrational excitations of the projectiles 
can affect the implications of these calculations. For example, 
CHs+ is commonly thought to be planar [39] and the results shown 
in Fig. 24 are consistent with a planar structure in which a 10w­
frequency out-of-plane oscillation of the carbon ion exists with an 
amplitude of ~O.2 A. 

Except for the very simplest highly symmetric polyatomic mo­
lecular ions (e.g., Hs+), high-resolution studies on single frag­
ments yield only gross features of the stereochemical structures. 
For example, our measurements on C2+ fragments from 3.6-MeV CsHs+ 
ions dissociating in thin foils demonstrate only that the carbons 
sit on the corners of an approximately equilateral triangle. [That 
is, we have a beam of cyc10propeny1 ions and not propargyl ions 
(which are linear in carbons).] Similarly, our measurements on 
single fragments from OH2+ show only that the protons are equivalent 
and that the oxygen is "in the middle." The accuracy in determining 
the bond length and bond angle is poor because there are wide ranges 
of values for these parameters that combine to give about the same 
Coulomb explosion velocity u for any given fragment. 

A further difficulty associated with this type of measurement 
for polyatomic molecular ions lies in analyzing the effects of vi­
brational excitations of the projectiles. Excitations of some modes 
(e.g., symmetric breathing modes) can frequently be expected to re­
sult only in apparent changes in the bond lengths determined by the 
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(Fig. 3). 

Coulomb-explosion method. However, many non-symmetric modes can re­
sult in apparent structures that differ markedly from the structure 
of the vibrationless ground state. It is therefore important to 
analyze the Coulomb-explosion data in terms of the specific modes 
that can be excited for each projectile species considered. The 
analysis can be greatly simplified if the projectiles can be pre­
pared in their ground (or at most a small range of low-lying) vi­
brational states - often a difficult technical task. 

Measurements of single fragments, though very easy, are clearly 
limited to yielding only very gross structural information for most 
ions of interest. 

B. Coincidence Measurements 

The velocity spectra of singles fragments are determined pri­
marily by the total Coulomb energy of the molecule. It is often 
possible to produce similar fragment velocity spectra with very 
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different initial structures. Polyatomic structures can be more 
precisely determined if spatial and temporal coincides are recorded 
for two or more dissociation fragments from a given projectile. By 
simultaneously recording energy, angle, charge state, and timing 
information in such coincidence measurements, it is possible to trace 
the simple Coulomb trajectories followed by explosion fragments back 
to the initial configuration of the original molecular cluster. With 
this large amount of data describing the final fragment trajectories, 
the structural ambiguities of single fragment measurements can be 
removed. 

With this in mind, we recently revised the apparatus at Argonne 
to permit a wide variety of coincidence measurements. These revi­
sions include the wide flight tube and detector chamber in Fig. 2 
and the movable detector arms in Fig. 3. The system has so far been 
tested with various sim~le diatomic and triatomic projectiles (H2+' 
HeH+, C~, ~, O~, H, , CH2+, NH2+, OH2+, etc.). Preliminary re­
sults are presented below. 

CH2+, NH2+, OH2+' Preliminary coincidence measurements have 
been carried out for these light dihydride ions [19]. Of the three, 
only OH2+ has previously had its structure determined experimentally. 
Lew and Heiber [42], using optical techniques, have found the O-H 
bond length to be 0.999 A and the H-O-H bond angle to be 110.5°. 

In our measurements, we've studied proton-proton coincidences 
from 3.6-MeV OH2+ dissociating in a 80-1 thick carbon foil. The 
dwell time in the target is ~l.3 fsec. While in the solid target, 
the oxygen ion has an effective charge of 4.1 (from Eq. (4». Ap­
proximately 30% of the initial Coulomb energy is liberated during 
the time in the target. Outside of the target, ~50% of the emerging 
oxygen ions are 04+ (with roughly 20% 0'+ and 30% 05+) [43]. Be­
cause of this very narrow charge state distribution (after the frag­
ments are already well separated), it is not necessary to measure 
the coincident oxygen charge state. 

A typical measurement consists of defining a limited subset of 
the incoming projectile orientations by suitably choosing a combina­
tion of voltages to apply to the post-deflector plates and the elec­
trostatic analyzer (ESA). A scan is then made with one or both of 
the detectors in the detector chamber of Fig. 3 to determine the 
spatial maximum of coincident fragments for that particular molecu­
lar orientation. 

Figure 25 shows thexesults of such a spatial scan of the proton­
proton double coincidence rate for the foil-induced dissociation of 
3.6 MeV OH2+ ions. For this scan, the ESA and detectors were ad­
justed so that the ESA detected only protons ejected with the max­
imum velocity observed anti-parallel to the beam direction. We are 
thereby selecting only those orientations where one proton trails 
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The proton-proton coincidence counting rates for 3.6-MeV 
beams of CHa+, NHa+, and OHa+ dissociating in carbon foils 
of thicknesses 98 A, 66 A, and 89 A, respectively [19]. 
The rates are plotted as functions of the fraction of the 
proton cone angle (16.25, 14.28, and 13.21 mrad for CHa+, 
NHa+, and OHa+, respectively) lying between the electro­
static analyzer (set on the protons having the maximum 
transverse momentum) and one of the movable surface bar­
rier detectors (Fig. 3). Also shown are the total (en­
ergy-summed) proton-singles rates in the movable detector. 

the oxygen nucleus. The remaining proton must be ejected along the 
cone formed by rotating the molecule around the trai1ing-proton­
oxygen axis. From measurements of single proton fragments, the an­
gular radius of the ring pattern was found to be 16.2 mrad. Because 
the coincidence rate peaks inside of this cone angle at a value of 
14.7 mrad, the bent structure is immediately recognized. The bond 
angle should be close to P = 180° - sin- 1 (14.7/16.2) = 115°. Ap-
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Fig. 27. Comparison of the zero-angle energy spectra for protons 
from 2.805-MeV os+ bombarding a) the residual gas (10- 7 

torr) in the scattering chamber and b) a carbon foil 
° target l65-A thick. 

proximate corrections for the displaced centers of mass and charge 
and f~r the oxygen recoil result in values of 110 ± 2° and 1.0 ± 
0.04 A for the bond angle and bond length, respectively. These 
values agree with those from optical measurements [42]. Measure­
ments with other orientations chosen in the ESA give similar results. 
A more detailed analysis, properly taking into account wake effects 
and multiple scattering, should result in a significant improvement 
in the level of accuracy. 

Figure 26 shows a comparison of the results for foil-induced 
dissociation of 3.6-MeV CHz+, NHz+, and OHz+. For these data, the 
deflections are chosen so that the ESA detects only those protons 
with the maximum transverse momentum. The double coincidence rate 
for OHz+ peaks a little past the center of the proton cone - again 
consistent with a bond angle of 110°. However, for the other two 
projectiles, the peak occurs at the extreme angle of the proton 
cone - opposite the ESA. This would be consistent with a linear 
structure, but again vibrational effects may be playing a large 
role in these projectiles. In Fig. 26 the scan for CHz+ shows a 
step suggesting the admixture of beam components with a bent struc­
ture. 
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Top: W"- N3+-W triple coincidence counting rate for 3.6-
MeV NHa+ ions dissociating in an Ar gas-jet target. N3+ 
ions are detected at 0° in the electrostatic analyzer. 
Protons are detected in the two movable detectors. The 
coincidence rate is plotted as a function of the angle 
between the (symmetrically placed) proton detectors and 
the beam direction. 

Bottom: Same, but double coincidences (N3+_~) obtained 
with a 70-1 carbon foil target. In both figures, the 
total (energy-summed) proton-singles rates in the movable 
detectors are shown as dashed curves. In the top figure, 
the numbers (0, 1, 2, 3) on the dashed curves refer to 
the corresponding nitrogen-ion charge state [19]. 
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Fig. 29. Time-of-flight spectrum obtained with 3.6-MeV NHz+ ions 
dissociating in an Ar gas jet target. The time-to-ampli­
tude converter is started by N3+ ions detected at 00 in 
the electrostatic analyzer and is stopped by the delayed 
signals from protons detected at 00 in one of the movable 
silicon surface-barrier detectors. 

Although foil-induced dissociation has the virtue that essen­
tially every incident projectile dissociates violently into in­
dividual highly-charged monoatomic ions, there are complications in 
the data analysis where one must take account of wake effects, tar­
get thickness, charge-state distributions, and mUltiple scattering. 
These problems do not arise if one uses a dilute gas target in which 
single collisions predominate. With gas targets however, there is 
the problem that most of the dissociations proceed through weak 
Coulomb explosions between ions of lo¥ charge (see Fig. 27). Also, 
the product fragments frequently include diatomic and polyatomic 
species. Thus, as in the case of singles measurements from diatomic 
ions, foil-induced and gas-induced dissociations of polyatomics tend 
to give complementary information and in studying any given projec­
tile it is desirable to use both types of targets. 

We have recently begun triple coincidence measurements, e.g., 
on the pairs of protons and the NS+ fragments arising from the dis­
sociation of 3.6-MeV NH2+ ions in a dilute Ar gas jet (Fig. 28). 
Although the triple coincidence counting rates are low, the data 
are very clean and the analysis is simplified as compared with the 
results obtained with foil targets. These data were taken by setting 
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Fig. 30. Etched po1ycarbonate sheet after exposure to fragments 
from 3.5-MeV C4 - ions dissociated in a thin carbon foil 
[33]. 

the ESA to look at all N3+ at 0° and scanning the other detectors 
symmetrically around 00 protons. The resulting timing spectrum for 
one of these detectors is shown in Fig. 29. As the detector moves 
toward the outside of the proton explosion cone, the two groups of 
leading and trailing protons, seen in Fig. 29, coalesce. The de­
tailed time-of-flight information available for each point in the 
angular scan has not yet been taken into account in the data analy­
sis. 

To summarize, we have commenced high-resolution coincidence 
measurements on the fragments from foi1- and gas-induced dissocia­
tion of fast polyatomic molecular ions. For OH 2+, we are able to 
reproduce the bond angle and bond length found in optical experi­
ments. The precision of the method can now be expected to improve 
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Fig. 31. Comparison between measured [36] and calculated [44] dis­
tributions in the proton-proton bond distance in H,+ (from 
Ref. 44). 

considerably as more refined data-analysis procedures are developed 
to treat this new source of data. 

IX. Other High-Energy Techniques 

At. the Weizmann Institute, a photographic technique was de­
veloped [36] to study H,+. With this technique, all of the frag­
ments from individual projectiles were captured and rendered visible 
in a photographic emulsion. A similar method has recently been ap­
plied by a group at Brookhaven [33] to study the foil-induced dis­
sociation of Cn- beams. This group uses a po1ycarbonate plastic 
sheet as detector. Figure 30 shows such a sheet after exposure to 
fragments from foil-dissociated C4 - projectiles. Inferring struc­
ture information from data such as these is difficult (except per­
haps to observe that C4 - is not linear). A higher data rate would 
be very desirable because a statistical analysis of the fragment 
patterns would then become feasible. Promising steps in this di­
rection are now being taken both at Brookhaven and at the Weizmann 
Institute where electronic imaging techniques are being developed. 
At Brookhaven [33] a fluorescent screen used in conjunction with an 
image intensifier is being tested. Workers at the Weizmann Insti­
tute [34] have demonstrated that a charge-coupled semiconductor de­
vice is capable of acting as a high-resolution two-dimensional de-
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Fig. 32. Proton-proton coincidence counting rate as a function of 
the relative angular separation of the two detectors (the 
ESA and one of the movable detectors). The protons arose 
from 1.B-MeV H,+ incident on a 92-1 thick carbon foil. 
The ESA was set to accept only those protons with the 
maximum transverse velocity. The abscissa is in units of 
that maximum proton fragment cone diameter. 

tector of charged particles. The energy resolution in each element 
is expected to be adequate for purposes of distinguishing masses. 
It is expected that this device will permit the rapid acquisition 
(~50 images per second) and storage of two-dimensional projections 
of individual Coulomb-exploded molecular ions. The digital coordi­
nates of the fragments in each image together with rough measures 
of their energies will be stored and processed by a computer . 

These imaging techniques and the Argonne technique are comple­
mentary approaches to the structure problem. The one approach will 
produce a high rate of coincidences between all fragments for all 
incident projectile orientations, but little detailed information 
on energies, charge states, flight times, etc. The other approach 
selects individual charge states and projectile orientations with 
very precise information on parameters such as energies, flight 
times, direction, etc., but with low coincidence counting rates. 
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x. Future Directiogs 

While the techniques described here are still in their infancy 
and are sure to provide valuable information about molecular-ion 
structures as both the technology and analysis are refined, some of 
the problems we have discussed appear to present formidable obstacles 
to immediate improvement of the measurements. In particular it now 
appears important to understand more fully how vibrational excita­
tions affect the coincidence results. We have recently attempted 
to address this question by focussing on the simplest triatomic mo­
lecular-ion Hs+ (and the deuterated species HaD+, Da~, and Ds+). 

Figure 31 shows a comparison of the early singles measurements, 
discussed in section VIII-A, with a recent calculation by Carney 
[44] based on the vibrational-state population parameters of Smith 
and Futrell [45]. While those singles measurements yield only a 
single average value for the bond length, it is apparent from the 
calculation that vibrational excitation leads to a quite broad dis­
tribution of apparent bond distances. To further study this point, 
we have measured coincidence scans for the foil-induced fragmentat­
tion of Hs+ and its deuterated species. A typical spectrum is shown 
in Fig. 32 for proton-proton coincidences from Hs+. Again, as in 
the OHa+ example, one sees that the coincidence peak lies inside of 
the singles cone. The peak position corresponds to a bond angle of 
57°; however, as expected from the calculation of Carney, the coin­
cidence distribution is broad and asymmetric. These data (and simi­
lar spectra for HaD+, Da~, and Ds+) are currently being analyzed in 
terms of a moment analysis of the coincidence distributions to be 
compared with calculations by Carney [46]. The fact that the re­
sults for the deuterated species seem to show the subtle differences 
predicted by calculation [46] indicates that these distributions are 
not dominated by multiple scattering effects. 

Finally, we report the results of a recent experiment at Argonne 
to test the feasibility of using a laser to photodissociate a fast 
molecular-ion beam [47]. By replacing the solid target in our ap­
paratus with an intense laser beam, we avoid all of the previously 
discussed problems associated with solid targets and gain the added 
advantage of state selectivity by appropriate choice of laser wave­
length. The disadvantages include the low count rates and ensuing 
experimental problems associated with background dissociations and 
the necessary knowledge beforehand of the initial and final states 
of the dissociating molecules. 

Figure 33 shows the energy spectrum of a cross measured for 
protons produced by the laser-induced dissociation of a 2-MeV beam 
of Ha+. The UV laser, crossed at 90° to the ion beam, operated at 
a wavelength of 1930 ! (6.42 eV). The resulting zero-angle energy 
spectrum shows extremely sharp peaks, the widths now being entirely 
determined by our energy resolution (~700 eV). The 6-keV separation 
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ergy released in the dissociation. 

of the measured peaks corresponds to a total center-of-mass energy 
E of 4.5 eV. Unfortunately, because of our energy resolution, we 
are observing the dissociation of a band of vibrational states (most 
likely v = 1-4) and thus have only limited state selectivity. Using 
the photoabsorption cross sections for Hz+ calculated by Dunn [48], 
we have computed the expected mean-energy release to also be 4.5 eV. 
The calculation shows that ~SO% of the intensity comes from v = 2. 

XI. Conclusions 

We have described the main features of the Coulomb explosion 
of fast-moving molecular-ions and the manner in which Coulomb-ex­
plosion techniques are being applied to the problem of determining 
stereochemical structures of light polyatomic ions. Examples of 
such experiments have been presented for several ions. While these 
techniques are new, there is a growing effort to improve both the 
technology and the analysis techniques. These methods will surely 
make valuable contributions to the determination of molecular-ion 
structures in the years ahead. 
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A PROPOSED MECHANISM FOR FORMING SOME LARGER 

MOLECULES IN DENSE INTERSTELLAR CLOUDS 

R. Claude Woods 

Department of Chemistry 
University of Wisconsin 
Madison, Wisconsin 

About 55 molecules, ranging in complexity from diatomics to the 
11 atom species HC9N, have now been firmly identified in the inter­
stellar medium (ISM), most of them in so-called dense clouds 
(104 - 106/cm3). The general nature of the ISM and some pertinent 
chemical reactions have been reviewed by Watson [1]. There is now 
fairly wide agreement that the synthesis of many of the simpler 
molecules and ions, e.g., NH3' HC2H, HCN or HCO+, can be relatively 
well understood in terms of a kinetic scheme involving ion­
molecule reactions in the gas phase, along the lines proposed 
several years ago by Herbst and Klemperer [2]. For the larger and 
more complicated molecules the chemistry has not been explained 
in any great detail, and many astronomers are even skeptical that 
any satisfactory explanation in terms of ion-molecule reactions is 
possible. In this lecture a mechanism for forming a number of 
these larger molecules will be proposed, and its plausibility and 
consequences will be considered. Sufficient information to either 
firmly establish or to reject this mechanism does not appear to be 
available at this time, but several experiments and calculations 
that would clearly be pivotal in rendering such a verdict can be 
readily suggested. The model does indeed utilize gas phase ion 
molecule reactions, and it seems well connected with the subject 
of this conference inasmuch as structural isomerism of the ionic 
and neutral species plays a central role. 

At first glance, when one considers the large number of 
molecules in the ISM and the even larger number of reactions that 
can couple them, the situation seems hopelessly complex, as if 
everything can happen and probably does. On closer consideration, 
however, one can see that the tremendous disparity in concentration 
between the simple and complex molecules and the limited magnitudes 
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of the rate constants for even fast ion-molecule reactions 
severely restrict the number of reactions that can play a signifi­
cant .role. Generally speaking, in any reaction of importance 
either the ion or the neutral reactant must be very abundant, and 
thus very simple. In our mechanism the most abundant ion of them 
all, C+, serves as the main ionic reagent, while very simple 
species like methane and ammonia are the key neutral reactants. 
The formation of large molecules, which are orders of magnitude 
less abundant than small ones, generally constitutes a negligible 
loss mechanism for the small molecules, whose chemistry, therefore, 
can be and to a large extent has been explained without reference 
to the larger ones. In our consideration then we can consider 
that the concentrations of simple reagent species, e.g., H2, H3+' 
He+, ct, CH4, NH3, HCN, e-, are fixed parameters, decoupled from 
the kinetics of the larger species, and this assumption greatly 
simplifies the modeling problem mathematically. Among the most 
interesting of the large molecules are cyanoacetylene HC3N and the 
cyanopolyacetylenes H(C2)nCN (n = 2,3,4) and it was upon these 
that our attention was initially focused. The model we propose, 
however, also would explain the formation of several other impor­
tant molecules (CH3CN, CH2CHCN, etc.) and can be readily extended 
to other families, especially the hydrocarbon analogs. 

We begin with the two isomers HCN and HNC, which are more or 
less equally abundant in the ISM. This fact is attributed to 
their common parentage in the dissociative recombination of the 
ion HC~. The latter has never been observed directly in the ISM, 
and we attribute this to its very low dipole moment, which we have 
calculated by the configuration interaction method [3]. The 
initial step considered is 

HCN + C+ -+ CNC+ + H (1) 

and 

HNC + C+ -+ CCN+ + H (2) 

The ion CCN+ is then proposed to react according to 

(3) 

followed by dissociative recombination to form cyanoacetylene. 

(4) 

To summarize the kinetic analysis we can say that if (2) and (3) 
proceed at a typical fast ion-molecule reaction rate (no activation 
energy) then this sequence can readily account for the cyano­
acetylene abundance that is observed in the ISM. Such calcula­
tions are necessarily of order of magnitude precision only. One 
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may notice that the stable isomer HC3N, comes from the (thermo­
dynamically) unstable isomer, HNC, while the unstable isomer, 
HC2NC, would result from the analogous sequence beginning with the 
stable isomer, HCN. Continuing the same line of reasoning we see 
that HNC3 can also be formed from the same reactants shown in (4) 

HNC3 + H (S) 

This then can react with c+ 

(6) 

and the resultant ion can again react with methane (analogously to 
(3) ) 

(7) 

Of course, this ion (HCSNH+) can dissociatively recombine to form 
the stable isomer HCSN or the carbene isomer, HNCS' which in its 
turn would lead in a similar sequence to HC7N or HNC7' 

(8) 

or 

(9) 

Again, the numerical details can be summarized by saying that if 
(6) and (7) proceed without activation energy the abundances of 
the cyanopolyacetylenes in the ISM can be explained to order of 
magnitude precision. 

Side reactions in the sequence are inevitable and themselves 
lead to the synthesis of interesting molecules. Radiative associ­
ation of CCN+ with H2 leads to CH2CN+ 

and this in turn can react with methane to form CH3CHCN+ 

CH2CN+ + CH4 + CH3CHCN+ + H2 

(10) 

(11) 

Methyl, ethyl, or vinyl cyanide have all been observed in the ISM 
and all their abundances can be explained semi-quantitatively by 
combinations of radiative associations (with H2) and dissociative 
recombinations with the product ions in (10) and (11). If one 
begins with acetylene instead of HCN or HNC, one proceeds to di­
acetylene as follows: 
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(12) 

(13) 

(14) 

A side reaction in this sequence is another potential source of 
cyanoacetylene 

(IS) 

(followed by (4) of course). In general, a variety of species 
with the same heavy atom framework but differing charges or 
numbers of H atoms can be formed by combinations of reactions with 
H2' H3+' e-, or He+. The critical steps then in interstellar 
molecule synthesis are the chain building steps. We are sug­
gesting that C+ is the primary reagent in this chain building, an 
assertion made plausible by the fact that C+ is the most abundant 
ion in the ISM, orders of magnitude more dense than the molecular 
ions. Even c+, however, does not lead to chain building in 
reactions with most organic molecules. With saturated molecules 
the hydrogen abstraction channel or charge exchange channel are 
favored. For example, Adams and Smith [4] report 

(16) 

This explains the key role played by the highly unsaturated 
species like HCN, HNC, HC2H, and HC 3N in the chemistry of the 
dense clouds. 

In addition to the sample kinetic modeling calculations, we 
have been doing certain ab initio quantum chemical calculations 
to substantiate or otherwise investigate this reaction scheme. 
We have carried out [S] double zeta SCF calculations of the 
structures and CI calculations of the dipole moments of the 
molecules HNC3' HCCNC, HCCCNH+, NCNC, NCCNH+, in hopes that their 
microwave spectra could be observed either in the laboratory or in 
the interstellar medium. Such observation in the ISM would yield 
very important clues to the nature of the synthetic process. The 
computed dipole moments determine predicted microwave absorption 
intensities and also enter into the calculations of several rate 
constants in known theories of ion-molecule reactions. We have 
also done DZ-SCF, DZP-SCF, and DZP-CI calculations on the crucial 
pair of isomers C~ and CNc+ [6]. In that work attention has 
been focused on the thermochemistry. A theoretical isomerization 
energy of 49 kcal/mole has been obtained (CNC+ is the thermo­
dynamically stable form) and heats of formations for both species 
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have been obtained from combining both experimental and theoretical 
information. Previously unexplained mass spectral appearance 
potential data [7] for C2N+ have been interpreted in terms of the 
existence of these two isomeric forms. Most importantly, 
reaction (2) has been demonstrated with some certainty to be exo­
thermic, as it must be if the mechanism discussed here is to have 
any validity. Future work of greatest significance will be compu­
tation of a potential surface for reaction (2) to see if there is 
an activation barrier and a laboratory measurement of the rate 
constant for reaction (3), which appears to be a feasible experi­
ment . 
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1. Introduction 

Much of our knowledge of the structure, energetics, and other 
physical and chemical properties of molecular and fragment ions de­
rives from the study of the various ways in which electromagnetic 
radiation and atomic particles can interact with matter. An inter­
action or a reaction implies that the reactants are transformed into 
final products, as a result of exchange of energy and particles be­
tween them. For a complete understanding of a particular interac­
tion, we need to know the structure and energetics of the reactants, 
intermediate products, and final products involved. 

As far as the study of the formation, reactions, and other char­
acteristics of ionic processes occurring in the gas phase at low 
interaction energies are concerned, the ionization of molecules (or 
atoms) is usually induced by electron, photon or ion impact. Inter­
actions of this kind may produce electrons, photons, ions, and neu­
trals. There are various kinds of spectroscopic methods for study­
ing such interactions [1-7], in order to characterize ions with re­
gard to structure and energetics. 

In our laboratory continuous beams of energy selected ions are 
produced by ionizing neutral molecules in reactions with slow posi­
tive ions in a tandem mass spectrometer. This method of ionization 
is called ion impact and has been introduced by Lindholm [8]. First, 
it has been used only for studying the unimo1ecu1ar dissociation of 
state selected molecular ions as a function of energy transferred 
to the reactant molecule in the process of its ionization . It has 
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been shown later by the present author [9-17] that the ion impact 
method is suited also for studying the subsequent reactions of state 
selected molecular and fragment ions with neutral molec~les simply 
by increasing the density of molecules in the reaction chamber. 

The following characteristics of consecutive ion-molecule re­
actions have been demonstrated experimentally by us by using a tan­
dem mass spectrometer: 

1. The reaction pathways initiated by a specific molecular or 
fragment ion, as well as the rate constants for the reactions in­
volved are dependent on the amount of internal energy of those mo­
lecular ions from which the first generation of ions is formed. 

2. One particular ion can be formed by two or more reactions 
of the same or different kinetic order depending upon the internal 
energy of the first generation of molecular and fragment ions. 

3. The same molecular or fragment ion can be formed both in 
an unexcited and in an excited electronic state and can initiate 
consecutive ion-molecule reactions of different kinds. 

The main advantage of our method is that consecutive reactions 
of molecular and fragment ions with molecules can be studied at 
known and well defined values of the internal energy of those mo­
lecular ions which form the first generation of ions. 

We have recently modified our tandem instrument into a triple 
mass spectrometer consisting of three mass spectrometers in series. 
Thus, the number of subsequent ion beams is three. The second mass 
spectrometer of this triple instrument is used for producing a ki­
netic energy and state selected beam of ions by ion impact. This 
ion beam may consist of molecular ions, fragment ions or ions pro­
duced in consecutive ion-molecule reactions in a pure substance or 
in a mixture in the gas phase after ionization by ion-impact. The 
ion beam produced in this way is then used to ionize a "test sub­
stance" being in the gas phase in the ion source of the third mass 
spectrometer. Thus, a tandem or a triple mass spectrometer is 
suited for preparing beams of energy selected molecular and frag­
ment ions and for studying the subsequent unimolecular and bimo­
lecular reactions of a molecular ion in a specific electronic state. 
This is the first time that successful experiments with a triple 
mass spectrometer are reported. 

The organization of this paper is as follows. Section 2 pro­
vides a brief comparison of the ionization of molecules by ion, 
electron, and photon impact. The purpose is to discuss the abil­
ity of these techniques for producing beams of state selected mo­
lecular and fragment ions. The principle of tandem mass spectrom-
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eters and the various measurement techniques are summarized in Sec­
tion 3. The various types of triple mass spectrometers and some of 
their possible applications in gas phase ion chemistry are discussed 
in Section 4. Section 5 summarizes our results obtained recently by 
comparing the reactivity of some gaseous ions by using a tandem and 
a triple mass spectrometer. The ions whose reactivity has been 
studied are as follows: CH2+ from CH4 , C2H2+ from C2 H2 , C2H2+ from 
C2 H4 and CO+ from CO. Some conclusions and a summary of research in 
progress are given in Section 6. 

2. Basic Aspects for the Production of Ions in Selected 
Internal Energy States 

2.1. The Need for Monoenergetic Ionization 

The electronic state and the fragmentation behavior of a mo­
lecular ion formed upon ionization are determined by the amount of 
energy available in the iprocess of initial ionization. In addition, 
the subsequent reactions of a given molecular or fragment ion with 
a given molecule can vary considerably depending upon the excitation 
energy of the parent molecular ion [9-17]. Consequently, the essen­
tial point in studying ionization phenomena and ionic processes is, 
that we need to know the identity and energy of the interacting par­
ticles and final products as well as the ways in which the available 
energy and particles will be transferred in the course of the reac­
tion considered. This explains the need of experimental methods 
which are capable of creating monoenergetic ionization of molecules 
(and atoms) as well as monoenergetic excitation of molecular ions. 
The ionization is said to be monoenergetic, when each molecule that 
becomes ionized, receives the same amount of energy in the process 
of ionization. Molecular ions of the same kind are said to be mono­
energetically excited if each of them retains the same amount of ex­
citation energy, immediately after it has been created. When the 
ionization and excitation are monoenergetic, the distribution of 
energy deposited on to the reactant molecules as well as the dis­
tribution of excitation energy transferred on to the molecular ions 
created will be characterized by Dirac-delta functions. Monoener­
getic ionization is essential for the understanding of experiments 
related to the formation, structure, energetics, and reactions of 
molecular and fragment ions. 

Ionization of molecules in reactions with slow incident posi­
tive ions in a tandem mass spectrometer was the first method by 
which molecular ions and fragment ions could be prepared in selec­
ted internal energy states, and their subsequent unimolecu1ar and 
bimolecular reactions investigated. The use of tandem mass spec­
trometers has been introduced by Lindholm [8] in order to obtain 
quantitative data on the dissociation of molecular ions in selected 
internal energy states. The technique was developed in response to 
the need for better understanding of the mass spectra of organic 
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molecules in terms of the quasi equilibrium theory, QET [18, 19]. 
The basic aspects of preparing molecular ions in selected internal 
energy states by using the ion-impact method of ionization, will be 
discussed in the next section. 

When using electron or photon impact for producing ions, mono­
energetic ionization is possible only at the ionization threshold 
(i.e., with electrons and photons whose energy equals the first ion­
ization potential of the target molecule). If the energy of" the 
ionizing electrons or photons is higher, monoenergetic ionization of 
the target molecules will be prevented by occurrence of autoioniza­
tion and by the transfer of various amounts of kinetic energy to the 
electrons ejected from those molecules which become ionized. It 
follows from our discussion in Sections 2.3 and 2.4. The possibility 
of selecting molecular ions in selected internal energy states by 
using various coincidence techniques will be outlined in Section 
2.5. 

2.2 Ion Impact 

In a tandem or triple mass spectrometer monoenergetic ioniza­
tion of neutral molecules, M, in their ground electronic state can 
be accomplished by allowing a monoenergetic beam of slow reagent 
ions, X+, to ionize molecules in one of four distinct types of ion­
molecule reactions. These are as follows. 

1. Electron or charge transfer: 

X+ + M -+ X + ~ (2.1) 

2. Proton transfer: 

x+ + M -+ (X-I) + MHf' (2.2) 

3. Hydride ion transfer: 

x+ + M -+ XH + (M-I)+ (2.3) 

4. Ion-molecular association: 

(2.4) 

The last mentioned reaction results in the formation of a col­
lision complex. Each of the ionized fragments ~, MHf', (M-l)+ and 
~ may dissociate unimolecularly into a primary fragment ion in a 
variety of ways depending upon the internal energy content (elec­
tronic state) of the ion being considered. 

In the case of electron impact, the reactant ion x+ extracts 
only an electron from the reactant molecule to give a molecular ion. 
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If the relative kinetic energy of the interacting ion and molecule 
is very low (less than a few electron volts), the transfer of kinetic 
energy of reactants into internal energy or vice versa is negligible 
and the maximum energy available for the reaction equals the recom­
bination energy, Ere of the reactant ion. Ere means the energy 
that is released from the reactant ion when it is neutralized (x+ + 
e + X) by acquiring an electron (e) of negligible kinetic energy 
from the reactant molecule. When transfer of kinetic energy can be 
avoided, the internal excitation energy, Ei, of the molecular ion 
formed in the electron transfer process can be expressed as: 

(2.5) 

where Eip is the ionization potential of the reactant molecule. 

If the reactant ion has only one recombination energy, the dis­
tribution of energy transferred on to the reacting molecules, as 
well as the distribution of internal excitation energy of the molecu­
lar ions immediately after they have been created, may be character­
ized by a Dirac-delta function each, located at the energies Ere and 
Ei, respectively. Reactant ions having different recombination en­
ergies, will acquire electrons from different energy levels of the 
reactant molecule and by doing so they will produce molecular ions 
in different electronic states. The energy differences between the 
ground state of the reactant molecule and the electronic states of 
the molecular ion are just the ionization energies, Eip, that can 
be observed in the photoelectron spectrum of the reactant molecule. 
The dissociation of molecular ions in specific internal energy states 
(i.e., the breakdown diagram showing the mass spectrum as a function 
of internal energy) can be determined by ionizing the molecule being 
considered with a series of incident positive ions whose recombina­
tion energy Ere; Eip (cf. [8]). 

The advantage of using reactions with ions resulting in elec­
tron transfer rather than electron impact or photon impact to ion­
ize the molecule is that the excitation energy Ei is known and that 
it is possible to form the molecular ion both in ground and in vari­
ous excited ionic states with different degrees of vibrational ex­
citation. The decomposition processes of excited molecular ions are 
determined by the amount of their internal excitation energy, Ei, 
but appears to be independent of how the ions are created and ex­
cited, i.e., whether in electron transfer reactions of slow reactant 
ions or by electron bombardment or by photoionization. 

The relationship between the ionization and excitation process 
for mass spectrometry with electron transfer and photoelectron spec­
troscopy has been discussed by Lindholm [8] and Rabalais [20]. If 
there are accessible energetic states in the reactant molecule at 
the recombination energy of the reactant ion, then the molecule will 
be ionized by electron transfer and the accompanying recombination 
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process will be governed by the same selection rules as spectroscopic 
transitions. It implies also that the cross section for ionization 
by electron transfer will be large if there is an intense band in the 
photoelectron spectrum of the reactant molecule just at the same en­
ergy as the recombination energy of the reactant ion and vice versa. 
Thus the cross section as a function of energy (and the energy deposi­
tion function for ionization by electron transfer) should follow 
qualitatively the envelope of the photoelectron spectrum of the re­
actant molecule. 

This correlation between the mass spectrum determined by using 
ion-impact and the photoelectron spectrum of the reactant molecule 
allows an assessment of which states of the molecular ion lead to the 
formation of fragment ions by unimo1ecu1ar dissociation and what the 
nature of these fragment ions are. A knowledge of the identity and 
relative intensity of the ionized fragments formed by dissociation 
of molecular ions in a particular electronic state can be correlated 
with the bonding characteristics of the electrons ejected in forming 
that state. Benzene is the largest molecule for which the correla­
tion between ion-impact mass spectra and photoelectron spectra has 
been discussed in detail. (Cf. [8] and p. 290 and p. 365 in [20].) 

Ion-impact mass spectra may be also obtained by ionizing sample 
molecules in proton and hydride ion transfer reactions provided that 
these reactions are energetically allowed. The energy transferred 
to the molecule in the ionization process is relatively low which 
results in the formation of a quasi-molecular ion (M + 1)+ and 
(M-1)+, respectively. It will be determined by the exothermicity 
of the ionizing reaction whether or not the resultant ion will dis­
sociate. 

The investigation of the occurrence or non-occurrence of ion­
molecule reactions resulting from proton transfer, hydride ion trans­
fer or ion-molecule association gives information about the energetics 
of the ions and molecules involved. The cross section for ioniza­
tion as measured in a tandem mass spectrometer of perpendicular type 
is usually much lower than that for ionization by electron transfer. 
The various modes of ionization by ion-impact are also important for 
the analytical use of chemical ionization in single source and tandem 
mass spectrometers [21]. 

The measurement of mass spectra induced by electron-transfer 
reactions allows the direct determination of breakdown graphs. One 
shortcoming of the method is that the dissociation of molecular ions 
in selected energetic states cannot be investigated as a continuous 
function of their internal energy. This is because the recombina­
tion energies are known only for about ca 40 positive ions [8]. 

Ionization by electron transfer involves an electron jump with­
out momentum transfer at relatively large distances between the two 
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interacting species. This type of ionizing reaction is called 
resonant or near-resonant charge transfer and has generally very 
large cross-sections, crt due to a long-range attractive force be­
tween the charge on the ion and the dipole induced by the reactant 
ion on the reactant molecule immediately prior to ionization [21]. 
The rate coefficient 

k = v·cr 

where v is the relative velocity of the reacting species. It is 
generally independent of temperature, i.e., the activation energy 
of the reaction is zero and the reaction occurs at almost every col­
lision. Cross section (or rate constant) and product distribution 
measurement [23-27] implies that direct conversion of electronic 
energy into kinetic energy of the products is generally inefficient. 
However, if there is no photoelectron band just at the energy that 
equals the recombination energy of the reactant ion, the interaction 
between the reactant ion and molecule may be strong enough to intro­
duce additional angular momentum into the products and to allow part 
of the internal energy of the reactants to be converted into kinetic 
energy of the products. To explain why molecular and/or fragment 
ions may be observed in this case, distorsion of the neutral mole­
cule prior to ionization and/or population of energy states of the 
molecular ion not appearing in the photoelectron spectrum have been 
proposed [23-26]. (Cf. [28,29].) 

The cross sections for the formation of ions acquiring some 
additional kinetic energy are relatively small. These ions will be 
scattered preferably in the direction of motion of the reactant ions 
and discriminated very effectively in a tandem mass spectrometer of 
perpendicular type [8]. When there is energy resonance (or near­
resonance) for ionization, the cross section will be relatively 
large and the product ions will be scattered first of all in a di­
rection perpendicularly to the beam of reactant ions and detected 
with high efficiency in a tandem mass spectrometer of perpendicular 
type. 

2.3 Electron Impact 

The ionization of molecules (M) by collisions with electrons 
(e) of about 50-100 eV kinetic energy mayxesu1t in the formation of 
charged species in the follOwing ways. 

1. Direct ionization: 

M + e + W- + 2e 

W- + e + MIl+ + (n + l)e 
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2. Direct ionization with fragmentation: 

M + e ~ W + 2e ~ x+ + Y + 2e 

3. Autoionization, also sometimes direct ionization followed 
by further autoionization: 

M + e ~ M** + e ~ W + 2e 

M + e ~ ~** + 2e ~ M2+ + 3e 

4. Excitation, followed by ion pair formation: 

M + e ~ M* + e ~ X+ + Y- + e 

5. Electron capture, usually followed by fragmentation: 

Each of these processes can take place simultaneously, and the 
electron ejected from those molecules which become ionized, may 
carry away various amounts of kinetic energy. Because of this, 
monoenergetic ionization of molecules is not possible even if the 
beam of ionizing electrons would be monoenergetic. Therefore, elec­
tron impact is less suited for studying the formation and energetics 
of molecules and fragment ions. Another disadvantage of this tech­
nique is that conventional electron beams have a large energy spread 
due to the Boltzmann distribution of the electrons emitted by hot 
filaments. Double ionization of molecules by electron impact could 
be investigated by measuring the two positive single charged ion 
fragments in coincidence [30). Energy selected ionic states in atoms 
or molecules according to process one and two above, can also be 
studied by detecting the two outgoing electrons in coincidence after 
analysis of their energies and momenta [31]. 

2.4. Photoionization 

With the advent of photoionization and, more recently, photo­
electron spectroscopy methods [32-34, 20, 29] there has been less 
interest in the use of electron impact ionization in the study of 
structure and energetics of molecules and ions. Photoionization 
and photoelectron spectroscopy methods are capable of giving de­
tailed information about molecular energetics with great precision 
in energy. However, the process of ionization induced by photon 
impact may also be complicated by the occurrence of auto ionization 
and ion pair formation because a molecule may be excited by the im­
pinging photon (like by an electron) to a superexcited electronic 
or vibrational state lying above the lowest ionic state. This ex­
cited state of the molecule may then undergo a radiationless decay 
either into an ion and an electron (of the same total energy) by 
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autoionization, or by ion pair formation, or eventually by predis­
sociation into neutral fragments. Thus the simultaneous occurrence 
of all of these processes may cause difficulties in the differentia­
tion of molecular and fragment ions formed by direct ionization and 
by other ionization processes. 

The resonant photoionization technique, also called threshold 
or zero kinetic energy photoelectron spectroscopy [33, 34, 29] over­
comes this problem by varying the photon energy and detecting only 
those photoelectrons with zero kinetic energy (threshold electrons). 
In this case the photon energy corresponds directly to the energy of 
the transition to an accessible ionic state, and the electrons aris­
ing from auto ionization will not cause interference. 

2.5. State Selection of Ions by Coincidence Techniques 

When using monoenergetic electrons or photons to create ions, 
the electron ejected from the target molecule (or atom) may carry 
away a continuous amount of kinetic energy. Therefore, neither the 
ionization of molecules nor the excitation of molecular ions will be 
monoenergetic. Hence the energy deposited during the ionization 
process on to the target molecules as well as the excitation energy 
transferred on to the molecular ions, will be distributed continu­
ously over a wide energy range. (Cf. p. 12 in Ref. [19].) 

Under such circumstances, the fragmentation and characteristics 
of positive molecular ions can be studied only with coincidence­
methods such as coincidence spectroscopy of ions [30] and electrons 
[31] produced by electron impact ionization of atoms or molecules, 
photoion-photoe1ectron coincidence spectroscopy (PIPECO) [33, 34], 
and the related threshold photoelectron spectroscopy (TPES) [34, 
29]. (Threshold electrons are those which are formed with zero ini­
tial kinetic energy.) 

The coincidence measurements give four types of data: (1) 
threshold electron spectra, (2) breakdown diagrams (i.e., mass 
spectra as a function of internal energy of the molecular ion), (3) 
time-dependent breakdown diagrams, and (4) kinetic energy release 
on fragmentation. 

The bases of each coincidence experiment is the conservation 
of energy and momentum in the photoionization process. As a result, 
the ion internal energy Ei is given by the relationship: 

where hv is the energy of the impinging photon, Ee is the kinetic 
energy of the ejected electron and me and Mi are the electron and 
ion masses, respectively. Product ions with a given internal energy 
Ei can be selected from the assembly of all of the ions being formed 
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in different energetic states, simply by detecting only those result­
ant ions which are in (delayed) coincidence with electrons of energy 
Ee' 

In the varous kinds of coincidence experiments there are three 
measurable quantities: the ion signal, the electron signal, and the 
coincidence signal. Most of the coincidence studies deal with uni­
molecular reactions and have the ability to state select ions with 
energy resolution as low as about 5 meV. However, the initial prepa­
ration of energy selected ions by using electron or photon impact has 
very low efficiency which does not allow to prepare intense beams of 
energy selected ions and to study the subsequent reactions of an ion 
in a specific state, selected by using the coincidence technique. 
Consequently, the coincidence technique seems not to be suited for 
preparing beams of energy selected ions. Intense beams of such ions 
would allow to investigate the photo-dissociation of energy selected 
ions (cf. [35]), the photoemission of energy selected ions after ex­
citation by electron impact (cf. [36]), and the reactions of energy 
selected ions with neutral molecules. 

Contrary to these difficulties associated with the electron and 
photon impact methods of ionization, the ionization of molecules (or 
atoms) by ion-impact has several advantages. Ionization induced by 
reactions with slow positive ions in a tandem and in a triple mass 
spectrometer allows to prepare beams of ions in selected internal en­
ergy states and to study the subsequent unimolecular and bimolecular 
reactions of these ions. The same ion may be prepared in a great 
number of different ion-molecule reactions. In addition, a product 
ion may be allowed to react with an unlimited number of neutral mole­
cules in order to get information about the energetics and reactivity 
of the ion considered. Differences in internal energy states of a 
given ion can be demonstrated by comparing the reactions of this 
ion with one or more neutral molecules under identical experimental 
conditions. As the reactivity of a gas phase ion can be studied at 
various amount of internal energy of this ion, the study of the re­
actions of this ion by using a tandem and a triple mass spectrometer 
constitutes a useful experimental foundation of every theoretical 
study of the structure energetics and reactivity of gas phase ions. 

3. Tandem Mass Spectrometers: 
Principles and Measurement Techniques 

The earliest tandem mass spectrometer was built by Lindholm 
[37], and since that time several of these instruments have been 
constructed [8, 38]. There are two basic types of fixed angle tan­
dem mass spectrometers: perpendicular and longitudinal. In an in­
strument of perpendicular type the beam of product ions is analyzed 
at right angles to the direction of the reactant ion beam. In an 
instrument of longitudinal type the beam of reactant and product 
ions coincide. 
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Fig. 1. Principle of tandem mass spectrometer of perpendicular type. 

3.1. Tandem Mass Spectrometer of Perpendicular Type 

In this instrument the second mass spectrometer is arranged to 
discriminate against product ions which acquire appreciable forward 
momentum in the interaction. Such a product ion will be carried by 
its momentum in a direction parallel to the reactant ion beam and 
it will not be collected. When the kinetic energy of the reactant 
ions is less than a few electron volts, the energy imparted to the 
target molecule may be taken to be equal to the recombination energy 
of the reactant ion used because the kinetic energy of the reactant 
ion has negligible effect on the ionization process. This is espe­
cially the case when the ionizing reaction is exothermic (resonant 
or near-resonant charge transfer). The mass spectrum for a given 
molecule is then entirely determined by the recombination energy and 
is independent of the composition of the reactant ion. 

The breakdown diagrams obtained for a number of compounds by 
this technique are in fair agreement with those obtained from elec­
tron and photon impact studies [8, 12, 20]. 

A schematic diagram of the tandem mass spectrometer used in our 
laboratory is shown in Fig. 1. The reactant ions are produced in 
the electron impact ion source of the first mass spectrometer, ac­
celerated to some appropriate energy between 1000 and 5000 eV, 
separated according to their mass-to-charge ratios in magnet A, re­
tarded to a final energy between 900 and 2 eV in an electrostatic 
retarding lens system [37], and formed into a well-focused and col­
limated beam of reactant ions. These ions enter then the reaction 
(or collision) chamber and ionize molecules of the sample being 
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there. Incident ions which do not react within the collision chamber 
are detected with the help of "Ion collector A" (Faraday-cup) and a 
subsequent electrQmeter amplifier. The product ions (formed prefer­
ably by electron transfer reactions, cf. Section 2.2) are extracted 
out of the collision chamber by a very weak static electric field 
(ca. 1 V/cm) in a direction perpendicular to the beam of reactant 
ions, accelerated in a static electric field to a final energy be­
tween 2000 and 5000 eV. separated according to their mass-to­
charge ratios in magnet B, and detected after amplification with the 
help of an electron multiplier and electrometer (Keithley, Model 
417) • 

The collision chamber is filled with a gaseous sample whose 
pressure can be increased up to about 10-2 torr. The pressure is 
measured with an MKS Baratron capacitance manometer (Head 144H-l). 
For the evaluation of rate constants, the instrument is regularly 
recalibrated with the reaction 

CH4+ + CH4 ~ CH, + CH,+ (3.1) 

On the occasion of calibration the methane gas being at room 
temperature is ionized with Xe+. The rate constant, k = 0.9'10-9 

cm' mo1e- 1 S-l, is taken from Ryan [39] and refers to 1 eV terminal 
kinetic energy and 18 eV ionizing electrons. 

The gaseous samples used are usually distilled and repeatedly 
frozen and thawed under pumping. 

3.2. Tandem Mass Spectrometer of Longitudinal Type 

In the reaction chamber of a tandem mass spectrometer of longi­
tudinal type the beams of reactant and product ions coincide. A 
schematic diagram of such an instrument is shown in Fig. 2. By em­
ploying this configuration, the product ions of mass or momentum 
transfer processes as well as the kinematic details of ion-molecule 
reactions may be observed more efficiently [38, 40-46] at relative 
kinetic energies from a few tenths of eV to many thousands of eV. 
The results summarized below in this section support the statement 
that first of all exothermic ion-molecule reactions occurring at 
low translational energies (less than a few eV) are suited for pro­
ducing beams of ions in selected electronic states with various vi­
brational excitations. 

The most interesting energy range for the production of beams 
of ions in selected internal energy states by ion-molecule reactions 
is that lying at or below the characteristic strength of a chemical 
bond (~5 eV). At these energies the cross section for ionization 
by resonant or near-resonant ion-molecule reactions (ion-dipole in­
teractions) is very high and increases when decreasing the relative 
kinetic energy between the reactant ion and molecule. On the other 
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Fig. 2. Principle of tandem mass spectrometer of longitudinal type. 

hand, an endothermic ion-molecule reaction exhibits an energy bar­
rier which must be surmounted if the reaction is to occur. The en­
ergy threshold for such a reaction is the heat of the reaction (p. 
272 in Ref. [46J). The cross-section is zero at kinetic energies 
below threshold, rises steeply at the threshold, goes through a max­
imum with increasing kinetic energy and then decreases. If a reac­
tion exhibits an energy barrier and is endothermic, the threshold 
for subsequent dissociation of the product ion into an ion and neu­
tral is correspondingly high. 

Comparison of values and energy dependence of cross-sections 
for exothermic and endothermic dissociative charge transfer reac­
tions of the same molecule has been made only for relatively few 
reactions (see pp. 354-374 in Ref. [22J and pp. 271-330 in Ref. 
[46J). The highest value of cross-section for endothermic reactions 
of the same molecule is throughout lower, usually by at least one 
order of magnitude, than those for exothermic reactions. 

Crossed ion-molecule beam experiments at kinetic energies 
around and slightly above 1 eV reveal that most ion-molecule reac­
tions proceed through formation of a collision complex or through 
an electron jump mechanism at these energies due to an attractive 
long range ion-dipole interaction potential ([43-46]). For exo­
thermic reactions (such as CH4+ + CH4 ~ CH, + CH,+) occurring at 
low relative kinetic energies (less than a few electron volts) ex­
cellent agreement has been found between experiment [48, 49] and 
predictions of the classical polarization theory for ion-dipole 
interactions [50J. Recent modifications of this theory predict low 
energy rate constants and cross sections and their dependence on 
relative kinetic energy and temperature also for target molecules 
with significant permanent dipole moments in fair agreement with 
experiments [50]. As kinetic energy of the reactant ion increases 
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above ca 4-5 eV the cross section for exothermic ion molecule reac­
tions may rise because of a change in reaction mechanism. The ion­
dipole interaction model which operates at very low kinetic energies 
may be surmounted by the electron jump model and thereafter by the 
stripping model [42-45] when the kinetic energy increases. 

Results of crossed ion-molecule beam experiments have brought 
Gentry [46] to the conclusion that it would be surprising if very 
low kinetic energies had much effect on reaction probability for 
very exothermic reactions (see pp. 247-252 in Ref. [45] and Ref. 
[52]). Results obtained earlier [51] with photoionization also sug­
gest that the conversion of translational energy to internal energy 
to drive reactions is relatively inefficient in simple systems. Ex­
periments on methane and some larger polyatomic molecules by using 
tandem mass spectrometers and pulsed single-ion source instruments 
have shown that at low kinetic energies «4 eV) the translational 
energy has no effect on exothermic electron, proton, hydride ion 
transfer, and ion association reactions. However, increased de­
composition of product ions at higher impacting ion velocity is clear 
evidence for the conversion of kinetic energy to internal energy. 
Similar results have also been obtained by others (see [53], pp. 
354-374 in Ref. [22], and Ref. [54]). 

Kinetic-to-internal energy transfer at energies above the 
threshold may open up some endothermic reaction channel(s) of di­
rect collision induced dissociation of molecular and fragment ions 
or cause dissociation of collision complexes. Collision induced dis­
sociation studies indicate that the energy required for such dis­
sociations can be derived from electronic, vibronic, and/or trans­
lational energies of the collision partners [38]. The fractional 
yield of ions formed in such endothermic reaction channels is ex­
pected to be low if at least one resonant or near reasonant exo­
thermic reaction channel is accessible for the same reactant ion. 
This consideration is confirmed by a recent study of consecutive 
ion molecule reactions [55] in a few gases as a function of pres­
sure by ionizing with reactant ions whose kinetic energy was pre­
selected subsequently at ca 2, 10, 30, 100, and 900 eV. The ap­
pearance of one or more smaller fragments may be seen at higher 
impacting ion velocity but this is a minor feature and seems similar 
to the effects of electron energy on fragmentation patterns of ions 
well above threshold for all dissociation processes [56]. The re­
sults show convincingly that the ion kinetic energy has very little 
effect on product ion distribution if the ionizing reaction is exo­
thermic [55]. 

In conclusion, the above mentioned results [40-55] strongly 
suggest that a tandem mass spectrometer of longitudinal type may be 
used for producing beams of ions in selected electronic states. 
Furthermore, the transfer of kinetic-to-interna1 energy will not 
have significant effect on the energetic states of the product ions 
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as long as the ionization of molecules in the reaction chamber is 
accomplished by exothermic (resonant or near resonant) reactions of 
reactant ions of low kinetic energy. 

3.3. Measurement Techniques for Gas Phase Reactions of Ions 

3.3.1. Unimolecular Reactions of Ions 

The following measurement techniques utilizing tandem mass 
spectrometers and the information derived from such studies have 
been reviewed earlier. 

1. Crossed ion-molecule beam studies of ion-molecule reactions 
with fixed or variable angle tandem instruments [40, 42-45]. 

2. Investigation of the fragmentation of molecular ions as a 
function of internal energy (breakdown diagrams) by using perpendicu­
lar type tandem mass spectrometers [8, 37]. 

3. The use of tandem mass spectrometers of longitudinal type 
for studying the energy dependences and collision-induced dissocia­
tion of positive and negative ions [38, 49, 57]. 

One common feature of these measurement techniques is that the 
pressure of the reacting gas in the reaction region or collision 
chamber of the instrument is very low (only of the order of 10-6 to 
10-' torr) and is held constant. At these pressures, the mean free 
path of molecules is of the order of meters, so that the probability 
of collisions occurring between an ion and a molecule or an ion and 
another ion, is very small. Consequently, anything that happens to 
the molecular ion is unimolecular dissociation and/or deactivation 
by photon emission. The ions formed in this way are called primary 
ions because they represent the first generation of ions which are 
produced at all. The relative intensities of the various primary 
ions as a function of internal energy of the parent molecular ion 
constitute the breakdown diagram of the reactant molecule considered 
[8,37,19]. 

When investigating the breakdown diagram of a given molecule, 
the kinetic energy of the incident ion is changed stepwise between 
900 and ca 2 eV and the mass spectrum is measured at 5 to 10 differ­
ent kinetic energies. The velocity dependence of mass spectra gives 
information about whether the incident ion can cause proton and hy­
dride ion transfer reactions or not. Metastable ions which may be 
present occasionally, allow the identification of ions in long­
lived excited states as a function of internal energy of the parent 
molecular ion [58-60]. 
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3.3.2. Ion-Molecule Reactions at Elevated Pressures 

The technique for studying the kinetics and mechanisms of con­
secutive ion-molecule reactions in the gas phase by the use of the 
ion-impact method has been introduced by the present author [12-17] 
and accepted for use in other laboratories ([61, 38, 62] and refer­
ences therein). The methods of analyzing the results have been 
fully described [10-12, 63, 64] and have been the object of a rigor­
ous theoretical treatment [63, 64]. Recently [65], this theory has 
been modified to be valid not only fo~ electron transfer, proton 
transfer, hydride ion transfer and ion association reactions of ions 
but also for the unimo1ecu1ar dissociation and deactivation by photon 
emission of long-lived metastable ions [65]. 

When :studying unimo1ecu1ar reactions 0 f ions the gas pressure 
of the reactant molecules in the reaction chamber is kept constant 
at a low value (~10-5 torr) in order to prevent the primary ions 
from reacting with other molecules. However, if the gas pressure 
is increased the primary ions, i.e., the first generation of ions 
may react with molecules within the reaction chamber to form a sec­
ond, third, etc., generation of ions via consecutive unimo1ecu1ar 
and/or ion-molecule reactions. Correspondingly, these ions will be 
called secondary, tertiary, and so on. 

Let us suppose that the initial ionization of molecules in the 
reaction chamber is caused by a beam of slow incident ions which 
have only one recombination energy. Incident ions of this kind re­
sult in monoenergetic ionization of target molecules and monoener­
getic excitation of the molecular ions created as a result of exo­
thermic electron transfer reactions. The result of this is that all 
of the consecutive unimolecular and ion-molecule reactions that can 
occur will be initiated by molecular ions in a selected internal en­
ergy state. The reactions taking place after monoenergetic ioniza­
tion constitute a continuously branched chain of reactions. Evi­
dently, the consecutive reactions of ions that can take place in a 
given gaseous substance after ionizing some of its molecules mono­
energetically, will be determined entirely by the internal energy 
of the monoenergetically excited parent molecular ions. 

It means that molecular ions with zero or small excitation en­
ergy will usually remain stable. Their subsequent reactions may be 
easily examined by increasing the gas pressure in the reaction cham­
ber. On the other hand, molecular ions with a relatively large 
amount of excitation energy will usually dissociate into different 
primary fragment ions immediately after they have been created, i.e., 
before they had a chance to react with neutral molecules. There­
fore, the chemical composition and relative abundances of the 
primary ions may be obtained from the breakdown diagram of the mo­
lecular ion at the energy that corresponds to the excitation energy 
of the parent molecular ion. This is valid even at elevated gas 
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pressures in the reaction chamber and irrespectively of whether the 
parent molecular ions may dissociate or not. 

The subsequent unimo1ecu1ar and ion-molecule reactions of one 
kind of monoenergetica11y excited molecular ion will be described 
by different reaction schemes depending upon the amount of excita­
tion energy of the molecular ion considered. Reaction schemes cor­
responding to subsequent reactions of molecular ions in selected 
electronic states have been obtained earlier in our laboratory by 
using a tandem mass spectrometer of perpendicular type in which the 
initial ionization of molecules is accomplished by ion impact (see, 
e.g., Ref. [10-17, 66, 67]). The results reported so far by us and 
by others [38, 39, 61, 62] using the same measurement technique as 
we, support the conclusion that the ion impact method is suited for 
studying reactions of ions in selected electronic states. Evidence 
also suggests that the theory [63-65, 10, 11] agrees well with ex­
periments. 

On the contrary, ionization by electrons or photons will al­
ways result in molecular ions whose internal energies are distri­
buted continuously over a broad energy range. The width of energy 
distributions of this kind may be up to 8-10 eV (cf. p. 12 in Ref. 
[19] and references therein). Consequently, the product ion dis­
tributions obtained by using electron or photon impact are due to 
unimo1ecu1ar and ion-molecule reactions of molecular ions with vari­
ous amounts of internal excitation energy. The reactions initiated 
by molecular ions in different selected energetic states will take 
place simultaneously and cannot be separated in space or time. 
Consequently, the reaction schemes corresponding to the reactions 
of one kind of monoenergetica1ly excited molecular ion cannot be 
determined by electron or photon impact. 

In the most general case, the continuously branched chain reac­
tions initiated by one kind of monoenergetica11y excited molecular 
ions have the following characteristics. 

1. The kinetic order of an ion is defined as the number of 
subsequent reactions that result in the formation of the ion con­
sidered. The set of those reactions which result in the production 
of a particular ion, Xn+, of order n, constitute a (reaction) se­
quence. Each ion in such a sequence of reactions may cause a finite 
number of parallel reactions. Generally, parallel reactions are 
those in which precursor ions of the same kind and the same kinetic 
order react in several independent ways, leading to product ions 
of the same or different kinds. 

2. Each reaction that occurs may signify whichever of the fol­
lowing alternatives: 

(a) the transfer of an electron, a proton, or a hydride ion, 
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(b) the association of a reactant ion and a molecule, or 

(c) the deactivation of the reactant ion either by unimolecular 
dissociation or by photon emission. 

The theory [64, 66] gives the following results if we consider 
only bimolecular reactions of ions occurring at relatively low gas 
pressures and assume that: 

(a) the initial ionization caused by the incident reactant ions 
is monoenergetic, 

(b) the product ions formed in the reaction chamber are analyzed 
in a direction perpendicular to the beam of the incident 
ions, and the number of incident ions entering the colli­
sion chamber per unit time is held constant. 

In this case the intensity, In' of an ion of order n is: 

(3.2) 

where N is the gas pressure, E is the electric field strength and 1 
the path length for an unreacting primary ion in the reaction cham­
ber. An is a dimensionless constant determined by the type of ion­
molecule reactions and by the masses of those ions and molecules 
which participate in the sequence of reactions being considered. 

Formula (3.2) infers that there are three methods for determin­
ing the kinetic order (n) of ions experimentally. If two of the 
quantities N, E, and 1 are held constant, log (In) as a function of 
the logarithm of the third parameter should be a straight line, at 
least at low pressures, and the slope of this line equals the re­
quested kinetic order n. The results discussed in Chapter 5 have 
been obtained by using this so called ion-intensity-pressure method. 

For a certain reaction of an ion of order i, 

xI + M ~ Xt+l + (Neutral) 1+1 

the rate constant ki is given by the expression: 

11+1 Ai 
ki = --li-N-"'-i x'-.-, 111+1 

(3.3) 

(3.4) 

+ Here, Ii and Ii+l are the intensities of the ions Xi+ and 
Xi+1 , respectively. Physically, 1'i signifies the time that an un­
reacting X±+1 ion which is initially at rest at the axis determined 
by the beam of reactant ion, will need for a free flight to the exit 
slit for the product ions. (For the incident ions i = 0 and for the 
primary ions i = 1.) 
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When plotting reaction schemes, the symbols of the neutral re­
actant and products will be omitted in order to simplify our nota­
tions. Accordingly, reaction (3.3) will be written as: 

+ k1 + 
Xi - Xi+1 (3.5) 

3.3.3. Experimental Methods for Comparing the Reactivity 
of Gaseous Ions 

There are four alternative means for producing one kind of (re­
actant) ion in different energetic states and to control the popu­
lation of molecular and fragment ions in these states. These are in 
turn the variation of: 

1. the kinetic energy of the electrons ionizing a gaseous sam­
ple in the ion source, 

2. the composition and pressure of the sample in the ion 
source, 

3. the recombination energy (and composition) of the incident 
ions ionizing a gaseous sample in the reaction chamber, and 

4. the composition and pressure of the sample in the reaction 
chamber. 

The first (electron energy) method is extensively used [38, 57] 
for studying the effects of internal energy on ion-molecule reactions 
and the collision induced dissociation of ions in selected internal 
energy states (cf. [68]). 

The second method means the production of ions in the ion source 
through consecutive ion-molecule reactions after ionization by elec­
tron impact. Besides the gas pressure, the energy of the ionizing 
electrons may also be varied in order to control the population of 
the internal energy states. Consecutive ion molecule reactions in 
pure gases allow the production of beams of e.g., ion clusters such 
as H+(HaO)n with n = 1, 2, 3, ••• , and protonated molecules (Mff+). 
Consecutive ion-molecule reactions occurring in a mixture of two or 
more gaseous substances may yield ions of two different origins: 

1. ions produced by unimolecu1ar and bimolecular reactions in 
which only molecules of one kind participate, and 

2. "hybrid ions" produced in those sequences of unimo1ecu1ar 
and bimolecular reactions in which molecules of more than 
one gaseous component participate. Examples for the pro­
duction of ions of this kind are, 
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a) Hr+ from a mixture of CClF, and H2 0, 

b) N2 0W from am ixture of N2 0 and H20, and 

c) CHO+, C2H2 0+, C2HsO+, and C2H4 0+ from a mixture of CH4 and 
CO (cf. [10)). 

The third method means the ionization of one kind of molecule 
in the reaction chamber by using incident ions of different recom­
bination energy. In these experiments, the population of internal 
energy states is controlled by changing the exothermicity of the 
ionizing reactions. As already noted, a tandem mass spectrometer 
is ideally suited for using this method for producing ions in selec­
ted energy states since the regions where the reactant ions are pro­
duced and where they react, are physically separated and transla­
tional and internal reactant ion excitation can be independently con­
trolled. The composition of the primary ions as a function of in­
ternal excitation energy of the parent molecular ion is given by 
the breakdown diagram of the reactant molecule. 

The fourth method implies the production of state selected ions 
by consecutive ion-molecule reactions in the reaction chamber after 
ionization with slow incident positive ions in known selected in­
ternal energy state(s). Since the molecules initiating consecutive 
ion-molecule reactions in the reaction chamber can be ionized mono­
energetically, this method offers the most precise control of the 
population of internal energy states of ions. A beam of ions pro­
duced in this way is then used as incident ion to ionize a gaseous 
sample in the ion source of the third mass spectrometer in a triple 
instrument. 

As a rule, io.ns of a given composition may be produced from a 
number of different pure substances and gaseous mixtures as a result 
of unimolecular reactions and/or ion-molecule reactions. The ion 
C3HS+ may serve as an example. It can be produced from many hydro­
carbons either as a fragment ion (i.e., as a result of unimolecular 
dissociation of molecular ions) or as a resultant ion of ion-mole­
cule association reactions (e.g., in CH4 and C2H4 ). In addition, 
each of the different parent ions initiating these reactions may 
have various amounts of excitation energy when they are formed. 

The experimental methods available for comparing the reactivity 
of an ion of given composition differ depending on whether the ion 
in question is produced in the ion source or infue reaction chamber. 
The reactivity of ions produced in the ion source may be compared by 
varying the kinetic energy of the ionizing electrons and/or the gas 
pressure in the ion source and by examining the following character­
istics of the ion to be considered. 
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1. The electron and ion kinetic energy dependence of cross­
sections for the collision induced dissociation of the ion [38, 57] 
(cf. [68]). 

2. The reactions caused by this ion in the reaction chamber 
with molecules for which we know the breakdown diagram and the 
mechanisms of consecutive ion-molecule reactions initiated by mo­
lecular ions in selected internal energy states. 

The reaction pathways initiated by one kind of monoenergetically 
excited molecular ion with molecules of their parent gas as well as 
the rate of reaction· involved may vary depending upon the amount of 
internal energy of those molecular ions which originate the first 
generation of ions. This behavior can be examined experimentally in 
a tandem mass spectrometer, e.g., by measuring the product ion in­
tensities as a function of gas pressure as already noted in the fore­
going section. Differences in reactivity of an ion obtained by using 
this or the other measuring techniques available [10, 63, 65] provide 
a direct proof for the existence of this particular ion in different 
internal energy states. 

However, the absence of differences in reactivity when using 
incident ions with different recombination energies to ionize the 
parent molecules, does not prove that the ion in question will be 
produced in the same internal energy state even if the excitation 
energy of the parent molecular ion is changed. This statement is 
supported by the following observations. 

1. The breakdown graphs of molecules usually exhibit energy 
ranges in which the product ion distributions are entirely inde­
pendent of the excitation energy of the parent molecular ion (see, 
e.g., [66, 67] or the breakdown diagrams in the accompanying fig­
ures). The simplest case is when only the molecular ion is formed 
which does not react with its neutral counterpart except perhaps by 
symmetric charge transfer 

W+M+M+W (3.6) 

2. Evidence exists that many ion-molecule reactions are in­
sensitive to vibrational excitation of the reactant ion (cf. pp. 
272-333 in Ref. [47] and pp. 374-378 in Ref. [22]). 

The above mentioned methods are suited for being used in ex­
periments with both perpendicular and longitudinal type tandem mass 
spectrometers. Besides these, the tandem mass spectrometer of lon­
gitudinal type offers a special technique for comparing the reac­
tivity of gaeous ions by allowing to reduce the kinetic order of 
ions [69] and to examine a separate set of consecutive reactions 
that corresponds to a selected part of the reaction scheme. 
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The method of reducing kinetic orders of ions will be outlined 
by taking the ion chemistry of C2H4 as an example. Monoenergetic 
ionization of pure C2H4 at ~l5.8 eV results in the following chain 
of reactions at elevated pressures in the reaction chamber. 

Incident ion 

i = 0 
Primary ions 

i = 1 

Secondary ions 

i = 2 

Tertiary ions 

i = 3 

Ar+ ~C2H3+ 

(E" "'5.8 'V) ~ , 

C2H2 

. • C4H/ L ___ :_ CSHg + L . CSH7+ 

C H + 
2 S 

-,r----- C4H6 + 

f----- C4HS+ 

f----- C3HS + 

+ 
C3H3 

+ 
C3H4 

In this case the excitation energy of the parent molecular ions 
is Ei ~ 5.3 eV since Ere(Ar+) - 15.8 eV, Eip(C2H4) = 10.5 eV, and 
the formula Ei = Ere-Eip yields 5.3 eV. The same reaction chain is 
obtained also with some other incident ions such as CO2+ (Ere = 13.8 
eV), CO+ (Ere = 14.0 eV), and Kr+ (Ere = 14.0 and 14.7 eV). 

A reduction of the kinetic order of product ions may be realized 
by producing a beam of a selected product ion (e.g., CzH,+ from C2H4) 
in the first mass spectrometer and by using the ions in this beam of 
very low (a few eV) kinetic energy to ionize molecules of their par­
ent gas (C ZH4) in the reaction chamber of a tandem instrument of 
longitudinal type. The application of the ion-intensity-pressure 
method yields in this case the following scheme of the resultant ion­
molecule reactions. 

Incident ion Primary ion Seconda ry ion 

i = 0 i = 1 i = 2 

C2H3+ C4H7+ 
+ : : CSHg 

C2HS+ CSH7+ 
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These results illustrate the following features of the method 
suggested for reducing the kinetic order of ions. When using one 
of the product ions of i-th order as incident ion for initiating 
sequences of reactions in the reaction chamber, the result is as 
follows. 

(a) The kinetic order of the original product ion (CaH,+) will 
be reduced from i units to zero. 

(b) The kinetic orders of those ions which were originally 
produced by the ion chosen as incident ion, will be reduced by i 
units. 

(c) None of the other ions originally produced by reactions 
of the monoenergetically excited molecular ions will be observed. 

The reduction of kinetic order of ions by using this method re­
peatedly with different product ions, allow the examination of a 
separate part of the scheme of continuously branched chain reactions 
occurring in a pure substance or in a gaseous mixture after mono­
energetic ionization. This same method will be also suited for 
comparing the reactivity of ions of a given composition (e.g., 
C,Hs+) produced from different substances in the ion source either 
by unimolecular dissociation of ions or by ion-molecule reactions. 
The reduction of kinetic orders of ions is not possible by using a 
tandem mass spectrometer of perpendicular type in consequence of the 
geometrical configuration of this instrument. 

4. Triple Mass Spectrometers: 
Principles and Measurement Techniques 

4.1. Basic Types of Fixed Angle Triple Mass Spectrometers 

Instruments of this kind consist of three mass spectrometers in 
series with a mass and energy selected ion beam in each. They can 
be deduced from a tandem mass spectrometer on two ways (see Figs. 
1 and 2). 

(a) Firstly, by replacing the ion detector of the second mass 
spectrometer by a new device consisting of a decelerating electro­
static lens system, a collision (or reaction) chamber, a mass ana­
lyzer, and an ion detector following each other. 

(b) Secondly, by replacing the beam of ionizing electrons in 
the ion source of the first mass spectrometer by a mass and energy 
selected beam of positive ions which are produced in a new mass 
spectrometer of traditional design and decelerated to a preselected 
terminal energy. 
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Fig. 3. Principle of fixed angle triple mass spectrometers: (a) 
double-in-line geometry, (b) transverse-in-line geometry, 
(c) in-line-transverse geometry, and (d) double-transverse 
geometry. 

There are four basic types of fixed angle triple mass spectrom­
eters provided that the geometric angle between the beams of incident 
and product ions may be zero or 90 0 in the ion source of the second 
and the third mass spectrometer, respectively. These four alterna­
tives are illustrated in Fig. 3 in which the corresponding angles are ex 
and a respectively. Zero degree between two subsequent ion beams 
corresponds to in-line geometry and 90 0 means transverse-geometry. 
Accordingly, a triple mass spectrometer may be of double-in-line 
type (Fig. 3a), transverse-in-line type (Fig. 3b), in-line-trans­
verse type (Fig. 3c), or double-transverse type (Fig. 3d), respec­
tively. 

The in-line geometry exhibits the following characteristics as 
compared to the transverse one. First, the incident ions produced 
in the first of the two mass spectrometers will also run through the 
second instrument and will be detected together with the product 
ions. Second, the product ions measured are not exclusively formed 
by e1ectron-, proton-, and hydride ion transfer reactions but also 
by the association of incident ions and molecules, eventually fol­
lowed by dissociation. On the contrary, reaction sequences initiated 
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Fig. 4. A triple mass spectrometer of in-line-transverse type. 

by the association of an incident ion and a neutral molecule in the 
reaction chamber cannot be determined if the second mass spectrom­
eter is arranged to correspond to the transverse geometry. 

The experiments reported in Chapter 5 have been carried out by 
using a triple mass spectrometer of in-line-transverse type. The 
scheme of such an instrument is shown in Fig. 4. The first ion beam 
was not mass selected and this prevented the use of other than noble 
gas ions. However, we intend to use a quadrupole mass spectrometer 
for this purpose in the future. 

4.2. Experimental Methods for Comparing the Reactivity 
of Gaseous Ions 

The various methods for producing ions in different internal 
energy states and for comparing their reactivity in a tandem mass 
spectrometer are described in detail in Section 3.3.3 . Evidently, 
these methods may be used also in experiments with triple mass spec­
trometers. In addition, a triple instrument affords new methods of 
studying the reactivity of gaseous ions. Two of them will be dis­
cussed below. 

A triple instrument having in-line-transverse or double-trans­
verse geometry is especially well suited for the comparison of the 
reactivity of an ion in different internal energy states. The ions 
whose reactivity we intend to study, are produced in the ion source 
of the second mass spectrometer by means of ionization with slow 
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incident ions created in the first mass spectrometer. The ion 
source of the third mass spectrometer is filled with a "test sample" 
being in the gas phase. For each of the different test samples 
which come to use in these experiments we usually know the breakdown 
diagram and the mechanisms of consecutive ion-molecule reactions 
initiated by molecular ions in selected internal energy states. 
The population of internal energy states. of the ion whose reactivity 
we intend to study, is controlled by ionizing the gaseous sample in 
the ion source of the second mass spectrometer with incident ions 
having various recombination energies. 

The main characteristics of these experiments are as follows: 

(a) The regions of reactant ion production and ion reaction are 
physically separated and the translational energy and the internal 
excitation of the reactant ion can be independently controlled. 

(b) The number of different "test-samples" which can be used, 
is practically unlimited. 

(c) In order to obtain "high sensitivity," Le., large varia­
tions in the observed mass spectra for small deviations in the in­
ternal energy of the incident reactant ion, the breakdown diagram 
of the test samples chosen should show large variations in the dis­
tribution of product ions within the same energy range where the un­
known internal excitation energy of the reactant ion is to be ex­
pected. 

The method outlined above allows us also to compare the re­
activity of gas phase ions of a given composition which may be pro­
duced from different substances with various amounts of internal 
excitation energy. 

The method for reducing the kinetic order of ions described in 
Section 3.3.3 may be used also in experiments with triple mass spec­
trometers having in-line-transverse, transverse-in-1ine or doub1e­
in-line geometry. In the last-mentioned instrument the kinetic 
orders of ions may be reduced in two steps, 1. e., both in the first 
and second ion source. At the same time, the ion sources of all 
three mass spectrometers may contain the same or different gaseous 
samples. This offers unique possibilities for studying consecutive 
ion-molecule reaction mechanisms and reactivities of ions in the 
gas phase. 
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Fig. 5. (a) Breakdown diagram of CH4 [70]. (b) Photoelectron spec­
trum of CH4 [71]. 

5. Results 

The breakdown diagram of methane determined by using the ion 
impact method [70] is shown in Fig. 5 together with the photoelec­
tron spectrum [71] of the same molecule. As seen in the breakdown 
diagram, the fragment ion CHa+ is formed in small quantities in the 
ground state (or a state with small excitation energy) at energies 
between 15.5 eV and about 20 eV, but above ca 20 eV CHa+ is the pre­
dominating ion. An investigation of the consecutive ion-molecule 
reactions in methane [13] gave the following results. Above ca 20 
eV the main part of the CHa+ ion is formed in a highly excited state 
and can ionize methane according to the electron transfer reaction 

but the CHa+ ions formed below ca. 20 eV can not. 

The reactivity of the CHa+ ions in these two electronic states 
is different because the recombination energy of the excited ion, 
CHa+*, is higher than the ionization potential of methane, 12.7 eV, 
but the recombination energy of the ground state ion, CHa+ is too 
low to allow the ionization of methane. 
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The spectral band in Fig. 5b covering the energy range between 
12.7 eV and ca 16 eV is very broad and can be seen to contain in a 
double maximum. Evidently, the ionization of methane at 15.5 eV and 
slightly above means ionization of a bonding electron (tab l ). The 
dissociation of CH4+ by loss of Ha results in the formation of CHa+ 
in the state 

lcrgZ 2crgZ lcruz lcruz zrru 

The fragment CHa+ is expected to be linear in this state with 
low excitation energy (cf. [72, 73]). 

Above about 20 eV the ionization of a methane molecule probably 
means ionization of one electron and excitation of another. The 
main processes for formation of CHz+* above about 20 eV are expected 
to result in the state 

lcrgZ 2crgZ lcru lnuz aru+ 

with probably linear configuration [72]. 

When a linear CHz+ zrru ion is neutralized, the highest recom­
bination energy will be obtained if the electron enters the lnu orbi­
tal to give 

lcr Z 2cr Z lcr Z In Z 'r -g g u u g 

Since the lnu electron is non-bonding, the recombination energy 
is expected to be equal to the ionization potential of the corre­
sponding neutral CHz, that is 10.4 eV. This explains the experimen­
tal observation that the methylene ions formed when ionizing methane 
with Ar+ (Ere; 15.8 eV) cannot ionize CH4 by electron transfer. 

When the excited CHz~ zru ion is neutralized the electron can 
enter the lcru orbital and give a neutral methylene fragment with the 
structure 

lcr 2 2cr a lcr z In a lr + g g u u g 

The lcru electron is bonding and its ionization potential can be 
expected to be equal to the ionization potential of a tz electron in meth­
ane. Therefore, the recombination energy must be correspondingly 
higher (~12.7 eV) than in the preceding case, in agreement with the 
experimental observation reported earlier [13]. This explanation 
is also supported by recent quantum chemical calculations [72, 73]. 

The reactivity of the methylene ion in different internal en­
ergy states may be examined easily in a triple mass spectrometer by 
using the method outlined in Section 4.2. The results of such a 
comparative study are shown in Figs. 6 and 7, respectively. 
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In these experiments the population of internal energy states 
of the CHz+ ion was changed by ionizing pure methane with Ar+ (Ere = 
15.8 eV and He+ (Ere = 24.5 eV), respectively. The Ar+ and He+ ions 
were produced in the first mass spectrometer and the beam of CHz+ in 
the second one. The third mass spectrometer was used for measuring 
the mass spectra produced from CH4 (Fig. 6) and from CZH4 (Fig. 7), 
respectively, by the state selected CHz+ ions. 

As seen from the comparison of Fig. 6a and 6b, the intensity of 
CH4+ produced in the third mass spectrometer is throughout larger 
when He+ is used to produce the incident CHz+ ions instead of using 
Ar+. In these two cases the CHz+ ions ionizing the sample gas may 
differ only in their internal energy states because the experimental 
conditions are identical in other respects. 

There are differences in Fig. 6a and 6b regarding the secondary 
and tertiary ions too. These diferences seem to indicate that the 
intensity distributions for these ions are markedly influenced by 
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the internal energy state of the ion CH~+ that initiates the con­
secutive ion-molecule reactions observed. 

The results in Fig. 7 were obtained by using C2 HIo as "test sub­
stance" instead of CHit. The differences between the ion-intensity 
diagrams in Fig. 7a and 7b are relatively small which can be ex­
plained as follows. As already noted, the recombination energy of 
CH2+ produced by means of Ar+ is expected to be about 10.4 eV. This 
same energy should be at 12.7 eV or around this value when Ar+ is 
replaced by He+ in the first mass spectrometer. From the breakdown 
diagram of C2 HIo (see Fig. 16a) it may be inferred that the molecular 
ion, C2HIo+, is the only primary ion at these energies. Consequently, 
the product ion mass spectra are insensitive to variations in in­
cident ion recombination energy between 10.4 and about 12.7 eV. This 
also explains the great similarities that exist between the product 
ion distributions in Fig. 7a and 7b. 

The results in Figs. 6 and 7 confirm our conclusions in Section 
3.3.3 concerning the correlation between the breakdown diagram of 
a test sample and its ability to indicate small differences in re­
activity of a (reactant) ion in selected internal energy states. 
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5.2. The CO+ Ion from CO 

The breakdown diagram [10] and the photoelectron spectrum (77) 
of this molecule are shown in Fig. 8a and 8b, respectively. The 
three bands in the photoelectron spectrum may be described in terms 
of the orbitals from which electrons are ejected wnen CO becomes ion­
ized. The different electronic states of CO+ as well as the various 
incident ions which can be used to produce CO+ ions in these states 
are indicated in Fig. 8a. 

The ion-molecule reactions in CO occurring when CO+ is initially 
formed in different electronic states were also investigated by means 
of ion-impact ionization in our tandem mass spectrometer of perpen­
dicular type [17]. The results are summarized in Fig. 9. The ground 
state, CO+ X 2r+, undergoes no reaction with carbon monoxide, ex­
cept perhaps electron transfer. The rate constants for the forma­
tion of C+, C20+, and CO+ must be below 10- 1 ' em' mole- 1 sec- 1 be­
cause these ions cannot be detected when CO+ is in its ground elec­
tronic state. The first excited state, CO+ A 2rr reacts with CO to 
form C+, C20+, and CO2+, although the rate constants for these re­
actions are low. The second excited state, CO+ B 2r+, reacts also 
with CO to from C+ and C20+ but not CO2+. ' 

We have also studied the ion-molecule reactions in CO using our 
triple instrument, since initial ionization by electron transfer re­
actions of slow incident ions affords a means of forming beams of 
CO+ ions in known electronic states the reactions of which can then 
be examined directly in the third mass spectrometer. The results 
of these experiments are summarized in Figs. 10 and 11. When using 
CH4 as a test sample in the ion source of the third mass spectrom­
eter (Fig. 10) the product ion distributions will be just the same 
with both Kr+ (Ere = 14.0 and 14.7 eV) and Ar+ (Ire. 15.8 eV). 
This experimental observation may be explained in the same manner 
as the results in Fig. 7. 

The recombination energy of CO+ in its ground state equals the 
ionization potential of CO (14.02 eV), since the electron removed 
during the ionization of CO to form CO+ in its ground state, is non­
bonding as seen from the photoelectron spectrum of CO (Fig. 8a). 
The recombination energy of CO+ in its first and second excited 
state is probably higher. 

It follows from the breakdown diagram of methane (Fig. 5a) that 
at energies corresponding to the recombination energies of CO+, the 
distributions of product ions from methane do not change signifi­
cantly with ionization energy. Just the opposite is true for ethyl­
ene (Fig. 16a). This explains why the distributions of product ions 
from ethylene in Fig. 11 exhibit larger differences. 
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The lifetime of CO+ A 2rr (2.6 x 10-6 sec [74]) and that of 
CO+ B 2E+ (10- 7 sec [75]) with respect to decay by emission of radia­
tion to the ground state X 2Eg+ are of the same order of magnitude 
as the time of flight for an unreacting ion in a mass spectrometer. 
Thus, the distribution of excited states in the CO+ beam entering 
the ion source of the third mass spectrometer may be dependent on 
the time of flight of CO+ ions in the second mass spectrometer. 

The differential cross sections for ionization of acetylene by 
charge transfer collisions with slow incident ions are shown in 
Fig. 12 [76]. At and slightly above 11.4 eV the molecular ion is 
formed in its ground electronic state after ionization of a C-C bond­
ing n-e1ectron. Removal of an electron from the lnu orbital pre­
dictably excites C=C stretching vibrations. The shape of the cor­
responding photoelectron band involves a short series of well re­
solved peaks indicating weak bonding character. This is character­
istic for ionization from the highest occupied n-orbita1 in a1kynes 
[77]. Above 16.36 eV the molecular ion is formed in an excited elec­
tronic state (ag- 1 ). This second ionization potential corresponds 
to ionization of a 3ag electron. 

Using our tandem mass spectrometer of perpendicular type it was 
possible to distinguish the reactions of the acetylene ion in its 
ground electronic state with acetylene molecules from those of the 
acetylene ion in its excited electronic state [16]. In these ex­
periments, the energy transferred during the initial ionization to 
the acetylene molecule and the excitation of the molecular ion were 
controlled and varied by using properly choosen incident ions. 
Parts of the resultant reaction schemes are reproduced in Fig. 13. 
According to these schemes, acetylene ions in the ground electronic 
state (nu- 1 ) and in the excited electronic state (ag- 1 ) do not cause 
the same ion-molecule reactions. 

Recent experiments with our triple mass spectrometer have con­
firmed our earlier results [16] obtained by means of a tandem in­
strument. The new results which we refer to are given in Figs. 14 
and 15. The differences in product ion distributions shown in Fig. 
14 are obviously due to the differences in internal excitation en­
ergy of the C2H2+ ions formed after ionization with incident Xe+, 
Ar+, and He+ ions. The result with He+ (Fig. l4c) is interesting, 
because the main part of the acetylene ions used to ionize CH4 , 

must be formed as a result of ion-molecule reactions in pure acetyl­
ene, initiated by one or more of these primary ions, c2H+, C2+, cH+, 
and probably W-, which can :,be produced from acetylene at 24.5 eV 
(He+). 

On the contrary, the differences in product ion distributions 
are relatively small when using C2H4 as test sample (Fig. 15) in-
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stead of CH.. The explanation of this experimental observation is 
that the recombination energies of the CaHa+ ions in different elec­
tronic state. are not high enough to cause dissociation of the parent 
CaH.+ ions formed from ethylene (cf. Fig. 15). From the breakdown 
graph of ethylene (Fig . l6a) it appears, that the molecular ion, 
CaHa+, is stable in the energy range between 10.48 and ca 12.8 eV. 
The recombination energies of the CaHa+ ions in different electronic 
states are expected not to be outside of this energy range. As the 
electron removed from the 1nu orbital when ionizing acetylene to 
form the acetylene ion in the ground electronic state (nu- 1 ) is 
weakly bonding, we expect that the recombination energy will be 
equal to the corresponding ionization potential, 11 . 4 eV. 

5.4. The C2 H2+ Ion from C2 H4 

It follows from the breakdown diagram of ethylene [9] shown in 
Fig. 16a, that the relative intensity of the acetylene fragment ion 
varies considerably with ionization energy. Investigation of the 
consecutive ion-molecule reactions in pure ethylene [12] by means 
of our tandem mass spectrometer has revealed that at least part of 
the acetylene ions formed above ca 20 eV ionization energy are in 
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an excited electronic state whose ion-molecule reactions in pure 
ethylene differ from those of the acetylene ions formed below ca. 
20 eV. 

Recent experiments with our triple mass spectrometer support 
this suggestion. One of the results is shown in Fig. 17. The ex­
planation for observing small deviations only in the product ion 
distributions in Fig. 17a and 17b, respectively is the same as 
given above for Fig. 15. 

Iso-butane is more suited for studying the reactivity of C2 H2+ 
ions in different electronic states since the distributions of ion 
intensities produced from this gas vary considerable in the energy 
range of interest. It is seen from the breakdown diagram of iso­
butane which has been published earlier [58]. The results with iso­
butane as test gas confirm that the acetylene ions formed above ca 
20 eV ionization energy can cause ion-molecule reactions that differ 
from those of the acetylene ions formed below this energy from 
ethylene. 

6. Discussion 

The results available so far show convincingly the usefulness 
of tandem and triple mass spectrometers for studying the reactivity 
of gas phase ions in selected electronic states. The main advantage 
of this technique is that the energy transferred to the parent mole­
cules during the initial ionization can be controlled and varied so 
that the dependence of the nature of the consecutive ion-molecule 
reactions upon the amount of this energy can be investigated. 

The use of charge transfer ionization effectively resolves the 
complex reaction schemes resulting from other means of ionization, 
into simpler compon~nt schemes which correspond to monoenergetic 
ionization. The analysis of these schemes is both more simple and 
more certain. The close relationships that have been demonstrated 
between (consecutive) ion-molecule reactions, breakdown diagrams, 
photoelectron spectra as well as molecular structure and energetics, 
make our method suited for comparing the reactivities of gas phase 
ions in selected internal energy states. The results which can be 
obtained may constitute a solid experimental bases for quantum 
chemical calculations on ion-molecule reactions. 

Because experiments with tandem and triple mass spectrometers 
have an intrinsic time delay of tens of microseconds between (re­
actant) ion formation and reaction, excited states of ions may 
undergo radiative decay to the ground state either direct or via 
cascade processes, before the ions reach the collision chamber 
where they react. Therefore, the measurement techniques described 
are suited for studying only relatively long-lived metastable states 
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of excited ions (i.e., with lifetimes >10- 7 s) present in the re­
actant ion beam. 
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LIGAND FIELD ASPECTS OF THE ELECTRONIC STRUCTURE 

OF MOLECULAR IONS OF METAL COORDINATION COMPOUNDS 

Claudio Furlani and Giulia Mattogno 
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Italy 

The ligand field (l.f.) model describes the electronic struc­
ture of the partly filled valence shell of metal coordination com­
pounds by means of three sets of parameters, the ligand field 
strength parameters, reflecting the perturbation exerted by the 
ligands upon the metal orbitals, the nephelauxetic ratio which is 
strictly connected to the covalency of coordination bonds, and the 
optical electronegativities representing the internal redox prop­
erties of metal complexes. The l.f. model has been so far quite 
successful in describing the structure and properties of chemically 
stable coordination compounds, and we propose to extend its use to 
the discussion of some aspects of the electronic structure of mo­
lecular ions produced by photoionization, and particularly of the 
differences from the structure and properties of the parent non­
ionized molecules. Four cases will be discussed, as the removal of 
one electron from the parent molecule can affect (i) inner-core 
metal orbitals; (ii) inner core ligand orbitals; (iii) metal-centered 
valence orbitals or (iv) ligand-based valence orbitals. 

In case (i) the equivalent core for sayan octahedral complex 
ML6 passes on ionization from M(z)n+ to M(Z + 1)n+1, leading to 
slightly larger l.f. parameters (the increase in valence of M being 
in part counterbalanced by opposing steric effects in the adiabatic­
ally produced ML6+1 species), and distinctly higher covalency imply­
ing more pronounced nephelauxetic effect, possibly seen in assigned 
charge-transfer shakeup satellites, and increased Xopt(M), i.e., 
lower charge transfer transition energies. In some cases, the lat­
ter effect can eventually lead to redox collapse of the molecular 
ion, e.g., on ionization of Cu 2+ complexes resulting in the unstable 
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equivalent coteZn'+, against Cr'+ leading to redox stable Mn4+. In 
case (ii), increase by one unit of the positive charge of one L 
ligand is expected to weaken substantially its donor ability, with 
consequent decrease of average ligand field strength, decrease in 
covalency, increase in Xopt(L) and enhanced redox stability; the 
most evident chemical consequences are symmetry lowering and lab il­
ization, possibly leading to detachment of the ionized ligand. 
Valence shell metal ionization (iii) produces qualitatively the 
same effects as metal core ionization (however, the effective metal 
configuration change is M(Z)nT ~ M(Z)n+l, or dn ~ dn- 1 ); observables 
can now be found in gas-phase UPS sequences of ionization energies, 
and several types of chemical instability can be expected as a con­
sequence of change in dn configuration. Thus, e.g., valence ion­
ization of an octahedral Cr'+ complex leads to an effective d2 con­
figuration, which is Jahn-Teller unstable; a square planar C0 2 + 
complex is turned into a square planar low-spin Co'+ species which 
is coordinatively unstable; octahedral high-spin C0 2+ complexes be­
come high-spin Co'+, which is spin-state unstable. Collective li­
gand oxidation following ionization from ligand valence orbitals 
(iv) weakens slightly the ligand field (however to a different ex­
tent if bonding (0, ~) or lone pair orbitals are ionized), decreases 
the nephelauxetic effect, and increases Xopt(L), eventually leading 
to enhanced occurrence of inverted (M ~ L) charge transfer processes 
in electron-rich complexes. 



SURFACE INTERACTIONS BETWEEN A WATER 

MOLECULE AND A FERROELECTRIC CRYSTAL OF NaN0 2 

Caterina Ghio 
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Via Risorgimento, 35, 1-56100 Pisa, Italy 

The method employed in this research has been documented a few 
years ago [1], using as a test the same crystal considered here. 
Reference is made to that paper also for the description of the 
spatial arrangement of the atoms inside the unit cell. In the 
case of the isolated crystal we found that it is possible, and 
convenient too, to adopt a factorization (of Hartree type) of the 
total wavefunction, where the single factors are the wavefunctions 
of the Na+ and N0 2 - ions constituting the crystal. The problem is 
reduced to the Hamiltonian problem of a single ion perturbed by the 
Coulombic interactions with the other ions L of the crystal: 
H~ff = HM + ELVL, where LLVLis the electrostatic potential gener­
ated by the remainder of the crystal. In the present case it is 
convenient to modify this schematization and to consider the ad­
sorbed water molecule and a couple of ions pertaining to the crys­
tal lattice (namely Na+ and N0 2-) as a unique entity. The factor­
ization of Hartree type is maintained as far as the remainder of 
the crystal is concerned. The effective Hamiltonian turns out to 
be: 

In this Hamiltonian, as well as in the previous one, we must 
perform further simplifications, concerning the explicit expression 
of the various VL terms and the number of terms of the sum, in 
other words the dimensions of the finite portion of the crystal 
lattice sufficient to account for the effect of the crystal field. 
We have seen previously that VL may be reduced to a potential de­
riving from less or more complicated sets of rigid point charges 
[1, 2]. The Na+ ion is simply represented by a +1 charge, while 
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the NO a- ion is described by two models: lP (a charge -1 in the 
center of charge for the ions far from z = const surface) and 9P 
(the same charge surrounded by other eight charges for the ions on 
the surface and on the underlying layer). The values and the 
positions of these charges selected to reproduce the SCF value 
of the dipole and quadrupole moments (calculated with respect to the 
mass center), have been scaled to minimize the difference of the 
description of VL that they give with respect to the SCF descrip­
tion, obtained with a STO-3G basis set. 

We have then determined, with purely electrostatic calcula­
tions, the dimension of the crystal sufficient to get reliable re­
sults. To do this, we have considered two positions, displayed in 
Fig. 1, of the water molecule on the surface of the crystal per­
pendicular to the z axis (in its positive part). At a fixed number 
of cells (fixed surface) the inclusion of additional layers pro­
duces changes in ~E nearly equal, in absolute value, for the two 
HaO molecules. At the same time an increasing of the surface gives 
origin to a change of ~E of opposite sign. A rationale of the de­
pendence of AE on the crystal size is easily done in terms of the 
field produced by the crystal specimen. A compromise between the 
two effe~ts is given by the selection of crystal specimens of re­
duced dimensions. We have examined, with a crystal specimen cor­
responding to a thickness of 3 layers and to a surface extension 
of 169 cells, the SCF interaction between various species and water, 
without discarding however the possibility of performing calcula­
tions with more extended surfaces in the points that one may con­
sider more critical. 

Figure 2a shows two families of curves. The lower couple cor­
responds to the SCF interaction between the isolated species, that 
is to say, in the absence of the crystal. Between the curve of 
NOa-·HaO and the one of Na7NO a-·HaO we can notice a displacement 
towards larger distances in the energy minimum and a weakening in 
the interaction energy. The presence of the counter-ion in fact 
weakens the interaction causing the equilibrium distance to lengthen. 

The presence of the crystal (upper curves) weakens even more 
the interaction, without sensibly modifying the position of the 
minimum. The difference between the two curves is not marked as 
for the previous ones, because the counter-ion (as a charge belong­
ing to the crystal) is present also in the lower curve. Analogous 
comments can be made also for Fig. 2b. The interaction energy is 
stronger when water is facing a Na+ ion. 

The examination of the curves pertinent to the other surface 
of the crystal perpendicular to z axis (negative part), not re­
ported here, gives analogous results. We have then considered the 
rotations of the water around the Cartesian axes. The trend is 
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similar to that obtained for the isolated SCF adduct, the crystal 
field effect acting to reduce the interaction energy. The purely 
electrostatic interaction is deeper than the corresponding SCF in­
teraction. For sake of brevity we do not report here the relative 
drawings, which are in agreement with chemical intuition. 

We have also explored the displacement of water from an ionic 
site to another on both surfaces taking into account the rotations 
of water during the various paths. 

This type of method seems to us to give a reasonably well ap­
proximated description of the interaction between molecular ions 
ordered in regular lattices and neutral molecules, sufficient to a 
first approximation treatment of the dynamics of such systems. 
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C6HF4C~+ (1-chloro-2,3,S,6-tetrafluorobenzene cation) 
emission spectrum and lifetime, 132 

C6HF4C~+ (1-chloro-2,3,4,S-tetrafluorobenzene cation) 
emission spectrum and lifetime, 132 

C6HF! (pentafluorobenzene cation) 
emission spectrum and lifetime, 131, 272 

C6HFSO+ (pentafluorophenol cation) 
emission spectrum and lifetime, 132 

C6H! (H-(C=C)3-H+) 
emission spectrum and lifetime, 130 

C6H2FC~! (1,3,S-trichloro-2-fluorobenzene cation) 
emission spectrum and lifetime, 132 

C6H2F2C~! (1,3-dichloro-2,4-difluorobenzene cation) 
emission spectrum and lifetime, 132 

C6H2F2C~! (1,3-dichloro-2,S-difluorobenzene cation) 
emission spectrum and lifetime, 132 

C6H2F2C~! (1,4-dichloro-2,S-difluorobenzene cation) 
emission spectrum and lifetime, 132 

C6H2F3C~+ (1-chloro-2,3,6-trifluorobenzene cation) 
emission spectrum and lifetime, 132 

C6H2F3C~+ (1-chloro-3,4,S-trifluorobenzene cation) 
emission spectrum and lifetime, 132 

C6H2F4 (1,2,3,4-tetrafluorobenzene cation) 
emission spectrum and lifetime, 131, 272 

C6H2F4 (1,2,3,S-tetrafluorobenzene cation) 
emission spectrum and lifetime, 131, 272 

C6H2F4 (1,2,4,S-tetrafluorobenzene cation) 
emission spectrum and lifetime, 131, 272 

INDEX 
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C6H2F40+ (2,3,S,6-tetrafluorophenol cation) 
emission spectrum and lifetime, 132 

C6H2FSN+ (pentafluoroaniline cation) 
emission spectrum and lifetime, 133 

C6H3ctj (1,3,S-trichlorobenzene cation) 
emission spectrum and lifetime, 131, 134-136 

C6H3FCt! (1,3-dichloro-2-fluorobenzene cation) 
emission spectrum and lifetime, 132 

C6H3FCt! (1,3-dichloro-4-fluorobenzene cation) 
emission spectrum and lifetime, 132 

C6H3FCt! (1,3-dichloro-S-fluorobenzene cation) 
emission spectrum and lifetime, 132 

C6H3FCt! (1,4-dichloro-2-fluorobenzene cation) 
emission spectrum and lifetime, 132 

C6H3F2Ct+ (1-chloro-3,S-difluorobenzene cation) 
emission spectrum and lifetime, 132 

C6H3Fj (1,2,3-trifluorobenzene cation) 
emission spectrum and lifetime, 131 

C6H3Fj (1,2,4-trifluorobenzene cation) 
emission spectrum and lifetime, 131 

C6H3Fj (1,3,S-trifluorobenzene cation), 62, 63 
emission spectrum and lifetime, 131, 136 

C6H3F30+ (2,3,4-trifluorophenol cation) 
emission spectrum and lifetime, 132 

C6H3F30+ (2,4,S-trifluorophenol cation) 
emission spectrum and lifetime, 132 

C6H3N+ (CH3-(C=C)2-C=N+) 
emission spectrum and lifetime, 131 

C6H4Ct! (1,3-dichlorobenzene cation) 
emission spectrum and lifetime, 131 

C6H4Ct! (1,4-dichlorobenzene cation) 
emission spectrum and lifetime, 131 

C6H4F! (1,3-difluorobenzene cation) 
emission spectrum and lifetime, 131 

C6H4F20+ (2,5-difluorophenol cation) 
emission spectrum and lifetime, 132 

C6H4F20+ (3,S-difluorophenol cation) 
emission spectrum and lifetime, 132, 142, 143 
laser-induced fluorescence spectrum, 142, 143 

C6HSBr+ (bromobenzene cation) 
matrix isolation optical spectrum, 198, 200 

C6HSCt+ (chlorobenzene cation) 
matrix isolation optical spectrum, 198, 200, 207 

C6HSF+ (fluorobenzene cation) 
matrix isolation optical spectrum, 198, 200 

C6H6 (benzene) 
photoelectron spectrum, 390, 391 

simulated, 391, 392 
C6Ht (benzene cation), 134, 204, 208 
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C6Ht (2,4-hexadiyne cation) 
emission spectrum and lifetime, 131 
isotopic variants, 131 
laser-induced fluorescence spectrum, 126 
radiative quantum yield and dissociation, 137 

C6Ht (1,3-hexadiyne cation) 
emission spectrum and lifetime, 131 
radiative quantum yield and dissociation, 137 

C6H6N20! (p-nitro aniline) 
x-ray photoelectron spectrum, 402 

simulated, 402, 403 
C6H~ (cis-1,3,5-hexatriene cation) 

emission spectrum and lifetime, 133, 136-138 
radiative quantum yield and dissociation, 137 

C6H~ (trans-1,3,5-hexatriene cation) 
emission spectrum and lifetime, 133, 136-138 
r~dia:ive ~uantu~ 4ield and dissociation, 137 

C6N2 (N=C-(C=C)2-C=N ) 
emission spectrum and lifetime, 130 

C7H7F+ (o-fluorotoluene cation) 
matrix isolation optical spectrum, 199, 200 

C7H7F+ (m-fluorotoluene cation) 
matrix isolation optical spectrum, 199, 200 

C7H7F+ (p-fluorotoluene cation) 
matrix isolation optical spectrum, 199, 200 

C7FSN+ (pentafluorobenzonitrile cation) 
emission spectrum and lifetime, 133 

C7F~ (perfluorotoluene cation) 
emission spectrum and lifetime, 133 

C7HFsO+ (pentaf1uorobenza1dehyde cation) 
emission spectrum and lifetime, 133 

C7HFSO! (pentafluorobenzoic acid cation) 
emission spectrum and lifetime, 133 

C7H3Br+ (CH3-(C:C)3-Br+) 
radiative quantum yield and dissociation, 137 

C7H3F! (pentafluorotoluene cation) 

C7:;!;~io(p:~~~~~~~r~~:t~!!;~~::~n;3~atiOn) 
emission spectrum and lifetime, 133 

C7H4Ft (2,3,S,6-tetraf1uoroto1uene cation) 
emission spectrum and lifetime, 133 

C7HSN+ (C2HS-(C:C)2-C: N+) 
emission spectrum and lifetime, 133 

C7H6Ct! (2,S-dichloroto1uene cation) 
emission spectrum and lifetime, 133 

C7H6Ct! (3,S-dichlorotoluene cation) 
emission spectrum and lifetime, 133 

C7Ht (benzyl cation) 
matrix isolation optical spectrum, 193-197 
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C7Ht (tropylium cation) 
matrix isolation optical spectrum, 193, 195-197 

C7H~ (toluene cation) 
matrix isolation optical spectrum, 190-192 

C7H~ (cycloheptatriene cation) 
matrix isolation optical spectrum, lS9-l9l 

C7HtO (all ~-1,3,5-heptatriene cation) 
emission spectrum and lifetime, 133 
radiative quantum yield and dissociation, 137 

cSFto (perfluoro-p-xylene cation) 
emission spectrum and lifetime, 133 

CSH! (H-(C=C)4-H+) 
emission spectrum and lifetime, 131 

CSHt (phenylacetylene cation) 
matrix isolation optical spectrum, 205, 207, 20S 

CSH~ (styrene cation) 
matrix isolation optical spectrum, 201-205 

CSHSCt! (2,5-dichloro-p-xylene cation) 
emission spectrum and lifetime, 133 

cSHto (all ~-1,3,5,7-octatetraene cation) 
emission spectrum and lifetime, 133 
radiative quantum yield and dissociation, 137 

cSHto (3,5-octadiyne cation) 
emission spectrum and lifetime, 133 
radiative quantum yield and dissociation, 137 

C9H~ (l-phenyl-l-propyne cation) 
matrix isolation optical spectrum, 205-20S 

C9H9F! (2,4,6-trifluoromesitylene cation) 
emission spectrum and lifetime, 133 

C9HtO (e-methyl styrene cation) 
matrix isolation optical spectrum, 201-203, 205 

C10Ht2 (e-ethyl styrene cation) 
matrix isolation optical spectrum, 201-203, 205 

C12DtO (perdeuterated biphenyl cation) 
matrix isolation optical spectrum, 208-211 

C12HtO (biphenyl cation) 
matrix isolation optical spectrum, 20S-211 

C14HtS (t-Bu-(C=C)3-t - Bu+) 
emission spectrum, 133 

Ca+03' 
matrix isolation infrared spectrum, 159 

Centrifugal distortion, 47, 4S 
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Charge exchange, 6, 7, 21, 23, 24, 27. 2S. 424. 425, 459, 460, 
46S, 520-523, 527, 529, 532, 537, 543, 544, 549, 555, 55S 

CtCN+ 
bond lengths, 95, 96 
emission spectrum and lifetime, 129 
laser-induced fluorescence spectrum, 62 

ct-
2 
photodissociation cross section, 162 
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CR.! 
matrix isolation infrared absorption, 155, 166 

Coincidence measurements 
photoelectron-photoion, 137, 148, 525, 526 
photon- photoelectron, 126, 142-146, 148, 149 
photon-photoion, 147 
two ions, 498-502, 505, 506 
three ions, 501, 502 

Collision-induced dissociation 
KeV range or lower, 463, 464, 488, 530, 531, 534, 536, 538 
MeV range, 465, 470, 479, 485-491 

INDEX 

Configuration interaction (C1), 309-351, 357, 359, 363, 385, 394, 
415, 417, 512, 514 

Coulomb excitation, 424 
"Coulomb explosion", 424, 425, 431, 432, 433, 435-440, 446, 458, 

463, 464, 466, 468-470, 474, 479, 480, 485, 493-497, 502, 
505, 507 

"Coulomb ion pairs", 153, 154 
Coupled electron pair approximation (CEPA), 228, 314, 385, 407, 

CS+Brz 
411, 412 

matrix isolation Raman spectrum, 161 
CS+CR.Z 

matrix isolation Raman spectrum, 160-162 
Cs+F-

2 
matrix isolation 

CS+HBrZ 
matrix isolation 

CS+HCR.Z 
matrix isolation 

CS+HFi" 
matrix isolation 

CS+H1i" 
matrix isolation 
+ -Cs 12 
matrix isolation 

cS+OZ 
matrix isolation 

CS+03' 

Raman spectrum, 161 

infrared spectrum, 

infrared spectrum, 

infrared spectrum, 

infrared spectrum, 

Raman spectrum, 161 

spectra, 157, 158 

resonance Raman spectrum, 159, 160 

D! 
calculation, 20, 24 
"Coulomb explosion" structure, 506 

163 

163 

163, 

163 

164 

infrared absorption spectrum, 6, 7, 18, 22, 23, 33 
DBr+ 

laser magnetic resonance spectrum, 41 
Density functional method, 419, 421 
Dissociative ionization, 70, 71, 137, 148, 522, 524, 525, 531, 

532, 536 
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Doppler shift, 14, 15, 21, 430 
Doppler tuning, 6, 7, 18, 20, 24, 29 
Doppler width, 3, 6, 14, 15, 33, 35, 54, 57, 66, 440 
Duschinsky transformation, 90, 113, 118, 119, 225, 226 
Dyson equation, 364-369, 374 

Electric dipole transition moment, 19, 73, 90, 105, 219, 222, 
407-410 

Electron paramagnetic resonance, 34, 45, 46, 48, 157-159, 176 
Equivalent core approximation, 227, 229, 258-260, 264, 266 

FBS 
photoelectron spectrum, 277 F; 
internuclear distance, 77 

Fermi resonance, 141, 167, 169 
Franck-Condon factors and analysis, 20, 64, 70-73, 75, 78, 79, 86, 

89-91, 95, 96, 99, 100, 105, 112, 113, 116, 117, 119, 185, 
190, 198, 219, 222, 223, 225-227, 229, 242, 243, 254-256, 
258, 264, 271, 272, 281, 320, 335, 349, 369-372, 401, 479, 
485 

Gaussian basis functions, 290, 291, 411, 415, 568 
Green's function, 69, 73, 74, 101, 105, 112, 113, 116, 134, 225 

239, 244, 261, 349, 350, 355-403 

HBF 
pSotoe1ectron spectrum, 276, 277 

HBCt2 
photoelectron spectrum, 276, 277 

HBBr2 
photoelectron spectrum, 276, 277 

HBr 
(e,2e) spectrum, 380-382 

simulated using Green's function 
approximation, 380-382 

and Tamm-Dancoff 

energy level diagram, 40 
magnetic resonance spectrum,S, 33, 39-42 

HBri 
matrix isolation infrared spectrum, 162, 163 

HCN 
photoelectron spectrum, 396, 399 

HCN+ (see also HNC+) 
bond length, 96 
calculated energy and 

HCNH+ 
structure, 301, 306, 341, 342, 347 

calculated energy and structure, 301, 303 
HCNWz 

calculated energy and structure, 301, 306 
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HCO+ (see also COH+) 
calculated energy and structure, 301, 303, 341, 342 
from photodissociative ionization, 71 
microwave spectrum, 4, 12-15 

HCOH+ (hydroxymethy1ene cation), 71 
calculated energy and structure, 301 

HCP+ 
calculated energ~ and structure, 341-343, 347 

HCS+ (see also CSH ) 
calculated energy and structure, 340-343, 346 

HCSi 
ionization potential, 345, 348 

HCSi+ 
calculated energy and structure, 341-343, 348 

HCR. 
(e,2e) spectrum, 380-382 

error analysis of calculated spectrum, 386 
simulated spectrum using Green's function and Tamm-Dancoff 

HCR.+ 
approximation, 380-382 

emission spectrum, 2 
proton affinity, 411 

HCR.i 
matrix isolation infrared spectrum, 162-164 

HD+ 
calculation, 23, 29 
energies, 19 
infrared absorption spectrum, 6, 7, 18, 20, 21, 23, 27-29, 33 
~hotodissociation, 3, 27-29, 31 

HD2 
Coulomb explosion" structures, 506 

infrared absorption spectrum, 26 
HF 

(e,2e) spectrum, 380-382 
simulated spectrum using Green's function and Tamm-Dancoff 

approximation, 380-382 
HF+ 72 , 

internuclear distance, 77 
proton affinity, 411 

HFi 
geometry, 164 
matrix isolation infrared spectrum, 163, 164 

HI 
(e,2e) spectrum, 380-382 

simulated spectrum using Green's function and Tamm-Dancoff 
approximation, 380-382 

Hli 
matrix isolation infrared spectrum, 163 

HNC+ (see also HCN+) 
calculated energy and structure, 301, 306, 341, 342, 347 
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HNO+ (see also NOH+) 
calculated energy and structure, 341, 342, 346 

HNOH+ 
calculated energy and structure, 302, 305 

HNP 
adiabatic ionization potential, 345 

HNP+ 
calculated energy and structure, 341-343, 346 

HNS+ 
calculated energy and structure, 341-343, 346 

HOS 
adiabatic ionization potential, 344, 345 

HNSi+ 
calculated energy and structure, 341-343, 347 

HOP+ 
calculated energy and structure, 341-343, 346 

HOS+ 
calculated energy and structure, 341-345 

HOSi+ 
calculated energy and structure, 341-343, 346 

Hoi 
calculated energy and structure, 301, 305, 341, 342 

H2 
photoelectron spectrum, 73, 77 

Hi 
calculation, 18 
"Coulomb explosion", 432, 434 
internuclear distance, 77 

from "Coulomb explosion" measurement, 479 
photodissociation, 506, 507 
radiofrequency spectroscopy, 3, 4 
"ring patterns" from "Coulomb explosion", 482, 486 
transmission through foils, 453-455, 457 

H2CNH+ 
calculated energy and structure, 301 

H2CNHt 
calculated energy and structure, 301, 304, 305 

H2CR,+ 
calculated potential energy, 412 
calculated vibrational frequencies, 413 

H2D+ 
"Coulomb explosion" structure, 506 
infrared absorption spectrum, 25, 26 

H2F+ 
calculated potential energy, 412 
calculated 

H2NCH+ 
vibrational frequencies, 413 

calculated energy 
H2NO+ (see HNOH+) 

and structure, 301 
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H20 
photoelectron spectrum, 96, 97, 99 

error analysis of calculated spectrum, 385 
x-ray spectrum (ESCA), 255 

H20+ 
calculated energy and structure, 321 
"Coulomb explosion" structure from coincidence measurements, 

498-500, 503 
emission spectrum, 2, 33, 99, 125 
geometric structure, 98 
photodissociation, 31 

+ H20-CH2 
calculated energy and structure, 301, 306 
+ H202 

calculated energy and structure, 302, 306 
H2S 

calculated photoelectron spectrum, 349 
H2S+ 

calculated energy and structure, 315-321 
emission spectrum, 125 

H! 
laser-induced fluorescence spectrum, 62 

calculation, 20 
"Coulomb explosion", 437, 447, 448 

structure from, 439, 447, 493, 504-506 
infrared absorption spectrum, 7, 24, 34 
photodissociation, 31 
transmission through foils, 453-455 

+ + + H3CN (see H2CNH , H2NCH ) 
H30+ 

calculated energy and structure, 302, 303 
photodissociation, 31 
+ H30 2 

calculated energy and structure, 302, 305, 306 
+ + H4CN (~H2CNH2) 

HeH+ 
calculation, 20, 23, 407 
"Coulomb explosion" structure, 479 
infrared absorption spectrum, 6, 18, 19, 22, 23, 25, 33 
"ring pattern" and "cross pattern" from dissociation at MeV 

HeNe+ 
energies, 473, 474, 481, 482, 487 

emission spectrum, 2 
+ He2' 25, 31 

Herzberg-Teller integrals, 222 
Hundls case A, 44, 45, 47 
Hydrogen bonding, 178 

INDEX 

Hyperfine structure and transitions, 4, 5, 7, 11, 13, 14, 18, 19, 
30, 41, 42, 44-49, 157 



INDEX 

ICN+ 
bond lengths, 95, 96 
emission spectrum and lifetime, 129 

12 
photoelectron spectrum, 82-84 

I! 
molecular constants, 83, 84 

Idempotency, 283-285 
Internal conversion, 138, 144, 145, 148, 192, 193, 198, 211 
Internal coordinates, 91, 95, 100, 101 
Internal rotation barrier, 11 
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Internal state distribution, 4, 5, 7, 20, 22, 27, 37, 55, 59, 60, 
62-65, 251, 271, 272, 427, 447, 465, 478, 479, 482, 483, 
485, 506, 507, 518-522, 526, 531-537, 541, 542, 547, 548, 
558 

Inversion, 11, 97 
Ion cyclotron resonance, 190-192, 197, 411 
Ion-molecule reactions, 21, 25, 65, 271, 408, 479, 511-514, 

518-520, 522, 526, 528-539, 542, 543, 549, 552, 556, 558 
Ion trap, 54 

quadrupole, 53 
radiofrequency, 3, 55, 56 

radiofrequency, 34 
Ionization potential 

adiabatic, 70, 82, 84, 89, 210, 320, 321, 338, 347, 349, 350, 
371, 521, 543, 544, 547, 549, 555, 556 

vertical, 84, 191, 196, 207, 210, 229, 244, 318-321, 332, 335, 
347, 349, 350, 364 

Isomers and isomerization, 137, 148, 183, 190, 191, 193, 196, 197, 
288, 340, 342, 343, 346-348, 511, 512, 514, 515 

Isotopic effects, 11, 13, 40, 41, 47, 48, 70, 93, 109, 113, 
156-167, 173-178, 190, 205, 209-211, 276, 390, 413, 459 

Jahn-Te11er splitting, 74, 91, 114, 116, 136, 185, 273, 349, 390, 
391, 395, 496, 565 

K+Br-2 
matrix isolation Raman spectrum, 161 

K+CC 2 
matrix isolation Raman spectrum, 161 

K+F-
2 

matrix isolation Raman spectrum, 161 
K+HBr2' 

matrix isolation infrared spectrum, 163 
K+HCR.2' 

matrix isolation infrared spectrum, 163 
K+HF-

2 
163 matrix isolation infrared spectrum, 

K+HI-
2 

matrix isolatlon infrared spectrum, 163 
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(+12 
matrix isolation Raman spectrum, 161 

K+02 
matrix isolation spectra, 158 

K+03 
matrix isolation infrared spectrum, 159 

Kinematic compression, 6, 20 
Koopmans' theorem, 69, 73, 229, 235, 238, 275, 283, 356-358, 

360, 362, 364, 367, 382, 384, 387-392 
Kr 

proton affinity of, 408 
KrH+ 

calculated spectroscopic constants, 407, 408 
dissociation ener,y, 408 
vibrational radiative transition probability, 408-410 

Laabda doub1in&, 41, 46-48 
Landau-Zener model, 460 
Laser-induced fluorescence, 34, 53-66, 126, 139, 140, 142, 

143, 149, 156, 272 
Laser magnetic resonance, 5, 33-50 
Laler_po1arization, 35 
Li Br2 

aatrix isolation Raman spectrum, 161 
Li+C~2 

aatrix isolation Raman spectrum, 161 
Li+'2 

matrix isolation Raman spectrum, 161 
Li+12 

matrix isolation Raman spectrum, 161 
Li+OZ 

geometric .tructure, 156, 157 
matrix i.o1ation spectra, 153, 156-158 

Line shape, 12-15, 38, 229 
Line width, 4, 6, 14, 15, 29, 33-35, 37, 41, 60, 66, 79, 80, 82, 

84, 86-88, 102, 134-136, 140, 141,149, 176, 179, 192, 
193, 205, 211, 241-246, 249-251, 428, 431, 436, 440, 
441, 470, 472, 495, 506 

Magnetic resonance, 4, 5 
Many-body perturbation theory (MBPT), 312, 314, 349 
Mas.ey criterion, 425 
Matrix isolation absorption spectra, 138, 153-179, 183-211 
Mg+03 

matrix i801ation infrared spectrum, 159 
Microwave spectroscopy, 4, 11, 12, 33, 48, 49, 514 
Molecular orbital excitation, 424 
Kl11er-P1es8et perturbation theory, 288, 291, 292, 299 
Morse potential, 72, 76-78, 80, 81, 84, 86, 89, 117, 218, 264 
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NH+ 
calculated energy and structure, 301, 305, 327-329 
¥hotodissociation, 31 

NH2 
calculated energy and structure, 323 
"Coulomb explosion" structure using coincidence measurements, 

499-503 
photodissociation, 31, 302 

NH20+ 
calculated energy and structure, 302,305 

NH20H2+ (O-protonated hydroxylamine) 
calculated energy and structure, 302,305 

NH3 
core-hole state, 254 
geometric structure, ground and Rydberg states, 104, 105 
photoelectron spectrum, 103, 104, 115, 372, 373 

simulation using Green's function, 372, 373 
x-ray (ESCA), 253 

NH3+ 
calculated energy and structure, 302, 305 
geometric structure, 103-107, 116 
photodissociation, 31 
x-ray emission, 260 

NH30H+ (N-protonated hydroxylamine) 
calculated energy and structure, 302, 305 

NH4+ 
calculated energy and structure, 302, 303 

+ + + NH40 (~NH30H, NH20H2 ) 
NO 

x-ray photoelectron spectrum (ESCA), 249 
NO+ 

infrared spectrum, 7 
internuclear distance, 77, 231 
interpretation of x-ray emission, 261 
potential energy curve, 233, 234 

NOH+ (see also HNO+) 
calculated energy and structure, 341, 342, 346 

NPH+ 
calculated energy and structure, 341-343, 346 

NS+-l- 72 
NSH 

calculated energy and structure, 341-343, 346 
NSi 

calculated energy and structure, 336, 337 
ionization potential, 340 

NSi+ 
calculated energy and structure, 337, 340 

NSiH+ 
calculated energy and structure, 341-343, 347 
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N2 
autoionization in x-ray region, 264 
core-hole states, 232, 234 

internuclear distance and force constant, 231, 232, 234 
photoelectron spectrum 

error analysis of calculated VUV spectrum, 384, 385 
x-ray (ESCA), 227, 235 

x-ray absorption spectrum, 265 Nt 
core-hole state and structure, 227, 229, 231, 259 
"Coulomb explosion", 433 
emission spectrum, 2, 272 
internuclear distance, 77 
laser-induced fluorescence spectrum, 60, 62, 126 

N2H+ 
calculated energy and structure, 301, 305, 341, 342 
microwave spectrum, 4, 12, 13 

N2H2 (trans-diazene) 
geometric structure, 113 
photoelectron spectrum, 112, 276 

N2H2+ (trans-diazene cation) 
calculated energy and structure, 302, 306 
geometric structure, 113, 276 

N2H2+ (C2v) 
calculated energy and structure, 302, 306 

+ N2H3 
calculated energy and structure, 302, 306 

+ N2H5 
calculated energy and structure, 302, 305 

N20 
photoelectron spectrum 

threshold, 279 
x-ray (ESCA), 378 

simulation using Tamm-Dancoff approximation, 380 
N20+ 

bond lengths in various states, 94 
"Coulomb explosion", 438 

structure, 439, 440, 493, 494 
emission spectrum, 125, 272 
~ho!odissociation, 31 

Na Br2 
matrix isolation Raman spectrum, 161 

Na+CR.'2 
matrix isolation Raman spectrum, 161 

Na+Fi 
matrix isolation Raman spectrum, 161 
+ -Na HBr2 
matrix isolation infrared spectrum, 163 

Na+HCR.2 
matrix isolation infrared spectrum, 163 

INDEX 
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Na+HFi 
matrix isolation infrared spectrum, 163 
+ -Na HI2 
matrix isolation infrared spectrum, 163 

Na+li 
matrix isolation Raman spectrum, 161 

Na+Oi 
matrix isolation spectra, 157, 158 
+ -Na 03 

Ne 

matrix isolation 
infrared spectra, 158, 159 
Raman spectra, 160 

proton affinity of, 408 
NeH+ 

calculated spectroscopic constants, 407, 408 
dissociation energy, 408 
vibrational radiative transition probability, 408-410 

Nephelauxetic effect, 564, 565 
Node rule, violation, 393 
Normal modes and normal coordinates, 72, 75, 89-91, 95, 105, 

106, 109, 117-119, 222-225, 239, 256, 261, 355, 370, 397 
Nuclear electric quadrupole moment and coupling constant, 45-50 

o 
laser magnetic resonance spectrum, 38 

O2 
laser magnetic resonance spectrum of a1bg, 38 
x-ray photoelectron spectrum (ESCA), 248 ot 
electronic spectrum, 33 
emission spectrum, 2 
internuclear distance, 77 
predissociation, 6 

o -
3 
matrix isolation infrared spectrum, 159 

OCS 
autoionization, 281 
photoelectron spectrum 

threshold, 279-281 
vibrational intensities in, 92, 93 

photoionization spectrum, 280, 281 
OCS+ 

bond lengths in various states, 94 
emission spectrum, 125 

OCSe 
vibrational intensities in photoelectron spectrum, 92, 93 

OCSe+ 
bond lengths in various states, 94 
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OH 
calculated energy and structure, 326 

OH+ 
calculated energy and structure, 301, 305, 326, 327 
photodissociation, 31 

OPH+ 
calculated energy and structure, 341-343, 346 

OSH+ 
calculated energy and structure, 341-345 

OSiH+ 
calculated energy and structure, 341-343, 346 

Oscillator strengths, 145, 198, 200, 323, 348, 429 

+ P2 , 219 
PH+ 

calculated energy and structure, 324, 325, 327-329 
PH2 

calculated energy and structure, 317, 320, 322 
PHi 

calculated energy and structure, 315-317, 319, 322, 323 
+ PN , 72, 219 

Photodetachment, 5, 167, 171, 178, 197, 204 
Photodissociation, 3, 4, 7, 27-29, 31, 155, 165-167, 171-174, 

INDEX 

176-178, 183-185, 187, 190-194, 197, 198, 203-205, 210, 
211, 506, 507, 526 

Photoelectron spectroscopy and spectrum 
vacuum ultraviolet region, 3, 69-72, 75, 80-82, 88, 96, 99, 

100, 102, 104, 108, 112, 126, 134, 145, 172, 174, 183, 
185, 187, 191, 198, 203, 207, 208, 210, 211, 217-220, 
227, 275, 336, 349, 355, 356, 358-361, 372, 373, 383, 
387, 389-391, 393-397, 521-525, 543, 547, 549 

x-ray region, 221, 227, 228, 230, 235-237, 248, 249, 253, 255, 
350, 377, 378, 390 

Photoionization, 3, 155, 164-167, 171-177, 183, 184, 190, 191, 
198, 200, 208, 524, 525 

mass spectrometry, 70, 71, 82, 99, 411 
Photolysis (see photodissociation) 
Poisson distribution, 74, 117, 119, 243 
Predissociation, 3, 6, 99, 219, 327-329, 415 
Proton affinity, 177, 178, 407, 408, 411 
Proton-electron mass ratio, 23, 25 

Quantum beats, 426 
Quantum electrodynamics, 17, 18, 23 
Quantum yield of fluorescence, 126, 144-146, 148, 149 

Radiationless transition (see Internal conversion) 
Radiative lifetime, 39, 59:-Er3, 128-134, 137, 144-146, 148, 

149, 426-429, 556 
Radiofrequency spectroscopy, 3, 4 



INDEX 

Radiolysis, 154, 165, 167, 176, 184, 185, 194, 196, 198, 208 
Raman spectra, 156, 157, 160, 161, 205, 210, 211 
Rb+BrZ 

matrix isolation Raman spectrum, 161 
Rb+CR.'2 ' 

matrix isolation Raman spectrum, 161 
Rb+F'2 

matrix isolation Raman spectrum, 161 
Rb+HBrZ 

matrix isolation infrared spectrum, 163 
Rb+HCR.Z 

matrix isolation infrared spectrum, 163 
Rb+HIZ 

matrix isolation infrared spectrum, 163 
Rb+IZ 

matrix isolation Raman spectrum, 161 
Rb+OZ 

matrix isolation spectra, 158 
Rb+Oj 

matrix isolation infrared spectrum, 159 
Relaxation energy, 229, 235, 236, 238, 244, 247 
Rydberg constant, 25 
Rydberg states, 25, 70, 82, 86, 103-105, 114, 349, 350, 360, 

372, 390, 415, 479 

SCSe 
vibrational intensities in photoelectron spectrum, 92, 93 

SCSe+ 
bond lengths in various states, 94 

SH 
calculated energy and structure, 326 
~hotoelect'ron spectrum, 326, 327 

SH 
calculated energy and structure, 324-326 

so+, 72 
S2 

photoelectron spectrum, 85, 87, 218, 219 
S1 

molecular constants, 86, 219, 220 
Satellites from two-electron transitions, 221, 358, 361, 362, 

366,367, 378, 380, 382, 386, 389, 402 
SiH 

calculated energy and structure, 329 
SiH+ 

calculated energy and structure, 324, 325, 329, 330 
SiH+ 2 

calculated energy and structure, 315-319, 323, 324 
S1O+,219 

593 



594 

Si2 
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calculated energy and structure, 330-334, 336 

Slater-type orbitals and determinants, 290, 310, 421, 
Spin-rotation interaction, 30, 47, 48 
Split-valence basis functions, 290, 291 
Sr+03 

matrix isolation infrared spectrum, 159 

INDEX 

Symmetry coordinates, 91, 106, 108, 109, 112, 118, 119, 223, 225 

Tamm-Dancoff approximation(TDA), 367-369, 374, 378, 380, 
384, 389, 392-395. 

Transient molecular species, 12, 275 
Two-photon absorption, 7, 29, 31, 198, 200, 203-205 

"Wake potential", 435, 438, 449-452, 458, 466, 468, 469, 474, 
476, 502 

Walsh's rules, 316, 317, 346 

X-ray emission, 258-263 

Zeeman effect and energy, 42, 44, 46, 47 




