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Preface

Soft computing-based inductive approaches are concerned with the use of theories
of fuzzy logic, neural networks and evolutionary computing to solve real-world
problems that cannot be satisfactorily solved using conventional crisp computing
techniques. Representation and processing of human knowledge, qualitative and
approximate reasoning, computational intelligence, computing with words, and
biological models of problem solving and optimization form key characteristics of
soft computing, and are directly related to intelligent systems and applications. In
recent years there has been rapid growth in the development and implementation of
soft computing techniques in a wide range of applications, particularly those related
to natural and man-made science and engineering systems.

This book is intended to present important applications of soft computing as
reported from both analytical and practical points of view. The material is organized
into 29 chapters. In its chapters, the book gives a prime introduction to soft computing
with its principal components of fuzzy logic, neural networks, genetic algorithms and
genetic programming with a self-contained, simple, readable approach. The book
also includes a few of representative papers to cover industrial and development effort
in the applications of intelligent systems through soft computing, which is given to
guide the interested readers on their ad hoc applications. Advanced topics and future
challenges are addressed as well, with the researchers in the field in mind. The
introductory material, application-oriented techniques, and case studies should be
particularly useful to practicing professionals. In brief summary, this book provides a
general foundation for soft computing-based inductive methodologies/algorithms as
well as their applications, in terms of providing multidisciplinary solutions in com-
plex system modelling and control.

As the editors, we hope that the chapters in this book will stimulate further
research in Complex system modelling and utilize them in real-world applications.
We hope that this book, covering so many different aspects, will be of value to all
readers.

The editors would like to take this opportunity to thank all the authors for their
contributions to this textbook. Without the hard work of our contributors, this book
would not have been possible. The encouragement and patience of Series Editor,
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Prof. Janusz Kacprzyk and Dr. Leontina Di Cecco is very much appreciated.
Without their continuous help and assistance during the entire course of this project,
the production of the book would have taken a great deal longer. Special thanks to
Holger Schaepe for her great effort during the publication process.

Bristol, UK Quanmin Zhu
Benha, Egypt Ahmad Taher Azar
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Design and Modeling of Anti Wind Up
PID Controllers

Ahmad Taher Azar and Fernando E. Serrano

Abstract In this chapter several anti windup control strategies for SISO and
MIMO systems are proposed to diminish or eliminate the unwanted effects pro-
duced by this phenomena, when it occurs in PI or PID controllers. Windup is a
phenomena found in PI and PID controllers due to the increase in the integral action
when the input of the system is saturated according to the actuator limits. As it is
known, the actuators have physical limits, for this reason, the input of the controller
must be saturated in order to avoid damages. When a PI or PID controller saturates,
the integral part of the controller increases its magnitude producing performance
deterioration or even instability. In this chapter several anti windup controllers are
proposed to eliminate the effects yielded by this phenomena. The first part of the
chapter is devoted to explain classical anti windup architectures implemented in
SISO and MIMO systems. Then in the second part of the chapter, the development
of an anti windup controller for SISO systems is shown based on the approximation
of the saturation model. The derivation of PID SISO (single input single output)
anti windup controllers for continuous and discrete time systems is implemented
adding an anti windup compensator in the feedback loop, so the unwanted effects
are eliminated and the system performance is improved. Some illustrative examples
are shown to test and compare the performance of the proposed techniques. In the
third part of this chapter, the derivation of a suitable anti windup PID control
architecture is shown for MIMO (multiple input multiple output) continuous and
discrete time systems. These strategies consist in finding the controller parameters
by static output feedback (SOF) solving the necessary linear matrix inequalities
(LMI’s) by an appropriate anti windup control scheme. In order to obtain the
control gains and parameters, the saturation is modeled with describing functions
for the continuous time case and a suitable model to deal with this nonlinearity in
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2 A.T. Azar and F.E. Serrano

the discrete time case. Finally a discussion and conclusions sections are shown in
this chapter to analyze the advantages and other characteristics of the proposed
control algorithms explained in this work.

1 Introduction

In this chapter several control architectures of anti windup controllers are shown for
the stabilization of SISO and MIMO systems in their discrete and continuous forms.
Windup is a phenomena found in different kind of systems, when a PI or PID
controller is implemented, produced by the integral action of the controller. This
phenomenon occurs when the input of the system saturates increasing the magni-
tude of the integrator producing unwanted effects on the system like high overshoot
and long settling time. There are several techniques and architectures found in
literature to deal with this problem, for the SISO and MIMO cases, usually by
suppressing the integral action of the PI or PID controller with input saturation.

For the SISO continuous case, different anti windup controller architectures are
found in literature such as the tracking anti windup, conditional integration and
limited integrator (Bohn and Atherton 1995), these are some of the classical anti
windup control architectures implemented to eliminate the unwanted effects of
windup. These classical techniques usually consist in adding an extra feedback loop
to the controller from the saturated output so the effects of windup can be cancelled
by implementing these control models. The back—calculation techniques is a
common anti windup control architecture that ensures the system stability when the
input is saturated, improving the system performance by producing smaller over-
shoot and acceptable settling time (Tu and Ho 2011). One issue that makes it
difficult to obtain a suitable anti windup control architecture is the nonlinearity
introduced by the actuator saturation, one way to design an appropriate control
system when this nonlinearity is found, is the introduction of a saturation model
which includes all the properties of this nonlinearity (Saeki and Wada 1996). This
consideration is very important in the design of anti windup controllers for SISO
and MIMO systems in the continuous and discrete time cases respectively, allowing
the development of appropriate controllers including a saturation model.

In the case of SISO discrete system, there are similar anti windup control
techniques as the continuous counterpart that can be implemented when a dis-
cretized model of the system is available. One of the control architectures that is
very popular in the control community is the back calculation model, where the
saturated signal is feedback to the controller integrator in order to suppress the
windup effects yielded by the integrator action (Wittenmark 1989). Apart from this
anti windup control architecture for discrete time SISO systems, the anti windup
controller design by the frequency response of the model is usually implemented
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where a discrete time controller is obtained by the design of a continuous time SISO
controller and then this controller is transformed to discrete time by one of the
several well known methods (Lambeck and Sawodny 2004).

In the case of MIMO continuous and discrete time systems several anti windup
controllers are synthesized usually by static output feedback (SOF) and then the
controller is found by the solution of the respective linear matrix inequalities
(LMTI’s). The SOF control law can be found by solving the LMI’s to ensure the
stability of the system by traditional ways or by an He controller (Wu et al. 2005;
Henrion et al. 1999), allowing a flexible anti windup controller design when the
input of the system is saturated.

Based on the previous explanation of different kind of anti windup controller
architectures, this chapter is divided in the following sections so the first part of the
chapter is devoted to SISO continuous and discrete time systems and the second
part of this chapter is devoted to MIMO continuous and discrete time systems. In
Sect. 2, the explanation of popular anti windup control techniques is explained to
introduce the proposed strategies shown in this article, where some continuous and
discrete time classical anti windup techniques found in literature are explained. It is
important to notice that in this chapter, the main objective is to design and obtain
stable PID controllers for the SISO and MIMO case, so in the following sections
this problem is considered for analysis. Based on the previous explanation, in
Sect. 3 the design of an internal model anti windup controller for continuous time
systems is explained, showing that is possible to obtain a desired anti windup PID
controller with an internal model controller (IMC) characteristics. In Sect. 4 an
internal model anti windup controller for discrete SISO system is shown where a
similar technique like the continuous counterpart is developed to eliminate the
unwanted effects produced by the system saturation by implementing a scalar sign
function approach (Zhang et al. 2011); an illustrative example is shown to compare
the performance of the system. In Sect. 5 the derivations of an anti windup PID
controller are done by SOF applying LMI’s that includes the saturation of the
system. The SOF control law is obtained by the stability characteristics of the
system and by a He design, so the controller and system performance can be
compared by the solution of these control problems. In Sect. 6 an anti windup PID
controller for MIMO discrete time systems is shown and similar to its continuous
counterpart, a SOF controller is implemented and then solving the LMI’s based on
the system stability or He the respective PID gains are found when the input of the
system is saturated; in this section an illustrative example is shown to compare the
systems performance. Finally, in Sects. 7 and 8 the discussion and conclusions of
this chapter are shown respectively so a complete analysis of all the proposed
schemes is done and then the conclusions are analyzed at the end of this chapter.
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2 Previous Work

As explained in the previous section, the windup phenomena is caused by the
integral action of a PI or PID controllers when the input of the system is saturated,
then the performance of the system is deteriorated by the increasing of the integral
action of the controller, yielding many unwanted effects such as a higher overshoot,
a long settling time and even instability. This phenomena is found in SISO and
MIMO systems in the continuous and discrete time representations when the input
is saturated due to the physical limits of different kind of actuators such as
mechanical, hydraulic and electrical systems.

In the case of SISO continuous systems there are some classical architectures
implemented to avoid this unwanted effect, some of them, are based on the back
calculation of the integral action and other are based on the feedback of the satu-
rated input to the PID controller. The tracking anti windup controller is one of the
well known control strategies implemented to avoid the deterioration of the system
when this phenomena is found; it consists of a feedback loop generated by the
saturated and non saturated inputs and then this signal is used to reduce the inte-
grator input (Bohn and Atherton 1995). In Fig. 1 the tracking anti windup controller
is shown where as can be noticed the difference of the non saturated and saturated
inputs are fedback to the integrator.

Another method is conditional integration, which consist in turning on and off the
integrator according on higher values of the control and error inputs (Bohn and
Atherton 1995). Another anti windup control architecture is the limited integrator, this
technique consist in feed the integrator output through a dead zone with high gain,
reducing the effects of windup when the input saturates (Bohn and Atherton 1995).

The anti windup control architectures for discrete time SISO system are similar
to their continuous counterpart, for example in Chen et al. (2003) an anti windup
cascade control technique is implemented to suppress the unwanted effects yielded
by windup in digital control systems, proving that is an efficient control architecture
when the input is saturated. In Lambeck and Sawodny (2004) an anti windup
control architecture is derived when the input of the system is constrained, the
development of this strategy is based on the frequency response characteristics of

T,s —¢
|

— | - | Saturation

A

Fig. 1 Tracking anti windup controller
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the closed loop system obtaining the digital controller by the conversion of an
analog to digital controller. In (Wittenmark 1989) the development of different anti
windup controllers are explained such as PID and cascade control for digital control
system with constrained input, where the back calculation is implemented similar to
the analog counterparts.

One of the common architectures for MIMO system with constrained inputs is the
design of an output feedback control law that stabilizes the system while reducing
the effects of windup, these control architectures can be applied in continuous and
discrete MIMO systems such as explained in (Rehan et al. 2013) where an output
feedback controller is implemented and the gains of the controller are found by
solving the LMI’s for continuous time systems. Another anti windup controller
design technique is found in (Saeki and Wada 1996) where an output feedback
controller is found by solving the LMI’s for continuous MIMO systems with satu-
rated inputs, the controller gains are found by solving the Ho, optimal LMI’s.

With this review about some commons anti windup architectures, in the fol-
lowing sections the development of this kind of novel configuration is shown,
where in the first part of this chapter internal model anti windup architectures are
developed for the SISO continuous and discrete cases, and the second part of the
chapter, some anti windup techniques for MIMO continuous and discrete time
systems are shown with illustrative examples to evince the performance of these
control strategies.

3 Internal Model Anti Windup Control of Continuous
SISO Systems

In this section an anti windup control architecture is developed by implementing an
internal model controller IMC). Internal model control is a technique that consists
in designing an appropriate controller according to the internal stability of the
system, therefore, as it is proved in this section, this control strategy is convenient
for the design of an antiwindup control architecture, reducing the unwanted effects
yielded by this phenomena and improving the system performance. The anti
windup control strategy shown in this section is developed by feedback the satu-
rated input to the internal model controller so the effects of windup are minimized.
The IMC PID controller synthesis is done by the minimization of the He norm of
the error signal as explained in (Morari and Zafiriou 1989; Lee et al. 1998; Tu and
Ho 2011) when a unit step input is implemented as a reference signal (Cockbum
and Bailey 1991; Doyle IIT 1999). With this control technique, the resulting PID
controller has anti windup properties while maintaining its robustness, so this
control strategy is ideal to avoid the unwanted effects yielded by windup. In this
section the derivation of an IMC PID anti windup controller is shown step by step
ensuring the internal stability of the system while reducing the unwanted effects
yielded by the integral action of the PID controller.



6 A.T. Azar and F.E. Serrano

3.1 IMC PID Anti Windup Controller for Continuous Time
SISO Systems

The anti windup controller architecture implemented in this section is defined in
Fig. 2 and it is based on the controller architecture explained in (Saeki and Wada
1996) where a compensator is added to the feedback loop from the saturation input
of the system. In Fig. 2 the description of each block is the following; G,(s) is the
plant transfer function that is represented by a first order plus time delay model
(FOPTD), G.(s) is the internal model PID controller and R(s) is the anti windup
compensator filter.

In order to obtain a simplified model of the saturation nonlinearity, it is nec-
essary to represent this model by the following equation (Saeki and Wada 1996):

U= (a+ ﬁA(j))f]

44 <1
a+p=1 m
ao—f=a

Where the saturation nonlinearity is considered to be in the interval [a, 1]. The filter
R(s) is defined by a first order system as described below:

1

ais + ag

)

Then the equivalent transfer function of the nonlinearity (1) and the filter (2),
depicted in Fig. 2, is given as G,(s) as shown in Fig. 3

Ou) = TR £ 7 ®)
d
C;(R—nk G.(s) —inm i, “ +£-+> G, (s) >
- ’ Saturation
R(s) |

Fig. 2 Anti windup controller architecture
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Fig. 3 Anti windup IMC PID
architecture

G.(5)

Then the equivalent internal model anti windup control system is shown in
Fig. 3. Where G,(s) is the equivalent plant given by G,i(s) = G ($)Gp(s)
G,(s) is represented by a first order plus time delay function given by:

7 keff?s
s+ 1

G,(s) (4)

where k is the gain of the transfer function, 6 is the time delay and 7 is the time
constant of the transfer function.

After finishing the explanation of the anti windup controller by implementing a
model of the saturation nonlinearity, the IMC PID anti windup controller design can
be derived using the equivalent transfer functions of the original system, consid-
ering the saturation effects on the model. To start this process it is necessary to
obtain the equivalent transfer function of the anti windup controller, basically after
obtaining this transfer function G,,, the design of the IMC PID controller is
straightforward because the equivalent transfer function is completely linear due to
the implementation of an equivalent model of the saturation nonlinearity. Consid-
ering the equivalent transfer function G,

k(o + pdg)(ais + ag)e "
(a1s+ap — (o + pay))(ts + 1)

Gpi(s) = (5)

Then an IMC controller is obtained (Morari and Zafiriou 1989; Shamsuzzoha
and Lee 2007) dividing first the transfer function G,,; into two parts as the process
for designing a IMC controller with anti windup properties

Gp1(S) = pimP1a (6)

where p, contains all the RHP poles and zeros with time delay and the portion py,,
includes the rest of the transfer function. Now, define the IMC controller ¢, as
shown in the following equation, considering a unit step input as the reference:

a1 =pif (7)

where fis a filter selected by the designer in the following form:
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1

I~ s+

(8)

for some positive constant r. The IMC PID anti windup controller G.(s) is given by
the following formulae

_ q1
Gels) = =g )

where this controller is transformed into a PID form as shown in the rest of this
section. The transfer function G,,; is divided in the following parts as explained in

©)

pia(s) = e ®

k(oo + pAg)(ars + ao) (10)
ais+ap — (o + fdy))(ts + 1)

plm(s) = (

Based on these equations g is given by:

(s) = (ars +ag — (o + pdy))(ts + 1)
D = o+ BAg)(ars + ao)(hs + 1)

(11)

Using these equations the controller G.(s) is given by:

1
7P1m((’15 + 1)r —Pla)

Ge(s) (12)

Substituting the functions p,,, and p4 the following IMC anti windup controller
is found:

Guls) = (a1s+ap — (o + pdy))(ts + 1)
‘ k(oo + pAg)(ars +ao)((As +1)" — e=%)

(13)

For the PID anti windup controller synthesis it is necessary to consider a PID
controller for G.(s) and then by Mclaurin series expansion the IMC anti windup
controller parameters are found (Shamsuzzoha and Lee 2007). For this purposes,
consider the following PID controller

G.(s) =K.(1+ LS + 145) (14)

1

where K. is the controller gain, 7; and 7,; are the integral and derivative time constant
that must be obtained in order to get the IMC anti windup controller time constants.
The time constants of the IMC anti windup controller are found by the Mclaurin
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series expansion as shown in (Shamsuzzoha and Lee 2007). The IMC gain and
constants are obtained as follow (Lee et al. 1998):

K. =} (0)

i

T F0) (15)
Fo)

7 270)

The IMC anti windup controller gains are given in detail in Appendix 1, so the
reader can refer to this section for detailed information. The function f and its deriv-
atives are defined in this section according to the formulas given in (Lee et al. 1998).

With the derivation and design of an IMC anti windup controller for SISO
system, the internal stability of the system while suppressing the unwanted effects
of windup is ensured with the addition of a feedback loop which includes the
saturated input signal through a filter that improves the system performance when
the input is saturated and windup occurs in the PID controller. As it is verified later
this control strategy is efficient when saturation occurs in the model, as it is noticed,
this strategy is based on the implementation of a saturation model that includes all
the properties of this nonlinearity. In the following section an illustrative and
comparative example is done in order to test the performance of the IMC anti
windup controller, the conclusions of this section are shown in order to compare the
system performance with anti windup compensation and no compensation.

3.2 Example 1

In this subsection an illustrative example of the internal model anti windup con-
troller for SISO continuous time system is shown. Consider the following FOPTD
system:

e—OOOOOOOls

Gr(8) = 50005 1 1 (16)

and the following parameters for the anti windup filter and saturation model as
shown in Table 1.

Now implementing the formulae found in Appendix 1, the following IMC
parameters are found for the IMC PID controller with anti windup compensation
and when there is no anti windup compensation. These parameters are shown in
Table 2.

The system response of the IMC anti windup controller is depicted in Fig. 4.

It can be noticed that when the AWC is implemented the system response has
almost no overshoot and a small settling time in comparison when no AWC is
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Table 1 Filter and saturation

A.T. Azar and F.E. Serrano

parameters Parameter Value
ao 5
a; 0.1
a 1
B 0.06
4 100
A 0.9
r 1
Table 2 P ters with
Ai\lV an noar:\r;]e ers Parameter Value with AW Value Wi[h‘ no AW
i compensation compensation
compensation
K. 0.0635 0.0036
T 0.9503 33,327.8
Lz 1 0.0005
g 1 T T P T T T
z 08 L
= 06 W
Z 04 /
% 02 /
(=] i L [ 1 L L | ' \
4 0 60 &0 100 120 140 160
Time (s)
(g) 3 T i : ' i ;
£ 1t
E
2 0 J
O.S -1 L 1 1 I | 1 |
0 20 40 60 80 100 120 140 160
Time (s)

Fig. 4 System response with the IMC AWC (upper) and with no AWC (lower)

implemented where a high overshoot, a large settling time and higher oscillations
are shown proving that the system has a better performance when the anti windup
controller is implemented. These results are yielded due to the feedback compen-
sation applied to the PID controller reducing the unwanted effects produced by
windup, in comparison when there is not compensation where the system perfor-
mance is deteriorated due to the increasing in the integrator output when the input
of the system is saturated.

In Fig. 5 the input U for the system with AWC is shown where the input is
generated according to the reference signal. This signal is the non saturated signal
generated by the IMC PID AWC, so the signal follows a designated trajectory
according to the required control input necessary to control the system.
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08} i
07} .|
06 - .

Tnput with AWC (1)
o
(5,1

04 i
03 .
02 _
01t /

L 1 L 1
0 20 40 B0 a0 100 120 140 1860
Time (s)

Fig. 5 Control input # of the anti windup controller

In Fig. 6 the control input U with no AWC is shown, where the nonsaturated
signal applied to the system is depicted proving that this signal is more irregular
than in the AWC version due to the increasing of the integral action producing an
abrupt change in the input signal deteriorating the system response.

As it is corroborated in Figs. 7 and 8 these results are affected by the non
saturated signals, especially when there is not AWC compensation due to the
compensators improves the system performance considerably in comparison when
there is no AWC compensation.

In Figs. 7 and 8 the respective control inputs with AWC and AWC compen-
sation are shown, where as it is expected, the control input of the saturated system
with no anti windup compensation is deteriorated due to the increasing of the
integral action when the input of the system is saturated. This effect is improved by
the IMC PID AWC compensation, because the extra feedback added to the model
reduces the integral action when the system is saturated.

Input with no AWC (T7)
[==)
1

‘20 1 1 1 1 1 1
0 20 40 60 80 100 120 140 160

Time (s)

Fig. 6 Control input # when there is no anti windup controller compensation
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: , _
Ds | /(./, -
a7f q
oGl _
05k q
04l _
03}
02k q

Input with AWC (U)

ok L L 1 1 ul L 1
0 20 40 =] 80 100 120 140 160

Time (s)

Fig. 7 Saturated input with AWC controller compensation

Input with no AWC (U)
o

20 1 1 1 1 I 1 1
1] 20 40 60 80 100 120 140 160

Time (s)

Fig. 8 Saturated input with no AWC controller compensation

These unwanted effects lead to the system performance deterioration, as
explained before, Therefore a correction signal send to the internal model controller
corrects and improves the system performance deterioration, yielding better system
characteristics in comparison when there is no anti windup compensation.

Finally, as a conclusion of this section, it was proved that is possible to stabilize
a saturated system by anti windup control compensation, when the system is a
single input single output continuous time model, independently of the saturation
and the unwanted effects yielded by the windup, generated by the increasing of the
integral action. In the next section the discrete time counterpart of the IMC PID anti
windup controller is derived, following the internal model control guidelines for the
design of an appropriate anti windup controller for this kind of models.
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4 Internal Model Anti Windup Control of Discrete Time
SISO Systems

In this section the design of a discrete time anti windup controller for discrete time
SISO system is explained. In this case, an internal model PID controller compen-
sator is proposed to suppress the unwanted effects yielded by windup when the
integrator output is increased due to the actuator saturation. The nonlinearities
found in many control systems, specially saturation, deteriorates the system per-
formance similar as it occurs in the SISO continuous time counterpart. As explained
before, there are several anti windup control architectures for discrete time systems,
some of them are derived from the system frequency response as shown in (Chen
et al. 2003; Lambeck and Sawodny 2004) where the design of a frequency response
method in a cascade configuration, eliminates the effects yielded by windup. As
shown in (Wittenmark 1989) the incorporation of a back calculation compensator
improves the system performance and reduces the unwanted effects yielded by
saturation. This anti windup controller compensation is shown in (Baheti 1989)
where a digital PID controller implementation is used to eliminate the unwanted
effects of windup when the input of the system is saturated.

The anti windup controller strategy shown in this section is based on the the-
oretical background shown in (Morales et al. 2009) where a standard IMC anti
windup compensator is implemented where the robustness of the control system is
analyzed and the stabilization of the system is done by an internal model controller.
The proposed strategy shown in this section is based on an IMC PID anti windup
compensator, where due to integral characteristic of the PID controller it is nec-
essary to cancel the windup effects yielded by saturation. The saturation nonlin-
earity model is obtained by a scalar function approach as explained in (Zhang et al.
2011), so the IMC PID controller can be derived in order to avoid the unwanted
effects yielded by windup.

4.1 IMC PID Anti Windup Controller for Discrete Time
SISO Systems

The anti windup internal model PID controller architecture is shown in Fig. 9.

Where G.(z) is the digital internal model controller, R(z) is the anti windup
compensator filter, G,(s) is the continuous time transfer function discretized by a
sampler and p}, (z) is the equivalent discrete time transfer function implemented in
the internal model PID anti windup controller design. In Fig. 10 the equivalent
discrete time transfer function is shown, where this transfer function is obtained by
the implementation of the scalar sign function approach.

The resulting transfer function p} (z) is implemented to design the anti windup

internal model controller with the robustness and internal stability requirements
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Fig. 9 Anti windup controller architecture
r o+ y
<— G.(2) > p(2) &
+
> 5,(2) -

Fig. 10 Equivalent IMC controller architecture

including the anti windup compensator to eliminate the unwanted effects yielded by
windup when the input signal is saturated.
Similar as the continuous time counterpart can be divided into two parts, p’, (z)

and p;’,M(z) as shown in the following equation:

p;(2) = Py, (2P (2) (17)

where

Nﬁ () HE-g)

Do 18)

p«A

{j are the zeros of p;, (z) outside the unit circle for j = 1...A. N is selected to make
p;M(z) semiproper and H denotes the complex conjugate (Morari and Zafiriou
1989). In order to design the internal model anti windup controller the following
controller must be implemented:
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Gela) =5 —p;(2)a(2) 1)
where
q(z) = Pl (f (2) (20)
and the filter f(z) is given by:
flo == 21

for a given value of a. Meanwhile, the anti windup compensator filter R(z) is given
by:

1
R(z) = —— 22
9= (22)

where a;, ap > 0. The saturation function is obtained by the scalar sign function
(Zhang et al. 2011) taking into account the following sign function representation:

. 1 if Re(z) > 0
sign(z) = { —1 if Re(z)<0 -

so for j = 1 the following representation of the saturation model is implemented:
saturation(z) = Upaysign (2) (24)

where U, is the saturation limit and
signi(z) =z (25)

In this section in order to design the anti windup control system for discrete time
models the following first order plus time delay discrete time model is
implemented:

ko~
TR

Gp(2) (26)

Where £ is the system gain, 7 is the time constant and N > 0 is an integer which
indicates the number of time delays. In order to obtain the internal model controller
it is necessary to get the equivalent transfer function p;(z) taking in count the
compensator and saturation in order to obtain this transfer function:
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*< ) k(Umaxalzz_N + UmuanZI_N)
L&) =
p’ ((al - Umax)z + aO)(TZ + 1)

(27)

With a sample time 7. Where this transfer function is divided as explained in
(17) and (18) as:

k( Umaxa 1 Zz + Umaxaoz)

o (2) = 28
p,M( ) ((al _ Umax)Z+a0)(TZ+ l) ( )
Pialze) =27 (29)
Then using (19) the following internal model controller is obtained:
1 —o)z((a; — Upax)z + ao)(tz+ 1

(Umaxalzz + Umaxa()z) (Z - OC) - (Umaxalz37N + Umaxa()Z27N)

In order to obtain the internal model anti windup controller, it is necessary to
define the following standard PID controller:

1
ti(z—1)

Due to the integral term of G.(z) the controller gain and parameters using a
similar procedure like the continuous time counterpart. Implementing the Taylor
series expansion, similar as the previous section the following constant and time
constants of the PID controller are found:

Ge(2) = Ko(1 + +ra(z—1)) (31)

K.=f'(1)

A
) (32)

f'(1)

where f and its derivatives are defined in Appendix 2. This equations are valid for
any sampling period T and the resulting equations are shown in Appendix 2. The
proposed control strategy explained in this section meets the robustness and internal
stability properties that make them suitable for the anti windup control of discrete
time SISO systems. In the next subsection, an illustrative example is shown, to test
the system performance by a numerical example.
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4.2 Example 2

In this subsection the stabilization of a discrete time SISO system is done when
saturation is found in the model. The system to be stabilized is the following:

272

T 10z +1 (33)

Gy (2)

with the following saturation, filter and anti windup compensator parameters
(Table 3).

Using the formulae shown in Appendix 2and a sampling period of 7' =1 s, the
controller gain and parameters are found as shown in Table 4.

With this control systems parameters, the system output with AWC compen-
sation and with no AWC compensation are shown in the figure below.

The system response shown in Fig. 11 corroborates that a small overshoot and
small settling time is obtained when an internal model anti windup controller is
implemented, in contrast when there is not anti windup compensation. These results
are expected due to the anti windup compensator reduces the integral action when
the system is saturated, so a smaller overshoot and smaller settling time is obtained
when the internal model controller is implemented.

In Fig. 12 the non saturated input of the system with anti windup compensation
is shown where this signal reaches the necessary output value to obtain the required
value.

In Fig. 13 the non saturated input, when there is no anti windup compensation, is
shown. As can be noticed, the required input signal is applied to the system until the
required output value is obtained.

In Fig. 14 the saturated input value is depicted, where the limiter imposed by the
saturation makes the system to reach the desired value and as it is compared with
Fig. 15 the saturated signal is better when an anti windup controller is implemented.

Table 3 Filter, compensator P Val
and saturation parameters arameter aue
o 0.2
ao 4 %1077
a 5x 1077
Umax 10.9
Table 4 P 1 ith
Ae\l)v zn d noarjil\r;;a ers wi Parameter Value With AW Value With no AW
. compensation compensation
compensation
K, 3.4362 x 107 3.1062 x 108
7 1.6869 2
7 0.4265 1x10°°
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Fig.
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Fig. 13 Non saturated input with no AWC
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Input with AWC (U)

Fig. 14 Saturated input with AWC
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Fig. 15 Saturated input with AWC

In this section an internal model PID anti windup controller is designed in order
to improve the system performance by reducing the windup effect. As it is noticed,
the controller design is very similar to the continuous time counterpart taking in
account the saturated signal and then this signal is sent through a feedback loop by a
compensator. The main idea behind this controller is to apply the robust controller
characteristics of internal model control in order to obtain the desired gain and time
constants of the PID controller to make the system to follow a step reference signal.
With the control strategies derived in Sects. 3 and 4 a complete design and analysis
of anti windup controllers for continuous and discrete time SISO systems is
deployed. Where it was proved that efficient anti windup control strategies can be
derived implementing the internal model control strategy for any kind of SISO
systems while ensuring internal stability and the improvement of the system output
performance.
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In the following sections, the design and analysis of anti windup techniques for
discrete and continuous time MIMO systems is shown, where different approaches
are implemented in order to improve the control system performance when satu-
ration or constrained inputs are present in the system. Generally, the design of anti
windup control strategies for MIMO systems are more difficult than the anti windup
control of SISO system, for this reason, the solution of this problem is done by
static output feedback control law design, where MIMO PID controllers are
designed in the continuous and discrete time cases.

It will be proved that as similar to the SISO system cases, the modeling and
design of effective anti windup control techniques is possible improving the system
performance when some kind of compensation is added to the controller.

5 Anti Windup Control of Continuous MIMQO Systems
by Static Output Feedback (SOF)

In this subsection the design of an anti windup PID controller for continuous time
MIMO system is derived based on static output feedback (SOF) controller. This
work is based on the solution of the specified linear matrix inequalities (Cao et al.
2002; Wu et al. 2005; Rehan et al. 2013) where a static output feedback controller is
defined in order to improve the anti windup characteristics of this MIMO controller
(Neto and Kucera 1991; Henrion et al. 1999; Fujimori 2004; He and Wang 20006).
A PID control law is obtained by solving the required LMI’s in order to find the
PID controller gains. The controller gains are found by two static output feedback
solutions, by solving an standard LMI and a He problem. With these two control
strategies it is possible to find appropriate controller gains for the PID anti windup
controller taking in count the saturation nonlinearity.

In order to design the anti windup PID controller it is necessary to model the
saturation nonlinearity by a describing function approach (Taylor and O’Donnell
1990) in order to deal with the nonlinearities added to the system by the actuators
saturation.

The intention of this control approach is to design an efficient anti windup
controller system for MIMO continuous time systems when the inputs are con-
strained or saturated. It is proved that solving the system constraints by LMI’s in
order to obtain a stable PID control law, the addition of anti windup compensation
similar as the SISO time systems, improves the system performance and avoids the
deterioration of the output signal. In the following subsections the design of an anti
windup controller is explained in detail, and in order to test the system performance
an illustrative example of the stabilization and control of a DC motor is evinced.
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5.1 PID Anti Windup Controller Design for MIMO
Continuous Time Systems

The PID anti windup controller design for MIMO continuous time systems, consist
of a back calculation PID controller by a loop which includes the saturated and non
saturated input signal of a linear time invariant MIMO system. In Fig. 16 the anti
windup controller is shown where v is the back calculation signal that is imple-
mented to avoid the windup effects which deteriorates the system performance. The
MIMO system is represented by G(s) and the anti windup PID controller and
compensator is represented by G.(s).

The anti windup controller takes the non saturated and saturated difference signal
v to suppress the increment of the integral action when the system saturates. As
occurs in the SISO case, the windup phenomena yields unwanted effects that
deteriorates the system performance; the settling time and overshoot generally are
damage when the input signal is saturated, so the compensator corrects the effects of
windup by the back calculation of the input signal added by an extra loop.

The approach explained in this section consist in obtaining a saturation repre-
sentation by a describing function approach (Taylor and O’Donnell 1990), where
this method simplifies the PID controller synthesis and provides an accurate rep-
resentation of the equivalent control systems.

In Fig. 17 the saturation model is depicted in order to be represented by a
describing function that helps to obtain an equivalent anti windup controller.

The saturation model shown in Fig. 17 depicts the parts in which this model is
divided in order to obtain the Fourier series coefficients of the describing function.
n(e) is the saturation output, e is the saturation input, « is the input limit and M is the
saturation output limit. The describing function is given by the following transfer
function:

- ap +b1S

34
os) = (34)
where a; and b, are the Fourier series coefficients when a sinusoidal input signal
with amplitude E is implemented. The coefficients of the Fourier series imple-

mented in this analysis are:

Fig. 16 Multivariable control r+ =
system -0 G(s) >
+

Saturation
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Fig. 17 Saturation model An(e)

'N

~

1
ar =g sin(wt)n(r)dt

1
| T
blzf/cos(wt)n(t)dt

-T

where o is the angular frequency of the input signal e and in order to obtain the
Fourier series coefficients a sinusoidal input signal of amplitude E and period
T must be assumed as the input of the saturation. Considering that e is 2z periodic
or T = 2z the following Fourier coefficients are obtained:

e 3 PR S VL O
ar = (G [1+ Q) +sin () + )+ (F) a6
—E 2 2 M

w2 (@) - @) -6
4 E E n \E
Considering the following PID controller:

uc(s)
S

yc(s) = Fluc(s) + F>

+&M@C_v (37)

N

where Fy, F, and F5 are diagonal matrices of appropriate dimensions (He and Wang
2006) for the proportional, integral and derivative parts of the controller.

In order to obtain the anti wind up controller, consider the following linear time
invariant system G(c) given by:
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xX=Ax—Bo(u
o) a8
y=0Cx
where x € R", u € R" and A, B and C are matrices of appropriate dimensions. From
(37) The controller and anti windup compensator can be represented in state space
by (Cao et al. 2002):

jcc = kly + A(¢(”) - u) (39)
u=x.+ky=x.+kCx
where k| = F, - F3, k; = F| + F3, and A is a positive definite diagonal matrix that is
part of the anti windup controller and compensator. Usually a correction term
A(p(u) — u) is needed in the controller to compensate the saturation effects.
With (38) and (39) a closed loop augmented control system is obtained as:

L:__ E
X )i+ w (40)
u=Fx
where:
_ 'x}
X =
-xL'
_ |A 0
A= ke o}
- (41)
_ -B 0
B =
L4 —A}
F=[kC I]
w=[¢@u) u]’

Using the saturation model ¢, the obtained input vector w is:

_[Fex+ i)
v [F)_c

Making another change of variable with z = [f )?]T the following system is
obtained:

s =A'z+ B'Mz (42)
that yields the following system’s equation:

= (A +BM); (43)
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where:

v |70
_0 0

g=|" (44)
_0
[Fa,/E Fb,/E

M= Cll/ 1/
| F 0

In order to obtain the linear matrix inequality to solve the gains of the PID anti
windup compensator the following Lyapunov function must be considered:

V(z) =7'Pz (45)

where P is a positive definite matrix, used in order to ensure the stability of the
system. Deriving the Lyapunov function the following result is obtained:

V(z) =" (A + BM) Pz +"P(A' + B M)z (46)
where in linear matrix inequality form (45) is represented as:
(A" +BM)'P+ PA +BM)<0 (47)

So by solving the following LMI the controller parameters of the equivalent
system are found (Fujimori 2004):

/ T / /
(AA+BM)'P+PA+BM) O <0 (48)
0 0
For the He synthesis, a similar approach is implemented to find the controller
gains, considering the following criteria:

||T2(U(S)HOO<”/ (49)

where T,,(s) is the closed loop transfer function of the model (Fujimori 2004; He
and Wang 2006; Rehan et al. 2013) and y > 0 is a positive constant that indicates the
desired performance. Then the respective LMI is needed to find the gain F and the
solutions of the anti windup PID controller.

PA,+PTA,; O Cy
0 —I 0 <0 (50)
Cu 0 —yl
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where:

Ag= (A +BM)

[t ]

where I is an identity matrix of an appropriate dimension. Solving the LMI shown
in (48) and (50) for P and M the controller parameters can be extracted from
M obtaining all the PID controller gain matrices found by these optimization
techniques.

In this subsection is proved that an anti windup PID controller for MIMO
continuous time system can be implemented by solving a LMI based optimization
problem. In the following subsection, the control of a DC motor is done in order to
show by an illustrative example the application of these control strategies, it is
proved that finding the respective matrix M the rest of the controller variables can
be obtained. The solution of these LMI can be obtained by several numerical
methods found in literature, such as shown in (He and Wang 2006) for example.

5.2 Example 3

In this section the stabilization and control of a DC motor by an anti windup PID
controller for MIMO systems is shown to illustrate the advantages of the proposed
technique.

Consider the following DC motor transfer function (Cockbum and Bailey 1991):

or(s) ki (52)
va(s)  (JuL +JLL)s% + (JuR + JpBL)s + K2

where w; is the angular velocity of the model, v, is the applied armature voltage, J;.
is the inertial load, J,, is the motor inertia, L is the inductance, R is the resistance, B;,
is the viscous friction constant and k,,, is the motor constant. Converting (52) to state
space the following equation is obtained:

JuR+J 1B 1

Jn+JLL X1

B,
Jn+JLL

0 0 {O}
Ko
0 535z Lva

X2
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Table 5 Parameters of the

A.T. Azar and F.E. Serrano

DC motor Parameter Value
I 0.02215 kg m*
Jr 0.01 kg m?
B, 0.002953 Nm s
R 11.2 Ohms
L 0.1215 H
K, 0.5161 Nm/A
Nominal speed 1,750 RPM
and
Y =Cx (54)

where x; is the angular velocity of the motor, x, is the armature current and C is a
2 x 2 identity matrix. The motor parameters are shown in Table 5.

Solving the LMI (48) for P by an optimization algorithm, a matrix F can be
found from M in order to obtain the gain matrices for the PID controller. The gain
matrices of the PID anti windup controller can be obtained by (55).

80 0 1 0
F= [o 800 0 1} (55)

From F the following PID anti windup controller parameters are found

1200 0
F| =
0 —200}
72000 0
F, = (56)
0 2000
1000 0
Fy =
0 1000}

The gain matrices when there is no anti windup compensation are the following:

[ —100000 0
Fi =
K —100000]
72000 0
Fy = (57)
K 2000
1000 0 ]
Fy =
K 1000

The matrix F for the He controller are given by:
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 [-4.0825 0 00 5
F= {0 —4.0825 0 0} x 10 (58)

and the following gain matrices for the Hoo anti windup controllers are given by:

[—4.0825 0 .
Fl = x 10
0 —4.0825
[2000 O
Fr = ] (59)
10 2000
1000 O
Fy=
10 1000

and the compensator gain 4 is given by:
2 0
a=15 ¢ (60)

The main idea of this example is to keep the nominal angular velocity(1,750
RPM) or (183.26 rad/s) while applying a disturbance torque of (100 Nm) at O s, so
the anti windup PID controller must be able to keep this velocity even when an
external disturbance is applied on the model.

In Fig. 18 the angular velocity of the DC motor in three cases; with anti windup,
no anti windup and He anti windup PID controllers are shown; where in the Heo
and standard static feedback anti windup controller better results were obtained with
smaller settling time, smaller steady state error and smaller overshoot in comparison
when there is not anti windup compensation. For these reasons, the anti windup
controllers and compensator are better than the uncompensated controller version.
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MNo AWC SOF
] ———AWC H,
500 - AWC SOF
=1 |
& |
= 0/ .
o o
=}
@ 11 II
T osoHl /]
o \
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Time (s)
Fig. 18 Angular velocities with AWC, Ho and no AWC
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Fig. 19 Armature current i,

It is clear when an anti windup compensator is implemented the performances is
improved significantly, this means, that the settling time, steady state error and
overshoot are smaller than the performance indexes of the uncompensated system.

In Fig. 19 the armature current i, is depicted for the three cases of static output
feedback (SOF) controller. It can be noticed that even than in the standard and He,
SOF the armature current is greater in comparison when no compensation is
implemented in the SOF controller. These results are obtained due to the better
performance of the standard and He SOF in comparison with the uncompensated
controller, so more control effort is necessary in order to obtain an acceptable
performance.

In Fig. 20 the input voltage of the DC motor (field voltage) is depicted where the
input voltage of the non compensated systems increases to higher values than the
compensated control systems. The input voltage for the uncompensated controller
raises to higher values due to the windup effects that increases the integral action,
similar to the SISO case, deteriorating the system performance.

The anti windup PID compensator by SOF improves the system response and
performance significantly due to the compensator added to the MIMO PID con-
troller, The windup effects are suppressed by the compensator action, reducing the
integral action when the input of the system is saturated.

Finally, in Fig. 21 the mechanical torque of the DC motor is depicted where this
variable reaches the final value of 100 Nm, which is the value of the disturbance
input applied to the motor at O s while keeping the desired nominal velocity.

In this section the design of an anti windup PID controller for MIMO system by
standard and He SOF is explained in order to obtain a suitable controller that
eliminates the unwanted effects yielded by windup. As it occurs in the SISO case,
the windup phenomena occurs when the input of the system is saturated increasing
the integrator action, this effects damage the system performance, specially, it yields
higher overshoot and longer settling times.
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Fig. 21 Mechanical torque

In this section the design of two control strategy to deal with windup reducing
the integral action and improving the system performance significantly. The satu-
ration nonlinearity is implemented by the describing function method simplifying
the design of the proposed control strategies. It is confirmed by an example, that the
standard anti windup SOF controller yields better results than the uncompensated
systems in which the system output is deteriorated by the windup effect. The
standard and He SOF PID controllers are a perfect option for the control and
compensation of saturated or constrained input MIMO systems.

In the next section, the MIMO counterpart of the control strategy presented in this
section is shown. A discrete time MIMO system is obtained by a static output feed-
back, a PID compensator is selected similar as the continuous counterpart. In this
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section it is shown that an efficient control strategy is developed for the suppression of
the unwanted effects yielded by windup, and the controller synthesis is done by a
different saturation model.

6 Anti Windup Control of Discrete MIMO Systems
by Static Output Feedback (SOF)

In this section the derivation of an anti windup PID controller for discrete MIMO
system is proposed. The main idea behind this controller is to design an anti windup
controller/compensator that minimizes the windup effects when the input of the
system saturates producing an increasing of the integral action that deteriorates the
system performance. The controller design for this kind of systems consist in
deriving a static output feedback (SOF) control law, similar as the continuous time
counterpart (Bateman and Zongli 2002; Kwan Ho et al. 2006; Matsuda and Ohse
2006) and then the SOF gain is obtained by solving the LMI’s as an optimization
problem.

In order to achieve suitable control gains for the PID controller, it is necessary to
implement a saturation model (Li-Sheng et al. 2004; Zongli and Liang 2006;
Shuping and Boukas 2009) where sufficient conditions are established in order to
solve the LMI’s by a convex optimization problem (Shuping and Boukas 2009).
For the AWC design it is necessary to add a back calculation loop which consists in
the difference between the non saturated and saturated input signal, similar as the
continuous time counterpart, to reduce the effects of windup when the input system
saturates. Then using the saturation model (Li-Sheng et al. 2004) this nonlinearity
form is implemented to obtain the respective LMI’s solved by a convex optimi-
zation problem. Beside from the standard solution of static output feedback con-
trollers (SOF) a he SOF controller synthesis is obtained by solving the required
LMI’s (Lim and Lee 2008). In this section it is proved that a discrete time PID
controller can be obtained by a static output feedback control law, simplifying the
anti windup controller design and then the PID controller gains can be found by
solving the linear matrix inequalities for SOF and Ho, SOF.

As occurs in the continuous time case, there are several numerical methods to
solve discrete time SOF problems by LMI’s so with this method an optimal solution
of the LMI’s can be found. By implementing the appropriate LMI’s and the satu-
ration nonlinearity model an optimal solution can be found by any of the algorithm
found in literature such as (Matsuda and Ohse 2006) for continuous time and
(Kwan Ho et al. 20006) for discrete time systems. The proposed anti windup PID
controller is designed taking into account the stability properties and characteristic
of the closed loop system and for the Ho SOF problem the robustness of the closed
loop system improves the system performance and reduces the deterioration of the
system operation when a reference signal needs to be tracked.



Design and Modeling of Anti Wind Up PID Controllers 31

This section is divided in two subsections, where in the first part the design of a
PID anti windup controller is derived by adding a back calculation signal to the
controller and converting the anti windup PID controller in a static output feedback
problem and then this problem is solved by LMI’s. Another anti windup PID
controller is designed by a Ho, synthesis where the stability and robustness of the
system is considered, then the closed loop system is robust when unmodeled
dynamics and disturbances are found in the system. Finally, an illustrative example
is explained in the last subsection where the PID anti windup controller for a DC
motor is shown, where the main objective is to maintain a constant nominal angular
velocity by following a desired profile torque. With the theoretical background and
the illustrative example shown in this section a complete demonstration of a PID
anti windup control strategy for discrete time system is shown where the stability
and robustness condition are met by selecting an appropriate static output feedback
controller.

6.1 PID Anti Windup Controller Design for MIMO Discrete
Time Systems

Consider the PID antiwindup controller shown in Fig. 22.

Where G(z) is the discrete time transfer matrix, and v is the back calculation
input signal of the anti windup PID controller. Consider the transfer matrix G(z) in
state space form

=
bl
+
—_
~—
I

Ax(t) — Bo(u(k)) -

where x € R, A is a R matrix x is a R vector, B is a "™ and C is a R
matrix. m > 0 denotes the number of states, n > 0 is the number of inputs, [ is the
number of outputs and o(-) is the saturation input. Consider the following anti
windup PID controller given by:

Fig. 22 Anti windup PID o+ PN
controller "C G(z) >
+

Saturation
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(62)

Consider the following PID controller with anti windup compensation (Lim and
Lee 2008):

k—1 k—1
D vk +1) = y(k) + > y(k) = [(o(u(k)) — u(k))
i=0 i=0

u(k) = ~kpy(k) = ki Y y(i) = kpAy(k)

i=0

Due to Zf;()l yk+1)— Z;:ol y(k) = y(k) with y(0) = O subtracting the cor-
rection signal I'(o(u(k)) — u(k)) as done in the continuous time case explained in
the previous section (Cao et al. 2002). Where k,,, k;, kp are diagonal matrices for the
proportional, integral and derivative parts of the PID controller, /" is a positive
definite matrix and Ay(k) = y(k) — y(k — 1). In order to design the PID controller
the following augmented variables are introduced to represent (62) and (63)

[ x(k)
k=1
Xa(k) = ;)y(k)
Ly(k—1)
() (64)
k) = | 550
L 4y(k)
Then the augmented system is (Lim and Lee 2008):
xk+1) A o o[ _B 0
gy(k—kl) =({C I 0 ;)y(k) + | =T |o(uk)+ | I {u(k)
() <" Mha-n] U ’
(65)
[Cc 0 0
Ya(k) = |0 I 0 |xq(k) (66)
|C 0 —I
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where
(A 0 0
Ag=|C I O
|C 0 0
[-B
By = r]
10
[C 0 (67)
Cqy=10 1
|C 0 —I
K
Dyu=|T
1 0

F = [—kp —k[ _kD]

The saturation nonlinearity can be modeled by the following definition
(Li-Sheng et al. 2004; Zongli and Liang 2006; Shuping and Boukas 2009).

Definition 1 Let F, H € R"*" be given. For x € R, if | Hy,||,, <1 then a(Fy,) €

co{Eija +E Hy,:j€ [1,2]} where co{-} denotes the convex hull and E; =

I — E; where E; is the set of m x m diagonal matrices where all their elements are 1
or 0. With Definition 1 (65) can be transformed into:

Xo(k+ 1) = &x,(k) (63)
where:
@ = Au + ByEjFCo + BaE; HCo + DaFCy (69)
Considering definition 1 and the following Lyapunov function:
V (k) = x! (k)Px,(k) (70)
where P is a positive definite function. The derivative of (70) is given by:

AV(k) = V(k+1) — V(k)
AV (k) = x (k) ®" Pdx, (k) — x (k) Px,(k)
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where in LMI equivalent is given by
xI (k)@ P, (k) — xT (k) Px,(k) <0 (72)

For the static output feedback problem the following LMI must be solved for
P and F (Mayer et al. 2013)
Pl @
[ o7 P] >0 (73)

with P~' > 0 and for the Hoo controller synthesis the following LMI must be solved
considering

1T20(2) | <7 (74)

where y is a robustness parameter that indicates the disturbance rejection of the
system and 75,(z) is the discrete time transfer function of the closed loop system
(Kwan Ho et al. 2006). Then by solving for F' and P in the following LMI the Heo
static output feedback PID controller can be obtained.

P 0 o'P (]
0 I 0 0
P® 0 P 0
Ca 0 O )l

>0 (75)

With these explanations the PID controller gains can be obtained by any of the
SOF controllers. In the next subsection an illustrative example is shown to evince
the numerical simulation of an anti windup controller for a DC motor in discrete
time.

6.2 Example 4

In this subsection a DC motor is stabilized with a PID anti windup controller in
MIMO form. The same DC motor model of example 3 is considered in this section,
so the following discretized state space model of the DC motor is obtained with a
sampling period 7 = 0.1 s

(76)

2774 0.1749 0.1749  0.1609
x<k+l)_[—1.993 0.9169}6(]() {—0.08306 2153 | o)

=g §|xw ™)
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where x(k) = [x;(k),x,(k)]" and x,(k) is the angular velocity and x,(k) is the
armature current u(k) is the input voltage.

For the discrete time SOF the following values of F and the gain matrices k,, k;
and kp are obtained by solving the LMI (73) with a I” value of

0.002 0
I'= [0 0.002} (78)
o [-31623 0 31623 0 31623 0 < 16
= lo 31623 0 ~3.1623 0 ~3.1623
(79)

and the following PID controller gain matrices are:

[—3.1623 0 o
ky, = x 10
K —3.1623
—1 0
kp = x 108 80
=1y ] (%0)
(=50 0 g
k]z x 10
0 —-50

The same PID controller gains are implemented for the system when there is no
anti windup compensation. In the case of the PID anti windup controller by Heo
synthesis the following matrix F is obtained by solving the LMI shown in (75)

| —=3.1604 O -3.1604 0 -3.1604 0

8
F=1o ~3.1604 0 ~3.1604 0 —3.1604| * 10
(81)
[—3.1604 0 T
ky, = x 10
L0 ~3.1604 |
[—1.5802 0 T
kp = x 10 (82)
L0 —1.5802 |
[—1.5802 0 T
k]z x 10
L0 —1.5802 |

With these results, a numerical simulation of the DC motor with anti windup and
no anti windup compensation was done with the PID anti windup controller gain
matrices achieving the following outcome.

In Fig. 23 the respective angular velocities when a anti windup and no anti
windup controllers are implemented in the feedback loop of the DC motor, the
system 1is stabilized at the nominal speed 1,750 RPM (183.26 rad/s) when a
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Fig. 23 Angular velocities of the DC motor

disturbance torque of 10 Nm is applied to the motor. It is verified that in the case
when a SOF and Ho, SOF the performance of the system is better than when no anti
windup controller is implemented. The overshoot is smaller and a small settling
time is obtained in the first mentioned cases, in comparison when only a PID
controller, with no AW compensation, is implemented. This fact occurs due to the
better controller and compensation characteristics when a SOF and Ho, SOF PID
anti windup compensators are implemented.

In Fig. 24 the input voltages of the DC motors in the three cases are depicted,
where the voltages for the SOF and Ho, SOF yields a more regular results than
when no anti windup compensation is implemented. It can be noticed also that the
input voltages are greater in the first cases than when no AWC is implemented, but
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Fig. 24 Input voltage of the DC motor
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Fig. 25 DC motor saturated input voltages (v)

these values reach a steady state value in comparison with the increasing values
when no AWC is implemented.

In Fig. 25 the saturated input voltages are obtained where as explained before,
these values affects the system performance when the actuator, or in this case the
DC motor input, is saturated due to the physical limits and properties of this model.

In Fig. 26 the armature currents of the DC motor are shown for the three cases in
which the expected values are reached when a disturbance input torque is applied to
the model. In Fig. 27 the mechanical torque of the model is depicted in the three
cases, so as it is noticed the final value of 10 Nm, which is the value of the
disturbance torque applied at O s is reached in the three cases but with a higher
undershoot when there is no anti windup compensation.
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Fig. 26 DC motor armature current i,
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Fig. 27 DC motor torque

With the results obtained in this section, it is proved that a PID anti windup
controller by SOF and Ho SOF can be derived for the control of MIMO systems
when the inputs are saturated or constrained. In the following section a discussion
of all the proposed anti windup controllers derived in this chapter are shown in
order to analyze the advantages and disadvantages of these control techniques.

7 Discussion

In this chapter four anti windup controllers for SISO and MIMO continuous and
discrete time systems are shown. For the first two cases, the anti windup controllers
derived in the respective sections, it is shown that when the plant system is rep-
resented by a first order plus time delay model, the PID anti windup internal model
controller techniques can be achieved meeting the internal stability and robustness
requirements. A back calculation filter was implemented in order to suppress the
integrator action when the input of the system is saturated, this compensation
strategy reduces the increasing of the integrator output when the system saturates
while ensuring the system stability.

It is proved that the advantages of the anti windup SISO continuous time systems
is that they reduce the unwanted effects produced by windup, obtaining better
results such as small overshoot and small settling time. It is proved that when a PID
controller is implemented with no anti windup back calculation the performance of
the system deteriorates due to the windup phenomena.

In the case of the discrete time SISO systems, a similar approach such as the
SISO continuous time system where a back calculation filter is implemented to
improve and avoid the deterioration of the system performance. The advantages of
this control strategies is that the overshoot, settling time and other characteristics of
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the system performances are improved due to the filter included in the additional
loop reduces the integral action when the input of the system saturates. Similar to
the continuous time counterpart, an internal model controller (IMC) is implemented
with an additional loop which includes a filter as a compensator while the internal
stability and robustness of the system are ensured to guarantee an appropriate
system performance.

In the case of the design of an anti windup controller for continuous and discrete
time MIMO systems, an anti windup compensation approach is implemented where
the saturated and non saturated signals are added by a feedback loop to the PID
controller to eliminate the windup phenomena when the input of the system is
saturated, as occurs in SISO systems. For continuous and discrete time systems, an
anti windup PID controller by static output feedback was implemented, converting
the PID controller into an static output feedback law and adding the difference of
the saturated and non saturated input to compensate the windup effects. The
advantages of the PID anti windup controller for continuous time systems, is that
the system performance is not deteriorated by the influence of windup when the
input is constrained or saturated, improving the controller action and preventing a
high overshoot, settling time and other performance properties. In the case of the
anti windup control of discrete time systems, the same advantages and properties
are proved theoretically similar as the continuous time case; the system perfor-
mance is improved by the addition of the difference of the saturated and no satu-
rated signal that improves the system performance avoiding the deterioration of the
system output by decreasing the integral action when the input of the system are
constrained or saturated.

8 Conclusions

In this chapter some anti windup control strategies for SISO and MIMO system for
discrete and continuous time models are shown. In the SISO cases an internal
model anti windup PID controller is implemented by a back calculation algorithm
in order to suppress the unwanted effects yielded by windup, when the system input
is saturated and the integral action of the PID controller is increased. It was proved
that the system performance is improved by the implementation of the back cal-
culation loop that includes a compensator filter. The performance of the system with
anti windup and no anti windup compensation was tested, and it was proved that in
the first case the system performance is not deteriorated producing a smaller
overshoot and settling time reducing the integral action in the discrete and con-
tinuous time SISO systems.

In the MIMO cases, a continuous and discrete time anti windup PID controllers
are implemented in order to eliminates the performance deterioration caused by the
integral action of the controller when the input of the system is saturated. It is
proved that in the discrete and continuous time cases, the PID controllers can be
achieved by a static output feedback control law (SOF) and by a He controller
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synthesis ensuring the system stability and robustness properties of the closed loop
system. The PID controller gain matrices, in both cases, are found by solving the
respective linear matrix inequalities LMI’s in order to obtain the required gains to
stabilize the system. In both cases it is proved that the system performance is not
deteriorated by the windup phenomena when the input of the system is constrained
or saturated, then in comparison when only a PID controller is implemented, the
settling time and overshoot are smaller due to the anti windup characteristics of the
PID controller.

Appendix 1

In this appendix the internal model PID controller, explained in Sect. 3 the gain and
time constants are found with the following equations.
Define:

D(s) = ((As +1)" — P1a(s))/s (83)
and
Kp - le(o) (84)

Then the following gain and time constants are obtained using (15) with the
following equations of the function f{s) and its derivatives (Lee et al. 1998):

10) = 4551 (55)
where D(0) is
D(0) = 7 — P1(0) (86)

the derivatives of D(0), D(0) and D(0) are shown in (Lee et al. 1998). Then the
derivative of f{0) is given by:

f(O) _ <K(fx+ BA¢)a1 _K(a+ﬁA¢)a0a1 3 K(oc+ﬁA¢)aor
ag—o— fdg (a()—fx—ﬁA(f))z ag—o— fdg
1/2r(r —1)2 = 1/20°

K, (r).+ 0)

) (ri+0)"'K?

(87)

-@<Gm@mm+mm@Mm+QMm

HOBY; 0D 1 KD >+%®U@> (58)
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Appendix 2

In this appendix the internal model PID controller, explained in Sect. 4 the gain and
time constant are found and shown in the following equations. Consider the fol-
lowing representation in Taylor series of the digital PID controller (31) based on the
analog controller design shown in (Lee et al. 1998)

Gets) = = Ly +p e -+ A0

z—1 z-1

(z=1)7+-)  (89)

Due to G.(s) = {(_—Zi the following equation can be considered:

D(2) = (z—a) —Zi’f’f/;(l — )z (%)

because of (30) can be represented by:

(1— oc)zP;A’ll
(z—0) = Piy(l —a)z

G.(2) = (91)

The design procedure of the discrete time SISO controller is similar to the
continuous time SISO case, (Lee et al. 1998) where (90) can be represented by:

b= 92)
where
N(z) = (z—a) = Pj,(1 —a)z (93)

Then by the Taylor series expansion of D(z) the following equation is obtained:

DE) = —— (V1) + N(1)( - 1) LY (z—1+ ") (z— 1>+
z—1 2 6
(94)
Considering that N(1) = 0, (94) becomes in:
D@ =N (1) + ey MW e (95)

Expanding D(z) in Taylor series expansion as an only term, the following result
is obtained:
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D/l(l)
2

D(z) =D(1) +D'(1)(z— 1) + (z— 1) +--- (96)

Then associating the similar terms of (95) and (96) the following values for D(1)
and its derivatives are obtained:

D'(1) =N"(1)/2 (97)
Dl/(l) — N///(l)/3

the values of D(1) and its derivatives can be found by:

D) =1+(N—1)(1-02) (98)
D'(1) = (-N(N - 1)(1 —2))/2 (99)
D'(1) = (N + NN — 1)(1 — %))/3 (100)

Then the values for f{1) and its derivatives are found by (Lee et al. 1998):

1

1) = 101
S = G/ =)0 oy
" (1)/(1 —o))D(1) + (p*,,(1)/(1 — o)) D'(1
£1) = on(1)/ (1 —0))D(1) + (P ( )/(2 a))D'(1) (102)
(P (1)/(1 = 2))D(1))
e (/1= )D() + 2, (1)/(L = D1 + (i (D)L= DD |,
r=r <1>< P70/ (1= 2)D() + (py (1D/(1 = 2)D(1) )”’ W)

(103)

With f(1) and its respective derivatives, the parameters of the digital PID con-
trollers can be found using (32).
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A Hybrid Global Optimization Algorithm:
Particle Swarm Optimization
in Association with a Genetic Algorithm

M. Andalib Sahnehsaraei, M.J. Mahmoodabadi, M. Taherkhorsandi,
K.K. Castillo-Villar and S.M. Mortazavi Yazdi

Abstract The genetic algorithm (GA) is an evolutionary optimization algorithm
operating based upon reproduction, crossover and mutation. On the other hand,
particle swarm optimization (PSO) is a swarm intelligence algorithm functioning by
means of inertia weight, learning factors and the mutation probability based upon
fuzzy rules. In this paper, particle swarm optimization in association with genetic
algorithm optimization is utilized to gain the unique benefits of each optimization
algorithm. Therefore, the proposed hybrid algorithm makes use of the functions and
operations of both algorithms such as mutation, traditional or classical crossover,
multiple-crossover and the PSO formula. Selection of these operators is based on a
fuzzy probability. The performance of the hybrid algorithm in the case of solving
both single-objective and multi-objective optimization problems is evaluated by
utilizing challenging prominent benchmark problems including FON, ZDTI,
ZDT2, ZDT3, Sphere, Schwefel 2.22, Schwefel 1.2, Rosenbrock, Noise, Step,
Rastrigin, Griewank, Ackley and especially the design of the parameters of linear
feedback control for a parallel-double-inverted pendulum system which is a com-
plicated, nonlinear and unstable system. Obtained numerical results in comparison
to the outcomes of other optimization algorithms in the literature demonstrate the
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efficiency of the hybrid of particle swarm optimization and genetic algorithm
optimization with regard to addressing both single-objective and multi-objective
optimization problems.

Keywords Particle swarm optimization - Genetic algorithm optimization - Single-
objective problems - Multi-objective problems - State feedback control - Parallel-
double-inverted pendulum system

1 Introduction

Optimization is the selection of the best element from some sets of variables with a
long history dating back to the years when Euclid conducted research to gain the
minimum distance between a point and a line. Today, optimization has an extensive
application in different branches of science, e.g. aerodynamics (Song et al. 2012),
robotics (Li et al. 2013; Cordella et al. 2012), energy consumption (Wang et al.
2014), supply chain modeling (Yang et al. 2014; Castillo-Villar et al. 2014) and
control (Mahmoodabadi et al. 2014a; Wang and Liu 2012; Wibowo and Jeong
2013). Due to the necessity of addressing a variety of constrained and uncon-
strained optimization problems, many changes and novelties in optimization
approaches and techniques have been proposed during the recent decade. In gen-
eral, optimization algorithms are divided into two main classifications: deterministic
and stochastic algorithms (Blake 1989). Due to employing the methods of suc-
cessive search based upon the derivative of objective functions, deterministic
optimization algorithms are appropriate for convex, continuous and differentiable
objective functions. On the other hand, stochastic optimization techniques are
applicable to address most of real optimization problems, which are heavily non-
linear, complex and non-differentiable. In this regard, a great number of studies
have recently been devoted to stochastic optimization algorithms, especially,
genetic algorithm optimization and particle swarm optimization.

The genetic algorithm, which is a subclass of evolutionary algorithms, is an
optimization technique inspired by natural evolution, that is, mutation, inheritance,
selection and crossover to gain optimal solutions. Lately, it was enhanced by using
a novel multi-parent crossover and a diversity operator instead of mutation in order
to gain quick convergence (Elsayed et al. 2014), utilizing it in conjunction with
several features selection techniques, involving principle components analysis,
sequential floating, and correlation-based feature selection (Aziz et al. 2013), using
the controlled elitism and dynamic crowding distance to present a general algorithm
for the multi-objective optimization of wind turbines (Wang et al. 2011), and
utilizing a real encoded crossover and mutation operator to gain the near global
optimal solution of multimodal nonlinear optimization problems (Thakur 2014).
Particle swarm optimization is a population-based optimization algorithm mim-
icking the behavior of social species such as flocking birds, swimming wasps,



A Hybrid Global Optimization Algorithm: Particle Swarm ... 47

school fish, among others. Recently, its performance was enhanced by using a
multi-stage clustering procedure splitting the particles of the main swarm over a
number of sub-swarms based upon the values of objective functions and the par-
ticles positions (Nickabadi et al. 2012), utilizing multiple ranking criteria to define
three global bests of the swarm as well as employing fuzzy variables to evaluate the
objective function and constraints of the problem (Wang and Zheng 2012),
employing an innovative method to choose the global and personal best positions to
enhance the rate of convergence and diversity of solutions (Mahmoodabadi et al.
2014b), and using a self-clustering algorithm to divide the particle swarm into
multiple tribes and choosing appropriate evolution techniques to update each par-
ticle (Chen and Liao 2014).

Lately, researchers have utilized hybrid optimization algorithms to provide more
robust optimization algorithms due to the fact that each algorithm has its own
advantages and drawbacks and it is not feasible that an optimization algorithm can
address all optimization problems. Particularly, Ahmadi et al. (2013) predicted the
power in the solar stirling heat engine by using neural network based on the hybrid
of genetic algorithm and particle swarm optimization. Elshazly et al. (2013) pro-
posed a hybrid system which integrates rough set and the genetic algorithm for the
efficient classification of medical data sets of different sizes and dimensionalities.
Abdel-Kader (2010) proposed an improved PSO algorithm for efficient data clus-
tering. Altun (2013) utilized a combination of genetic algorithm, particle swarm
optimization and neural network for the palm-print recognition. Zhou et al. (2012)
designed a remanufacturing closed-loop supply chain network based on the genetic
particle swarm optimization algorithm. Jeong et al. (2009) developed a hybrid
algorithm based on genetic algorithm and particle swarm optimization and applied
it for a real-world optimization problem. Mavaddaty and Ebrahimzadeh (2011) used
the genetic algorithm and particle swarm optimization based on mutual information
for blind signals separation. Samarghandi and ElMekkawy (2012) applied the
genetic algorithm and particle swarm optimization for no-wait flow shop problem
with separable setup times and make-span criterion. Deb and Padhye (2013)
enhanced the performance of particle swarm optimization through an algorithmic
link with genetic algorithms. Valdez et al. (2009) combined particle swarm opti-
mization and genetic algorithms using fuzzy logic for decision making. Premalatha
and Natarajan (2009) applied discrete particle swarm optimization with genetic
algorithm operators for document clustering. Dhadwal et al. (2014) advanced
particle swarm assisted genetic algorithm for constrained optimization problems.
Bhuvaneswari et al. (2009) combined the genetic algorithm and particle swarm
optimization for alternator design. Jamili et al. (2011) proposed a hybrid algorithm
based on particle swarm optimization and simulated annealing for a periodic job
shop scheduling problem. Joeng et al. (2009) proposed a sophisticated hybrid of
particle swarm optimization and the genetic algorithm which shows robust search
ability regardless of the selection of the initial population and compared its capa-
bility to a simple hybrid of particle swarm optimization and the genetic algorithm
and pure particle swarm optimization and pure the genetic algorithm. Castillo-Villar
et al. (2012) used genetic algorithm optimization and simulated annealing for a



48 M. Andalib Sahnehsaraei et al.

model of supply-chain design regarding the cost of quality and the traditional
manufacturing and distribution costs. Talatahari and Kaveh (2007) used a hybrid of
particle swarm optimization and ant colony optimization for the design of frame
structures. Thangaraj et al. (2011) presented a comprehensive list of hybrid algo-
rithms of particle swarm optimization with other evolutionary algorithms e.g. the
genetic algorithm. Valdez et al. (2011) utilized the fuzzy logic to combine the
results of the particle swarm optimization and the genetic algorithm. This method
has been performed on some single-objective test functions for four different
dimensions contrasted to the genetic algorithm and particle swarm optimization,
separately.

For the optimum design of traditional controllers, the evolutionary optimization
techniques are appropriate approaches to be used. To this end, Fleming and Purs-
house (2002) is an appropriate reference to overview the application of the evolu-
tionary algorithms in the field of the design of controllers. In particular, the design of
controllers in Fonseca and Fleming (1994) and Sanchez et al. (2007) was formulated
as a multi-objective optimization problem and solved using genetic algorithms.
Furthermore, in Ker-Wei and Shang-Chang (2006), the sliding mode control con-
figurations were designed for an alternating current servo motor while a particle
swarm optimization algorithm was used to select the parameters of the controller.
Also, PSO was applied to tune the linear control gains in Gaing (2004) and Qiao et al.
(2006). In Chen et al. (2009), three parameters associated with the control law of the
sliding mode controller for the inverted pendulum system were properly chosen by a
modified PSO algorithm. Wai et al. (2007) proposed a total sliding-model-based
particle swarm optimization to design a controller for the linear induction motor.
More recently, in Gosh et al. (2011), an ecologically inspired direct search method
was applied to solve the optimal control problems with Bezier parameterization.
Moreover, in Tang et al. (2011), a controllable probabilistic particle swarm optimi-
zation (CPPSO) algorithm was applied to design a memory-less feedback controller.
McGookin et al. (2000) optimized a tanker autopilot control system using genetic
algorithms. Gaing (2004) used particle swarm optimization to tune linear gains of the
proportional-integral-derivative (PID) controller for an AVR system. Qiao et al.
(2006) tuned the proportional-integral (PI) controller parameters for doubly fed
induction generators driven by wind turbines using PSO. Zhao and Yi (2006) pro-
posed a GA-based control method to swing up an acrobot with limited torque. Wang
etal. (2006) designed a PI/PD controller for the non-minimum phase system and used
PSO to tune the controller gains. Sanchez et al. (2007) formulated a classical
observer-based feedback controller as a multi-objective optimization problem and
solved it using genetic algorithm. Mohammadi et al. (2011) applied an evolutionary
tuning technique for a type-2 fuzzy logic controller and state feedback tracking
control of a biped robot (Mahmoodabadi et al. 2014c). Zargari et al. (2012) designed
a fuzzy sliding mode controller with a Kalman estimator for a small hydro-power
plant based on particle swarm optimization. More recently, a two-stage hybrid
optimization algorithm, which involves the combination of PSO and a pattern search
based method, is used to tune a PI controller (Puri and Ghosh 2013).
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In this chapter, a hybrid of particle swarm optimization and the genetic algorithm
developed previously by authors (Mahmoodabadi et al. 2013) is described and used
to design the parameters of the linear state feedback controller for the system of a
parallel-double-inverted pendulum. In elaboration, the used operators of the hybrid
algorithm include mutation, crossover of the genetic algorithm and particle swarm
optimization formula. The classical crossover and the multiple-crossover are two
parts of the crossover operator. A fuzzy probability is used to choose the particle
swarm optimization and genetic algorithm operators at each iteration for each
particle or chromosome. The optimization algorithm is based on the non-dominated
sorting concept. Moreover, a leader selection method based upon particles density
and a dynamic elimination method which confines the numbers of non-dominated
solutions are utilized to present a high convergence and uniform spread. Single and
multi-objective problems are utilized to assess the capabilities of the optimization
algorithm. By using the same benchmarks, the results of simulation are contrasted
to the results of other optimization algorithms. The structure of this chapter is as
follows. Section 2 presents the genetic algorithm and its details including the
crossover operator and the mutation operator. Particle swarm optimization and its
details involving inertia weight and learning factors are provided in Sect. 3. Sec-
tion 4 states the mutation probabilities at each iteration which is based on fuzzy
rules. Section 5 includes the architecture, the pseudo code, the parameter settings,
and the flow chart of the single-objective and multi-objective hybrid optimization
algorithms. Furthermore, the test functions and the evolutionary trajectory for the
algorithms are provided in Sect. 5. State feedback control for linear systems is
presented in Sect. 6. Section 7 presents the state space representation, the block
diagram, and the Pareto front of optimal state feedback control of a parallel-double-
inverted pendulum. Finally, conclusions are presented in Sect. 8.

2 Genetic Algorithm

The genetic algorithm inspired from Darwin’s theory is a stochastic algorithm based
upon the survival fittest introduced in 1975 (Holland 1975).
Genetic algorithms offer several attractive features, as follows:

¢ An easy-to-understand approach that can be applied to a wide range of problems
with little or no modification. Other approaches have required substantial
alteration to be successfully used in applications. For example, the dynamic
programming was applied to select the number, location and power of the lamps
along a hallway in such a way that the electrical power needed to produce the
required illuminance will be minimized. In this method, significant alternation is
needed since the choice of the location and power of a lamp affect the decisions
made about previous lamps (Gero and Radford 1978).

e Genetic algorithm codes are publicly available which reduces set-up time.

e The inherent capability to work with complex simulation programs. Simulation
does not need to be simplified to accommodate optimization.
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e Proven effectiveness in solving complex problems that cannot be readily solved
with other optimization methods. The mapping of the objective function for a day
lighting design problem showed the existence of local minima that would
potentially trap a gradient-based method (Chutarat 2001). Building optimization
problems may include a mixture of a large number of integer and continuous
variables, non-linear inequality and equality constraints, a discontinuous objec-
tive function and variables embedded in constraints. Such characteristics make
gradient-based optimization methods inappropriate and restrict the applicability
of direct-search methods (Wright and Farmani 2001). The calculation time of
mixed integer programming (MIP), which was used to optimize the operation of a
district heating and cooling plant, increases exponentially with the number of
integer variables. It was shown that it takes about two times longer than a genetic
algorithm for a 14 h optimization window and 12 times longer for a 24 h period
(Sakamoto et al. 1999), although the time required by MIP was sufficiently fast for
a relatively simple plant to make on-line use feasible.

e Methods to allow genetic algorithms to handle constraints that would make
some solutions unattractive or entirely infeasible.

Performing on a set of solutions instead of one solution is one of notable abilities
of stochastic algorithms. Thus, at first, initial population consisting of a random set
of solutions is generated by the genetic algorithm. Each solution in a population is
named an individual or a chromosome. The size of population (N) is the number of
chromosomes in a population. The genetic algorithm has the capability of per-
forming with coded variables. In fact, the binary coding is the most popular
approach of encoding the genetic algorithm. When the initial population is gener-
ated, the genetic algorithm has to encode the whole parameters as binary digits.
Hence, while performing over a set of binary solutions, the genetic algorithm must
decode all the solutions to report the optimal solutions. To this end, a real-coded
genetic algorithm is utilized in this study (Mahmoodabadi et al. 2013). In the real
coded genetic algorithm, the solutions are applied as real values. Thus, the genetic
algorithm does not have to devote a great deal of time to coding and decoding the
values (Arumugam et al. 2005). Fitness which is a value assigned to each chro-
mosome is used in the genetic algorithm to provide the ability of evaluating the new
population with respect to the previous population at any iteration. To gain the
fitness value of each chromosome, the same chromosome is used to obtain the value
of the function which must be optimized. This function is the objective function.
Three operators, that is, reproduction, crossover and mutation are employed in the
genetic algorithm to generate a new population in comparison to the previous
population. Each chromosome in new and previous populations is named offspring
and parent, correspondingly. This process of the genetic algorithm is iterated until
the stopping criterion is satisfied and the chromosome with the best fitness in the
last generation is proposed as the optimal solution. In the present study, crossover
and mutation are hybridized with the formula of particle swarm optimization
(Mahmoodabadi et al. 2013). The details of these genetic operators are elaborated in
the following sections.
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2.1 The Crossover Operator

The role of crossover operator is to generate new individuals, that is, offspring from
parents in the mating pool. Afterward, two offspring are generated based upon the
selected parents and will be put in the place of the parents. Moreover, this operator
is used for a number of pair of parents to mate (Chang 2007). This number is
b ,(sz , where P,. and N denote the probability of
traditional crossover and population size, correspondingly. By regarding x; (¢) and
X; (1) as two random selected chromosomes in such a way that ¥; (¢) has a smaller

fitness value than X;(7), the traditional crossover formula is as follows

calculated by using the formula as

B+ 1) = B0 +n (X0 - 50) "
F+1) =50 +n(E0) - 50)

where y,and p, € [0,1] represent random values. When Eq. (1) is calculated,
between X(¢) and X(¢ + 1), whichever has the fewer fitness should be chosen.
Another crossover operator called multiple-crossover operator is employed in this
paper (Mahmoodabadi et al. 2013). This operator was presented in (Ker-Wei and
Shang-Chang 2006) for the first time. The multiple-crossover operator consists of
three chromosomes. The number of M chromosomes is chosen for adjusting in
which P,,. denotes the probability of multiple-crossover. Furthermore, x; (¢), ff(t)
and x{ (¢) denote three random chosen chromosomes in which X; (¢) has the smallest
fitness value among these chromosomes. Multiple-crossover is computed as follows

x X
N+ 1) =%(1) + 225 (1) — % (1) — X (1)) (2)
X X

where 41,4, , and /3 € [0, 1] represent random values. When Eq. (2) is computed,
between ¥(7) and X (¢ + 1), whichever has the fewer fitness should be selected.

2.2 The Mutation Operator

According to the searching behavior of GA, falling into the local minimum points is
unavoidable when the chromosomes are trying to find the global optimum solution.
In fact, after several generations, chromosomes will gather in several areas or even
just in one area. In this state, the population will stop progressing and it will become
unable to generate new solutions. This behavior could lead to the whole population
being trapped in the local minima. Here, in order to allow the chromosomes’
exploration in the area to produce more potential solutions and to explore new
regions of the parameter space, the mutation operator is applied. The role of this
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operator is to change the value of the number of chromosomes in the population.
This number is calculated via P, x N, in which P, and N are the probability of
mutation and population size, correspondingly. In this regard, a variety in popu-
lation and a decrease in the possibility of convergence toward local optima are
gained through this operation. By regarding a randomly chosen chromosome, the
mutation formula is obtained as (Mahmoodabadi et al. 2013):

—

X (4 1) = Xmin (1) + 0(Xmax () — Xmin (1)) (3)

in which X; (£), ¥max (f) and ¥pin (f) present the randomly chosen chromosome, upper
bound and lower bound with regard to search domain, correspondingly and v €
[0,1] is a random value. When Eq. (3) is calculated, between X(¢) and ¥(z + 1),
whichever has the fewer fitness should be chosen.

The second optimization algorithm used for the hybrid algorithm is particle
swarm optimization and this algorithm and its details involving the inertia weight
and learning factors will be presented in the following section.

3 Particle Swarm Optimization (PSO)

Particle swarm optimization introduced by Kennedy and Eberhart (1995) is a
population-based search algorithm based upon the simulation of the social behavior
of flocks of birds. While this algorithm was first used to balance the weights in
neural networks (Eberhart et al. 1996), it is now a very popular global optimization
algorithm for problems where the decision variables are real numbers (Engelbrecht
2002, 2005).

In particle swarm optimization, particles are flying through hyper-dimensional
search space and the changes in their way are based upon the social-psychological
tendency of individuals to mimic the success of other individuals. Here, the PSO
operator adjusted the value of positions of particles which are not chosen for genetic
operators (Mahmoodabadi et al. 2013). In fact, the positions of these particles are
adjusted based upon their own and neighbors’ experience. ¥; (t) represents the posi-
tion of a particle and it is adjusted through adding a velocity V; (¢) to it, that is to say:

Xt+1) =% +v(+1) 4)

The socially exchanged information is presented by a velocity vector defined as
follows:

Vit + 1) = Wi (1) + CrriGppes, — % (1)) + Cora(Xghess — X (1)) (5)

where C; represents the cognitive learning factor and denotes the attraction that a
particle has toward its own success. C; is the social learning factor and represents
the attraction that a particle has toward the success of the entire swarm. W is the
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inertia weight utilized to control the impact of the previous history of velocities on
the current velocity of a given particle. X, denotes the personal best position of
the particle i. X5, represents the position of the best particle of the entire swarm.
ri,7r2 € [0, 1] are random values. Moreover, in this paper, a uniform probability
distribution is assumed for all the random parameters (Mahmoodabadi et al. 2013).
The trade-off between the global and local search abilities of the swarm is adjusted
by using the parameter W. An appropriate value of the inertia weight balances
between global and local search abilities by regarding the fact that a large inertia
weight helps the global search and a small one helps the local search. Based upon
experimental results, linearly decreasing the inertia weight over iterations enhances
the efficiency of particle swarm optimization (Eberhart and Kennedy 1995). The
particles approach to the best particle of the entire swarm (¥,4y) via using a small
value of C; and a large value of C,. On the other hand, the particles converge into
their personal best position (X ppes;,) through employing a large value of C; and a
small value of C,. Furthermore, it was obtained that the best solutions were gained
via a linearly decreasing C; and a linearly enhancing C, over iterations (Ratnaweera
et al. 2004). Thus, the following linear formulation of inertia weight and learning
factors are utilized as follows:

t
maximum iteration

W1:W1—(W1—W2)X(

t

Ci=Cy—(Cy; —Cyr) x
! i ( i i ) (maximum iteration

t
maximum iteration

Cr = Cyi — (G — Cy) X (

in which W; and W, represent the initial and final values of the inertia weight,
correspondingly. Cy; and C,; denote the initial values of the learning factors C; and
C,, correspondingly. Cjiy and Cy represent the final values of the learning factors
C and C, respectively. ¢ is the current number of iteration and maximum iteration
is the maximum number of allowable iterations. The mutation probabilities at each
iteration which is based on fuzzy rules will be presented in the next section.

4 The Mutation Probabilities Based on Fuzzy Rules

The mutation probability at each iteration is calculated via using the following
equation:

P, = {,, x Limit )
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in which {,, is a positive constant. Limit represents the maximum number of iter-
ation restraining the changes in positions of the particles or chromosomes of the
entire swarm or population. Equations (10) and (11) are utilized to compute other
probabilities, as follows:

Ptc:fthPg (10)
Pmc:émcxpg (11)

in which ¢, and ¢, are positive constants. P, denotes a fuzzy variable and its
membership functions and fuzzy rules are presented in Fig. 1 and Table 1.

The inference result P, of the consequent variable can be computed via
employing the min-max-gravity method, or the simplified inference method, or the
product-sum-gravity method (Mizumoto 1996).

Single objective and multi-objective hybrid algorithms based on particle swarm
optimization and the genetic algorithm and the details including the pseudo code,
the parameter settings will be presented in the following section. These algorithms
will be evaluated with many challenging test functions.

Fig. 1 Membership functions F,
of fuzzy variable P,
_1i]s M B
ST I,
maximum teranon
0 0.5 1
Table 1 Fuzzy rules of fuzzy - -
variable P, Antecedent variable Consequence variable
S 0.0
M 0.5
B 1.0
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5 Optimization

Optimization is mathematical and numerical approaches to gain and identify the
best candidate among a range of alternatives without having to explicitly enumerate
and evaluate all possible alternatives (Ravindran et al. 2006). While maximum or
minimum solutions of objective functions are the optimal solutions of an optimi-
zation problem, optimization algorithms are usually trying to address a minimiza-
tion problem. In this regard, the goal of optimization is to gain the optimal solutions
which are the points minimizing the objective functions. Based upon the number of
objective functions, an optimization problem is classified as single-objective and
multi-objective problems. This study uses both single-objective and multi-objective
optimization algorithms to evaluate the capabilities of the hybrid of particle swarm
optimization and the genetic algorithm (Mahmoodabadi et al. 2013). To this end,
challenging benchmarks of the field of optimization are chosen to evaluate the
optimization algorithm. The hybrid of particle swarm optimization and the genetic
algorithm is applied to these benchmarks and the obtained results are compared to
the obtained results of running a number of similar algorithms on the same
benchmark problems.

5.1 Single-Objective Optimization

5.1.1 Definition of Single-Objective Optimization Problem

A single-objective optimization problem involves just one objective function as
there are many engineering problems where designers combine several objective
functions into one. Each objective function can include one or more variables.
A single-objective optimization problem can be defined as follow:

: v * n
Find ¥ =[x}, x},..., x]] €R

To minimize f(X)

By regarding p equality constraints g;(X) =0, i =1, 2,..., p; and q inequality
constraints £;(¥) <0, j=1,2,...,q, where X represents the vector of decision
variables and f(X) denotes the objective function.

5.1.2 The Architecture of the Algorithm of Single-Objective
Optimization

In this section, a single-objective optimization algorithm is used which is based on a
hybrid of genetic operators and PSO formula to update the chromosomes and
particle positions (Mahmoodabadi et al. 2013). In elaboration, the initial population
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is randomly produced. At each iteration, the inertia weight, the learning factors, and
the operators probabilities are computed. Afterward, 7];};&1, and Tg;,m are specified
when the fitness values of all members are evaluated. The genetic algorithm
operators, that is, traditional crossover, multiple-crossover and mutation operators
are used to adjust the chromosomes (which are chosen randomly). Each chromo-
some is a particle and the group of chromosome is regarded as a swarm. Further-
more, the chromosomes which are not chosen for genetic operations will be
appointed to particles and improved via PSO. Until the user-defined stopping cri-
terion is satisfied, this cycle is repeated. Figures 2 and 3 illustrate the pseudo code
and flow chart of the technique respectively.

5.1.3 The Results of Single-Objective Optimization

To evaluate the performance of the hybrid of particle swarm optimization and the
genetic algorithm, nine prominent benchmark problems are utilized regarding a
single-objective optimization problem. Essential information about these functions
is summarized in Table 2 (Yao et al. 1999). Some of these functions are unimodal
and the others are multimodal. Unimodal functions have only one optimal point
while multimodal functions have some local optimal points in addition to one
global optimal point.

The hybrid of particle swarm optimization and the genetic algorithm is applied to
all the test functions with 30 dimensions (n = 30) (Mahmoodabadi et al. 2013).
The mean and standard deviation of the best solution for thirty runs are presented in
Table 4. In this regard, the results are contrasted to the results of three other
algorithms [i.e., GA with traditional crossover (Chang 2007), GA with multiple-
crossover (Chang 2007; Chen and Chang 2009), standard PSO (Kennedy and
Eberhart 1995)]. Table 3 illustrates the list of essential parameters to run these

Initialize population and determine the algorithm configuration of the hybrid method.
While stopping criterion is satisfied

P

mec?

Determine P,

ios P, based on the hybrid formulations.

- -
Find fitness values of each member and store X ppes;, and X goest

If rand<P,
Select randomly two chromosomes from population and update them using traditional crossover
operator;
Elseif rand < P,
Select randomly three chromosomes from population and update them using multiple-crossover
operator;
Elseif rand < P,
Select randomly a chromosome from population and update it using mutation operator;
Else
Select randomly a particle from swarm and update its position based on PSO formula;
End.

Fig. 2 The pseudo code of the hybrid algorithm for single-objective optimization
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Fig. 3 The flow chart of the
hybrid algorithm for single- o

objective optimization

Define objective function, variables and
algorithm parameters

|

[ Generate initial population ]

Evaluate population

ize Archive

Determine [, F,.. F,  and P, based

on fuzzy probability formulations

l

[ Find fitmess value each member ]

l

Select randomly two chromosomes and
perform traditional crossover

|

Select randomly three chromosomes
and perform multiple-crossover

|

Select randomly one chromosome and
perform mutation

|

[ Select randomly a particle and perform ]

PSO

Stopping criterion
satisfied?

-
Output X ghesr




58

M. Andalib Sahnehsaraei et al.

Table 2 Single-objective test functions

Name (comment)

Formula: f(x)

Search domain

Sphere (unimodal) S, AP [-100, 100]"
Schwefel 2.22 (unimodal) Sy bl 4+ T |l [-10, 10]"
Schwefel 1.2 (unimodal) n i 2 [-100, 1007"
it (Zj:l xj)
Rosenbrock (unimodal) Z;;;II {100 (x’_+17xi2)2 +(x,-71)2} [-30, 301"
Noise (unimodal) S, ixt + random|0,1) [-1.28, 1.28]"
Step (unimodal) S (e + 0.5J)2 [-100, 100]"
Rastrigin (multimodal) S8, (2 —=10cos(2mx;) + 10) [-5.12, 5.12]"
Griewank (multimodal) mz?ﬂ =TI\, cos (%) +1 [-600, 600]
Ackley (multimodal) [-32, 321"

20+ ¢ —20 exp(—o.z, is x2>

—exp(1 Y"1 cos (2mx;))

Table 3 The parameter settings of optimization algorithms

Algorithm

Parameter

GA (traditional crossover)

P, =02, P.=04, P, =0.1, S = 0.05, tournament method
for selection

GA (multiple-crossover)

P, =02, P.=04, P, =0.1, S = 0.05, tournament method
for selection

Standard PSO

W=09, Ci=C=2

The hybrid algorithm

=0.001,&, = & =02

Wy =09, W, =04, Cj; = Cyy = 2.5, Ciy = Cy = 0.5,
L

Table 4 The comparison results among single-objective optimization algorithms for the Sphere

function
GA (traditional GA (multiple- PSO The hybrid
Crossover) Crossover) (standard) algorithm
Mean 328 x 107" 2.56 x 1078 225 % 107% | 1.58 x 107"
Standard 458 x 1071 1.34 x 107" 6.54 x 107°% | 8.58 x 107!
deviation

algorithms. The population size and maximum iteration are set at 20 and 10,000,

accordingly.

By contrasting the results of GA with traditional crossover, GA with multiple-
crossover, standard PSO, and the hybrid of particle swarm optimization and the
genetic algorithm (Tables 4, 5, 6, 7, 8, 9, 10, 11 and 12), it can be found that the
hybrid algorithm has a superior performance with respect to other optimization
algorithms. Moreover, the hybrid algorithm presents the best solutions in all test
functions except Schwefel 2.22, in which the PSO algorithm has the best solution
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Table S The comparison results among single-objective optimization algorithms for the Schwefel

2.22 function

GA (traditional GA (multiple- PSO The hybrid

crossover) crossover) (standard) algorithm
Mean 1.83 x 107 8.16 x 10° 3.15%x 1072 [9.11 x 107
Standard 432 % 107° 3.13 x 10%! 1.73 x 1072 |4.99 x 107*
deviation

Table 6 The comparison results among single-objective optimization algorithms for the Schwefel

1.2 function

GA (traditional GA (multiple- PSO The hybrid

crossover) crossover) (standard) algorithm
Mean 7.74 x 10*? 3.14 x 10*? 6.73 x 107 [2.14 x 107"
Standard 4.16 x 10** 1.99 x 10* 9.40 x 107|691 x 107!
deviation

Table 7 The comparison results among single-objective optimization
Rosenbrock function

algorithms for the

GA (traditional GA (multiple- PSO The hybrid

crossover) crossover) (standard) algorithm
Mean 1.33 x 10%2 8.25 x 10*! 2.04 x 10" |5.34 x 107!
Standard 1.32 x 10*? 5.51 x 10*! 2.53 x 10" | 1.38 x 10°
deviation

Table 8 The comparison results among single-objective optimization algorithms for the Noise

function
GA (traditional GA (multiple- PSO The hybrid
crossover) crossover) (standard) algorithm
Mean 5.10 x 1072 8.64 x 1072 1.06 x 10° 338 x 1073
Standard 1.88 x 1072 248 x 1072 3.12x 107 [1.47 x 1073
deviation

Table 9 The comparison results among single-objective optimization algorithms for the Step

function
GA (traditional GA (multiple- PSO The hybrid
crossover) crossover) (standard) algorithm
Mean 2.10 x 10%2 3.40 x 10*! 1.00 x 107" |0
Standard 3.27 x 10** 1.32 x 10%2 3.05x 1071 |0
deviation
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Table 10 The comparison results among single-objective optimization algorithms for the
Rastringin function

GA (traditional GA (multiple- PSO The hybrid

Crossover) crossover) (standard) algorithm
Mean 7.54 x 10*! 1.52 x 10*? 411 x 10" [2.15 x 1073
Standard 1.90 x 10" 437 x 10* 9.19 x 10° 1.18 x 1072
deviation

Table 11 The comparison results among single-objective

Griewank function

optimization algorithms for the

GA (traditional GA (multiple- PSO The hybrid

Crossover) crossover) (standard) algorithm
Mean 7.16 x 107" 4.86 x 107" 2.15x 1072 [2.03 x 1072
Standard 2.87 x 10° 1.4478 x 10° 231 x 1072 [221x 1072
deviation

Table 12 The comparison results among single-objective optimization algorithms for the Ackley

function
GA (traditional GA (multiple- PSO The hybrid
crossover) crossover) (standard) algorithm
Mean 1.57 x 10* 1.80 x 10" 281 x 107" [4.30x 1078
Standard 1.13 x 10° 6.23 x 107! 592 x 107! 9.90 x 1078
deviation

but the result is very close to the results of the hybrid method. Figures 4, 5, 6, 7, 8,9
and 10 illustrate the evolutionary traces of some test functions of Table 2. In these
figures, the mean best values are gained for thirty runs. The maximum iteration,
population size, and dimension are set at 1,000, 10 and 50, respectively. In these
figures, the vertical axis is the value of the best function found after each iteration of
the algorithms and the horizontal axis is the iteration. By comparing these figures, it
is obtained that the combination of the traditional crossover, multiple-crossover and
mutation operator can enhance the performance of particle swarm optimization.

5.2 Multi-objective Optimization

5.2.1 Definition of Multi-objective Optimization Problem

In most of real problems, there is more than one objective function required to be
optimized. Furthermore, most of these functions are in conflict with each other.
Hence, there is not just one solution for the problem and there are some optimal
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Fig. 4 The evolutionary trajectory of the single-objective optimization algorithm on the Sphere
test function

solutions which are non-dominated with respect to each other and the designer can
use each of them based upon the design criteria.

Find ¥ = [x},x5,...,x]] € R"
To minimize f(X) = [fi(X), (%), ..., fu(X)] € R"

By regarding p equality constraints g;(X) =0, i=1,2,...,p and q inequality
constraints 7;(X) <0, j=1,2,...,q, where X represents the vector of decision
variables and f (¥) denotes the vector of objective functions.

As it is mentioned earlier, there is not one unique optimal solution for multi-
objective problems. There exists a set of optimal solutions called Pareto-optimal
solutions. The following definitions are needed to describe the concept of opti-
mality (Deb et al. 2002).
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Fig. 5 The evolutionary trajectory of the single-objective optimization algorithm on the
Rosenbrock test function

Definition 1 Pareto Dominance: It says that the vector & = [uy,us, . . ., u,] domi-
nates the vector ¥ = [v{,v2,...,v,] and it illustrates # <V, if and only if:

Vie{l,2,...,n}:u; <v; AT je{l,2,..n}:u;<y

Definition 2 Non-dominated: A vector of decision variables X € X C R" is non-
dominated, if there is not another ¥ € X which dominates X. That is to say that
VReX, A¥ e X,X#4X :f(®)<f(®), where f=/{fi, fo,..., fu} denotes the
vector of objective functions.

Definition 3 Pareto-optimal: the vector of decision variables X* € X C R",where X
is the design feasible region, is Pareto-optimal if this vector is non-dominated in X.

Definition 4 Pareto-optimal set: In multi-objective problems, a Pareto-optimal set
or in a more straightforward expression, a Pareto set denoted by P* consists of all
Pareto-optimal vectors, namely:
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Fig. 6 The evolutionary trajectory of the single-objective optimization algorithm on the Noise test
function

P* = {X € X| Xis Pareto-optimal }

Definition 5 Pareto-optimal front: The Pareto-optimal front or in a more straight-
forward expression, Pareto front PF”* is defined as:

PF* = {f(X) e R"Z € P*}.

5.2.2 The Structure of the Hybrid Algorithm for Multi-objective
Optimization

It is necessary to make modifications to the original scheme of PSO in finding the
optimal solutions for multi-objective problems. In the single-objective algorithm of
PSO, the best particle of the entire swarm (Xgpey) is utilized as a leader. In the multi-
objective algorithm, each particle has a set of different leaders that one of them is
chosen as a leader. In this book paper, a leader selection method based upon density
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Fig. 7 The evolutionary trajectory of the single-objective optimization algorithm on the Step test
function

measures is used (Mahmoodabadi et al. 2013). To this end, a neighborhood radius
Ricighvorhooa 18 defined for the whole non-dominated solutions. Two non-dominated
solutions are regarded neighbors in case the Euclidean distance of them is less than
Ricighvorhooa- Based upon this radius, the number of neighbors of each non-domi-
nated solution is computed in the objective function domain and the particle having
fewer neighbors is chosen as leaders. Furthermore, for particle i, the nearest
member of the archive is devoted to TPM,I,. At this stage, a multi-objective opti-
mization algorithm using the hybridization of genetic operators and PSO formula
can be presented (Mahmoodabadi et al. 2013). In elaboration, the population is
randomly generated. Once the fitness values of all members are computed, the first
archive can be produced. The inertia weight, the learning factors and operator’s
probabilities are computed at each iteration. The genetic operators, that is, mutation
operators, traditional crossover and multiple-crossover are utilized to change some
chromosomes selected randomly. Each chromosome corresponds to a particle in it
and the group of chromosome can be regarded as a swarm. On the other hand, the
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Fig. 8 The evolutionary trajectory of the single-objective optimization algorithm on the
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Fig. 10 The evolutionary trajectory of the single-objective optimization algorithm on the Ackley
test function

chromosomes which are not chosen for genetic operations are enhanced via particle
swarm optimization. Then, the archive is pruned and updated. This cycle is repeated
until the user-defined stopping criterion is met. Figure 11 illustrates the flow chart
of this algorithm.

The set of non-dominated solutions is saved in a different location named
archive. If all of the non-dominated solutions are saved in the archive, the size of
archive enhances rapidly. On the other hand, since the archive must be updated at
each iteration, the size of archive will expand significantly. In this respect, a sup-
plementary criterion is needed that resulted in saving a bounded number of non-
dominated solutions. To this end, the dynamic elimination approach is utilized here
to prune the archive (Mahmoodabadi et al. 2013). In this method, if the Euclidean
distance between two particles is less than Rejimination Which is the elimination radius
of each particle, then one of them will be eliminated. As an example, it is illustrated
in Fig. 12. To gain the value of Rejimination, the following equation is utilized:

v (i) = 1
Relimination = { oxmaximum iteration UC ([i) _ﬁx(ﬂ>
0

else

(12)
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Fig. 11 The flow chart of the
hybrid algorithm for multi-
objective optimization
problems
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Fig. 12 The particles located
in another particle’s Rejimination
will be removed using the
dynamic elimination
technique
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o Eliminated particle

@ Retained particle

Rﬂ'mrm{rrrm

In which, ¢ stands for the current iteration number and maximum iteration is the
maximum number of allowable iterations. o and B are positive constants regarding

as oo = 100 and B = 10.

5.2.3 Results for Multi-objective Optimization

Five multi-objective benchmark problems are regarded which have similar features
such as the bounds of variables, the number of variables, the nature of Pareto-
optimal front and the true Pareto optimal solutions. These problems which are
unconstrained have two objective functions. The whole features of these algorithms
are illustrated in Table 13. The contrast of the true Pareto optimal solutions and the
results of the hybrid algorithm is illustrated in Figs. 13, 14, 15, 16 and 17. As it is
obtained, the hybrid algorithm can present a proper result in terms of converging to
the true Pareto optimal and gaining advantages of a diverse solution set.

In this comparison, the capability of the hybrid algorithm is contrasted to three
prominent optimization algorithms, that is, NSGA-II (Deb et al. 2002), SPEA
(Zitzler and Theile 1999) and PAES (Knowles and Corne 1999) with respect to the
same test functions. Two crucial facts considered here are the diversity solution of
the solutions with respect to the Pareto optimal front and the capability to gain the
Pareto optimal set. Regarding these two facts, two performance metrics are utilized
in evaluating each of the above-mentioned facts.
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Fig. 13 The non-dominated
solutions of the hybrid
method for the SCH test
function

Fig. 14 The non-dominated
solutions of the hybrid
method for the FON test
function

5%

£ ()

M. Andalib Sahnehsaraei et al.

Pareto optimal front
©  Hybrid algorithm

091
0.8+
0.7+
0.6r
0.5F
041
03r
0.2r
0.1

4
B T T —
Oep, Pareto optimal front
%%%bo O Hybrid algorithm
D@,
OQ)%
QQ}J%%% A
X ]
0 0.2 0.4 0.6 0.8 1

£ ()

(1) A proper indication of the gap between the non-dominated solution members
and the Pareto optimal front is gained by means of the metric of distance ()
(Deb et al. 2002) as follows:

(13)

Y:En:d,?
i=1

where n is the number of members in the set of non-dominated solutions and d; is
the least Euclidean distance between the member i in the set of non-dominated
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Fig. 15 The non-dominated
solutions of the hybrid
method for the ZDT]1 test
function

Fig. 16 The non-dominated
solutions of the hybrid
method for the ZDT?2 test
function
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solutions and Pareto optimal front. If all members in the set of non-dominated
solutions are in Pareto optimal front then Y = 0.

(2) The metric of diversity (4) (Deb et al. 2002) measures the extension of spread
achieved among non-dominated solutions, which is given as

Cdptd+ Y0 [di—d|

df—i—d/—i—(n—l)d

_ (14)

In this formula, dy and d; denote the Euclidean distance between the boundary
solutions and the extreme solutions of the non-dominated set, n stands for the
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Fig. 17 The non-dominated i T T T T - : —— .
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number of members in the set of non-dominated solutions, d; is the Euclidean
distance between consecutive solutions in the gained non-dominated set, and
i-2ad

For the most extent spread set of non-dominated solutions 4 = 0

The performance of the hybrid algorithm comparing to NSGA-II (Deb et al.
2002), SPEA (Zitzler and Theile 1999), and PAES (Knowles and Corne 1999)
algorithms is illustrated in Tables 14, 15, 16, 17 and 18.

Based on the results of Tables 14, 15, 16, 17 and 18, the hybrid algorithm has
very proper A values for all test functions excluding ZDT2. While NSGA-II pre-
sents proper A results for all test functions except ZDT3, the approaches SPEA and
PAES do not illustrate proper performance in the diversity metric. The hybrid
algorithm presents acceptable results for the convergence metric in all test func-
tions. On the other hand, NSGA-II ZDT3 function, SPEA for FON function, and
PAES for FON and ZDT2 functions do not show proper performance.

The hybrid optimization algorithm is used to design the parameters of state
feedback control for linear systems. In the following section, state space repre-
sentation and the control input of state feedback control for linear systems will be
presented.

Table 14 The results of the comparison of multi-objective optimization algorithms for the SCH
test function

Metrics NSGA-II | SPEA PAES The hybrid algorithm

A Mean 477 x 107" 1.02 x 10° | 1.06 x 10° | 6.00 x 10"
Standard deviation | 3.47 x 107> | 4.37 x 107> [2.86 x 10> | 1.81 x 1072

Y Mean 339 x 1077340 x 107 1.31 x 107 | 3.22 x 1072
Standard deviation | 0 0 3.00 x 10°°]1.35 x 1074
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Table 15 The results of the comparison of multi-objective optimization algorithms for the FON
test function

Metrics NSGA-II SPEA PAES The hybrid algorithm

A Mean 378 x 1071 7.92 x 107" | 1.16 x 10° |5.90 x 107!
Standard deviation | 6.39 x 10™*|5.54 x 107> |8.94 x 107 |3.60 x 1072

Y Mean 193 x 1072 1.25 x 107" | 1.51 x 107" | 1.56 x 1073
Standard deviation | 0 3.80 x 1073]9.05 x 107*| 1.71 x 107*

Table 16 The results of the comparison of multi-objective optimization algorithms for the ZDT1
test function

Metrics NSGA-II SPEA PAES The hybrid algorithm

A Mean 3.90 x 1071 7.84 x 107" | 1.22 x 10° |6.55 x 107!
Standard deviation | 1.87 x 107> | 4.44 x 107> | 4.83 x 1073 [4.91 x 1072

Y Mean 334 x 1072|179 x 107|820 x 1072|8.16 x 107>
Standard deviation | 4.75 x 107> | 1.00 x 107°|8.67 x 1072|273 x 1073

Table 17 The results of the comparison of multi-objective optimization algorithms for the ZDT2
test function

Metrics NSGA-II | SPEA PAES The hybrid algorithm

A Mean 430 x107'{7.55 x 107" | 1.16 x 10° |9.57 x 107"
Standard deviation | 4.72 x 1072 | 4.52 x 107 | 7.68 x 1073 |3.20 x 107>

Y Mean 723 x 1072|1.33 x 1072 1.26 x 107" | 3.04 x 107>
Standard deviation | 3.16 x 10720 3.68 x 1072]1.84 x 1072

Table 18 The results of the comparison of multi-objective optimization algorithms for the ZDT3
test function

Metrics NSGA-II SPEA PAES The hybrid algorithm

A Mean 738 x 107672 x 107" |7.89 x 107" | 6.28 x 107!
Standard deviation | 1.97 x 1072 |3.58 x 1072 | 1.65 x 10> |5.30 x 1072

Y Mean 1.14 x 107" [ 4.75 x 1072 | 2.38 x 1072 | 8.88 x 107>
Standard deviation | 7.94 x 107> | 4.70 x 107> [ 1.00 x 107> [ 6.97 x 107}

6 State Feedback Control for Linear Systems

The vector state equation can be utilized for a continuous time system, as follows:
x(t) = Ax(t) + Bu(t) + B,v(?) (15)

where x(7) € R" stands for the state vector, x(7) denotes the time derivative of state
vector and u(f) € R™ is the input vector. The disturbance v(¢) is assumed to be a
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deterministic nature. Furthermore, A € R™" is the system or dynamic matrix, B €
R™™ is the input matrix and B, is the disturbance matrix. Measurements are made
on this system which can be either the states themselves or linear combinations of
them:

y(1) = Cx(t) + w(z) (16)

where y(f) € R" is the output vector and C € R™" is the output matrix. The vector
w(t) stands for the measurement disturbance.

In order to establish linear state feedback around the above system, a linear
feedback law can be applied as follows:

u(t) = —Kx(t) +r(r) (17)

In this formula, K € R™*" stands for a feedback matrix (or a gain matrix). r(z)
denotes the reference input vector of the system having dimensions the same as the
input vector u(¢). The resulting feedback system is a full state feedback system due
to measuring all of the states. To design the state feedback controller with an
optimal control input and minimum error, the hybrid optimization algorithm is
applied and the optimal Pareto front of the controller is shown in the following
section.

7 Pareto Optimal State Feedback Control of a Parallel-
Double-Inverted Pendulum

The model of a parallel-double-inverted pendulum system is presented in this
section. The work deals with the stabilization control of a system which is a
complicated nonlinear and unstable high-order system. Figure 18 illustrates the
mechanical structure of the inverted pendulum. According to the figure, the cart is
moving on a track with two pendulums hinged and balanced upward by means of a
DC motor. In addition, the cart has to track a (varying) reference position. This
system includes two pendulums and one cart. The pendulums are attached to the
cart. While the cart is moving, the system has to be controlled in such a way that
pendulums are placed in desired angels. The dynamic equations of the system are as
follows:

L+ Cip —azsing +ajicosp =0 (18)

Lo + Cyo — agsino + axxcoso = 0 (19)

2

M3+ f,5 + ay (pcos @ — ¢p*sin @) + a (Gcoso — &7 sinar) = u (20)
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Fig. 18 The system of a
parallel-double-inverted

pendulum
Y
—i
My
=
X
where
L =1+ M, L =1+ Mb, (21)
M=My+ M, +M, (22)
a; = Mily, ay = Myl a3 = Mil1g, ay = Malrg (23)

where x is the position of the cart, x is the velocity of the cart, ¢ stands for the
angular velocity of the first pendulum with respect to the vertical line, ¢ is the
angular velocity of the first pendulum, « is the angular position of the second
pendulum, & represents the angular velocity of the second pendulum, M, is the mass
of the first pendulum, M, is the mass of second pendulum, M, is the mass of the
cart, [; denotes the length of the first pendulum with respect to its center, I, stands
for the length of the second pendulum with respect to its center, f, is the friction
coefficient of the cart with ground, /] is the inertia moment of the first pendulum
with respect to its center, I; represents the inertia moment of the second pendulum
with respect to its center, C; is the angular frictional coefficient of the first pen-
dulum, C, stands for the angular frictional coefficient of the second pendulum, and
u is the control effort.

To obtain the state space representations of the dynamic equations, the state
space variables are defined as x = [xl,xg,x3,x4,x5,x6]T. This vector includes the
position of the cart, the velocity of the cart, the angular position and velocity of the
first pendulum, the angular position and velocity of the second pendulum. After
linearization around the equilibrium point x, = [xl,O,O,O,O,O]T, the state space
representation is obtained according to Eq. (25).
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where
2 2
Py =dl — I)(—d + mb) (26)
Py =di, +al, — mh, (27)
2 2
P; = allz(azll + CZIIQ — mlllz) (28)

The block diagram of the linear state feedback controller to control the parallel-
double-inverted pendulum is illustrated in Fig. 19. The control effort of the state
feedback controller is obtained as follows

u=Ki(xi —x14) + K2 (x2 — x24) + K3 (x3 — x34)

29
+ Ky (x4 — x44) + Ks(xs — x54) + Ko(x6 — X6.4) (29)

where x; = [X17d,xZ’d,X3‘d,X4,d,X51d7x67d]T is the vector of the desired states and
K = [K1,K;,K3,K4,Ks,Kg] is the vector of design variables obtained via the

optimization algorithm. The boundaries of the system are:

The boundary of the control effort is |u| <20 [N]
The boundary of the length of x|, x3 and xs are |x;| <0.5 [m], |x3| <0.174 [rad],
|x5| <0.174 [rad].

The initial state vector, final state vector, and the boundaries of design variables
are as follows. Furthermore, the values of the parameters of the system of a parallel-
double-inverted pendulum are presented in Table 19.
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X1.d

Fig. 19 The block diagram of the linear state feedback controller for a parallel-double-inverted
pendulum for x4 = [x14,0,0,0,0, O]T

Table 19 The values of the

parameters of the system of a Mo 4.2774 kg
parallel-double-inverted m 0.3211 kg
pendulum my 0.2355 kg
Iy 0.3533 m
L 0.0963 m
o, 0.072 kg m?
0, 0.0044 kg m?
F, 10 Kg/s
Ci 0.023 Kg m?/s
G 0.00145 Kg m?/s
T
xo = [0,0,0,0,0,0] (30)
xg =[0.2,0,0,0,0,0]" (31)
50<K; <150 (32)

150 < K, < 250 (33)
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14,900 < K5 < 15,700 (34)
3,000 < K, < 4,000 (35)
—14,000 < K5 < — 12,000 (36)
—3,000< K¢ < — 1,500 (37)

In this problem, the objective functions of the multi-objective optimization
algorithm are

F, = the sum of settling time and overshoot of the cart;
F, = the sum of settling time and overshoot of the first pendulum + the sum of
settling time and overshoot of the second pendulum;

These objective functions have to be minimized simultaneously. The Pareto
front of the control of the system of the parallel-double-inverted pendulum obtained
via multi-objective hybrid of particle swarm optimization and the genetic algorithm
is shown in Fig. 20. In Fig. 20, points A and C stand for the best sum of settling
time and overshoot of the cart and the sum of settling time and overshoot of the first
and second pendulums, respectively. It is clear from this figure that all the optimum
design points in the Pareto front are non-dominated and could be chosen by a
designer as optimum linear state feedback controllers. It is also clear that choosing a
better value for any objective function in a Pareto front would cause a worse value
for another objective. The corresponding decision variables (vector of linear state

9 A/" ,

1.6 e

1.5

Objective function 2 (F2)

1.4

1.3

° [ ]
g<— "

0.42 0.425 0.43 0.435 0.44
Objective function 1 (F1)

Fig. 20 Pareto front of multi-objective hybrid of particle swarm optimization and the genetic
algorithm for the control of the system of the parallel-double-inverted pendulum
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feedback controllers) of the Pareto front shown in Fig. 20 are the best possible
design points. Moreover, if any other set of decision variables is selected, the
corresponding values of the pair of those objective functions will locate a point
inferior to that Pareto front. Indeed, such inferior area in the space of two objectives
is top/right side of Fig. 20. Thus, the Pareto optimum design method causes to find
important optimal design facts between these two objective functions. From
Fig. 20, point B is the point which demonstrates such important optimal design
facts. This point could be the trade-off optimum choice when considering minimum
values of both sum of settling time and overshoot of the cart and sum of settling
time and overshoot of the first and second pendulums. The values of the design
variables obtained for three design points are illustrated in Table 20. The control
effort, the angle of the first pendulum, the angle of the second pendulum, and the
position of the cart are illustrated in Figs. 21, 22, 23 and 24. By regarding these
figures, it can be concluded that the point A has the best time response (overshoot
plus settling time) of the cart and the worst time responses (overshoot plus settling
time) of the pendulums while point C has the best time responses of pendulums and
the worst time response of the cart.

-3
10x10

------- Point A
Point B
.......... PointC [

Time (s)

Fig. 21 The control effort of the system of the parallel-double-inverted pendulum for design
points of the Pareto front of multi-objective hybrid of particle swarm optimization and the genetic
algorithm
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-3
10x10 ‘

------- Point A
Point B
wweseeeee Point C ||

Theta Pendulum,

Time (s)
Fig. 22 The angle of the first pendulum of the system of the parallel-double-inverted pendulum

for design points of the Pareto front of multi-objective hybrid of particle swarm optimization and
the genetic algorithm

x 108

10

Point B
---------- Point C [

Theta Pendulum ,
o
b

Time (s)

Fig. 23 The angle of the second pendulum of the system of the parallel-double-inverted pendulum
for design points of the Pareto front of multi-objective hybrid of particle swarm optimization and
the genetic algorithm
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0.3 :

------- Point A
Point B
005 b= Point C ||

0.15

Xcart
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0.05

-0.05
0

Time (s)

Fig. 24 The position of the cart of the system of the parallel-double-inverted pendulum for design
points of the Pareto front of multi-objective hybrid of particle swarm optimization and the genetic
algorithm

8 Conclusions

In this work, a hybrid algorithm using GA operators and PSO formula was pre-
sented via using effectual operators, for example, traditional and multiple-crossover,
mutation and PSO formula. The traditional and multiple-crossover probabilities
were based upon fuzzy relations. Five prominent multi-objective test functions and
nine single-objective test functions were used to evaluate the capabilities of the
hybrid algorithm. Contrasting the results of the hybrid algorithm with other algo-
rithms demonstrates the superiority of the hybrid algorithm with regard to single
and multi-objective optimization problems. Moreover, the hybrid optimization
algorithm was used to obtain the Pareto front of non-commensurable objective
functions in designing parameters of linear state feedback control for a parallel-
double-inverted pendulum system. The conflicting objective functions of this
problem were the sum of settling time and overshoot of the cart and the sum of
settling time and overshoot of the first and second pendulums. The hybrid algorithm
could design the parameters of the controller appropriately in order to minimize
both objective functions simultaneously.
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Fuzzy Adaptive Controller
for a DFI-Motor

Naimane Bounar, Abdesselem Boulkroune and Fares Boudjema

Abstract This chapter mainly deals with the fuzzy adaptive backstepping control
(FABC) design of a doubly-fed induction motor (DFI-Motor). The proposed con-
troller guarantees speed tracking and reactive power regulation at stator side. The
DFI-Motor is controlled by acting on the rotor winding and its stator is directly
connected to the grid. In the controller designing, a state-all-flux DFI-Motor model
with stator voltage vector oriented reference frame is exploited. Our approach is
based on the decomposition of the motor model in two coupled subsystems; the
stator flux and the speed-rotor flux subsystems. Under some considerations on the
system model, the DFI-Motor unity power factor control and speed tracking
problem is transferred to the rotor flux control problem. In our control approach, the
unknown load torque is estimated on-line by a suitable adaptive law and the
nonlinear functions appearing in the tracking errors dynamics and uncertainties are
reasonably approximated by adaptive fuzzy systems. A rigorous stability analysis
based on Lyapunov theory is performed to guarantee that the complete control
system is asymptotically stable. Furthermore, numerical simulation results are
provided to verify the effectiveness of the proposed FABC approach.
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1 Introduction

The doubly fed induction machine (DFIM) is a wound rotor asynchronous machine;
this form of drive is widely used in many industrial plants, for example pumps,
compressors and fans. The DFIM has some distinct advantages over the conven-
tional squirrel-cage machine. The DFIM can be fed and controlled from either or
both the stator and the rotor windings. Sub and super-synchronous speeds are
possible and the system can be used in generator or motor operation like a DC
motor (Morel et al. 1998). In motor operation, two solutions are possible, namely:
the machine can be supplied by one converter (at the rotor) or by two converters
(one at the stator and one at the rotor). The advantage of the first solution is that the
power electronic equipment only has to handle a fraction (~30 %) of the total
system power. This allows the minimizing of converter size and therefore a
decreased price of the whole system (Morel et al. 1998). However, the disadvantage
in terms of cost of the second solution can be compensated by the best control
performances of the powered systems (Brown et al. 1992). In the DFI-Motor
operation, the inherent instability due of the double feeding requires a performing
control to achieve a good stability and to obtain a high dynamic behavior. Different
strategies were proposed in the literature to solve the DFI-Motor control problem.
Most of the control strategies are established on the vector control based on the flux
orientation that offers the decoupled control of the active and reactive powers
(Bogalecka and Kzeminski 1993; Drid et al. 2005; Hopfensperger et al. 2000;
Leonhard 1997; Morel et al. 1998; Peresada et al. 2003, 1999; Wang and Ding
1993). Therefore, most of the reported control approaches are based on exact
knowledge of the DFI-Motor nonlinear model. Then, the control performance of the
DFI-Motor is still influenced by the uncertainties, such as parameter variations,
external disturbance and unmodeled dynamics, etc.

In electric motor drives and motion control, the fuzzy controller is considered as
a promising alternative for conventional control methods in the control of complex
nonlinear plants (Ghamri et al. 2007). The fuzzy controller is applied to static power
converters, DC and induction motors. It has been reported that fuzzy controllers are
more robust to system parameter changes and have better disturbance rejection. The
main advantage of fuzzy control as compared to conventional control resides in the
fact that no mathematical model of the plant is required and the human experience
can be implanted in the controller as fuzzy rules. However, classical fuzzy con-
trollers (i.e. the non-adaptive fuzzy controllers) can not adapt themselves to changes
in their environment or in operating conditions. Then, it is necessary to add some
form of adaptation that updates the controller parameters in order to maintain and
improve the control performance in wide range of changing conditions Lee (1990);
Li and Lau (1989). Using fuzzy systems for approximating of the nonlinear
uncertain functions, adaptive fuzzy controllers for inductions motors (IM) have
been developed in Agamy et al. (2004), Lin et al. (2002), Youcef and Wahba
(2009).
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Therefore, the motivation of this chapter is the design of a nonlinear controller
for DFI-Motor drives which guarantees speed tracking and reactive power regu-
lation at stator side. The DFI-Motor configuration taken in this work uses one
converter in the rotor and the stator is directly connected to the line grid. Our
approach is based on the decomposition of the machine model in two coupled
subsystems; the stator flux and the speed-rotor flux subsystems. First, the stator
voltage vector oriented reference frame is adopted, and the stator reactive power
regulation purpose is converted into a stator flux regulation problem. In fact, the
time varying stator flux vector is required to be orthogonal to line voltage. In fact,
the d-axis component of rotor flux appears as the control input for the stator flux
subsystem. Then, with an appropriate choice of the stator flux reference and a strict
control of d-axis component of rotor flux to a suitable value, the stator flux error
dynamics become linear and exponentially stable independently of the speed
dynamics. Consequently, the DFI-Motor stator unity power factor control and the
speed tracking problems are converted into a rotor flux control problem. The
controller design is based on combination of sliding-mode control, fuzzy control
and adaptive backstepping control approaches. The adaptive fuzzy systems are used
to reasonably approximate the unknown nonlinear functions appearing in the DFI-
Motor model and the tracking errors dynamics and the uncertainties. While, the
sliding-mode control is used to effectively compensate for the unavoidable fuzzy
approximation error. The adaptive laws, which are used to estimate on-line the load
torque and the fuzzy parameters, are derived in the sense of Lyapunov stability
theorem. Briefly, the nonlinear control approach described in this paper has the
following important advantages:

e The motor-generated torque becomes linear with respect to system control
states.
The rotor flux can be easily regulated in order to increase the machine efficiency.
The system robustness can be achieved against the uncertain parameters of
DFI-Motor (rotor resistance, stator resistance), perturbations (i.e. the unknown
load torque), functional uncertainties, etc.

e The controller design does not strongly depend on the model of DFI-Motor.

Moreover, to the authors’ best knowledge, there is no result reported in the
literature on the fuzzy adaptive control design for doubly-fed induction machine. It
is worth noting that the design of the adaptive control based on state-all flux model,
for a DFI-Motor controlled by acting on the rotor winding and with a stator which is
directly connected to the grid, is very challenge.

This chapter is organized as follows: Section 2 introduces the state-all-flux DFI-
Motor model. In Sect. 3, the DFI-Motor control problem is presented. In Sect. 4, the
fuzzy logic system used for approximating the unknown nonlinear function is
described. In Sect. 5, the proposed fuzzy adaptive backstepping controller (FABC)
is presented. In Sect. 6, the effectiveness of our FABC for a DFI-Motor is dem-
onstrated via some simulations results. Conclusions are drawn in Sect. 7.
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2 The DFI-Motor Model

The Concordia and Park transformation’s application to the traditional abc DFI-
Motor model allows to write a dynamic model in a d-g synchronous reference frame

as follows

doy _
dr
do,,
dr
49 _
dr
Aoy _
d

Ry

RM
Lo Psd + LiLo Prg + WsPsq + Usa

Ry RM
Lo Qqu + LLo (prq — WsPgy + ué‘q
R, RM
LoPra T 11oPsa T OrQPry + U

R, R-M
Ly_g(/)rq + LiL,o (psq — Wr Qg + Urg

Stator and rotor flux equations are

Dsqg = Lsisd + Mird
Psg = Ligy +Miy,
Qg = Lyiyg +Mig
Prg = L, +Mig,

The mechanical equation is given by

dQ

J*:
dt

r,— T —kQ

The electromagnetic torque is given by

L,

o, __ do, _ do
=4 P = @

J,p
o= 1-(M?*/LL,)

pM

= m ((Psq(prd - (Psd(/)rq)

Rotor and stator indices

Synchronous reference frame

Stationary reference frame

Resistance, inductance and mutual in ductance
Voltage, current and flux

Stator and rotor electrical angles

Rotor mechanical position and speed
Electrical frequencies of stator, rotor and shaft
Load and electromagnetic torque

Inertia, number of pole pairs
Leakage coefficient

In a DFI-Motor, the combined effect of the stator and rotor currents produces a
fundamental flux that is sinusoidally distributed around the air gap and that rotates
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at frequency proportional to the stator supply frequency. For all speed ranges the
stator and the rotor angular frequencies are related to the shaft mechanical speed by
Wy = W, + .

Expressions of stator and rotor active and reactive powers are respectively given by

Py = ugqisq + Usq isq
Os = usqisd + Usa isq
Pr == urdird + Urq irq

Qr == urqird + Urg irq

(5)
In the following section, the control objective of the DFI-Motor will be discussed.

3 DFI-Motor Control Objective

First, we suppose that the stator flux vector is aligned with d-axis as shown in
Fig. 1. In the stationary frame abc, the component n of the stator voltage equation is
given by

do
sn = Rslsn —= 6
u Ign + o (6)
By neglecting the stator resistance (Hopfensperger et al. 2000), (6) can be
written as

do
- ~ sn 7
Usn =2 (7)

This equation demonstrates that the stator voltage vector is 7 in advance of the

stator flux. Then, in the chosen reference frame, we can write

Ugqg — 0
’ (8)
Usqg = Us
Fig. 1 Reference frames and B — Rotor 4 B — Stator
angles for DFI-Motor »>
q \\\ '\ws
\ s _~d
AN '\a)
Uy K -y
\ -~ —_
N ) < 9,./ \ 0 o — Rotor
25w 0

» o — Stator
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The stator is directly connected to the grid, then, the stator electrical angle 6; is
calculated only with the grid voltage.

0, = 0, —g 9)

where 0; = arctan(us/; / um) is the stator voltage vector angle in the stationary
reference frame abc as shown in Fig. 1.

Our control objective is the design of a controller for the DFI-Motor which
ensures reactive power regulation at stator side and speed tracking reference with
unknown load torque. It will be demonstrated that the stator-side reactive power
regulation problem can be formalized as the requirement to guarantee that the line
voltage vector and the stator flux vector are orthogonal.

Considering the stator equations expressed in terms of stator fluxes and currents
in the line voltage reference frame

¢sd = —Ryiu + WsPsq

. (10)
Dsq = —Rylsg — 0sPy + Uy

From the second equation of (5), the unity power factor objective is equivalent to
isg = 0. In steady-state condition, all the derivatives are zero. According to the first
equation of (10), ¢,, = 0 is necessary to ensure iy; = 0. Then, the stator-side unity
power factor control is reformulated as a stator flux orientation control objective
(the stator flux vector is required to be orthogonal to line voltage vector).

In the following section, the fuzzy logic system used to approximate the
uncertain functions will be described in detail.

4 Description of the Fuzzy Logic System

The basic configuration of a fuzzy logic system consists of a fuzzifier, some fuzzy
IF-THEN rules, a fuzzy inference engine and a defuzzifier, as shown in Fig. 2. The
fuzzy inference engine uses the fuzzy IF-THEN rules to perform a mapping from an

input vector X = [X1,X2,...,%] € R" to an output f € R. The ith fuzzy rule is
written as

RV if x; is A} and...and x, is A’ then f is f' (11)
where Aj, A5 ..., and Al are fuzzy sets and f' is the fuzzy singleton for the

output in the ith rule. By using the singleton fuzzifier, product inference, and center-
average defuzzifier, the output of the fuzzy system can be expressed as follows:
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Fuzzy Rule Base
X

Defuzzifier

Fuzzy Inference
Engine

v

Fig. 2 The basic configuration of a fuzzy logic system

. S (T ()
S (T g (s) (12)
= 0"y(x)

where fi4:(x;) is the degree of membership of x; to AJ’:, m is the number of fuzzy

rules, 07 = [f',f2,...f™ is the adjustable parameter vector (composed of conse-
quent parameters), and Y’ = [nplxpz. .y with

(T ()
S (T ()

Y(x) =

being the fuzzy basis function (FBF). Throughout the paper, it is assumed that the
FBFs are selected so that there is always at least one active rule (Wang 1994), i.e.

S (T () >0,

It is worth noting that the fuzzy system (12) is commonly used in control
applications. Following the universal approximation results (Wang 1994; Azar
2010a, b, 2012), the fuzzy system (12) is able to approximate any nonlinear smooth
function f(x) on a compact operating space to an arbitrary degree of accuracy. Of
particular importance, it is assumed that the structure of the fuzzy system (i.e. the
pertinent inputs, the number of membership functions for each input and the
number of rules) and the membership function parameters are properly specified
beforehand. The consequent parameters 0 are then determined by appropriate
adaptation algorithms.

In the following section, the proposed fuzzy adaptive backstepping controller
will be presented.
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5 Design of the Fuzzy Adaptive Backstepping Control

In this section, the stator flux subsystem control is designed in order to achieve
asymptotic alignment of the stator flux vector with the d-axis of the line voltage
vector reference frame, consequently, the stator voltage and flux vectors become
orthogonal.

Introduce flux stator tracking errors as

@sd = Psd — (p;ka @sq = (psq (13)

where ¢} is the d-axis flux reference trajectory.
Using (8), the stator flux dynamic equations in (1) can be written in error form as

?sd = —a asd - aqu: + (X0 + wfasq - QDj (14)
@sq = —a ?psq + Q@ Prg — w‘y?ﬁsd - 0‘)?(/);k + ug
where a1 = R,/L,0, a, = RM/L,Lo.
To realize the required stator flux orientation, the d-axis component of rotor flux
®,4 can be considered as control input in (14), and should be

1 y
@rq =— (019} + @) (15)
a

with the d-axis stator flux reference computed from the second equation of (14)

L1
(ps = (,07 (uS + az@,.q) (16)

S

Using (15) and (16), (14) becomes

Psqg = —aA1 asd + ws@xq + aZ((prd - (ptd>

. e (17)
GPsqg = —A1Pyg — DsPsq

However, in a DFI-Motor, the rotor flux is not available as control input and ¢,,

in (15) can only represent the d-axis rotor flux reference ¢}, for the real flux ¢,,.
The rotor voltages u,q and u,, are the only physical available control inputs of
DFI-Motor. From (17), one concludes that the dynamic of the stator flux is expo-
nentially stable (i.e. tlirgc Qg = @, and zlirgc ¢5q = 0) provided that tllg]c Qrg = Qry

Remark 1 From (17) and (15), it can be concluded that in the steady state (¢

ag; L
constant), @,y = = = 7 ¢;.
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Now, it is required to design a control law (rotor voltages u,4 and u,,) which
guarantees that lim ¢,; = ¢}, and lim Q = Q". Then, we will consider the reduced
1—00 1—00

order DFI-Motor model represented by the rotor flux and speed equations.

.5(?1 = Cl5()C4X3 — )CS)CZ) — deX1 — a7F1

—aszxy + agxqs — X3 + 51()61,)(2) + up (18)

X2

X3 = —asx3 + as xs + 0% + 02(x3,%2) + up

with x; = Q,x, = Prgy X3 = Qpgy X4 = Qs X5 = Qg UL = Upg, Uy = Upg,d3 =
R,/L.o, ay =RM/L,Lyo, as =pM/JL,L,c, as = k¢/J and a; = 1/J.where I,
(i=1, 2) are the unknown uncertainties and perturbations that can be naturally
generated from the parameter variations.

Backstepping design procedure (Krstic et al. 1995) is used here for the con-
struction of the FABC which guarantees asymptotic tracking of rotor speed and
rotor flux reference signals. Then, the variables to be controlled in the model (18)
are the rotor speed (x;) and the rotor flux (xz, x3).

Step 1. For a continuous bounded reference signal x4, we define the tracking error
e, as follows

e =X| — Xig (19)
Its derivative e is given by
e =X — Xig (20)
From the first subsystem of (18), we can write
&) = asxyXx3 — asxsxy — dexy — a7l — Xig (21)

Choose asxsx, as a virtual control to stabilize e; and select v; as a desired
reference signal for asxsx,

Uy = asXyX3q + Crey — aeX1q — X1q4 — a7l (22)

where ¢; > 0 is a design constant.

However, the exact value of the external load torque I'; in (22) is generally
difficult to be known in advance for practical applications. Then, it cannot
be used in the virtual control signal. We can select the new virtual control
as follows

v2(20) = asxXsq + creq — agXig — x1a — arl (23)

where I is the estimate of T; and zo = [x1, X4, fZ]T
This leads to the following dynamics



96

Step 2.

N. Bounar et al.

&) = asxyes — ey — (c1 +ap)e, — 6171:/ (24)

where 1:1 =T, -1} is the load torque estimation error, and e, is the
tracking error of the variable asxsx;.

€) = a5X5Xy — U2 (25)

Consider the following Lyapunov function candidate for the e;-subsystem
1 1~
Vi=3 (ef + F,z) (26)

where y > 0 is a design constant.

By assuming that the load torque is slowly time-varying (I'; = 0), the time-
derivative of (26) along (24) is given by

. ~ 1=
Vi= —e ey + asx,ezep — (C1 + Clé)e‘% — I <Cl7e‘1 +;Fl> (27)

If the load torque adaptation law is designed as
IAﬂl = ﬁfl —Yaze; (28)

where f§ > 0 is a design parameter.
Then, (27) can be written as

v, = —e ez + asx,eze; — (¢ + a6)e% - g 1:12 (29)
The next step consists in stabilizing the tracking error e;.
The time-derivative of (25) is given by
e = a5x5562 + Cl5.5€5X2 — 0y (30)
From the second subsystem of (1), (18) and (23), we can write

e = fi(z1) + ey + (asarxy — asxsw, — ascixs)es

R (31)
—a7;(p+ )Ty + asxsu;

with
fi(z1) = —e1 — asazxsx; + asasxsxs — asxsw X3 — AsA1X5X2
+ aswgXaXs + As5a1X3qX4 + A50X3gX5 — A5X3qUs — A5X4X3q
. . 2
+ asxiq + %14 + ci1(e2 + (c1 + ag)er) — azye
+ a7 (B + )T + asxso(x1,x2)
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where z; = [x1, X2, x4, X5, 2, T7]" and e is the tracking error of x3. It is
given by

€3 = X3 — X3¢ (32)

The desired signal x3; is given by the expression (15), i.e.
X3g = i (a1} + 7).

The uncertain continuous function fi (z;) can be approximated by the fuzzy
system (12) as follows

fiz1,00) = 00y, (z1) (33)

where 1/, (z1) is the FBF vector, which is fixed a priori by the designer, and
0, is the adjustable parameter vector of the fuzzy system. Furthermore, the
functions fi(z;) can be approximated optimally (Wang 1993, 1994) as
follows

fi(z) =21, 07) + 1 (z1)

r (34)
=07 ¥(z1) +e(z1)

where 0] is the optimal parameter vector and &;(z;) is the unavoidable
fuzzy approximation error which is generally assumed to be bounded
(Boulkroune et al. 2008, 2009, 2010a, b; Wang 1993, 1994) as follows

|81(Zl)|§51a vzl 6921

where g; is an unknown constant.

Since the input vector z; = [x1, X2, X4, X5, V2, FI]T is not available, it must
be replaced by its estimate z; = [x1,x2, X4, X5, V2, f,]T in (33). Thus, the
fuzzy system (33) used to approximate fi(z;) is replaced by the following
fuzzy system:

Ni(21,01) = 07y (21) (35)

From (33-35), we have

fiz) =fi(z) —filz1,07) + filz, 07) = fi 21, 07) +
=h(,0) + A1)~ fiz,07) +fi(z,07)
= 07" (1) +ex(an) + (079 (21) — 07" (2)]
= 0"y (21) + 01 (21, 21) (36)

(@1, 0y)

fi
fl (21,07)
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where 91 (z1,21) = e1(z1) + [0} ¥, (z1) — 0;",(21)] is the approximation
error. Notice that ¥ (z1,%;1) has an upper bound, i.e. |9 (z1,21)| < k] with
K} is an unknown positive constant (Boulkroune et al. 2008).

To stabilise the dynamics (31), the following fuzzy adaptive controller is
proposed

2
u=—— (a7(ﬁ+ e)Er = 07y, (21) — dnes - L) (37)

asxs Kylez| + o1 e

where g and o, > 0 are small design constants and 4, is a positive design
constant and x, is the estimate of the unknown bound «7.

Remark 2 The magnetising flux x5 must be non-zero (remanence flux).
Replacing (37) into (31) and using (36) yields

&y = e, + (asaxxy — asxsw, — ascixy)ez — 0{‘#1(21)
2 38)
A K1€2 (
9 — ey ——— =
i 4) 1€ K1|62| + e !
where 0, = 0, — 0} is the parameter error vector.
Multiplying (38) by e, we get

€18y = €16, + (asarxy — asxsw, — ascixy)eye3 — 629{11/1(21)

2 K%e%
9 ) Jel 192
+eti(u, ) - he K lez| + o1 e

<e,e, + (asarxy — asxsw, — ascixs)e,e3 — 6201T1//1(21) + Kjlez]

39

i S bt
1€ Kl|€2|—|—61 e 02!

o
= e,6, + (asarxy — asxsw, — ascixq)eye3 — e2079,(21)
— Klea| — ileg + e
where k| = x, — k} is the parameter error.
Define a Lyapunov function candidate for the (e}, e;)-subsystem as follows

AT
010, o Ky (40)

1

‘/ — ‘/ +—€2 _|_
2 1 ) 2
’))1

2

where y; and #; > 0 are design constants.

Take the derivative of V, with respect to time and using (39) and (29), one can
obtain
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L 1~ 1
Vo=V +ee,+— 010, +— % i
"1 m

<(asarx; — asxsw, — ascixs)ere3 + asxyeies — (¢ + a6)e% - E l:l2
Y
~ ~ ~ , _ 1~ 1 .
— EQOITllll(Zl) — K1|€2| — /L]E% + o€ ol L 0{01 + — KK
71 M
= (asayx; — asxsm, — dscixq4)eze; + asxgeres — (¢ + a6)ef — g FZZ

_ 1 ~1. . 1 _ ..
_ /Ileg + o e ™ +y7 HIT [01 — e ()| + ’T K11 — nylez2l]
1 1

If the adaptation laws are designed as
91 = ey (21)
K1 = e|
Then, (41) can be expressed as follows
V, < (asarx, — asxsw, — ascixs)eye3 + asx,ees

— (c1 + ag)et — b [7— 3 +aye ™
v

In the next step, we try to stabilize the tracking error es.

99

Step 3. At this step, we will construct the control law u,. The time-derivative of

(32) is given by
é3 = —azxz + as xs + 0x + 02(x3,X2) + Uy — X34
We can rewrite (45) as follows
&3 = —(asaxxy — asxsw, — asci1xs)e, — asxzey + fr(z2) + uz
with

fr(z2) = (asaxxy — asxsw, — ascixs)e, + asx e, — azxs

+ as x5 + x4 02(x3,X2) — X3g

h _ T
where 2o = [x1,x2,x3,x4,X5] .

(45)

(40)

The uncertain continuous function f>(z;) can be approximated by the fuzzy

system (12) as follows
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F(z2,00) = 035(22) (47)

where Y/, (z,) is the FBF vector, which is fixed a priori by the designer, and
0, is the adjustable parameter vector of the fuzzy system. Furthermore, the
functions f>(z;) can be approximated optimally (Wang 1993, 1994) as
follows

f(22) = fl22,03) + e2(22)

r (48)
= 05 Y(22) + e2(22)

where 05 is the optimal parameter vector and &(z2) is the unavoidable
fuzzy approximation error which is assumed to be bounded (Boulkroune
et al. 2008, 2009, 2010a, b; Wang 1993, 1994) as follows

le2(z2)] <&, Yz € Q,

where &, is an unknown constant.
From (47) and (48), we have

£(22) = f(z) - hl22,03) + fr(z2, 03)
= f(z2,03) + f(z2) — fo(z2, 03) (49)
= 03", (22) + £2(z2)

To stabilise the dynamics (46), the following fuzzy adaptive controller is
proposed

KZ%€3

uy = =00y (22) — Jaes — (50)

K,les| + a3 e
where g3 and 64 > 0 are small design constants, /1, is a positive design

constant and x, is the estimate of the unknown bound x5 = &.
Replacing (50) into (46) and using (49) yields

&3 = —(asaxxy — asxsw, — AsC1X4)e, — AsX €] — 92Tx//2(12)
K%€3 (51)

+e — Jpey — ————
2(22) = e K,le3] + o3 e

where 52 = 0, — 0 is the parameter error vector.
Multiplying (51) by e3, we get
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e3e3 = —(asarxy — AsXsW, — AsC1Xs)e,e5 — AsXyeiey
. ) K5e3

—e30 ) +ezen(zn) — Apes ———==2

30,05(22) + e3ea(z2) — Aoy les] + o3 e o

IN

— (asaxxy — asxsw, — ascixs)e,e; — asx,eie,
- ok 2
— e300, (22) + K5 |es| — Jpes — ————
2 2( ) 2| ‘ 3 K2|e3|—|—63€_‘w
= —(asazxz — dsX50), — a501x4)e2e3 — asxyegey
nT 7.2  ~ —04t
—e30,Y5(22) — Aoy — Kyles| +o3e™
where K, = Kk, — K.
Define a Lyapunov function candidate as follows

1 1 ~p~ |
Vs=Vot-es+— 050, +— i3 (53)
2 2y, 2

where 7, and 7, > 0 are design constants.
Take the derivative of V3 with respect to time and using (52) and (44), one

can obtain
. . . 1 ~;. 1
Vi=V, + eje; +— 0202 + — KK
72 2
< —(c1 +ag)ed _gflz — €3 — egbglﬁz(zz) P
~ 1~ 1.
- K2|€3| + 0'16_62t + 0'36_041 +— 9;92 + — KK
72 b 54
5 (54)
=—(c1 +ag)et —-T7 — Jye3 — )tzeg + g1e” % + g3e %
Y
| R
o 05102 — y,e39,(22)]
2
|
+— Ka[ika — nyes|]
k)

If the adaptation laws are designed as

92 = 1e3,(22) (55)

K2 = Mles] (56)
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Then, (54) becomes

Vi= < —(e1 +ag)e} —gfzz — J1ey = 1a2€3

(57)
+ 16 4 gz
One can write (57) as follows
V3 < —JI|E|P+(r) (58)

~ 1T
where )V:min{(cl +Cl6),€,/ﬂuz7i3},E: [61762763,1—‘1} , and Q(Z)

ore” % + g3e” %,
Note that ¢(#) verifies the following nice properties:

e ¢(f) € Ly and t]im c(r)=0
—00
e (1) el

Those properties will be exploited later in the stability analysis.

5.1 Study of the Tracking Error Convergence

The study of the asymptotic convergence of tracking errors is divided into three
parts.

5.1.1 Proof of the Boundedness and Square Integrability
of the Tracking Errors

By inequality (58), V3 can be rewritten as Vi< — /1||EH2+0'1 + g3. Choosing
A > ""L‘” for any small y > 0, there exists a constant Ay such that Vi< —
/10||E|| < 0 for all |[E|| > y. Thus, there is a 7 > 0, such that ||E|| < y for all 1 >T.
This 1mphes that the tracking errors are uniformly ultimately bounded (UUB), i.e.
(e1, €2, €3, Fl) € Ly (Khahl 2001). According to the standard Lyapunov theorem,
we conclude that 01, K1, 92 and K, are all UUB. The boundedness of 0, x, 0, and

K, is respectively established from that 0 1, K1, 02 and K. Also, From (58) and
since ¢(7) € L,, one can easily show that (e;,ez,e3, 1)) € L.
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5.1.2 Proof of (¢1,¢é3,¢3,T) € Lo, and the Boundedness of All Signals
in the Closed Loop

Because ey, e3 € Ly, and x4, X35 € Lo, therefore x;,x3 € Ly,. From (14), one can
write the dynamics of the tracking errors of the stator fluxes as follows:

es = —ajes + wseq + e3
é4 = —dieé4 — W45
with ey = &Sq and e5 = %sd.

From those dynamics and since e3 € L., we can easily prove the boundedness
of e4, es and x4. From x4, x34, €1, X14,X] € Lo, it can be concluded that v, € L,
based on (23). Because x, = (ez + v2)/asxs, €3,03 € Lo, x5 > 0, we can show that
X3 € Ly. The boundedness of ¢}, and x5 follows that of x, and es. Due to the

boundedness of xy, xp, x3, x4, Xs, I'; and since 01, K1, 0,1 € Ly, we can conclude
that the controls («#; and u;)are also bounded. The boundedness of states, reference
signals, tracking errors and adaptation parameters implies the boundedness of

é1, 3,3, T (i.e. this implies that (&1, é5,é3, 1)) € Lag.)

5.1.3 Proof of the Asymptotic Convergence of the Tracking Errors

Because (e, e, e3, IN"Z) €L,NL, and (él,éz,é3,l~"l) € Lo, and using Barbalat’s
lemma (Khalil 2001), we can conclude that all tracking errors and the estimation

error I, converge asymptotically to zero, despite the presence of the uncertainties
and perturbations.

5.2 An Implementable Version of the Load Torque Estimator

Now, let us consider the load torque adaptation law (28) that can be written in the
following form

[ = BTy — BIy — yaze (59)

As the actual load torque I'; is unknown, the first equation in (18) will be used to
compute its value. Consequently, I'; is given by

r=- (X1 + asxsxy — asxax3 + agx1) (60)
a;
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which leads to

fl = —a—(jCl “+ asxsx; — asxax3z + (I6X1) - ﬁf[ — yajey (61)
7

It is worth noticing that because of the integral structure of the adaptation law
(61), this updating law is implementable despite the presence of the time derivative
X1. To show that, let’s rewrite the adaptation law as

t

= F,(0) — g (61 () — x1(0)) + / h(e)de (62)
0
where
h=— (ﬁf[ + yaze; + a—‘li (CZ5X5)C2 — A5X4X3 + a6x1)> (63)

Consequently, the load torque adaptation law can be computed without the need
of using x;.

Remark 3 From (59), we can rewrite 1~"1 =-4 1:1 + yazey, this equation can be seen
as a standard disturbance observer. In fact, if e; converges to zero, then I'; also

converges to zero. Consequently, I converges to I';.

To summary, Fig. 3 shows the block diagram of our FABC proposed. The
overall scheme of the controlled DFI-Motor is depicted in Fig. 4 in which the stator
is directly connected to the grid, and the DIF-Motor is controlled by acting on the
rotor winding.

In the following section, the effectiveness of the proposed FABC will be illus-
trated via some simulations results.

2 Virtual control v, D, U

> Control i,
Eqgs. (23) and (61)

,—} Eqs.(37), (42) and (43)
2

2y Control u, P
Eqs.(50), (55) and (56)

Fig. 3 The proposed FABC
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Fig. 4 The overall control scheme of the DFI-Motor

6 Simulation Results

In order to investigate the control system effectiveness, a numerical simulation has
been realized with a 4 kW DFI-Motor. Table 1 summarizes the DFI-Motor’s
parameters along with their respective values (Vidal 2004). The performances of
the control scheme are evaluated in terms of response to speed variation, sensitivity
to external disturbances and robustness against machine parameters variations. The
design parameters are selected as: y; = 0.001, f = 200, 4; = 200,7, = 100,71, =
0.05, 7, = 200, y, = 1,000,1, =0.1,0; = 03 =0.1,0, = g4 = 0.1. The initial
conditions are chosen as: k;(0) =x;(0) =0.2, and 0y;(0) = 0,;(0) =0. The
unknown uncertainties and perturbations are selected as: 0;(x;,x;) = 3x, and
52()63,)62) = 4xy 4+ 2x5.

The fuzzy system 91Tl//1(21) has the vector [x1,x2,X4, X5, V2, fl]T as input, while
the fuzzy system 0; W,(z2) has the state vector [x;,xa, X3, X4, x5]T as input. For each
variable of the entries of these fuzzy systems, as in (Boulkroune et al. 2008), we
define three (one triangular and two trapezoidal) membership functions uniformly
distributed on the intervals [—0.5,1.5] for xp,x3, x4 and xs, [—150, 150] for x;,

[—2,2] for vy, and [—150, 150] for 7.



106 N. Bounar et al.

Table 1 DFI-Motor

Parameters Parameter Value
Rated power P,=4 kW
Stator—rotor voltages u, =400 V
Stator—rotor currents I,=84A,1,=19 A
Synchronous speed wg, = 2150 Hz
Stator resistance R, =1.3740 Q
Rotor resistance R, =0.1000 Q
Stator inductance L,=0.2241H
Rotor inductance L,=0.0287 H
Mutual inductance M = 0.0740 H
Inertia J = 0.01862 Nm/rad/s*
Friction coefficient kr=0.01400 Nm.s/rad
Pole pairs p=2
(a) (b)
200 c 6
. o
g 5
© 150 E 4
[0} =1
= 3 3 €
5 & 100 oS 2
28 g
S 50 2 o0
g 3
= o
0 - -2
0 0.5 1 0 0.5 1
time (s time (s
(© (s) () (s)
40 o 4000
3
IS}
Q o
= o 2000
GC> c 20 E =
< ]
€ o o2 0
23 o =
£ D S
88 IS
° ® 2000
-20 1
0 0.5 1 0 0.5 1
time (s) time (s)

Fig. 5 Simulation results: a Tracking of the rotor speed: x; (solid line) and x4 (dotted line).

b Estimation of the load torque: the estimate f; (solid line) and the actual value I'; (dotted line).
¢ Electromagnetic torque. d Stator reactive power
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Fig. 6 Flux responses of the DFI-Motor: a Tracking of ¢;: ¢, (solid line) and ¢, (dotted line).
b Tracking of ¢, @, (solid line) and ¢, (dotted line). ¢ Tracking of ¢,4: ¢4 (solid line) and ¢},
(dotted line). d Response of ¢,,

The simulation results of the proposed FABC system are depicted in Figs. 5, 6
and 7. From these simulation results, we can clearly see that a satisfactory behavior
of the mechanical speed with regard to the imposed speed profile is obtained
without the knowledge of the load torque. Moreover, the load torque estimator
gives a correct estimation for the actual load torque.

We can observe clearly that the flux responses respect the imposed constraints.
So, after transient, the stator and the rotor fluxes recover respectively their reference
signals. Consequently, the flux orientation objective is guaranteed, and the stator
reactive power is equal zero in steady-state operation. Also, the results show

quickness of transients, good robustness and insensitivity in the face of the
uncertainties.
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Fig. 7 Voltages applied to the DFI-Motor

7 Conclusion

In this chapter, a new fuzzy adaptive backstepping controller has been developed
for a DFI-Motor. A Lyapunov approach has been adopted to derive the parameter
adaptation laws and prove the stability of the control system as well as the
asymptotic convergence of the underlying tracking and estimation errors to zero.
Simulation results show clearly the effectiveness of this control approach. In spite
of the presence of the model uncertainties, the dynamic behavior of the DFI-Motor
presents high performances in terms of the speed and the load torque tracking
accuracy, satisfactory flux control and consequently, stator reactive power regula-
tion to zero in steady-state. It is worth noting that the control methodology proposed
here can be easily extended to any other high performance electric drives. In our
future work, one will address the experimental implementation of this proposed
control scheme and the design of a speed sensorless controller.
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Expert-Based Method of Integrated Waste
Management Systems for Developing
Fuzzy Cognitive Map

Adrienn Buruzs, Miklés F. Hatwagner and Laszlo T. Kéczy

Abstract Movement towards more sustainable waste management practice has
been identified as a priority in the whole of EU. The EU Waste Management
Strategy’s requirements emphasize waste prevention; recycling and reuse; and
improving final disposal and monitoring. In addition, in Hungary the national waste
strategy requires an increase in the household waste recycling and recovery rates.
Integrated waste management system (IWMS) can be defined as the selection and
application of suitable and available techniques, technologies and management
programs to achieve waste management objectives and goals. In this paper, the
concept of ‘key drivers’ are defined as factors that change the status quo of an
existing waste management system in either positive or negative direction. Due to
the complexity and uncertainty occurring in sustainable waste management Sys-
tems, we propose the use of fuzzy cognitive map (FCM) and bacterial evolutionary
algorithm (BEA) methods to support the planning and decision making process of
integrated systems, as the combination of the FCM and BEA seem to be suitable to
model complex mechanisms such as IWMS. Since the FCM is formed for a selected
system by determining the concepts and their relationships, it is possible to quan-
titatively simulate the system considering its parameters. The goal of optimization
was to find such a connection matrix for FCM that makes possible to generate the
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most similar time series. This way a more objective description of IWMS can be
given. While the FCM model represents the IWMS as a whole, BEA is used for
parameter optimization and identification. Based on the results, in the near future
we intend to apply the systems of systems (SoS) approach to regional IWMS.

Keywords Integrated waste management system - Sustainability factors - Fuzzy
cognitive map - Bacterial evolutionary algorithm - Optimization

1 Introduction

Waste is one of the most visible environmental problems in the world. Increasing
population, changing consumption patterns, economic development, urbanization
and industrialization result in the increased generation of solid waste and a diver-
sification of the types of the waste. Waste management is an umbrella term that
refers to a host of interlinked activities such as reduction, recycling, collection,
transportation, processing, disposal, and monitoring of waste materials.

The European Landfill Directive (1999/31/EC) and the Packaging and Packag-
ing Waste Directive (94/62/EC) aim to reduce the amount of biodegradable
municipal waste going to landfill. In addition, in Hungary the national waste
strategy requires an increase in the household waste recycling and recovery rates.
Movement towards more sustainable waste management practice has been identi-
fied as a priority in the whole of EU (Phillips et al. 1999). The EU Waste Man-
agement Strategy’s requirements emphasize waste prevention; recycling and reuse;
and improving final disposal and monitoring. As a consequence, the so-called waste
hierarchy has become a major guiding principle for waste management policies
(Demirbas 2011).

Despite the progress that the EU and Hungary have made, the volume of most
waste streams continues to rise. By 2020 the waste generation is expected to be
doubled (den Boer and Lager 2007). The main approach to solid waste management
in Hungary is unfortunately still landfilling. The expected new measures require the
development of different alternatives to improve the long-term performance and the
sustainability of the current waste management systems in order to reach the targets
set (Bovea and Powell 2006).

Waste management in Hungary is primarily controlled through legal regulations.
Legal provisions determine technical requirements for waste management, the
applicable economic incentives and sanctions, the responsibilities of the waste
generators and managers of waste as well as the licensing and supervisory duties of
the authorities. In Hungary, the local government is entrusted with the task of waste
management services.

In Hungary, huge waste management projects were in progress in the last years,
many forming part of a waste management mega-project of about 3 Mio EUR
(10 billion HUF). These projects are designed to establish EU-compliant waste
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management in extant nationwide garbage disposal sites by introducing a selective
waste collection strategy and optimizing logistics systems.

Increasing environmental concerns, legislative and public pressures have led to
the evaluation of the perspectives of other treatment processes and technologies.
However, technical and economic approaches towards designing solid waste
management systems should not be considered as the only possible solution. While
some research is dedicated to the physical management of municipal solid waste,
relatively little attention has been paid to the larger context necessary for sustain-
able waste treatment. Integrated municipal solid waste management can be defined
as the selection and application of suitable techniques, technologies and manage-
ment programs to achieve waste management objectives and goals (Tanskanen
2000). Sustainable waste management provides a comprehensive inter-disciplinary
framework for addressing the problems of managing municipal solid waste (Kurian
2006).

Systems with source control can avoid many problems of the processing tech-
nology by respecting different qualities and quantities of the waste streams, by
treating them appropriately for reuse and recycling. Sustainable waste management
means less reliance on landfill and greater amounts of recycling and composting
(Demirbas 2011; Graymore et al. 2008). The purpose of this paper is to describe
and model the sustainability elements of IWMS on regional level.

This chapter is structured as follows. Section 2 describes the history and
background of sustainable waste management and introduces the driving factors of
the IWMS. Section 3 presents the methodological approach of the simulations by
two computational intelligence tools: fuzzy cognitive map (FCM) and bacterial
evolutionary algorithm (BEA). Section 4 presents the results of the simulations.
Finally, a summary is given in Sect. 5 which concludes in answering the question
about the ranking of sustainability factors in waste management.

2 History and Background

The IWMS has to be an economically affordable, environmentally effective and
socially acceptable system. Among others, it includes the practical aspects of waste
management (i.e. transport, treatment and disposal) and the attitudes of citizens
(how they feel about source separation, recycling, incineration, etc.). The evolution
of waste management from truck and dump, to the highly integrated systems
requires an investment of both time and resources (Wilson et al. 2001).

2.1 The History of Waste Management

Numerous studies introduce the history of waste management. According to
Shmeleva and Powell (2006), until the 1960s municipal waste management was
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concentrated only on the collection and transportation of waste from households to
the disposal facilities without any separation, which in the majority of cases were
local dumps or landfills. Processes were planned or optimised merely on the basis
of efficiency in terms of costs. Environmental effects were only marginally taken
into account. In a second phase, waste treatment and landfilling technologies were
improved. After Hung et al. (2007), in the 1970s, the goals of the municipal waste
management systems were simply to optimize waste collection routes for vehicle or
to locate appropriate transfer stations. In the 1980s, the focus was extended to
encompass municipal waste management on a system level, minimizing the costs.
This was the first time that the aspect of waste as a resource was taken into
consideration. Complex waste management systems were first introduced and
further developed from the 1980s onward. In the 1990s, specific treatment tech-
nologies for several types of waste were introduced, together with advanced landfill
technologies (Salhofer et al. 2007). With the transition from waste management to
materials management, tools are needed that consider all aspects and effects of
waste management (Wilson et al. 2001).

2.2 The Development of Methods

Many environmental problems would benefit from models based on experts’
knowledge (Ozesmi and Ozesmi 2004), among them IWMS modelling as well.
Several models have been developed in recent decades to support decision making
in IWMS to monitor present conditions, to assess future risks and to visualize
alternative futures (Hung et al. 2007; Papageorgiou and Kontogianni 2012).
According to Hung et al. (2007), Salhofer et al. (2007) and Tanskanen (2000), early
waste management models developed during the 1960s and 1970s focused on
studying individual functional elements, i.e. optimizing waste collection routes for
vehicles or locating appropriate transfer stations. In the 1980s, the investigation was
extended to encompass waste management on the system level, minimizing waste
treatment costs. In the 1990s, the waste management models focused principally on
economic (e.g. system cost and system benefit), environmental (air emission, water
pollution) and technological (the maturity of technology) aspects. An environ-
mental impact assessment model, the life cycle assessment (LCA) is also often used
to aid the decision-making in waste management. Numerous studies applied the
LCA method to evaluate the environmental impact of waste treatment alternatives.
In several strategic planning models, both costs and emissions of waste manage-
ment systems have been included in the research. In some models, the whole life
cycle of products has been studied instead of only the waste management system
when searching for environmentally optimal waste management strategies.

The increasing demand for types of models which combine environmental,
economic and further aspects (like social, technological aspects) has led to the
development of a latest generation of computerised models, which are similar to the
LCA-based models, but include additional cost effects and/or social effects. In this
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case, cost effects can be regarded as an additional impact category. Examples of this
type of models are GABI and Umberto (Kalakula et al. 2014), well known com-
puterised tools especially in the German speaking community. From both meth-
odological and practical point of view, it is a complex task to compare alternatives
with respect to environmental effects, costs and social aspects. In most cases, the
antagonistic targets of cost minimisation, reduction of environmental effects and
high convenience for the user (mainly of the waste collection scheme) cannot be
met by one single scenario. It is increasingly likely that a scenario in which high
costs are linked with high environmental standards and high convenience will be
involved, whereas low-cost scenarios prove to be less environmentally friendly or
less convenient.

2.3 The Evolution of Factors

In the preliminaries of this research we investigated the conditions and driving
factors of sustainability of IWMS and determined its main aspects based on various
authors. The concept of ‘key drivers’ are defined as factors that change the status
quo of an existing waste management system (in either positive or negative
direction), be it legislation that encourages an integrated approach to waste man-
agement or change of public perception in an IWMS. A large body of literature on
factors that influence municipal waste management systems is available. According
to the development of methods investigating urban waste management systems, the
number of factors influencing system element increased dramatically worldwide. In
the 1990s, the factors considered in municipal waste management models were
principally economic (e.g. system cost and system benefit), environmental (air
emission, water pollution) and technological (the maturity of technology) (Salhofer
et al. 2007). In the late 1990s, to compare different waste treatment and disposal
scenarios, and rank them (from the ‘best’ to the ‘worst’), the authors (Haastrup et al.
1989; Maniezzo et al. 1998; Tanskanen 2000) investigated technical data (number
of treatment/disposal technologies and available plants, relative capacities, geo-
graphical data), social progress (demography), environmental aspects (protection of
the environment, use of natural resources, greenhouse gas load, acid load) and
economic variables (maintenance of economic activity) (Phillips et al. 1999). In
some studies (Kurian 2006; Shmeleva and Powell 2006; van de Klundert and
Anschutz 1999) examining the situation of waste management in the developing
countries, the authors introduced six principles: technical/operational, environ-
mental, financial, socio-economic, institutional/administrative and policy/legal
ones.

In the early 2000s, the development of factors continued. In the European Union
(Wilson et al. 2001), the role of policy, management and institutional structure
(local and regional politics and planning strategy); operational demands (infra-
structure and waste disposal, security, waste stream composition and change);
economic and financial factors (available funding and subsidies, cost of current
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system and other option); legislation (prescriptive or enabling legislation, interna-
tional, national and regional legislation) and social considerations (public opinion
and support) came to the front. In the middle of the 2000s, more factors and
subsystem elements were involved in the newly developed methods, such as sav-
ings from energy generation (Bovea and Powell 2006), habitats diversity (Salhofer
et al. 2007), and also the social factors such as human well-being and motivation
received bigger attention (since the separation of waste is undertaken by the
inhabitants of a considered city, the citizens’ behaviour is the key influencing
factor) (den Boer and Lager 2007), life-cycle analysis for production and con-
sumption of energy and full-cost accounting (Thorneloe et al. 1999). In some cases,
the weight of factors is determined by stakeholders using questionnaires to obtain
stakeholder opinions to develop fuzzy criteria weights (Hung et al. 2007).

Over recent years, the method of development of factors and subsystem elements
has been refined. In the developing countries where the realization of sustainable
waste management is still an urgent challenge, researches (Kurian 2006; McBean
et al. 2005; Jadoon et al. 2014; Worku and Muchie 2012) focus on among others the
involvement and participation of all the stakeholders, features of existing infra-
structure, seasonal and daily variations of waste generation, etc. Therefore the key
factors here are: environmental (regulations, standards, monitoring and enforce-
ment); policy (guidance with long-term view in allocating resources, poor aware-
ness about the benefits of proper waste management); public (participation in
decision-making, the income of households, family size, education, profession);
NGOs (mobilizing community); private sector (searching and implementing
appropriate actions); media (environmental awareness, focus on real local priori-
ties); scientific community (focus on needs of vulnerable population and commu-
nication); financial (institutions supporting environmentally sound developments);
technical (presence/lack of infrastructural capacity, failure to adequately utilize
modern waste management and processing technology, the absence of an integrated
waste management system).

The so called horizontal factors describe the processes of interchanges between
different waste types (shifts between residual waste, bulky waste, recyclable waste
and illegally disposed waste), and vertical factors are due to changes of the total
sum of all waste streams depending on demographic, economic, social and tech-
nical development (mass-related data and monetary data) (Beigl et al. 2008).

On the basic of the above review, we can conclude that there is a wide consensus
in the related literature that a typical IWMS includes at least the following six key
factors: environmental, economic, social, institutional, legal and technical. These
factors are the ‘key drivers’ of a sustainable IWMS that determine why the system
operates as it does (den Boer and Lager 2007; Langa et al. 2006; Morrissey and
Browne 2004; Wilson et al. 2001; van de Klundert and Anschutz 1999; Thorneloe
et al. 1999).

In Table 1 the main factors and some examples of their respective subsystems
are introduced.
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Table 1 ‘Key drivers’ of IWMS and their respective subsystems

Factors Subsystem elements

Environmental factors | Emissions; climate change; land use; recovery and recycling targets;
depletion of natural resources; human toxicity

Economic factors Efficiency at subsystem level; efficiency at system level; available
funding/subsidies; equity; system costs and revenues; pricing system
for waste services, secondary materials market

Social factors Public opinion; public participation in the decision making process;
risk perception; employment; local demographics—population den-
sity, household size and household income; public resistance

(NIMBY—not in my backyard, LULU—Iocally unacceptable land

use)

Institutional factors Local and regional politics and planning; managerial conditions and
future directions; institutional and administrative structure of waste
management

Legal factors Relevant legislation (international, national, regional and municipal)

Technical factors Collection and transfer system; treatment technologies; waste stream

composition and change

We have accepted this approach as well-founded; however, some of the results
of our present research motivate us to re-validate the inputs by the stakeholders in a
later phase of the investigation.

As a result of the incompleteness and multiple uncertainties occurring in sus-
tainable waste management systems, we propose the use of FCM to support the
planning and decision making process. It is obvious that uncertainties involved with
waste management represent vagueness rather than probability. Fuzzy sets and
fuzzy logic are suitable to construct a formal description and a mathematically
manageable model of systems and processes with such uncertainties. By observa-
tion of the model and its time dependent behaviour we determined under what
conditions the long-term sustainability of a regional waste management system
could be ensured. In this paper, we introduce a model of waste management which
investigates the six most common factors—environmental, economic, social,
technical, legal and institutional aspects. The next section introduces the approach
applied for the modelling.

3 The Methodological Approach

In the development of the FCM, in the first step of the design process the number
and features of constituting factors were determined by the relevant literature, as it
was mentioned beforehand. These six concepts are supposed to be combined all
together in a single system, with mutual interactions.

Modern technological systems are complex and they are usually comprised of a
large number of interacting and coupling entities that are called subsystems and/or
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components. These systems have nonlinear behaviour and cannot simply be derived
from summation of analyzed individual component behaviour (Stylos and
Groumpos 2004). Feedback mechanisms are important in the analysis of vulnera-
bility and resilience of social-ecological-technical systems. But how to evaluate
systems with direct feedbacks has been a great challenge. FCM was derived from
the fusion of fuzzy logic and theory of cognitive maps. Kosko (1986) developed the
fuzzy signed directed graphs with feedback in order to represent knowledge in a
comprehensive way. Since the FCM is formed for a selected system by determining
the concepts and their relationships, it is possible to quantitatively simulate the
system considering its parameters. It has to be noted however, that a FCM is
suitable for short term time series analysis and prediction. A FCM is a dynamic
modelling tool in which the resolution of the system representation can be increased
by applying a further mapping. The resulting fuzzy model can be used to analyze,
simulate, and test the influence of parameters and predict the behaviour of the
system (Papageorgiou and Kontogianni 2012).

According to Papageorgiou and Kontogianni (2012), the design of a FCM is a
process that heavily relies on the input from experts and/or stakeholders. This
methodology extracts the knowledge from the stakeholders and exploits their
experience on the system’s model and behaviour. A FCM is fairly simple and easy
to understand for the participants. With the use of a participatory process it should
be ensured that different interests are used to build up synergies as well as part-
nerships and hence find sustainable solutions as a joint decision (Malena 2004).
Even though, the cognitive nature of a FCM makes it inevitably a subjective
representation of the system. The model is not arbitrary as it is built carefully and
reflexively with stakeholders (Isak et al. 2009).

On the basis of a FCM’s development, during the first step in the designing
process, the number and features of concepts are determined by a group of experts.
After the identification of the main factors affecting the topic under investigation,
each stakeholder is asked to describe the existence and type of the causal rela-
tionships among these factors and then assesses the strength of these causal rela-
tionships using a predetermined scale, capable to describe any kind of relationship
between two factors, positive and negative.

Starting from the primary elements of a FCM, the ith concept denotes a state, a
procedure, an event, a variable or an input of the system and is represented by C;
(i=1,2, ..., n). Another component of a FCM is the directed edge which connects
the concepts i and j. Each edge includes a weight w;; which represents the causality
between concepts C; and C;. The values of the concepts are within the range [0, 1],
while the values of the weights belong to the interval [—1, 1]. A positive value of
the weight w;; indicates that an increase (decrease) in the value of concept C; results
to an increment (decrement) of the concept’s value C;. Similarly, a negative weight
w;; indicates that an increase (decrease) in the value of concept C; results to a
decrement (increment) of the concept’s value C;, while a zero weight denotes the
absence of relationship between C; and C; (Fig. 1). Considering the interrelations
between the concepts of a FCM, the corresponding adjacency matrix can easily be
formed.
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Fig. 1 The symbolic graph of
a fuzzy cognitive map

Usually it is accepted that causality is not self reflexive, i.e., a concept cannot
cause itself, which means that the weight matrix always has ‘O-s’ in its diagonal
(Carvalho 2010). Otherwise the component would grow without limits.

The description of the inference mechanism, which represents the behaviour of
the physical system, lies in the interpretation of FCM’s mathematical formulation.
After the initialization of the FCM and the determination of concept activation
values by experts, concepts are ready to interact. As it is obvious, the activation of a
concept influences the values of concepts that are connected to it. At each step of
interaction (simulation step), every concept acquires a new value that is calculated
according to equations (Eqgs. 1 and 2) and the interaction between concepts con-
tinues until a fix equilibrium is reached; a limit cycle is reached; or a chaotic
behaviour is observed (Ketipi et al. 2010).

The mathematical description of our FCM system is a simple loop:

Vir =f(N - Vi) (1)

where V; is the state k of the system; N is the matrix of the system which contains
the weight w;;, and

1

o) =15 e

)
where A > 0 determines the steepness of the of the continuous function f.

We have conducted an online survey where each stakeholder was asked to
describe the existence and type of the causal relationships among the determined
factors and then to assess the strength of these using a predetermined simple scale,
capable to describe any kind of relationship between a pair of factors, both positive
and negative ones. It was helpful to draw a guideline in order to describe the terms of
concepts and the basics of the development of a FCM before starting with the survey.
The questionnaire guideline functioned as a support material in answering the
questions. In order to conduct the survey and to draw a suitable FCM, we needed to
apply the steps of designing the process. At first, we explained to the participant what
a FCM is, what its elements are and what our aim is with the results. As the
interviewees understood the underlying basic information, they were able to assess
the value of the connections. Thus, from each interviewee theoretically a different



120 A. Buruzs et al.

hypothetical FCM could be established. The 75 individual maps were however
merged into a representative, collective map. In this phase we were primarily
interested in investigating how the stakeholders perceive the future prospects of the
IWMS.

3.1 Fuzzy Cognitive Map

In the next two chapters the applied Computational Intelligence Tool Kit will be
briefly described.

As mentioned above, the FCM is a very convenient and simple tool for
modelling complex systems. It is rather popular due to its simplicity and user
friendliness. According to Stach et al. (2005), human experts are generally rather
subjective and can handle only relatively simple networks therefore there is an
urgent need to develop methods for automated generation of FCM models. The
present research deploys the FCM and applies the BEA for parameter optimization.

An FCM is a fuzzy graph structure representing causal reasoning. Causality is
represented here as a fuzzy relation of causal concepts. The FCM may be used for
dynamic modelling of systems. The FCM approach uses nodes corresponding to the
factors and edges for their interactions, to model different aspects in the behaviour
of the system. These factors interact with each other in the FCM simulation, pre-
senting the dynamics of the original system (Stylos and Groumpos 2004). The FCM
has been described as the combination of neural networks and fuzzy logic. Thus,
learning techniques and algorithms can be borrowed and utilized in order to train
the FCM and adjust the weights of its interconnections (Stylos et al. 1997).

We have to mention here, that optimization algorithms (e.g. BEA) can be
considered as machine learning algorithms in the sense that the optimized FCM
parameters (the A parameter of the threshold function and the weights of the con-
nection matrix) result in the most realistic description of the examined system
(IWMS in this case). This chapter does not deal with the learning of a huge amount
of data. The goal of this study is to optimize the parameters of FCM first, then to
compare the time series generated by this FCM with the time series given in the
literature. Thus the words ‘learning’ and ‘optimization’ are used as synonyms in
this paper. If optimization is considered as a kind of learning, the performance
index, learning set and test set can also be identified.

e The performance index corresponds to the objective function (the difference
between the time series generated by FCM using the optimized parameter values
and the time series given in the literature).

e The time series given in literature can be considered as the training set.

The information collected from the above mentioned survey generates the
test set.
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3.2 The Bacterial Evolutionary Algorithm

Optimisation problems often arise in our everyday life. For example, the shape of
cars are optimised to lower the drag co-efficient hereby lowering CO, emission as
well, the workflows of factories are optimised to shorten the manufacturing time. In
our case, optimisation helped us to get to know better the operation of waste
management systems and the relationships between its factors.

IWMS are represented by FCM in this study. The time series of the state of
IWMS factors (technical, environmental, economic, etc.) were already known from
literature. The goal of optimisation was to find such a connection matrix for FCM
that makes possible to generate the most similar time series. (Every optimisation
problem can be considered as a search problem; during optimisation the best
solution have to be found in the specified search space.) This way a more objective
description of IWMS can be given. The elements of the connection matrix represent
the strength of connections between the factors of IWMS.

This optimisation problem is quite complex. Because six main factors were
established in the IWMS, the connection matrix contains 6 x 6 = 36 elements.
Fortunately, the main diagonal always contains only zeroes; hence it is sufficient to
handle only 30 variables. Because the A value of the FCM had to be determined
also, the objective function to optimise had 31 variables.

In such a complex case different kind of evolutionary algorithms are often used
as an adequate solution to the problem because of their favourable properties. Our
FCM-based model was optimised with BEA because our previous experiences and
results with various benchmark data sets revealed that BEA and Bacterial Memetic
Algorithms (BMA) were among the most efficient evolutionary algorithms (Balazs
et al. 2010a, b). This was especially true for the variants equipped with the most
appropriate and suitable operators. Several papers presented comparisons of these
algorithms with other evolutionary and population based heuristics, e.g. when the
goal was fuzzy rule-based learning of various physical models (Déanyadi et al.
2010a; Balazs et al. 2010b), or when the Permutation Flow Shop Problem had to be
optimised under certain conditions (Balazs et al. 2012).

The early algorithms of evolutionary computation (Béck et al. 1997; Engelbrecht
2007) appeared in the 1960s. The name “evolutionary” refers to the main idea of
these algorithms. They try to imitate some ideas appeared in Darwin’s theory
(Darwin 1859), e.g. natural selection, reproduction to create better solutions of
problems. Historically, the problem they were researched and developed to solve for
was different, and the details of these algorithms also differ. The best known four
tends were Genetic Programming, Genetic Algorithm, Evolution Strategy, and
Evolutionary Programming. During the next decades several newer evolutionary or
related algorithms were also developed, e.g. particle-swarm optimisation, ant-colony
optimisation.

Despite of this diversity, the above mentioned algorithms are similar in many
looks. One common property is that these algorithms use a list of possible solutions,
and iteratively improve the elements of it. They contain operators for exploration
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(to randomly explore the various points of the search space) and exploitation (to
combine the already available good sub-solutions to get even better solution of the
problem).

The genetic algorithm (GA) (Goldberg 1989) was developed by John Holland
and his students. They created this algorithm originally to examine to properties of
selection and adaptation (Holland 1975), to give a mathematical description of these
phenomena, and to model it with computers. Later it became a popular optimisation
technique.

The list of possible, candidate solutions is called population in GA’s method-
ology. The elements of the population are called individuals or phenotypes. Every
individual has a set of properties, the chromosome or genotype. The individuals can
be represented e.g. with bit strings or floating point numbers as well, depending on
the specific problem. GA works in the following way (see Fig. 2). At first, it

Fig. 2 Flow chart of the GA
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initializes the population. In most cases, the individuals are random generated, but
sometimes a priori information about the problem helps to create near-optimal start
population. In the next step GA calculates the values of the objective function for
every individual. These values are the basis of fitness value calculation. In the most
straightforward case, the fitness value and the objective value of the same individual
is the same, but some advanced technique (ranking, scaling) helps to prevent some
undesirable effects (primarily premature convergence) during optimisation. The
next generation of the population contains new individuals (temporary population)
created by recombination (combination of the parents’ genetic data) and mutation
(random modification of the child’s chromosome with small probability). The
parent individuals are selected with fitness-proportional selection. The reproduction
step forms the next generation of the population using the current and the temporary
population. Next, the whole process starts again from the evaluation of the objective
function values. GA iteratively runs this process until some termination condition is
fulfilled.

A special descendant of GA was suggested by Nawa et al. at the late 1990s.
Because this algorithm was inspired by the evolution of bacteria, they named it
pseudo-bacterial genetic algorithm (PBGA) (Nawa et al. 1997). PBGA uses bac-
terial mutation instead of GA’s mutation operator. Some years later PBGA was
further improved, and BEA (Nawa and Furuhashi 1998, 1999) was born. BEA
includes a new gene transfer operator instead of crossover and contains bacterial
mutation as well.

BEA was originally developed to determine and optimise the parameters of
fuzzy rule bases made for solving general approximation and optimisation prob-
lems. The algorithms can be used in other engineering applications as well. BEA
has some positive properties contrary to GA, e.g. simpler, shorter implementation;
the gene transfer operator ensures the survival of the fittest bacteria without addi-
tional operator (called elitism in GA).

The exhaustive review of BEA can be found e.g. in Nawa and Furuhashi (1999),
thus we will give only a short introduction here. Similarly to GA, BEA also uses a
record of possible solutions. These candidate solutions are often called bacteria as
well. The bacteria together form the population. The repeated utilization of bacterial
mutation and gene transfer results in a series of generations. When some kind of
termination condition is fulfilled, the best bacterium of the last population is
accepted as the result of the optimization (see Fig. 3).

Bacterial mutation (Fig. 4) optimizes all the bacteria individually. The mutation
functions in the following way. At first, K clones (exact copies) are generated for
every bacterium. All genes of the bacteria are mutated during mutation in random
order. In each step of it, exactly one gene at a specified position is modified
randomly in every clone. If a better gene value (allele) has been found, it is copied
into the other clones, too. On the end of mutation, if the objective value of the best
clone is better than the value of the original bacterium, the bacterium is replaced
with this clone.
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Fig. 3 Flow chart of the BEA Start
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Gene transfer (Fig. 5) operates with the ordered list of bacteria. The so called
superior half of the population contains the bacteria with better objective values.
The other bacteria are the members of the inferior half. The operator repeats T times
the following: after the selection of exactly one bacterium from the superior half
and one from the inferior half, it selects a portion of the genes of the superior
bacterium and copies it into the inferior bacterium. The objective value of the
modified bacterium must be re-evaluated, and the whole population has to be re-
sorted, too. Depending on the objective value of the modified bacterium it may get
into the superior half.

GA and BEA are global optimisation techniques and provide near-optimal,
approximate solution to the specific problem. They can be used even if the objective
function is noisy, nonlinear, high dimensional, multimodal or non-continuous. The
derivatives of the objective function is not needed thus it does not cause a problem
if it is unknown or does not exists.

The original BEA was applied to a wide range of problems, e.g. to solve bin
packing problem (Dényadi et al. 2010b) or a special kind of the travelling salesman
problem (Botzheim et al. 2009b). BEA was improved several times during the past
years. Several results are collected in Botzheim et al. (2009a). An important
milestone of the research was the creation of the bacterial memetic algorithm
(BMA) (Botzheim et al. 2009a). It extends the two main operators of BEA with a
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Fig. 4 Bacterial mutation

local search step. The usage of the gradient-based local search algorithm (Leven-
berg-Marquart, LM) increased the convergence speed. The modified version of
BMA (Gal et al. 2008) is able to handle the knot order violation of LM, and uses a
more efficient operator execution order as well. Other researchers tried to shorten
the optimisation speed with modified, parallel gene transfer operator (Hatwagner
and Horvath 2011, 2012a). BEA lacks of an operator that maintains the genetic
diversity in the successive populations and this problem become more important if
the operators are parallelised. A possible solution is described in Hatwégner and
Horvath (2012a). The following section describes the results of the simulation.
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4 Results

In the first simulation our starting point was a fixed connection matrix. In this
approach we studied the changes of the importance values of the factors over time.

The second experiment was about parameter identification using BEA. The
connection matrix of FCM was determined so that the difference between the
original time series of concepts given in literature and the generated ones using this
matrix shall be as small as possible.

4.1 Results with the FCM Simulation

The goal of this first investigation (Buruzs et al. 2013b) was to assess the sus-
tainability of the IWMS by investigating the FCM method with a holistic approach.
First, the input data are presented here, then the experience obtained during the
simulation and finally the results are introduced. The model consists of the expert
system database which is based on human expert experience and knowledge
obtained from the questionnaires (N = 75), namely, the initial draft connection
matrix is the data gathered and averaged from the survey process shown in Table 2.
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Table 2 The initial draft of

the connection matrix c1 2 a3 C4 G5 o6
Cl1 0 0.8 0.6 0.6 0.4 04
C2 0.6 0 0.6 0.6 0.4 04
C3 0.8 0.6 0 0.6 0.4 04
C4 0.4 0.6 0.4 0 0.4 04
Cs 0.6 0.6 0.4 0.6 0 0.6
C6 0.4 04 0.4 0.4 0.4 0

This model includes the identification of concept nodes and relationships among
them (Fig. 6).

The matrix presented above indicated that each node of the FCM is connected to
each other node and the algorithm was used to set up values of connections.

The factors in the matrix are represented as follows:

C1: technical factor (collection, transport, treatment methods, etc.)
C2: environmental factor (emission of pollution, depletion of resources, human
toxicity, etc.)

e (3: economic factor (subsidies, efficiency at system/subsystem level, economic
sound and continuous operation, coverage of all after case expenses, etc.)

e (C4: social factor (involving local need and requirements, minimizing public
health risk, providing employment, etc.)

e (5: legal factor (EU packaging directive, EU landfill directive, waste hierarchy,
national, regional and local regulations)

e (Co6: institutional factor (involvement of stakeholders, existence of feedback
mechanisms of citizens, organisational structure, etc.)

0.6 0.6

Fig. 6 The initial fuzzy cognitive maps
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The other input data set was the range of historical data consisting of sequences
of the state vectors. According to Demirbas (2011, den Boer and Lager 2007,
Graymore et al. 2008, Langa et al. 2006, Morrissey and Browne 2004, Wilson et al.
2001, van de Klundert and Anschutz 1999, Thorneloe et al. 1999), the trend of the
studied factors was assessed by values between 0 and 1 from the 1980s to the
2010s. The sequences of the state vector were designed on the basis of the literature
and therefore it may be assumed that they specify soundly the role of the factors
according to changes in the legislation, the available techniques, the social attitude,
the state of the environment and the economic and institutional context as a time
series (see Table 3, columns ty—ty).

During the simulation, we selected various values for A in order to see how the
parameter influenced the results of the simulation. The simulation was always
started with the input of the above data. The simulation resulted in somewhat
different iterations according to the value of L. We scaled the initial state of the
system in the [0, 1] interval and we used this model and ran the simulation for 10
iteration cycles. The results are presented below.

From Fig. 7 it can be observed that the system converges to an equilibrium state
which is robust to the initial state variation however, the values of A are different in
each simulation. The estimated optimal value of A may be determined by comparing
the obtained results with the expert system database.

It may be observed that in the FCM model all factors converge rather fast to a
steady state. After the first five iterations the transient behaviour seems to end and
the FCM approaches an obviously stable state where each concept assumes a
constant value (a ‘plateau’, depending on A, between 0.5 and 0.9). While the
qualitative behaviour of the simulation result is virtually independent from the
steepness, the actual constant values to which the concept influence state converges
are more or less similar, thus after normalization, the results are very consistent.

The initial states of the factors are known from Table 2. The final states of the
concepts computed for each A are shown in Table 4.

The average results of the simulation with different A values are presented in the
last column of Table 3. As IWMS are sophisticated and complex systems, priorities
and targets need to be set up at the early stage of planning and implementation. The
technical, environmental, economic, legal, social and institutional factors need to be
balanced to attain sustainable waste management (Kurian 2006). Assuming, that the

Table 3 The sequences of the state vectors

to t th t3 ts FCM averages
Technical 0.20 0.35 0.60 0.75 0.80 0.80
Environmental 0.15 0.20 0.40 0.60 0.80 0.71
Economic 0.10 0.15 0.30 0.50 0.70 0.62
Social 0.10 0.15 0.20 0.40 0.60 0.56
Legal 0.10 0.30 0.50 0.70 0.80 0.71
Institutional 0.10 0.20 0.30 0.50 0.60 0.58
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Fig. 7 The model simulation with A = 0.8; 0.9; 1; 1.1 and 1.2

Table 4 The final state of the concepts computed for each A
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A Normalized
0.8 0.9 1 1.1 12 values A = 0.8-1.2
Cl 0.74 0.77 0.80 0.83 0.85 0.87-1.00
Cc2 0.66 0.68 0.71 0.74 0.76 0.78-0.89
C3 0.58 0.60 0.62 0.64 0.66 0.68-0.78
C4 0.54 0.55 0.56 0.57 0.59 0.64-0.69
C5 0.66 0.68 0.71 0.74 0.76 0.78-0.89
C6 0.55 0.56 0.58 0.59 0.60 0.65-0.71

initial values are estimated more or less correctly by the experts, we might conclude
the following main statement of this part of the research: the ranking of the factors
below influencing the sustainability of the waste management systems shows the
way how the roles and weights of the factors should be considered within an IWMS
in order to ensure environmental efficiency, economical affordability and social
acceptability, this way providing a comprehensive interdisciplinary framework for
addressing all problems of managing urban solid waste.

el

C1 (technical factor),

C2 (environmental factor) and C5 (legal factor),
C3 (economic factor),
C6 (institutional factor), and
C4 (social factor).
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On the basis of this investigation, the priority sequence of the factors in the waste
management systems on regional level might be declared.

The first or most important issue is how and what materials are managed, treated
and disposed of (features of the collection, transfer and treatment systems, e.g.
materials recovery, organic material treatment, thermal treatment, and final dis-
posal). As second and third, the environmental and legal factors both have the same
weight. These concern the state of the environment (pollution in the different areas,
liveability of the settlements), and the relevant legislation (e.g. prescriptive or
enabling legislation; EU, national, and municipal level legislation; legal definition
of municipal solid waste). Then, they are followed by the economic issues of the
system (system costs and revenues, available funding, etc.), and the institutional
factor such as stakeholder involvement, accountability, professionalism and trans-
parency. Finally, the list closes with the social factor where the main issue is to
accept the IWMS and to participate in its activities (selection, collection), to min-
imize the risks to public health, adapting the system to the local demands and
requirements and to willingness and ability to pay. However, the public plays an
important role in sustainable waste management for which awareness on waste
reduction, segregation and recycling need to be enhanced.

We set up the FCM model of the IWMS, and implemented its structure in a way
that its parameters and weights were flexibly variable. As the data were obtained
from a wide scope of experts, we are convinced that by using the proposed new
approach sustainable waste management systems may be directly planned and
established, at least in any more or less closed geographical area.

Even though the FCM model was proposed for the integrated analysis of the
sustainability factors of IWMS on regional level, the validity of the method is
depending on the reliability of the input data. In the first approach, we carried out an
online survey where each stakeholder was asked to describe the existence and type
of the causal relationships among the factors and then to assess the strength of these
using a predetermined simple scale. In order to support their work we sent out a
guideline to describe the terms of concepts and the basics of the development of an
FCM before starting with the survey. This questionnaire guideline functioned as a
support material in answering the questions. In this case, the interviewees had to
rely only on the available information and had no chance to clarify uncertainties
with the researchers.

In order to enhance the efficiency and pragmatics of this research, further, to
establish a more suitable FCM model, we recently organized a workshop with the
participation of waste management experts from all areas. During the workshop we
explained to the participants what an FCM was, what its elements were and what
our aim was with the results thus obtained. In this situation, if any issues were
raised, we were able to explain the topics in more detail. As the participants were
able to understand the underlying basic information, they could assess the values
assigned to the connections more thoroughly. So, we assume, the difference
between the two expert knowledge extraction methods (online survey and work-
shop with personal presence) influences the input data reliability essentially.
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4.2 Identification of the Elements of the Connection Matrix
Using BEA

In our second part of our research (Buruzs et al. 2013a), the model uses two
different sets of input data. The sources of these two sets are different; one set is
based on observations that may be considered more or less objective; observations
on the trend of the studied factors in the time period from the 1980s till the 2010s. It
is obvious that measuring the mutual influence of various factors within a complex
phenomenon, like waste management is not easy. Nevertheless, it might be
assumed that the time series published in the related literature (Demirbas 2011; den
Boer and Lager 2007; Graymore et al. 2008; Langa et al. 2006; Morrissey and
Browne 2004; Wilson et al. 2001; van de Klundert and Anschutz 1999; Thorneloe
et al. 1999) is based on a consensus concerning the interrelationship of the concepts
playing a determinative role in the procedure of waste management, thus these
values are widely supported by independent observations and manually calculated
partial models. In this research, the following data will be considered ‘objective’,
even though they are not obtained by ‘measurements’ of some automatic
machinery, but by the observation and evaluation of humans involved in the
management of the procedure. It must be clearly understood that our learning model
is based on these ‘objective’ data and therefore it makes it unnecessary to consult
continuously the experts in order to obtain again and again up-to-date but entirely
subjective data.

Nevertheless, in order to speed up the learning procedure, and to some extent,
out of scientific curiosity, we used the data collected from the above mentioned
survey. It must be stressed that results of these questionnaires (which were com-
pared, and the medium values selected for each matrix element as the ‘typical
subjective values’ of the given influence) were used only as initial values for the
learning procedure, under the assumption that starting with more or less realistic
values would speed up the convergence of the matrix to the stable ‘objective’
values. It turned out during the optimization that the convergence speed is quite
high with randomly generated start population as well, thus prudent composition of
the bacteria in the first generation was not an important issue. It is nevertheless
interesting to compare the ‘subjective’ mutual influence values obtained from the
questionnaires and the ‘objective’ matrix obtained from the time series observed
starting with the data from the 1980s. On the basis of the gathered data we con-
structed the initial draft of the connection matrix, including identification of concept
nodes and their mutual relationships represented by the graph edges.

Simulation in this context consisted of computing the states of the system
described by the state vector over a number of successive iterations. In every
iteration cycle the state vector specifies the current values of all factors (the nodes)
in a particular moment. The values of the given states (nodes) are obtained from the
preceding iteration values of all the nodes, which exert influence on the given node
through cause-effect relationship. The transformation function is used to confine the
weighted sum to the range set to [0, 1]. This normalization hinders the absolute
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quantitative analysis, but allows the comparison between nodes, which are attached
by fuzzy activity degrees (defined as ‘active’: 1, ‘inactive’: 0 or ‘active to a certain
degree’: values between O and 1), see Stach et al. (2005).

During the optimisation of our FCM with BEA, forced mutation (Hatwagner and
Horvath 2012a) was used to increase the otherwise very low value of genetic
diversity, to speed up computations in this manner. Forced mutation is a simple and
easily implementable operator that slightly modifies some bacteria in the population
if they seem very similar (typically in the final generations of the optimization).
Forced mutation was applied in all subsequent generations after gene transfer.

The value of A used by the transformation function was represented by the first
gene of the bacteria. The following 30 genes corresponded to the elements of the
6 x 6 connection matrix (without the elements of the main diagonal, which were not
stored).

The FCM determined the values of the factors in the subsequent iterations using
the connection matrix. The goal of using the BEA was to find a connection matrix
that minimizes a difference between the state values obtained from the literature
(see Table 3) and the generated values of the factors. This difference d is expressed
in Eq. 3.

6
d=Y"(lc]~1&)’ (3)
=1

t

where [¢;], denotes the real and [¢], the calculated values of factors.

The results of the optimization are contained in the connection matrix presented
in Table 5. Here A = 1, which resulted in d = 0.727 between the obtained and the
experts suggested state vectors. It is rather surprising how far the interrelation
coefficients obtained by automatic learning (based on the more or less objective
data of the time series observed) are from the coefficients calculated from the
median of the experts’ questionnaires! We have no doubt that the matrix obtained
by learning is rather independent from subjective elements, especially as it resulted
from data obtained throughout a relatively long observation period. The fact that
expert opinions differ so much from the objective reality definitely poses a question
how deep the insight of waste management experts may be wherever the system on
hand is constituted from a set of complex technical and social subsystems con-
sisting of several mutually influencing (and rather fluctuating) factors.

Table 5 The resulting

optimized connection matrix c1 c2 G C4 Gs co

Cl1 0.00 |-0.39 1.00 | —-1.00 1.00 0.75

C2 0.21 0.00 1.00 | —1.00 1.00 | —1.00

C3 |-0.72 1.00 0.00 [-1.00 |1.00 |—-1.00

C4 | -1.00 0.38 | —1.00 0.00 1.00 | —1.00

C5 1.00 1.00 0.75 -1.00 |0.00 |-1.00
C6 |—-1.00 0.82 |—-1.00 |-1.00 1.00 0.00
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Table 6 The time series

’ r ’ ’ 3
predictions 4 t t3 ty Normalized values

Cl 0.53 0.68 0.69 0.72 0.74-1.00
C2 0.51 0.56 0.62 0.65 0.71-0.90
C3 0.48 0.45 0.50 0.52 0.67-0.72
Cc4 0.44 0.33 0.34 0.34 0.61-0.47
C5 0.56 0.62 0.70 0.72 0.78-1.00
C6 0.46 0.39 0.41 0.42 0.67-0.72

Despite the fact that a waste management system consists of only six main
factors, it is obvious now that overviewing the whole procedure properly needs an
approach based on the systems of systems concept (Perusich 2010). This approach
is namely suitable to handle problems with essentially different type system com-
ponents’ where interoperability and seamless interfacing is necessary. The appli-
cation of this approach then easily leads to unexpected emerging phenomena—such
as e.g. the surprising values in the resulting connection matrix. The results obtained
by the FCM model are unambiguously such emerging features that will necessarily
lead to re-evaluation of the knowledge and views of experts dealing with waste
management.

While in this approach we tried to find to optimize parameters with the help of
the BEA and thus obtained a single set of results for the connection matrix in an
alternative research (Buruzs et al. 2013b) we found that results obtained with
various, non-optimal steepness values A, the results differed essentially only in the
scaling. All estimated time series predictions converged to essentially the same limit
values (Table 6).

Findings from these simulations are not surprising. From the above table
(Table 7), it can be stated, that the ranking of the factors influencing the sustain-
ability of the waste management systems is similar in both simulations. This is the
way how the roles and weights of the factors should be considered within an IWMS
in order to ensure overall efficiency. In the next part, we summarize the results and
give a short overview about the future research intentions.

Table 7 The normalized

values of the two simulations Normali.zed va?lues ijmgliz.ed values (BEA
(FCM simulation) optimisation)
Cl1 0.87-1.00 0.74-1.00
C2 |0.78-0.89 0.71-0.90
C3 0.68-0.78 0.67-0.72
C4  |0.64-0.69 0.61-0.47
C5 0.78-0.89 0.78-1.00
C6 |0.65-0.71 0.67-0.72
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S Summary

For large and complex systems it is extremely difficult to describe the entire system
by a precise mathematical model (Jamshidi 2009). IWMSs are real and important
elements of our everyday life therefore problems generated from these systems are
real problems. From the unexpected results obtained, from the fact that the mutual
influence matrix calculated from the observation data is so thoroughly different
from the matrix given by the experts, the obvious question raises whether the
approach and the objective results are mathematically stable and reliable enough in
terms of the uncertainty of the observed values.

6 Further Research

Based on the above results, in the near future we intend to apply the systems of
systems (SoS) approach to regional IWMS.

A system is a collection of main factors and their interrelationships gathered
together to form a whole, greater than the sum of the parts (Boardman and Sauer
2009). The knowledge necessary for managing complex projects, for the devel-
opment of complicated systems, has not kept pace with the increasing complexity
and integration of these projects themselves. This increased complexity has per-
mitted some to establish distinctions among system projects and to propose a
framework of systems called system of systems (SoS).

Despite the fact that a waste management system consists of only six main
factors, it is obvious now that overviewing the whole procedure properly needs an
approach based on the systems of systems concept (Buruzs et al. 2013a). The
challenge with the SoS emerges in the interoperability and interfacing of the
component systems.

SoS integration is a method to pursue development, integration, interoperability,
and optimization of systems to enhance performance, but it definitely needs a view
that includes all views of the disciplines associated with the constituent systems.
This can guarantee that among subsystems of different types and with various
influence surfaces complete interoperability and seamless interfacing could be
provided, and thus a deeply justifiable and relevant hierarchical adaptive FCM
network model of IWMS can be established that may be used for actually deter-
mining the optimal inputs belonging to any intended change in the sustainable
states while adequately predicting any unexpected emerging phenomena as well.
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Leukocyte Detection Through
an Evolutionary Method

Erik Cuevas, Margarita Diaz and Raul Rojas

Abstract Classical image processing methods often face great difficulties while
dealing with images containing noise and distortions. Under such conditions, the
use of soft computing approaches has been recently extended to address challenging
real-world image processing problems. The automatic detection of Leukocytes or
White Blood Cells (WBC) still remains as an unsolved issue in medical imaging.
The analysis of WBC images has engaged researchers from fields of medicine and
image processing alike. Since WBC can be approximated by an ellipsoid form, an
ellipse detector algorithm may be successfully applied in order to recognize such
elements. This chapter presents an algorithm for the automatic detection of leu-
kocytes embedded into complicated and cluttered smear images that considers the
complete process as a multi-ellipse detection problem. The approach, which is
based on the Differential Evolution (DE) algorithm, transforms the detection task
into an optimization problem whose individuals represent candidate ellipses. An
objective function evaluates if such candidate ellipses are actually present in the
edge map of the smear image. Guided by the values of such function, the set of
encoded candidate ellipses (individuals) are evolved using the DE algorithm so that
they can fit into the leukocytes which are enclosed within the edge map of the smear
image. Experimental results from white blood cell images with a varying range of
complexity are included to validate the efficiency of the proposed technique in
terms of its accuracy and robustness.
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1 Introduction

Soft computing has emerged as a powerful tool for information processing, decision
making and knowledge management. The techniques of soft computing have been
successfully developed in areas such as neural networks, fuzzy systems and evo-
lutionary algorithms. It is predictable that in the near future soft computing will play
a more important role in tackling several engineering problems. Image processing is
a very important research area. Classical image processing methods often face great
difficulties while dealing with images containing noise and distortions. Under such
conditions, the use of computational intelligence approaches has been recently
extended to address challenging real-world image processing problems.

On the other hand, medical image processing has become more and more
important in diagnosis with the development of medical imaging and computer
technique. Huge amounts of medical images are obtained by X-ray radiography, CT
and MRI. They provide essential information for efficient and accurate diagnosis
based on advance computer vision techniques (Zhuang and Meng 2004; Scholl
et al. 2011).

White Blood Cells (WBC) also known as leukocytes play a significant role in the
diagnosis of different diseases. Although computer vision techniques have suc-
cessfully contributed to generate new methods for cell analysis, which in turn, have
lead into more accurate and reliable systems for disease diagnosis. However, high
variability on cell shape, size, edge and localization, complicates the data extraction
process. Moreover, the contrast between cell boundaries and the image’s back-
ground may vary due to unstable lighting conditions during the capturing process.

Many works have been conducted in the area of blood cell detection. In Wang
and Chu (2009) a method based on boundary support vectors is proposed to identify
WBC. In such approach, the intensity of each pixel is used to construct feature
vectors whereas a Support Vector Machine (SVM) is used for classification and
segmentation. By using a different approach, Wu et al. in 2006, developed an
iterative Otsu method based on the circular histogram for leukocyte segmentation.
According to such technique, the smear images are processed in the Hue-Satura-
tion-Intensity (HSI) space by considering that the Hue component contains most of
the WBC information. One of the latest advances in white blood cell detection
research is the algorithm proposed by Wang et al. in 2007, which is based on the
fuzzy cellular neural network (FCNN). Although such method has proved suc-
cessful in detecting only one leukocyte in the image, it has not been tested over
images containing several white cells. Moreover, its performance commonly decays
when the iteration number is not properly defined, yielding a challenging problem
itself with no clear clues on how to make the best choice.

Since white blood cells can be approximated with an ellipsoid form, computer
vision techniques for detecting ellipses may be used in order to recognize them.
Ellipse detection in real images is an open research problem since long time ago.
Several approaches have been proposed which traditionally fall under three cate-
gories: Symmetry-based, Hough transform-based (HT) and Random sampling.



Leukocyte Detection Through an Evolutionary Method 141

In symmetry-based detection (Muammar and Nixon 1989; Atherton and
Kerbyson 1993), the ellipse geometry is taken into account. The most common
elements used in ellipse geometry are the ellipse center and axis. Using these
elements and edges in the image, the ellipse parameters can be found. Ellipse
detection in digital images is commonly solved through the Hough Transform
(Fischer and Bolles 1981). It works by representing the geometric shape by its set of
parameters, then accumulating bins in the quantized parameter space. Peaks in the
bins provide the indication of where ellipses may be. Obviously, since the
parameters are quantized into discrete bins, the intervals of the bins directly affect
the accuracy of the results and the computational effort. Therefore, for fine quan-
tization of the space, the algorithm returns more accurate results, while suffering
from large memory loads and expensive computation. In order to overcome such a
problem, some other researchers have proposed other ellipse detectors following the
Hough transform principles by using random sampling. In random sampling-based
approaches (Shaked et al. 1996; Xu et al. 1990), a bin represents a candidate shape
rather than a set of quantized parameters, as in the HT. However, like the HT,
random sampling approaches go through an accumulation process for the bins. The
bin with the highest score represents the best approximation of an actual ellipse in
the target image. McLaughlin’s work (Han et al. 1993) shows that a random
sampling-based approach produces improvements in accuracy and computational
complexity, as well as a reduction in the number of false positives (non existent
ellipses), when compared to the original HT and the number of its improved
variants.

As an alternative to traditional techniques, the problem of ellipse detection has
also been handled through optimization methods. In general, they have demon-
strated to give better results than those based on the HT and random sampling with
respect to accuracy and robustness (Ayala-Ramirez et al. 2006). Such approaches
have produced several robust ellipse detectors using different optimization algo-
rithms such as Genetic algorithms (GA) (Lutton and Martinez 1994; Yao et al.
2005) and Particle Swarm Optimization (PSO) (Cheng et al. 2009).

Although detection algorithms based on optimization approaches present several
advantages in comparison to traditional approaches, they have been scarcely
applied to WBC detection. One exception is the work presented by Karkavitsas and
Rangoussi, in 2005 that solves the WBC detection problem through the use of GA.
However, since the evaluation function, which assesses the quality of each solution,
considers the number of pixels contained inside of a circle with fixed radius, the
method is prone to produce misdetections particularly for images that contained
overlapped or irregular WBC.

In this work, the WBC detection task is approached as an optimization problem
and the differential evolution algorithm is used to build the ellipsoidal approxi-
mation. Differential Evolution (DE), introduced by Storn and Price, in 1995, is a
novel evolutionary algorithm which is used to optimize complex continuous non-
linear functions. As a population-based algorithm, DE uses simple mutation and
crossover operators to generate new candidate solutions, and applies one-to-one
competition scheme to greedily decide whether the new candidate or its parent will
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survive in the next generation. Due to its simplicity, ease of implementation, fast
convergence, and robustness, the DE algorithm has gained much attention,
reporting a wide range of successful applications in the literature (Babu and
Munawar 2007; Mayer et al. 2005; Kannan et al. 2003; Chiou et al. 2005; Cuevas
et al. 2010).

This chapter presents an algorithm for the automatic detection of blood cell
images based on the DE algorithm. The proposed method uses the encoding of five
edge points as candidate ellipses in the edge map of the smear. An objective
function allows to accurately measure the resemblance of a candidate ellipse with
an actual WBC on the image. Guided by the values of such objective function, the
set of encoded candidate ellipses are evolved using the DE algorithm so that they
can fit into actual WBC on the image. The approach generates a sub-pixel detector
which can effectively identify leukocytes in real images. Experimental evidence
shows the effectiveness of such method in detecting leukocytes despite complex
conditions. Comparison to the state-of-the-art WBC detectors on multiple images
demonstrates a better performance of the proposed method.

The main contribution of this study is the proposal of a new WBC detector
algorithm that efficiently recognize WBC under different complex conditions while
considering the whole process as an ellipse detection problem. Although ellipse
detectors based on optimization present several interesting properties, to the best of
our knowledge, they have not yet been applied to any medical image processing up
to date.

This chapter is organized as follows: Sect. 2 provides a description of the DE
algorithm while in Sect. 3 the ellipse detection task is fully explained from an
optimization perspective within the context of the DE approach. The complete
WBC detector is presented in Sect. 4. Section 5 reports the obtained experimental
results whereas Sect. 6 conducts a comparison between state-of-the-art WBC
detectors and the proposed approach. Finally, in Sect. 7, some conclusions are
drawn.

2 Differential Evolution Algorithm

In the proposed approach, the problem of WBC detection is faced as an optimi-
zation problem. As optimization tool, the differential evolution (DE) algorithm is
used to solve the detection problem. In this section, the main characteristics of DE
are discussed.

DE algorithm is a simple and direct search algorithm which is based on population
and aims for optimizing global multi-modal functions. DE employs the mutation
operator as to provide the exchange of information among several solutions.

There are various mutation base generators to define the algorithm type. The
version of DE algorithm used in this work is known as rand-to-best/1/bin or “DE1”
(Storn and Price 1995). DE algorithms begin by initializing a population of N, and
D-dimensional vectors considering parameter values that are randomly distributed
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between the pre-specified lower initial parameter bound x; 0w and the upper initial
parameter bound x;pignh as follows:

Xix = Xjlow + 1and(0, 1) - (X high — Xjlow); ()
j=12,...D; i=12,..,N,; t=0.

The subscript ¢ is the generation index, while j and i are the parameter and
particle indexes respectively. Hence, x;;, is the jth parameter of the ith particle in
generation ¢. In order to generate a trial solution, DE algorithm first mutates the best
solution vector X, , from the current population by adding the scaled difference of
two vectors from the current population.

Vi = S (330 o
ri,r2 € {1,2,...,N,}

with V;, being the mutant vector. Indices r; and r, are randomly selected with the
condition that they are different and have no relation to the particle index i whatsoever
(i.e. r; # ry # i). The mutation scale factor F is a positive real number, typically less
than one. Figure 1 illustrates the vector-generation process defined by Eq. (2).

In order to increase the diversity of the parameter vector, the crossover operation is
applied between the mutant vector v;, and the original individuals X;,. The result is
the trial vector u;, which is computed by considering element to element as follows:

o — 4 Vi if rand(0,1) < CR or j = jrand, (3)
it = Xjir, otherwise.

with juna € {1,2,...,D}. The crossover parameter (0.0 < CR < 1.0) controls the
fraction of parameters that the mutant vector is contributing to the final trial vector.

3 Xrl,l - Xr2,t/ 1 ‘\X

7~
T |

}-_ xrl.r\

- LoN T !

] E i |
F(x, —x : &

( rle - r2,r)//k \X \

. \ \*r2r |

N |

AN \

N |
it \-\ \

gl
<

X

Fig. 1 Two-dimensional example of an objective function showing its contour lines and the
process for generating v in scheme DE/best/l/exp from vectors of the current generation
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In addition, the trial vector always inherits the mutant vector parameter according to
the randomly chosen indeX jiang, assuring that the trial vector differs by at least one
parameter from the vector to which it is compared (x; ).

Finally, a greedy selection is used to find better solutions. Thus, if the computed
cost function value of the trial vector u;, is less or equal than the cost of the vector
X; ;» then such trial vector replaces X;, in the next generation. Otherwise, X;, remains
in the population for at least one more generation:

Xipit = { w,, if flug) <F(Xi0), W

X;s, otherwise.

Here, f{(*) represents the objective function. These processes are repeated until a
termination criterion is attained or a predetermined generation number is reached.

3 Ellipse Detection Using DE

Since WBC can be approximated by an ellipsoid form, an ellipse detector algorithm
may be successfully applied in order to recognize such elements. In this section, the
problem of ellipse detection is translated to an optimization task.

3.1 Data Preprocessing

In order to detect ellipse shapes, candidate images must be preprocessed first by an
edge detection algorithm which yields an edge map image. Then, the (x;, y;) coor-
dinates for each edge pixel p; are stored inside the edge vector P = {p1 sP25 - - - DN, },
with N, being the total number of edge pixels.

3.2 Individual Representation

Just as a line requires two points to completely define its characteristics, an ellipse is
defined by five points. Therefore, each candidate solution E (ellipse candidate)
considers five edge points to represent an individual. Under such representation,
edge points are selected following a random positional index within the edge array
P. This procedure will encode a candidate solution as the ellipse that passes through
five points py, pa, p3, p4 and ps (E = {p1, p2, P3, P4> P5s})- Thus, by substituting the
coordinates of each point of E into Eq. 5, we gather a set of five simultaneous
equations which are linear in the five unknown parameters a, b, f, g and h.
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ax® + 2hxy + by* +2gx +2fy +1 =0 (5)

Considering the configuration of the edge points shown by Fig. 2, the ellipse
center (xg, Yo), the radius maximum (7,.x), the radius minimum (7,;,) and the
ellipse orientation (0) can be calculated as follows:

hf —b
=L, (©

n—
s )

/ —2A

Fmax ma (8)
A —2A

Fmin C(a—&—b—&—R)’

0= %arctan( 2h ) (10)

Yo

a—>b

where

R = (a—Db)*+4n%, C=ab—h* and A = det (11)

S N
=
— 09

3.3 Objective Function

Optimization refers to choosing the best element from one set of available alter-
natives. In the simplest case, it means to minimize an objective function or error by
systematically choosing the values of variables from their valid ranges. In order to
calculate the error produced by a candidate solution E, the ellipse coordinates are
calculated as a virtual shape which, in turn, must also be validated, i.e. if it really
exists in the edge image. The test set is represented by S = {s, 52, . . ., sy, }, where
N, are the number of points over which the existence of an edge point, corre-
sponding to E, should be tested.

The set S is generated by the Midpoint Ellipse Algorithm (MEA) (Bresenham
1987) which is a searching method that seeks required points for drawing an ellipse.
For any point (x, y) lying on the boundary of the ellipse with a, &, b, g and f; it does
satisfy the equation foipse(X,¥) = FmaxX> 4 Fminy” — M mins WHETE Finax and Fiin

max' min?®
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represent the semi-major and semi-minor axis, respectively. However, MEA avoids
computing square root calculations by comparing the pixel separation distances.
A method for direct distance comparison is to test the halfway position between two
pixels (sub-pixel distance) to determine if this midpoint is inside or outside the
ellipse boundary. If the point is in the interior of the ellipse, the ellipse function is
negative. Thus, if the point is outside the ellipse, the ellipse function is positive.
Therefore, the error involved in locating pixel positions using the midpoint test is
limited to one-half the pixel separation (sub-pixel precision). To summarize, the
relative position of any point (x, y) can be determined by checking the sign of the
ellipse function:

<0 if (x,y) is inside the ellipse boundary
Settipse(x,¥)¢ =0 if (x,y) is on the ellipse boundary (12)
>0 if (x,y) is outside the ellipse boundary

The ellipse-function test in Eq. 12 is applied to mid-positions between pixels
nearby the ellipse path at each sampling step. Figure 3a, b show the midpoint
between the two candidate pixels at sampling position. The ellipse is used to divide
the quadrants into two regions the limit of the two regions is the point at which the
curve has a slope of —1 as shown in Fig. 3.

In MEA the computation time is reduced by considering the symmetry of
ellipses. Ellipses sections in adjacent octants within one quadrant are symmetric
with respect to the dy/dy = —1 line dividing the two octants. These symmetry
conditions are illustrated in Fig. 4. The algorithm can be considered as the quickest
providing a sub-pixel precision (Van Aken 2005). However, in order to protect the
MEA operation, it is important to assure that points lying outside the image plane
must not be considered in S.

The objective function J(E) represents the matching error produced between the
pixels S of the ellipse candidate E and the pixels that actually exist in the edge
image, yielding:
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Fig. 3 a Symmetry of the ellipse: an estimated one octant which belong to the first region where
the slope is greater than —1, b in this region the slope will be less than —1 to complete the octant
and continue to calculate the same so the remaining octants
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where G(x;, y;) is a function that verifies the pixel existence in (x,, y,), with
(xy,¥y) € S and N, being the number of pixels lying on the perimeter corresponding
to E currently under testing.

Hence, function G(x,, y,) is defined as:

__J 1 if the pixel (x,,y,) is an edge point
G, yv) = {0 otherwise. (14)

A value of J(E) near to zero implies a better response from the “ellipsoid”
operator. Figure 5 shows the procedure to evaluate a candidate action E with its
representation as a virtual shape S. Figure 5a shows the original edge map, while
Fig. 5b presents de individual E = {py, p2, p3, P4, Ps} to be evaluated. Figure Sc,
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The virtual shape S (Fig. 5c), obtained by MEA, gathers 47 points (N,
virtual shape S obtained, has a considerable number of coincidences with the edge

map.
The ellipse detector algorithm based on DE can be summarized in the following

Fig. 5d shows the virtual shape S compared to the original image, point by point, in
steps:

shape S and its corresponding pixels in bold line. The image in (d) shows coincidences between
both images which have been marked by darker pixels while the virtual shape is also depicted
through a dashed line

presents the generated virtual shape drawn from points py, p,, p3, p4 and ps. Finally,
order to find coincidences between virtual and edge points.

Fig. 5 Evaluation of a candidate solution E: the image in (a) shows the original edge map while

(b) presents the individual £

yielding: >
3.4 Implementation of DE for Ellipse Detection
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Step 1:

Set the DE parameters F = 0.25 and CR = 0.8

Step 2:

Initialize the population of m individuals E* = {E¥, EX, ... EX} where each
decision variable py, py, p3, ps and ps of EX is set randomly within the interval
[1, N,]. All values must be integers. Considering that k = 0 and @ € (1,2,...,m)

Step 3:

Evaluate the objective value J(EX) for all m individuals, and determining the E?"*
showing the best fitness value, such that
EPetke {ER}|J(EPt) = min{J(E}),J(EY), ..., J(EL)}

Step 4:

Generate the trial population T ={7,T,,...,T,,}:

for (i=1; i<m+1; i++)

do 7 =floor(rand(0,1) -m ); while (1, =i);

do r, =floor(rand(0,1) -m ); while ((r, =i) or (1, =1,));
jrand=floor( 5 - rand(0,1));

for (j=1; j<6; j++) // generate a trial vector
if (rand(0,1)<=CR or j=jrand)
T, =E"+F-(Ej, —E} )
else
T, =E;

end if

end for
end for

Step 5:

Evaluate the fitness values J(T;) (i € {1,2,...,m}) of all trial individuals. Check
all individuals. If a candidate parameter set is not physically plausible, i.e. out of
the range [1, N,], then an exaggerated cost function value is returned. This aims to
eliminate “unstable” individuals.

Step 6:

Select the next population E*"' = {E!™ EN . EATY)

m

for (i=1; i<m+1; i++)
if (J(T)<J(E"Y)
Ef' =T
else
Ek+1 — Ek
end if
end for

Step 7:

If the iteration number (NI) is met, then the output E?5™* is the solution (an actual

ellipse contained in the image), otherwise go back to Step 3

4 The White Blood Cell Detector

In this section, the complete WBC detection strategy is described. Such a strategy
combines a segmentation method with the ellipse detection approach presented in

Sect. 3.
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4.1 Image Preprocessing

To employ the proposed detector, smear images must be preprocessed to obtain two
new images: the segmented image and its corresponding edge map. The segmented
image is produced by using a segmentation strategy whereas the edge map is
generated by a border extractor algorithm. Such edge map is considered by the
objective function to measure the resemblance of a candidate ellipse with an actual
WBC.

The goal of the segmentation strategy is to isolate the white blood cells (WBC’s)
from other structures such as red blood cells and background pixels. Information of
color, brightness and gradients are commonly used within a thresholding scheme to
generate the labels to classify each pixel. Although a simple histogram thresholding
can be used to segment the WBC’s, at this work the Diffused Expectation-Maxi-
mization (DEM) has been used to assure better results (Boccignone et al. 2004).

DEM is an Expectation-Maximization (EM) based algorithm which has been
used to segment complex medical images (Boccignone et al. 2007). In contrast to
classical EM algorithms, DEM considers the spatial correlations among pixels as a
part of the minimization criteria. Such adaptation allows to segment objects in spite
of noisy and complex conditions. The method models an image as a finite mixture,
where each mixture component corresponds to a region class and uses a maximum
likelihood approach to estimate the parameters for each class, via the expectation
maximization (EM) algorithm, which is coupled to anisotropic diffusion over
classes in order to account for the spatial dependencies among pixels.

For the WBC’s segmentation, it has been used the implementation of DEM
provided in (2012). Since the implementation allows to segment gray-level images
and color images, it can be used for operating over all smear images with no regard
about how each image has been acquired. The DEM has been configured consid-
ering three different classes (K = 3), g(Vhy) = |Vhik\_9/5, A=0.1 and m = 10
iterations. These values have been found as the best configuration set according to
(Boccignone et al. 2004).

As a final result of the DEM operation, three different thresholding points are
obtained: the first corresponds to the WBC'’s, the second to the red blood cells
whereas the third represents the pixels classified as background. Figure 6b presents
the segmentation results obtained by the DEM approach employed at this work
considering the Fig. 6a as the original image.

Once the segmented image has been produced, the edge map is computed. The
purpose of the edge map is to obtain a simple image representation that preserves
object structures. The DE-based detector operates directly over the edge map in
order to recognize ellipsoidal shapes. Several algorithms can be used to extract the
edge map; however, at this work, the morphological edge detection procedure
(Gonzalez and Woods 1992) has been used to accomplish such a task. Morpho-
logical edge detection is a traditional method to extract borders from binary images
in which original images (Ip) are eroded by a simple structure element (Iz) com-
posed by a matrix-template of 3 x 3 with all its values equal to one. Then, the
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Fig. 6 Preprocessing process. a original smear image, b segmented image obtained by DEM and
¢ the edge map obtained by using the morphological edge detection procedure

eroded image is inverted (Iz) and compared with the original image (I A I) in
order to detect pixels which are present in both images. Such pixels compose the
computed edge map from I. Figure 6¢ shows the edge map obtained by using the
morphological edge detection procedure.

4.2 Ellipse Detection Approach

The edge map is used as input image for the ellipse detector presented in Sect. 3.
Table 1 presents the parameter set that has been used in this work for the DE
algorithm after several calibration examples have been conducted. The final con-
figuration matches the best possible calibration proposed in (Wang and Huang
2010), where it has been analyzed the effect of modifying the DE-parameters for
several generic optimization problems. The population-size parameter (m = 20) has
been selected considering the best possible balance between convergence and
computational overload. Once it has been set, such configuration has been kept for
all test images employed in the experimental study.

Under such assumptions, the complete process to detect WBC'’s is implemented
as follows:
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Step 1: Segment the WBC’s using the DEM algorithm (described in 4.1)

Step 2: Get the edge map from the segmented image

Step 3: Start the ellipse detector based in DE over the edge map while saving best ellipses
(Sect. 3)

Step 4: Define parameter values for each ellipse that identify the WBC’s

4.3 Numerical Example

In order to present the algorithm’s step-by-step operation, a numerical example has
been set by applying the proposed method to detect a single leukocyte lying inside
of a simple image. Figure 7a shows the image used in the example. After applying

(a)
(b) (c)

25 25
R Ey

E”’

Fig. 7 Detection numerical example: a the image used as example. b Segmented image. ¢ Edge
map. d Initial particles E°. e Trial elements T produced by the DE operators. f New population E'.
g Trial elements produced considering E' as input population. h New population E2. i Final
particle configuration after 25 iterations
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the threshold operation, the WBC is located besides few other pixels which are
merely noise (see Fig. 7b). Then, the edge map is subsequently computed and
stored pixel by pixel inside the vector P. Figure 7c shows the resulting image after
such procedure.

The DE-based ellipse detector is executed using information of the edge map (for
the sake of easiness, it only considers a population of four particles). Like all evo-
lutionary approaches, DE is a population-based optimizer that attacks the starting
point problem by sampling the search space at multiple, randomly chosen, initial
particles. By taking five random pixels from vector P, four different particles are
constructed. Figure 7d depicts the initial particle distribution E® = {E?, E, E9, EJ}.
By using the DE operators, four different trial particles T = {71}, T», T3, T4} (ellip-
ses) are generated, their locations are shown in Fig. 7e. Then, the new population E!
is selected considering the best elements obtained among the trial elements T and the
initial particles E°. The final distribution of the new population is depicted in Fig. 7f.
Since the particles ES and E9 hold (in Fig. 7f) a better fitness value (J(EY) and J(EY))
than the trial elements 7, and T3, they are considered as particles of the final pop-
ulation E!. Figure 7g, h present the second iteration produced by the algorithm
whereas Fig. 61 shows the population configuration after 25 iterations. From Fig. 7i,
it is clear that all particles have converged to a final position which is able to
accurately cover the WBC.

5 Experimental Results

In this section, the experimental results are presented. Several tests have been
developed in order to evaluate the performance of the WBC detector. It was tested
over microscope images from blood-smears holding a 960 % 720 pixel resolution.
They correspond to supporting images on the leukemia diagnosis. The images show
several complex conditions such as deformed cells and overlapping with partial
occlusions. The robustness of the algorithm has been tested under such demanding
conditions. All the experiments has been developed using an Intel Core 17-2600 PC,
with 8 GB in RAM.

Figure 8a shows an example image employed in the test. It was used as input
image for the WBC detector. Figure 8b presents the segmented WBC’s obtained by
the DEM algorithm. Figure 8c, d present the edge map and the white blood cells
after detection, respectively. The results show that the proposed algorithm can
effectively detect and mark blood cells despite cell occlusion, deformation or
overlapping. Other parameters may also be calculated through the algorithm: the
total area covered by white blood cells and relationships between several cell sizes.

Other example is presented in Fig. 9. It represents a complex example with an
image showing seriously deformed cells. Despite such imperfections, the proposed
approach can effectively detect the cells as it is shown in Fig. 9d.
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(a) (b)

(c) (d)

Fig. 8 Resulting images of the first test after applying the WBC detector: a original image,
b image segmented by the DEM algorithm, ¢ edge map and d the white detected blood cells

6 Comparisons to Other Methods

In this section, a comprehensive set of smear-blood test images is used to test the
performance of the proposed approach. We have applied the proposed DE-based
detector to test images in order to compare its performance to other WBC detection
algorithms such as the Boundary Support Vectors (BSV) approach (Wang and Chu
2009), the iterative Otsu (I0) method (Wu et al. 2006), the Wang algorithm (Wang
et al. 2007) and the Genetic algorithm-based (GAB) detector (Karkavitsas and
Rangoussi 2005). In all cases, the algorithms are tuned according to the value set
which is originally proposed by their own references.

6.1 Detection Comparison

To evaluate the detection performance of the proposed detection method, Table 2
tabulates the comparative leukocyte detection performance of the BSV approach, the
IO method, the Wang algorithm, the BGA detector and the proposed method, in terms
of detection rates and false alarms. The experimental data set includes 50 images
which are collected from the ASH Image Bank (http://imagebank.hematology.org/).
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Fig. 9 Resulting images of the second test after applying the WBC detector: a original image,
b image segmented by the DEM algorithm, ¢ edge map and d the white detected blood cells

Such images contain 517 leukocytes (287 bright leukocytes and 230 dark leukocytes
according to smear conditions) which have been detected and counted by a human
expert. Such values act as ground truth for all the experiments. For the comparison,
the detection rate (DR) is defined as the ratio between the number of leukocytes
correctly detected and the number leukocytes determined by the expert. The false
alarm rate (FAR) is defined as the ratio between the number of non-leukocyte objects
that have been wrongly identified as leukocytes and the number leukocytes which
have been actually determined by the expert.

Experimental results show that the proposed DE method, which achieves
98.26 % leukocyte detection accuracy with 2.71 % false alarm rate, is compared
favorably against other WBC detection algorithms, such as the BSV approach, the
10 method, the Wang algorithm and the BGA detector.

6.2 Robustness Comparison

Images of blood smear are often deteriorated by noise due to various sources of
interference and other phenomena that affect the measurement processes in imaging
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Table 2 Comparative leukocyte detection performance of the BSV approach, the IO method, the
Wang algorithm, the BGA detector and the proposed DE method over the data set which contains
30 images and 426 leukocytes

Leukocyte type Method Leukocytes | Missing | False DR FAR
detected alarms (%) (%)
Bright leukocytes BSV [3] 130 157 84 45.30 29.27
(287) 10 [4] 227 60 73 79.09 [25.43
Wang [5] 231 56 60 80.49 [20.90
GAB [16] 220 67 22 76.65 7.66
DE-based 281 6 11 97.91 3.83
Dark leukocytes BSV [3] 105 125 59 46.65 25.65
(230) 10 [4] 183 47 61 79.56 |26.52
Wang [5] 196 34 47 8522 2043
GAB [16] 179 51 23 77.83 10.00
DE-based 227 3 3 98.70 1.30
Overall (517) BSV [3] 235 282 143 45.45 27.66
10 [4] 410 107 134 79.30 25.92
Wang [5] 427 90 107 82.59 20.70
GAB [16] 399 118 45 77.18 8.70
DE-based 508 9 14 98.26 2.71

and data acquisition systems. Therefore, the detection results depend on the algo-
rithm’s ability to cope with different kinds of noises. In order to demonstrate the
robustness in the WBC detection, the proposed DE approach is compared to the
BSV approach, the IO method, the Wang algorithm and the BGA detector under
noisy environments. In the test, two different experiments have been studied.

The first inquest explores the performance of each algorithm when the detection
task is accomplished over images corrupted by Salt and Pepper noise. The second
experiment considers images polluted by Gaussian noise. Salt and Pepper and
Gaussian noise are selected for the robustness analysis because they represent the
most compatible noise types commonly found in images of blood smear (Landi and
Piccolomini 2012). The comparison considers the complete set of 50 images pre-
sented in Sect. 6.1 containing 517 leukocytes which have been detected and
counted by a human expert.

The added noise is produced by MatLab®©, considering two noise levels of 5 and
10 % for Salt and Pepper noise whereas ¢ = 5 and ¢ = 10 are used for the case of
Gaussian noise. Such noise levels, according to (Tapiovaara and Wagner 1993),
correspond to the best trade of between detection difficulty and the real existence in
medical imaging. If higher noise levels are used then the detection process would be
unnecessarily complicated without representing a feasible image condition.
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(a)

A

Fig. 10 Examples of images included in the experimental set for robustness comparison.
a-b Originals images. ¢ Image contaminated with 10 % of Salt and Pepper noise and d image
polluted with ¢ = 10 of Gaussian noise

Figure 10 shows two examples of the experimental set. The outcomes in terms of
the detection rate (DR) and the false alarm rate (FAR) are reported for each noise
type in Tables 3 and 4. The results show that the proposed DE algorithm presents
the best detection performance, achieving in the worst case a DR of 89.55 and
91.10 %, under contaminated conditions of Salt and Pepper and Gaussian noise,
respectively. On the other hand, the DE detector possesses the least degradation
performance presenting a FAR value of 5.99 and 6.77 %.

6.3 Stability Comparison

In order to compare the stability performance of the proposed method, its results are
compared to those reported by Wang et al. (2007), in which is considered as an
accurate technique for the detection of WBC.
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Table 3 Comparative WBC detection among methods that considers the complete data set of 30
images corrupted by different levels of Salt and Pepper noise

Noise level Method Leukocytes | Missing | False DR FAR
detected alarms (%) (%)
5 % Salt and Pepper | BSV [3] 185 332 133 3474|2676
noise 517 leukocytes | 10 [4] 311 206 106 63.38 |24.88
Wang [5] | 250 176 121 58.68 [27.70
GAB [16] | 298 219 135 71.83 |24.18
DE-based | 482 35 32 91.55 7.04
10 % Salt and Pepper | BSV [3] 105 412 157 20.31 30.37
noise 517 leukocytes | 10 [4] 276 241 110 5338 |21.28
Wang [5] | 214 303 168 4139 |32.49
GAB [16] |337 180 98 65.18 |18.95
DE-based | 463 54 31 89.55 5.99

Table 4 Comparative WBC detection among methods that considers the complete data set of 30
images corrupted by different levels of Gaussian noise

Noise level Method Leukocytes | Missing | False DR FAR
detected alarms (%) (%)
o = 5 Gaussian noise | BSV [3] 214 303 98 4139 |18.95
517 leukocytes 10 [4] 366 151 87 70.79 |16.83
Wang [5] | 358 159 84 69.25 [16.25
GAB [16] | 407 110 76 78.72 | 14.70
DE-based | 487 30 21 94.20 4.06
¢ = 10 Gaussian BSV [3] 162 355 129 3133 [24.95
noise 517 leukocytes |10 [4] 331 186 112 64.02 [21.66
Wang [5] | 315 202 124 60.93 [23.98
GAB [16] 363 154 113 7021 |21.86
DE-based | 471 46 35 91.10 6.77

The Wang algorithm is an energy-minimizing method which is guided by
internal constraint elements and influenced by external image forces, producing the
segmentation of WBC’s at a closed contour. As external forces, the Wang approach
uses edge information which is usually represented by the gradient magnitude of the
image. Therefore, the contour is attracted to pixels with large image gradients, i.e.
strong edges. At each iteration, the Wang method finds a new contour configuration
which minimizes the energy that corresponds to external forces and constraint
elements.
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In the comparison, the net structure and its operational parameters, corre-
sponding to the Wang algorithm, follow the configuration suggested in Wang et al.
(2007) while the parameters for the DE-based algorithm are taken from Table 1.

Figure 11 shows the performance of both methods considering a test image with
only two white blood cells. Since the Wang method uses gradient information in
order to appropriately find a new contour configuration, it needs to be executed
iteratively in order to detect each structure (WBC). Figure 11b shows the results
after the Wang approach has been applied considering only 200 iterations. Fur-
thermore, Fig. 11c shows results after applying the DE-based method which has
been proposed in this chapter.

The Wang algorithm uses the fuzzy cellular neural network (FCNN) as opti-
mization approach. It employs gradient information and internal states in order to
find a better contour configuration. In each iteration, the FCNN tries, as contour
points, different new pixel positions which must be located nearby the original
contour position. Such fact might cause the contour solution to remain trapped into
a local minimum. In order to avoid such a problem, the Wang method applies a
considerable number of iterations so that a near optimal contour configuration can
be found. However, when the number of iterations increases the possibility to cover
other structures increases too. Thus, if the image has a complex background (just as
smear images do) or the WBC’s are too close, the method gets confused so that
finding the correct contour configuration from the gradient magnitude is not easy.
Therefore, a drawback of Wang’s method is related to its optimal iteration number

(a)

)

(b) (c)

e

Fig. 11 Comparison of the DE and the Wang’s method for white blood cell detection in medical
images. a Original image. b Detection using the Wang’s method, ¢ detection after applying the DE
method
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Fig. 12 Result comparison for the white blood cells detection showing (a) Wang’s algorithm after
400 cycles and (b) DE detector method considering 1,000 cycles

(instability). Such number must be determined experimentally as it depends on the
image context and its complexity. Figure 12a shows the result of applying 400
cycles of the Wang’s algorithm while Fig. 12b presents the detection of the same
cell shapes after 1,000 iterations using the proposed algorithm. From Fig. 12a, it can
be seen that the contour produced by Wang’s algorithm degenerates as the iteration
process continues, wrongly covering other shapes lying nearby.

In order to compare the accuracy of both methods, the estimated WBC area
which has been approximated by both approaches, is compared to the actual WBC
size considering different degrees of evolution i.e. the cycle number for each
algorithm. The comparison considers only one WBC because it is the only detected
shape in the Wang’s method. Table 5 shows the averaged results over twenty
repetitions for each experiment. In order to enhance the analysis, Fig. 13 illustrates
the Error-percentage versus Iterations evolution from an extended data set which
has been compiled from Table 5.

Table 5 Error in cell’s size

. . Algorithm Iterations Error (%)

estimation after applying the

DE algorithm and the Wang’s ~ Wang 30 88

method to detect one 60 70

leukocyte embedded into a 200 1

l.olood—smear image. The error 200 121

is averaged over twenty

experiments 600 157

DE-based 30 24.30
60 7.17

200 2.25
400 2.25
600 2.25
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Fig. 13 Error percentage versus iterations evolution from an extended data set from Table 5

7 Conclusions

In this chapter, an algorithm for the automatic detection of blood cell images based
on the DE algorithm has been presented. The approach considers the complete
process as a multiple ellipse detection problem. The proposed method uses the
encoding of five edge points as candidate ellipses in the edge map of the smear. An
objective function allows to accurately measure the resemblance of a candidate
ellipse with an actual WBC on the image. Guided by the values of such objective
function, the set of encoded candidate ellipses are evolved using the DE algorithm
so that they can fit into actual WBC on the image. The approach generates a sub-
pixel detector which can effectively identify leukocytes in real images.

The performance of the DE-method has been compared to other existing WBC
detectors such as the Boundary Support Vectors (BSV) approach (Wang and Chu
2009), the iterative Otsu (I0) method (Wu et al. 2006), the Wang algorithm (Wang
et al. 2007) and the Genetic algorithm-based (GAB) detector (Karkavitsas and
Rangoussi 2005) considering several images which exhibit different complexity
levels. Experimental results demonstrate the high performance of the proposed
method in terms of detection accuracy, robustness and stability.
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PWARX Model Identification Based
on Clustering Approach

Zeineb Lassoued and Kamel Abderrahim

Abstract This chapter addresses the problem of clustering based procedure for the
identification of PieceWise Auto-Regressive eXogenous (PWARX) models. In
order to overcome the main drawbacks of the existing methods such as their sen-
sitivity to poor initializations and the existence of outliers, we propose the use of the
Chiu’s clustering algorithm and the Density-Based Spatial Clustering of Applica-
tions with Noise (DBSCAN) algorithm. A comparative study of the two proposed
approaches with the k-means method is achieved in simulation. The results of
experimental validation are also presented to illustrate the effectiveness of the
proposed methods.

Keywords Identification -+ PWARX systems - Clustering approach - Chiu’s
algorithm - DBSCAN algorithm - Experimental validation

1 Introduction

Hybrid systems are heterogeneous dynamical systems that arise out of the inter-
action of continuous and discrete dynamics. The continuous behavior is the fact of
the natural evolution of the physical process whereas the discrete behavior can be
due to the presence of switches, operating phases, transitions, computer program
codes, etc. These hybrid dynamics characterize the behavior of a broad class of
physical systems, for example, the real-time control systems where physical pro-
cesses are controlled by embedded controllers. The notion of hybrid system can
also be used to represent complex nonlinear continuous systems. In fact, the
operating range of a nonlinear system can be decomposed into a group of operating

Z. Lassoued - K. Abderrahim (D<)

Numerical Control of Industrial Processes, National School of Engineers of Gabes,
University of Gabes, St. Omar Ibn-Khattab, 6029 Gabes, Tunisia

e-mail: kamelabderrahim@yahoo.fr

Z. Lassoued
e-mail: zeineb.lassoued1 @gmail.com

© Springer International Publishing Switzerland 2015 165
Q. Zhu and A.T. Azar (eds.), Complex System Modelling and Control Through

Intelligent Soft Computations, Studies in Fuzziness and Soft Computing 319,

DOI 10.1007/978-3-319-12883-2_6



166 Z. Lassoued and K. Abderrahim

point. For each operation point, we associate a simple sub-model (linear or affine)
with it. Indeed, a complex system can be modeled as a hybrid system switching
between simple sub-models.

This chapter addresses the problem of identification of hybrid systems repre-
sented by piecewise autoregressive models with exogenous input (PWARX). This
problem consists in building mathematical models of hybrid systems from observed
input-output data. The PWARX models have attracted a considerable attention in
recent years, since they provide an efficient solution for modeling a wide range of
engineering applications (Roll et al. 2004; Nakada et al. 2005; Wen et al. 2007; Xu
et al. 2012). In addition, these models are able to approximate any nonlinear system
with arbitrary accuracy (Lin and Unbehauen 1992). Moreover, the PWA model can
be considered as a generic representation for other hybrid models such as jump
linear models (JL models) (Vidal et al. 2002), Markov jump linear models (MJL
models) (Doucet et al. 2001), mixed logic dynamical models (MLD models)
(Bemporad et al. 2000), max-min-plus-scaling systems (MMPS models)
(De Schutter and Van den Boom 2000), linear complementarity models (LC
models) (Vander-Schaft and Schumacher 1998), extended linear complementarity
models (ELC models) (De Schutter and De Moor 1999). In fact, the transfer of the
results of PWARX models to other classes of hybrid systems is insured thanks to
the properties of equivalence of PWARX models (Heemels et al. 2001). The
PWARX models are obtained by decomposing the regression domain into a finite
number of non-overlapping convex polyhedral regions and by associating a simple
linear model with each region. Consequently, two main problems must be con-
sidered for the identification of PWARX models: one is the estimation of the
parameters of the sub-models and two is the determination of the hyperplanes
defining the partitions of the state-input regression. Consequently, the identification
of PWARX models is one of the most difficult problems that represent an area of
research where considerable work has been done in the last decade. In fact,
numerous solutions have been proposed in the literature for the identification of the
PWARX models such as the clustering-based solution (Ferrari-Trecate et al. 2003),
the Bayesian solution (Juloski et al. 2005), the bounded-error solution (Bemporad
et al. 2005), the greeting solution (Bemporad et al. 2003), the sparse optimization
solution (Bako 2011; Bako and Lecoeuche 2013), and so on. The sparse solutions
do not smooth out the effect of the measurement noise. Then, they often fail in real
time applications since the measurement data are usually contaminated by an
unknown additional noise. The greedy algorithms are very time consuming since
they involve the solution of NP-hard problems. In addition, it can cause a loss of
information because it sometimes fails to associate data to the appropriate regres-
sors. The Bayesian approach assumes that the probability density functions of the
unknown parameters of the system are known a priori. Otherwise, it requires an
additional sequential processing to improve the identification results. The clustering
solution is based on a simple and instructive procedure. It does not require a priori
knowledge of the system. Therefore, only the clustering approach is considered in
this chapter. This solution consists of three main steps, which are data classification,
parameter estimation and region reconstruction. It is easy to remark that the
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performance of this approach depends on the efficiency of the used classification
algorithm (Lassoued and Abderrahim 2013a, b, c, d, 2014a, b). The early methods
have favored the simplicity of implementation. In fact, they present several draw-
backs, which can be summarized as follows:

e Most of them are based on the optimization of nonlinear criteria. Consequently,
they may converge to local minima in the case of poor initializations.

e Their performances degrade in the case of the presence of outliers in the data to
be classified.

e Most of them assume that the number of sub-models is a priori known.

To overcome these problems, we have proposed the use of other clustering
algorithms such as Chiu’s method (Chiu 1997) and Density Based Spatial Clus-
tering of Applications with Noise (DBSCAN) method (Chaitali 2012; Sander et al.
1998). This choice is justified by the fact that these algorithms automatically
generate the number of models. In addition, they are characterized by their
robustness to the classification of noisy measurements that containing also outliers.

This chapter is organized as follows. Section 2 presents the assumptions for
PWARX model identification. In Sect. 3, we recall the main steps of the identifi-
cation of PWARX systems based on clustering algorithm and its main drawbacks.
Section 4 proposes two solutions to overcome the main problems of the existing
methods. In Sect. 5, we present three simulation examples in order to illustrate the
performance of the proposed solutions and to compare their efficiency with the
modified k-means method. Section 6 proposes an application of the developed
approach to an olive oil esterification reactor.

2 Piecewise Affine System Identification

Consider a discrete-time PieceWise Auto-Regressive eXogenous model (PWARX)
with input u(k) € R, output y(k) € R defined in the bounded polyhedron regressor
space H C R? (d = n, + ny + 1). The system is decomposed in s different modes
{H;}}_,, in each one an ARX model is associated:

y(k) = f(@(k)) + e(k). ()
fis a piecewise affine function defined by:
01¢ if p€H
flo)=1q" )
01¢p if ¢ € H,
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where

7=[o" 1]". (3)

e(k) is the additive noise and ¢(k) is the regressor vector, containing past input and
output observations, defined as:

o) = [y(k—1).. y(k —ng) ulk—1)...u(k—ny)]". (4)
0; € R4 is the parameter vector, valid in H;, defined as follows:

QiT:[al a ... a, b by ... by, g] (5)
where a; and b; are the coefficients of the model related respectively to the output
and the input data, while n, and n,, are the model orders. g is the independent affine
coefficient.

Problem statement

Given input-output data generated by a PWARX system, we are interested simul-
taneously in identifying the number of submodels s, the parameter vectors {0;}_,
and the partitions {H,};_, taking into account the following assumptions:

e The orders n, and n;, of the system are known.

e The noise e(k) is assumed to be a Gaussian process independent and identically
distributed with zero mean and finite variance ¢°.

e The regions {H;};_, are the polyhedral partitions of a bounded domain H C R?

such that:

Vi (©)

3 Clustering Based PWARX Identification

The main steps of the clustering-based approach for the identification of PWARX
models can be summarized as follows: constructing small data set from the initial
data set, estimating a parameter vector for each small data set, classifying the
parameter vectors in s clusters, classifying the initial data set and estimating the
s sub-models with their partitions.

1. Form {¢(k),y(k)},_, from the given dataset S = (u(k),y(k)), k=1,..,N
2. Create local datasets Cy and identify the local parameter vectors 6y
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(a) Choose n,, the cardinality of data points to be contained in C, randomly.
(b) Foreachdataset ¢(k), y(k), build Cy containing {¢(k), y(k)} andiits (n, — 1)
nearest neighbors satisfying:

~ 2 ~ A~ A
o) = o <llo®) ~ I>, V(.5 & C. (7)
(c) Determine 6, for each data in Cy,k=1,...,N using the least square
method.
O = (L D) i Y. (8)
where
— [7 (4 — 1T
b= [@(1).- @@,
_ 1 np\1T
Ye=[y(n). .y (5] -
and (¢}, ...,1,") are the indexes of the elements belonging in C;
3. Cluster the local parameter vectors (0, k = 1,...,N) into s disjoint clusters

while determining the value of s by using a suitable classification technique.

4. Identify the final models {0;};_,.

5. Estimate the polyhedral partitions {H;};_, i.e. estimate the hyperplanes sepa-
rating H; from H; i #j. This is a standard pattern recognition/classification
problem that can be solved by several established techniques. The most com-
mon technique is the Support Vector Machines (SVM) (Wang 2005; Duda et al.
2001).

The classification of data represents the main step for PWARX system identi-
fication because a successful identification of models’ parameters and hyperplanes
depends on the correct data classification. For the sake of simplicity, the early
approaches use classical clustering algorithms for the data classification such as
k-means algorithms.

However, these algorithms present several drawbacks. In fact, they may con-
verge to local minima in the case of poor initializations because they are based on
the minimization of non linear criterion. Furthermore, their performances degrade in
the case of the presence of outliers in the data to be classified. In addition, most of
them assume that the number of sub-models is a priori known.

4 The Proposed Clustering Techniques

In order to improve the identification results we propose the use of other classifi-
cation algorithms such as Chiu’s alogorithm and DBSCAN algorithm.
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4.1 The Chiu’s Clustering Technique

The Chiu’s clustering method is a modified form of the Mountain method for
cluster estimation (Chiu 1994). Each data point is considered as a potential cluster
center instead of considering it as a grid point. This method is very advantageous
compared with the Mountain method:

e The number of points to be evaluated is equal to the number of data points.

e It does not need to specify a grid solution which trades off between the accuracy
and the computational complexity.

e It improves the computational efficiency and robustness of the original method.

Chiu’s classification method consists in computing a potential value for each point
of the data set based on its distances to the other data points and consider each data
point as a potential cluster center. The point having the highest potential value is
chosen as the first cluster center. The key idea in this method is that once the first
cluster center is chosen, the potential of all other points is reduced according to their
distance from the cluster center. All the points which are close to the first cluster
center will have greatly reduced potentials. The next cluster center take then the
highest remaining potential value. The procedure for determining a new center and
updating other potentials is executed until a predefined condition is reached. This
condition depends on the minimum value of the potentials or the required number
of clusters which are reached.

This method consists in computing a potential value for each point
(8;, i=1,...,N), based on its distances to the other data points and consider each
data point as a potential cluster center. The potential is computed using the fol-
lowing expression:

| 2

S —50:-0;
P, = Z e a . (9)
=1

The potential of each local parameter is a function of the distance from this
parameter to all the other local parameters. Thus, a local parameter with many
neighboring local parameters will have the highest potential value. The constant 7,
is the radius defining the neighborhood which can be determined by the following
expression:

=SS oo (10)

where o can be chosen as follows 0 <o < 1.
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Equation (9) can be exploited to eliminate the outliers. As this equation attribute
to the outliers a low potential, we can fix a threshold y under which the local
parameters are not accepted and then removed from the data set. This threshold is
described by the following equation:

y = min(P) + f(max(P) — min(P)). (11)

where P is the vector containing the potentials P; such that P = [Py,...,Py] and f§
is a parameter chosen as 0<f<1.

The elimination of outliers reduces the parameter vectors to (6;, i =1,...,N’)
(N’ <N). Then, from this new data set, we select the data point with the highest
potential value as the first cluster center.

Let 0] be this first center and P} be its potential. The other potentials P}, (j =
1,...,N') are then updated using this expression:

_4 2
2

PiCPi—PT€ b

|60}

(12)

Expression (13) allows to associate lower potentials to the local parameters close
to the first center. Consequently, this choice guaranties that these parameters are not
selected as cluster centers in the next step. The parameter 7, is a positive constant
that must be chosen larger than r, to avoid obtaining cluster centers which are too
close to each other. The constant r;, is computed using this formula:

N

= 2 max ([0~ o). (13)

In general after obtaining the kth cluster center, the potential of every local
parameter is updated by the following formula:

4 2

P,‘<:Pi—PZ€ 0

0,~0;

(14)

where P; and 6] are respectively the potential and the center of the kth local
parameter.

The number of sub-models s is a parameter that we would like to determine.
Therefore, we have developed some criteria for accepting or rejecting the cluster
centers as it is explained in the algorithm of the next section.

To search the elements belonging to each cluster, we compute the distance
between the estimated output and the real one and classify ¢(k) within the cluster
which has the minimum distance.

arg min(@f@kfyk), i=1,...s. (15)
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The Chiu’s clustering technique can be summarized by the following algorithm:

Algorithm 1: Identification algorithm

Data: Dispose of {Gq}j\;l from a given data set (¢;,y:)

Main steps:

- Compute P; for every {01}fi1 according to (9)

- Determine the filtered local parameters {Gi}ZN:Il, (N’ < N)

- Compute the first cluster center 67 from (9)

repeat

Compute the other cluster centers according to the updated potential
formula (14)

if P; >~ then

Compute V(c) such as:

V(e)= 16 — 02l e=1rk—1. (16)

where 01 is the current cluster center and 07, c =1, ...,k — 1 are the
last selected ones.
if V(c) >e,¢c=1,....,k—1 then
| accept 0™ as a cluster center and continue
else
| reject x* and compute a new potential
end

else
| reject 0" and break
end
until V(c) <e, c=1,..k—1;
Result: Determination of the number of clusters s and the parameters {6;};_,

While ¢ is a small parameter characterizing the minimum distance between the
new cluster center and the existing ones.

4.2 The DBSCAN C(lustering Technique

The Density-Based Spatial Clustering of Applications with Noise (DBSCAN)
algorithm is a pioneer algorithm of density-based clustering (Chaitali 2012; Sander
et al. 1998). This algorithm is based on the concepts of density-reachability and
density-connectivity. These concepts depend on two input parameters: epsilon (&)
and (MinPts).

e ¢ is the radius around an object that defines its e-neighborhood.
e MinPts: is the minimum number of points.

For a given object g, when the number of objects within the e-neighborhood is at
least MinPts, then ¢ is defined as a core object. All objects within its e-neighbor-
hood are said to be directly density-reachable from g.

In general, an object p is considered density-reachable if it is within the
e-neighborhood of an object that is directly density-reachable or just density-
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reachable from g. The objects p and ¢g are said to be density-connected if there exist
an object g that both p and g are density-reachable from.

The DBSCAN algorithm define then a cluster as the set of objects in a data set
that are density-connected to a particular core object. Any object that is not part of a
cluster is categorized as noise. For a given data set S = {Gk}i\;l, ¢ and MinPts as
inputs, the ¢-neighborhood of a point 6; is defined as:

Nx(ei) = {9]‘ SN H@,- - QjH §3} (17)

The DBSCAN constructs clusters by checking the e-neighborhood of each object
in the data set. If the cardinal of the e¢-neighborhood (denoted by cN,) of an object
0r contains more than MinPts, a new cluster is created having 0, as core. The
DBSCAN then iteratively collects directly density-reachable objects from these
core objects. The process terminates when no new objects can be added to any
cluster. The main steps of this algorithm can be summarized as follows:

Algorithm 2: DBSCAN algorithm

Data: Define the input parameters: S = {Ok}fj:l, MinPts and ¢
Main steps:
for k=1:N do
if 0, is not in a cluster then
Compute Nc(0x)
if ¢Ne(0r) < MinPts then
|  Mark 6, as noise
else
cluster-label=cluster-label+1
for j =1:¢N.(0;) do
| Mark all point in N(0x) with the current cluster label
end
Lend N¢(6x) to the Seed list Ls = [Ls Nc(6k)]
while Lg is not empty do
0, = Ls(1)
Compute N(6)
if ¢cNc(6,) > MinPts then
for o=1:¢cN.(0,) do
if 0, is not in a cluster nor marked as noise then
Mark 6, with the current cluster-label
Lend N¢(0;) to the Seed list Ls = [Ls  Ne(6,)]

Ls(1)=[ ]
end
end
else
| Ls(1)=[]
end
end
end
end
end

Result: Determination of the number of clusters s and the parameters {6;};_,
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5 Simulation Examples

In this section, we aim at illustrating the performance of the proposed methods with
three simulation examples. First of all, we take an academic PWARX model
where the proposed methods are compared with the well known k-means one
(Ferrari-Trecate et al. 2001, 2003). After that, a nonlinear model is considered to
show the efficiency of the proposed methods in approximating any nonlinear model.
Finally, a pH neutralization process is simulated in order to prove their ability to
model complex systems and to determine the number of sub-models.

5.1 Quality Measures

To achieve the purpose of these simulations, we consider the following quality
measures (Juloski et al. 2006):

e The maximum of relative error of parameter vectors is defined by
Ay = ‘rrllaxv__i'Hz (18)

where 0; and 0; are the true and the estimated parameter vectors for sub-model i,
respectively. The identified model is deemed acceptable if 4y is small or close to
zZero.

e The averaged sum of the squared residuals is defined by

1 S~ SSR;
o =~ (19)
N =1 ‘D,‘

where SSR; = Y. (y(k) — [p(k)'1]0,)* and |Dy| is the cardinality of
(v(k), ¢ (k))eD;
cluster D;.
The identified model is considered acceptable if af is small and/or close to the
expected noise variance of the true system.
e The percentage of the output variation that is explained by the model is defined
by

FIT = 100 - (1 - ||y—y||2) (20)
ly =¥l

where y and y are the estimated and the real outputs’ vectors, respectively, and y
is the mean value of y.
The identified model is considered acceptable if FIT is close to 100.
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e The relative error expressed in percentage (%) is given by:

(k) — 3(K)|
()]

where y(k) and y(k) are the estimated and the real outputs at time .
The identified model is considered acceptable if e, is close to 0 %.

e.(k) = 100 -

5.2 Identification Results of a PWARX Model

Consider the following PWARX model (Boukharouba 2011):

(04 05 0.3]p(k) +e(k) if (k) € Hy,
y(k)=<¢ [-0.7 0.6 —0.5]p(k)+e(k) if p(k)€ Ha,
(04 —02 —02]p(k) +e(k) if pk) € Hs,

H={peR*:[1 03 0]p>0and[0 0.5 0]p >0}
Hy={peR*:[1 03 0]p<0and[1l —03 0]p<0}
Hy={peR*:[1 —-03 0]p>0and[0 0.5 0]p<0}

175

(23)

where s=3,n,=1,n,=1,and p(k) = [y(k — 1) u(k — 1)]" is the regressor vector.
System (22) is simulated using an input signal u(k) and a noise signal e(k) which
are normal distributions with variances respectively 0.5 and 0.05. The output y(k) is

presented in Fig. 1.

Table 1 presents the estimated parameter vectors obtained with the proposed

methods and the k-means one.

Fig. 1 The real output of the
system (squares: output of
sub-model 1, triangles: output
of sub-model 2 and dots:
output of sub-model 3)
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Table 1 Estimated parameters

True values Chiu (n, = 20) DBSCAN (n, = 21) k-means (n, = 7)
0, [0.4 [0.4046 [0.4054 [0.4064
0.5 0.5138 0.4903 0.5464
10.3 10.2919 1 0.2992 1 0.2598
0, [—0.77 [—0.6179] [—0.7369 ] [—0.6955]
0.6 0.5336 0.6675 0.5903
| —0.5 | | —0.4740 | | —0.5239 | | —0.4939 |
03 [0.4 [0.4015 ] [0.4679 ] [0.4792 ]
-0.2 —0.2071 —-0.1977 —0.2101
| —0.2 | | —0.2042 | | —0.2298 | | —0.2406 |

After obtaining the estimated parameter vectors, we apply the SVM algorithm in
order to estimate the regions. We can then attribute each parameter vector to the
corresponding region where it is defined. The estimated outputs obtained with three
algorithms are presented in Fig. 2.

Table 2 presents the quality measures (18), (19) and (20) of the two proposed
methods and the k-means method. The obtained results prove the efficiently of the
proposed methods compared with the existing method (k-means).

5.3 Identification Results of a Nonlinear Model

Consider the nonlinear system described by the following equation (Lai et al.
2010):

LSy — Dy(k—2) .
=Tk 1)4_)}2(16_2)—i-sm(y(k—1)—|—y(k—2)) (24)

+u(k —1) 4 0.8u(k —2)

y(k)

This nonlinear system can be modeled by a PWARX model of the form (Lai 2011):

0ipk) if o€ H
y(k) =< : (25)
0;o(k) if ¢ € H,

where
o(k) = [y(k—1), y(k —2), u(k— 1), u(k —2)]" (26)
o=1[¢" 1]". (27)

0; are the parameter vectors and s is the number of submodels to be determined. u
(k) is a random input in the range of [-2, 2].
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Fig. 2 The estimated outputs a with Chiu, b with DBSCAN, and ¢ with k-means

Table 2 Validation results

Quality measures Chiu DBSCAN k-means
Ap 0.0876 0.1514 0.1828
2 0.0023 0.0097 0.0109
FIT 89.4191 79.0183 74.195

For the DBSCAN based method, the choice of the synthesis parameters n,,
MinPts and ¢ is as follows:

n, = 20;
MinPts = 35;
e=10.85
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For the Chiu clustering algorithm, we have only one synthesis parameter:
n, = 17.

The number of submodels s depends on the initial parameters chosen. With the
parameters described above, we obtain s = 6.

The parameter vectors are presented in Tables 3 and 4.

Figures 3 and 4 illustrate the outputs and the relative error signals of the two
proposed methods.

In Table 5, the FIT is computed for the identification and the validation with the
two proposed methods. The obtained results are very satisfactory and show that the
performances of the two methods are close.

5.4 Identification Results of a PH Neutralisation Process

5.4.1 Process Description

The ‘neutralization’ is used to describe the reaction result between an acid and a
base in which the properties of H* and OH™ that characterized the acid and base
will be destroyed or neutralized. In fact, the ions H" and OH~ will be combined to
form the water molecule H,O. The resulting solution produced by the reaction is

Table 3 Estimated parameter vectors with the Chiu’s method

Parameters vector Estimated values with Chiu

0, 1.0996 0.6338 1.0259 0.8247 0.0762]T

0y —0.7769 —1.0611 1.0016 0.8446 72.2539}T
05 0.5066 0.9219 0.9781 0.7686 0.1886]T

0s —0.3013 —0.5044 1.0644 0.6904 1.7459]"
06 —0.8306 —0.5365 1.0030 0.7557 2.7559]"

[
[
[
04 [-0.6576 —0.4256 0.9388 0.8097 —1.4943]"
[
[

Table 4 Estimated parameter vectors with the DBSCAN method

Parameters vector Estimated values with DBSCAN

0, 0.5134 0.4871 1.0377 0.8082 0.0187]T
0> —0.5974 —0.3021 0.8905 0.7355 2.1231}T
63 0.7044 0.0158 1.0153 0.8255 0.1468]"

Os 0.3111 0.0277 0.9738 0.7616 —0.3855]T
06 —0.6177 —0.3720 0.9606 0.7291 —1.2358]T

[
[
[
04 [—0.6958 —0.6557 1.0714 0.7435 —1.5669]"
[
[
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Fig. 3 The estimated outputs a with Chiu, and b with DBSCAN
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Fig. 4 The relative error a with Chiu, and b with DBSCAN

Table 5 Quality measures -
with the two proposed Chiu DBSCAN
methods FIT for identification 78.0543 84.1135

FIT for validation 75.2050 74.1906
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composed of a salt and water. The general formula for acid—base neutralization
reactions can be written as:

acid + base — salt + water (28)

The process of pH neutralization (see Fig. 5) is constituted essentially of a
treatment tank of cross sectional area A, a mixer, acid and base injection pipes, a pH
probe, a level sensor to measure the level % in the tank and a discharge valve
(Henson and Seborg 1994; Salehi et al. 2009). It consists of an acid stream ¢,
buffer stream g, and base stream g5 that are mixed in the tank. The effluent stream
q4 exits the tank via the discharge valve with an adjusted pH,,. The streams {qi}?:]
are characterized by the following parameters:

o {W,}}, are the charge related quantities for {g;}t,.
o {W,}}, are the mass balance quantities for {q;};_,.

The pH probe introduces a delay time t in the measured pH,, value such as
pH, = pH(t — 7).

The objective of the pH neutralization process is to control the pH value of the
effluent through manipulating the base flow rate gz while considering the acid flow
rate ¢g; and the buffer flow rate g, as disturbances.

The dynamic model of the neutralization process is developed as follows:

e The pH value of the obtained solution is derived from the conservation equa-
tions and equilibrium reactions as follows:

K Kai + 2K K
w HT " [H? i
Was + e+ Wiy —[H']=0. (29)
+ K, KuK,
[H*] L+ gty + 58
Fig. 5 A pH neutralization B q, p—

process e L
- s ¥
q 1 qS
- Il
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Knowing that
pHy = —log([H™]) (30)
K, = [H'][OH ], (31)
Equation (29) can be then rewritten as:

1 4 2(10PHn—PKa)

H,—14
Was + 107 + W 1 + 10PHn—PKa 1 1 QPHn—PKe2

—107" =0 (32)

e The mass balance yields to:

dh
AE:q1+q2+Q3—q4 (33)

Taking into account that the exit flow rate g4 = C,.h%>, Eq. (33) becomes:
dh
A51511+612+Q3—Cv'h0'5 (34)

where C, is the constant valve coefficient.
e The differential equations of the effluent reaction invariants (W4, Wp4) can be
determined as follows:

aw,

A h_dt4 = q1(War — Waa) + 2(Waz — Was) + q3(Waz — Waa) (35)
AWy

Ah o =q1(Wp1 — Wpa) + @2(Wi2 — Wia) + q3(Wpz — Wipa) (36)

Nominal model parameters and operating conditions (Xiao et al. 2014) are given
in Table 6.

The static nonlinearity of this process can be represented by the titration curve
shown in Fig. 6 with a beginning pH of 2.7 and an ending pH of 10.7. A brief glance
at the curve indicates that the process of pH neutralization is highly nonlinear.

Table 6 Operation

parameters of the pH q1 = 16.6ml/s Wai =3 x 1072 mol/l
neutralization process q> = 0.55ml/s W = —3 x 1072 mol/l
43 = 15.6ml/s W5 = —3.05 x 102 mol/l
h=14.0cm Wy =0
A =207 cm? Wy = 3 x 1072 mol/l
C, = 8.75 ml/cm/s Wy =5 x 1073 mol/l
pK, = 6.35 pHy =17
K — 1025 =05
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Fig. 6 The titration curve 12
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5.4.2 Structure Identification

It was mentioned that the early approaches of identification of pH neutralization
process approximate this process around an operating range as a First Order Plus
Delay Time model. Added to that, the evolution of the pH in Fig. 7, for a fixed
values of the input g3, is similar to a first order system response.

Therefore, we propose to represent the sub-models by a discrete first order plus
dead time models (n, = 1, n; = 2) defined by:

Fig.7 The pH evolution with 11
different values of g3

q,= 30(ml/s)
q,= 20(ml/s)

pH
~

q, =10(ml/s)

q,= 5(ml/s)

600 800
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apy(k —1) + byjulk — 1) + by ou(k — 2)
if p(k) € Hy
y(k) =< (37)
as1y(k — 1) + by u(k — 1) 4 byou(k — 2)
if (k) € H;

where the regressor vector is defined by:

(k) = [ytk=1), u(k = 1), u(k —2)]"
and the parameter vectors are denoted by:

0i(k) = [anl»bi,l,bi,z], i=1,...,s.

5.4.3 Input Design

The input design is an important aspect to be considered when implementing
nonlinear system identification experiments. In fact, two main properties must be
verified by this input in order to generate representative data measurements to be
used in identification purpose. First, the input must be able to excitep the totality of
dynamics range present in the system. Second, the used input signal must illustrate
the response of the system to a range of amplitude changes since these models have
nonlinear gains. For these reasons, we have considered the Multi-Sine sequence as
input sequences to identify the ph neutralization process since it satisfies the above
two conditions. It presents several frequencies and exhibits different amplitude
changes. The dynamic of this input is defined according to the dominant time
constant range of the process. The amplitudes are selected to cover the totality
operating region around the nominal value of the base flow rate g3 = 15.6 ml/s.

5.4.4 Results

The nonlinear model of the pH process defined by Eqs. (32), (34), (35) and (36) and
the parameters of Table 6 is used to generate the output using a Multi-Sine exci-
tation Sequence. The system output is corrupted by a Gaussian white noise with
zero mean and standard deviation ¢ = 0.001 in order to simulate industrial situa-
tions where the obtained measurements are often noisy. The obtained input-output
data illustrated in Fig. 8 are then divided into two parts. The first part is used for the
identification and the second is considered for the validation purpose.

The number of neighboring is chosen n, =85 for the two methods. The
DBSCAN approach uses the following synthesis parameters
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Fig. 8 The data of the multi- 40
sine input
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The number of submodels obtained with these parameters is (s = 6). The
parameter vectors are illustrated in Table 7.

The validation results and the estimated titration curves are presented respec-
tively in Figs. 9 and 10 which shows that the obtained model gives good results in
terms of dynamic and nonlinear gain of the pH process.

Now, we compare the performance of the two proposed methods using the
quality measures (19), (20) and (21). The obtained results are summarized in
Table 8 and Fig. 11.

Table 7 Estimated parameter vectors

Parameter vectors Estimated values DBSCAN Estimated values Chiu

0 [0.9906 0.0264 —0.0218]" [0.9855 0.0179 —0.0101]"
0, [0.9808 0.0287 —0.0190]" [0.9692 0.0593 —0.0423]"
0; [0.9763 0.0282 —0.0152]" [1.0102 —0.0216 0.0200]"
04 [1.0272 0.0343 —0.0434]" [1.0351 0.0273 —0.0550]"
0s [0.9968 —0.0390 0.0432]" [0.9632 —0.0289 0.0440]"
06 [0.9690 —0.0404 0.0533])" [1.0021 0.0903 —0.0910]"
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Fig. 9 The validation outputs a with Chiu, and b with DBSCAN
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Fig. 10 The validation of the titration curve a with Chiu, and b with DBSCAN
T::,lble 8 Quality measures Chiu DBSCAN
with the two proposed
methods FIT for identification 98.0203 97.8688
FIT for validation 98.1254 98.0405
a? 8.8552 x 107 0.0013
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Fig. 11 Relative error for the two proposed methods a with Chiu, and b with DBSCAN

6 Experimental Example: A Semi-batch Reactor

6.1 Process Description

The olive oil esterification reactor produces ester with a very high added value
which is used in fine chemical industry such as cosmetic products. The esterifica-
tion reaction between vegetable olive oil with free fatty acid and alcohol, producing
ester, is given by the following equation:

Acid + Alcohol < Ester + Water. (38)

The ratio of the alcohol to acid represents the main factor of this reaction because
the esterification reaction is an equilibrium reaction i.e. the reaction products, water
and ester, are formed when equilibrium is reached. In addition, the yield of ester
may be increased if water is removed from the reaction. The removal of water is
achieved by the vaporisation technique while avoiding the boiling of the alcohol. In
fact, we have used an alcohol (1-butanol), characterized by a boiling temperature of
118 °C which is greater than the boiling temperature of the water (close to 100 °C).
In addition, the boiling temperatures of the fatty acid (oleic acid) and the ester are
close to 300 °C. Therefore, the boiling point of water may be provided by a
temperature slightly greater than 100 °C.

The block diagram of the process is shown in Fig. 12. It is constituted essentially
of:

e A reactor with double-jackets: It has a cylindrical shape manufactured in
stainless steel. It is equipped with a bottom valve for emptying the product, an
agitator, an orifice introducing the reactants, a sensor of the reaction mixture
temperature, a pressure sensor and an orifice for the condenser. The double-
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Fig. 12 Block diagram of the reactor

jackets ensure the circulation of a coolant fluid which is intended for heating or
for cooling the reactor.

e A heat exchanger: It allows to heat or to cool the coolant fluid circulating
through the reactor jacket. Heating is carried out by three electrical resistances
controlled by a dimmer for varying the heating power. It is intended to achieve
the required reaction temperature of the esterification. Cooling is provided by
circulating cold water through the heat exchanger. It is used to cool the reactor
when the reaction is completed.

e A condenser: It allows to condense the steam generated during the reaction. It
plays an important role because it is also used to indicate the end of the reaction
which can be deduced when no more water is dripping out of the condenser.

e A data acquisition card between the reactor and the calculator.

The ester production by this reactor is based on three main steps as illustrated in
Fig. 13.

Fig. 13 Specific trajectory of
the reactor temperature
100}
o
l_‘_ .
Heating Reacting = Cooling
Stage stage stage
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0 300 540
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6.2 Experimental Results

The alternative of considering a PWA map is very interesting because the char-
acteristic of the system can be considered as piecewise linear in each operating

phase: the heating phase, the reacting phase and the cooling phase.

Previous works has demonstrated that the adequate estimated orders n, and n;, of
each sub-model are equal to two (Talmoudi et al. 2008). Thus, we can adopt the

following structure:
—ay y(k—1) —aiy(k —2) + by ju(k — 1)
+biou(k —2) if (k) € Hi
as1y(k — 1) + as2y(k — 2) + bsu(k — 1)
+bsou(k —2) if p(k) € Hy
where the regressor vector is defined by:

(k) = [=y(k = 1), —y(k=2), u(k = 1), u(k - 2)]"
and the parameter vectors is denoted by:

0:(k) = [ai1, aiz, biy, bin], i=1,...s.

We have picked out some input-output measurements from the reactor in order
to identify a model to this process. We have taken two measurement files, one for
the identification having a length N = 220 and another one of length N = 160 for the

validation.

The measurement file used in this identification is presented in Fig. 14.

Fig. 14 The real input-output 2000
— 1600
=
S 1400
1200 f
1000 i i i i
0 50 100 150 200 250
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150
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>
50
0 ; ;
0 50 100 150 200 250
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Table 9 Estimated parameter vectors with the proposed clustering techniques

Parameter Estimated parameters with Chiu | Estimated parameters with DBSCAN
vectors
0, [ —1.4256 [ —1.4404
0.4508 0.4692
4.9853 x 104 0.0003
| 0.0010 10.0014 |
0, [—1.1604 [—1.11447
0.2111 0.1772
0.0015 0.0003
| 0.0014 0.0032 |
03 [—1.0847 [—1.0591]
0.1490 0.1304
—3.9782 x 107* 0.0006
| 0.0040 | 0.0034

We apply the proposed identification procedures in order to represent the reactor
by a PWARX model. The number of neighboring is chosen n, = 70 with the two
proposed techniques. Our purpose is to estimate the number of sub-models s, the
parameter vectors 0;(k), i=1,...,s and the hyperplanes defining the partitions
{Hi} .

The obtained results are as follows:

e The number of sub-models is s = 3.
e The parameter vectors 0;(k), i = 1,2 and 3 are illustrated in Table 9.

The attribution of every parameter vector to the submodel that has generated it is
ensured by the SVM algorithm. The obtained outputs are then computed and they
are represented in Fig. 15.

() b
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100 100
90 90
80 80
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70 70
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< =
= 60 = 60

50 50

40 40

30 = = =estimated y 30
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0 50 100 150 200 250 0 50 100 150 200 250
k k

Fig. 15 Estimated outputs with two methods a with Chiu, and b with DBSCAN
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To validate the obtained models, we have considered a new input-output mea-
surement file having a length N = 160 shown in Fig. 16.
The real and the estimated validation outputs and the errors are presented in

Fig. 17.
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Fig. 16 The validation input
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7 Conclusion

In this chapter, we have considered only the clustering based procedures for the
identification of PWARX systems. We focused on the most challenging step which
is the task of data points classification. In fact, we have proposed the use of two
clustering techniques which are the Chiu’s clustering algorithm and the DBSCAN
algorithm. These algorithms present several advantages. Firstly, they do not require
any initialization so the problem of convergence towards local minima is overcome.
Secondly, these algorithms are able to remove the outliers from the data set. Finally,
our approaches generate automatically the number of sub-models. Numerical
simulation results are presented to demonstrate the performance of the proposed
approaches and to compare them with the k-means one. Also, an experimental
validation with an olive oil reactor is presented to illustrate the efficiency of the
developed methods.
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Supplier Quality Evaluation Using a Fuzzy
Multi Criteria Decision Making Approach

Anjali Awasthi

Abstract Supplier quality evaluation is a vital decision for buyer organizations.
Every year, several organizations suffer not only monetary loss but waste of
materials, man power, resources etc. due to poor quality product and services
leading to loss of clientele and market reputation. In this paper, we address the
problem of supplier quality evaluation and propose a multi-perspective fuzzy
multicriteria decision making approach based on fuzzy TOPSIS. Four perspectives
namely product quality, process quality, service quality, and organizational quality
are considered to identify the supplier quality evaluation criteria. Supplier quality
evaluation is performed by a committee of decision making experts who use lin-
guistic assessments to rank the criteria and the suppliers in the lack of quantitative
information. These assessments are then combined through fuzzy TOPSIS to
generate an overall performance score for each alternative. The alternative with the
highest score is finally chosen and recommended for procurement. A practical
application is provided. Sensitivity analysis and comparison with another approach
called fuzzy SAW is performed for model verification and validation. The novelty
of the proposed approach is supplier quality evaluation from multiple perspectives
namely product quality, process quality, organizational quality, and service quality
and ability to perform supplier quality evaluation under limited or lack of quanti-
tative data.
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1 Introduction

Managing supplier quality is vital for efficient functioning of modern supply chains
and achieving customer satisfaction. Poor quality of materials from suppliers can
lead to high internal and external failure costs for organizations. To avoid these
costs, organizations need to adopt a pro-active approach in managing product
quality. This involves assuring quality in all stages of product development from
conceptual design, procurement, processing, packaging until delivery to customer.
It is useful to maintain and record product and service data to monitor changes in
quality performance over time for selecting quality product and services from
suppliers.

In literature, several studies have been reported by researchers on quality assur-
ance in supply chain management. Foster (2007) presents a detailed study of
approaches for managing quality in supply chains namely supplier quality man-
agement, voice of the customer, voice of the market, statistical process control,
quality management standards, and six sigma. Flynn and Flynn (2005) study the
implications of synergies between supply chain management and quality manage-
ment. Their research emphasizes on developing cumulative capabilities with sup-
pliers than trade-off orientations (usually for minimizing costs). In other words,
seeing them as partners and not adversaries and involving them in product and
process development. Bessant et al. (1994) investigate the role of greater cooperation
and collaboration among organizations for managing successful total quality rela-
tionships in the supply chain. Casadesus and Castrao (2005) analyse the effect of ISO
9000 on improving quality in supply chain management and found it to be effective
in areas of improving supplier relationships, customer satisfaction and reducing non-
conformity costs. They also encourage enterprises to adopt modern process change
initiatives such as business process redesign and enterprise resource planning (ERP)
systems. Foster and Ogden (2008) present the differences in how operations and
supply chain managers approach quality management. Their study found that
operations managers tend to manage supply chain relationship through procedural
methods such as ISO 9000 and supplier evaluation. Supply chain managers tend to
adopt more collaborative approaches such as supplier development, awards, and
complaint resolution processes. Trent et al. (1999) addresses the increasing impor-
tance of suppliers, particularly in supporting product and service quality require-
ments, and presents a series of questions concerning how well purchasing and
sourcing activities contribute to total quality. Robinson and Malhotra (2005) discuss
the parallels between quality management and supply chain management.

In all the above studies supplier quality management has been widely empha-
sized for quality management in supply chains. In this paper, we present a multi-
criteria decision making approach based on fuzzy TOPSIS for evaluating supplier
quality. The advantage of using fuzzy TOPSIS is that it distinguishes between
Benefit (The more the better) and the Cost (The less the better) category criteria and
selects solutions that are close to the positive ideal solutions and far from negative
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ideal solutions. Fuzzy set theory is used to model vagueness and uncertainty in
decision making processes arising due to lack of quantitative or precise information
(Zadeh 1965; Dubois and Prade 1982; Klir and Yuan 1995). The supplier quality is
evaluated from multiple perspectives namely product, process, service and orga-
nizational. More details are provided in later sections.

The rest of the paper is organized as follows. In Sect. 2, we present related works
on supplier quality management. Section 3 presents the proposed methodology for
evaluating quality performance of suppliers. Section 4 presents a case study for the
proposed approach. Section 5 presents the results discussion. In the sixth and the
last section, we present the conclusions and future work.

2 Related Works

Existing studies on supplier quality evaluation can be mainly categorized into
multicriteria decision making approaches, standards and -certifications based
approaches (ISO, Balridge etc.), data mining based approaches, total cost of
ownership based approaches, and empirical studies.

Multicriteria decision making involves evaluating a set of alternatives by a
committee of decision makers. Examples of multicriteria decision making tech-
niques are AHP, TOPSIS, ELECTRE, PROMETHEE etc. Chin et al. (2006) pro-
pose an AHP based assessment system for supplier quality management. Pi and
Low (2006) perform supplier evaluation and selection via Taguchi loss functions
and AHP. de Boer et al. (1998) present outranking methods in support of supplier
selection. Ho et al. (2011) present a combined QFD and AHP approach for strategic
sourcing in manufacturing. Chin et al. (2006) propose an AHP based assessment
system for supplier quality management. For a detailed review on multicriteria
decision making techniques for supplier evaluation and selection, please refer to
Chai et al. (2013) and Ho et al. (2010).

The standards and certifications based approaches rely on ISO, Malcolm
Baldrige, Deming award etc. for supplier quality evaluation. Lee et al. (2003)
propose an ISO 9001 system based multiobjective programming model for supplier
quality evaluation. The appraisal factors include Quality management system audit,
Product test, Percentage of workforce with a technical qualification, Process
capability index and Annual training hours per employee. Grieco (1989) study the
role of certification in assuring supplier quality and supported its role in increasing
buyer-supplier partnership, trust and communication. Lee et al. (2008) propose an
integrated model for supplier quality performance assessment in the semiconductor
industry using ISO 9001 management framework, importance-performance analysis
and Taguchi’s signal-to-noise ratio techniques. Vokurka and Lummus (2003) study
Baldrige awards for better supply chains and emphasize on information sharing,
customized production, reducing the number of suppliers, flexibility, co-ordination
and employee involvement and focus on end-users for supply chain excellence.
Curkovic and Handfield (2006) study the use of ISO 9000 and Baldrige Award
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Criteria in supplier quality evaluation in 314 North American organizations. Their
results suggest that ISO 9000 registration focuses solely on reducing negative
quality—defects and nonconformities and fails to measure key areas of quality
management, including strategic planning, employee involvement, quality results,
competitive benchmarking, and customer satisfaction. Based on these results, the
implications for the design of supplier quality measurement and evaluation systems
are discussed. Sroufe and Curkovic (2008) examine ISO 9000:2000 for supply
chain quality assurance and show that ISO 9000:2000 has the potential, when used
under the right circumstances, to improve QA across the supply chain.

The data mining based approaches have been often coupled with statistical
quality control techniques for supplier quality evaluation. One such study is by
Chen and Chen (2006) who use process capability index for supplier quality
evaluation. Shu and Wu (2009) perform quality-based supplier selection and
evaluation using process capability index based on fuzzy data. Wang et al. (2004)
apply six-sigma for supplier development.

The total cost of ownership based approaches use various costs of quality
namely prevention, appraisal, internal failure and external failure for supplier
quality evaluation. Dogan and Aydin (2011) use Bayesian Networks and Total Cost
of Ownership method for supplier selection analysis. Ramanathan (2007) perform
supplier selection by integrating DEA with the approaches of total cost of own-
ership and AHP. Dogan and Sahin (2003) perform supplier selection using activity-
based costing and fuzzy present-worth techniques. Chen and Weng (2002) use
fuzzy approaches to evaluate quality improvement alternative based on quality
costs. Bhutta and Huq (2002) compare total cost of ownership and analytical
hierarchy process approaches for supplier selection problem. Chen and Yang (2003)
propose a total costs based evaluation system of supplier quality performance.

The empirical studies rely on case studies, surveys, personal interviews, expert
opinions for supplier quality assessment. Seth et al. (2006) propose a SERVQUAL
(Parasumraman et al. 1988) type strategic planning tool to measure supplier service
quality in supply chain. Watts and Hahn (1993) conduct an empirical study of
supplier development programs and found that they are more prevalent than
expected and that large companies are more likely to be involved. Dean and Kiu
(2002) conduct a survey study for performance monitoring and quality outcomes in
contracted services and found that organisations rely on inspections by their own
employees or contractor checklists, but that these practices are in conflict with their
views on best practice for performance monitoring.

Kuei et al. (2008) describe a strategic framework based on vision- and gap
driven change for the development of supply chain quality management (SCQM).
Four drivers for supply chain quality are identified namely supply chain compe-
tence, critical success factors (CSF), strategic components, and SCQ practices/
activities/programmes. The dimensions of supply chain competence are quality
product, delivery reliability, supplier/buyer trust, operational efficiency and delivery
value/innovation to customer. The CSF include customer focus, quality of IT
system, supplier relationship, externally focused process integration and supply
chain quality leadership. The strategic components include quality management
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culture, technology management, supplier participation, supply chain configuration
design, and strategic planning. The SCQ practices/activities/programs involve
supplier/buyer quality meeting, quality data and reporting, supply chain quality
office, supply chain optimisation, and policy deployment. Theodorakioglou et al.
(2006) investigate supplier management and its relationship to buyers’ quality
management through a survey study in the Greek manufacturing industry. They
found that intra-firm adoption of the quality philosophy can lead firms to better
supplier management in the SCM context.

Forker (1997) conducted a survey study of 348 manufacturing firms to inves-
tigates factors affecting supplier quality performance and found that asset specificity
and organizational efficiency at implementing total quality management hold great
promise. Trent et al. (1999) propose steps for achieving world-class supplier
quality. These include supply base optimization, supplier performance measure-
ment, aggressive supplier improvement targets, performance improvement rewards,
supplier certification, supplier performance development, and involvement of
supplier in product and process design.

To deal with the lack of quantitative data for supplier quality evaluation, several
authors have coupled fuzzy theory (Zadeh 1965) with the above proposed
approaches. In fuzzy set theory, linguistic terms are used to represent decision
maker preferences (Zimmermann 2001). For example, it is much easier to represent
the quality performance of suppliers as good, very good, poor, very poor etc. than in
numbers. Ku et al. (2010) present a fuzzy analytic hierarchy process and fuzzy goal
programming based approach for global supplier selection. Liu et al. (2012) use
axiomatic fuzzy set and TOPSIS methodology for supplier selection. Kumar and
Mahapatra (2009) propose a fuzzy multi-criteria decision making approach for
supplier selection involving weighted decision makers preferences through an
AHP-TOPSIS like procedure. Kumar and Mahapatra (2011) propose a fuzzy multi-
criteria decision-making approach for supplier selection in supply chain manage-
ment in group decision making environment. Yang et al. (2008) study vendor
selection by integrated fuzzy MCDM techniques considering independent and
interdependent relationships. Dursun and Karsak (2013) use a QFD-based fuzzy
MCDM approach for supplier evaluation.

3 Solution Approach

Our proposed solution approach for evaluating supplier quality involves following
steps.

1. Selection of evaluation criteria for supplier quality assessment from multiple
perspectives.

2. Evaluation and selection of best supplier(alternative) using selected quality
criteria.
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3. Sensitivity analysis to determine the influence of criteria weights on model
results.
4. Results validation by comparison against another standard approach.

These steps are presented in detail as follows:

3.1 Criteria Selection

The first step involves selection of criteria for evaluating supplier quality. A com-
prehensive literature review review and discussion with departmental quality rep-
resentatives (see the case study), and five academic supply chain experts is formed
to identify the criteria for supplier quality evaluation. Four perspectives are used
namely product quality, process quality, organizational quality and service quality.
The product quality perspective takes into account the quality of the product
whereas the process quality perspective takes into account the quality of processes
used to generate the product. Six criteria are considered from product quality
perspective namely customer satisfaction, environmental considerations, product
features, documentation, product design, and conformance to standards. Five cri-
teria are considered from process quality perspective namely technical capability,
nonconformities/defects generated during production, statistical process control,
and process capability index (Cp > 1.33). The organizational perspective refers to
the incorporation of the quality in organization itself such as in employees and the
service quality refers to the quality of service offered by the suppliers to the buyer
organizations. Four criteria are considered from service quality perspective namely
responsiveness, reliability, flexibility and handling of returned material and war-
ranties and three from organizational perspective namely quality certifications,
employee training, and management commitment. A total of 17 criteria are chosen
for supplier quality evaluation from these four perspectives. Table 1 presents these
criteria along with their categories.

It can be seen in Table 1 that but except the eighth criterion, the remaining
criteria are the Benefit (B) category criteria that is the higher the value, the more
preferable the alternative (supplier). The eleventh criteria has the cost (C) category
that is, the lower the value the more preferable the alternative.

3.2 Alternatives Evaluation and Selection Using Fuzzy
TOPSIS

The second step involves allocation of linguistic ratings to the 17 criteria chosen for
evaluating supplier quality and to the potential alternatives (suppliers) with respect
to each criteria. The decision making committee provides linguistic ratings using
scales given in Table 3 to the criteria and using Table 2 to the alternatives. The



Supplier Quality Evaluation Using a Fuzzy Multi Criteria ...

Table 1 Criteria for evaluating supplier quality
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Perspective

Criteria (id)

Category

Product quality

Customer satisfaction (C1)

Environmental considerations (C2)

Product features (C3)

Documentation (C4)

Product design (C5)

Conformance to standards (C6)

Process quality

Technical capability (C7)

Nonconformities/Defects generated during production

(&)

AT | W W W W H| =

Statistical process control (C9)

Process capability index (Cp > 1.33) (C10)

Service quality

Quality of service (responsiveness) (C11)

Reliability (C12)

Flexibility (C13)

Handling of returned material and warranties (C14)

Organizational
quality

Quality certifications (C15)

Employee training (C16)

Management commitment (C17)

ovAllvelie-RilveANeeRiv Al veRNe-Rilvs]

B Benefit (the higher the better), C Cost (the lower the better)

fToi:b;let ;na];il\rllegsulstlc ratings Linguistic term Membership function
Very poor (VP) 1, 1,3)
Poor (P) {d,3,5)
Fair (F) (3,57
Good (G) 5,7,9)
Very good (VG) 7,9,9)

fToi:l::lreitzﬁ; INEUISHC ratings Linguistic term Membership function
Very low (1, 1, 3)
Low (1, 3,5)
Medium 3,5,7)
High (5,7,9
Very high (7,9,9)

linguistics terms are then transformed to fuzzy triangular numbers (Azar 2010a, b).

Then, fuzzy TOPSIS (Sect. 3) is applied to aggregate the criteria and the alternative
ratings to generate an overall score for assessing supplier quality (alternatives). The
alternative with the highest score is finally chosen.
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3.2.1 Fuzzy TOPSIS

The fuzzy TOPSIS approach involves fuzzy assessments of criteria and alternatives
in TOPSIS (Hwang and Yoon 1981). The TOPSIS approach chooses alternative
that is closest to the positive ideal solution and farthest from the negative ideal
solution. A positive ideal solution is composed of the best performance values for
each criterion whereas the negative ideal solution consists of the worst performance
values. The various steps of Fuzzy TOPSIS are presented as follows:

Step 1: Assignment of ratings to the criteria and the alternatives.

Let us assume there are j possible candidates (in our case suppliers) called A =
{A1,A,.. ., A;} which are to be evaluated against n criteria, C = {C\, (s, ..., C,}.
The criteria weights are denoted by w;(i = 1,2, ...,m). The performance ratings of
decision maker Dy(k =1,2,...,K) for each alternative A;(j =1,2,...,n) with
respect to criteria C;(i = 1,2,...,m) are denoted by R; = p(i=1,2,...,mj=
1,2,...,n;k=1,2,...,K) with membership function uz (x).

Step 2: Compute aggregate fuzzy ratings for the criteria and the alternatives.

If the fuzzy ratings of decision makers are described by triangular fuzzy number
Ry = (ar, br,c), k= 1,2,..., K, then the aggregated fuzzy rating is given by R =
(a,b,c),k =1,2,...,K where;

LS
a= mkin{ak},b = E;bk’c = m,flx{c"}

If the fuzzy rating and importance weight of the kth decision maker are X;; =
(@iji, bijie, cijp) - and Wi = (Wikr, Wia, Wi ), 1 = 1,2,...,m, j=1,2,...n respec-
tively, then the aggregated fuzzy ratings (x;) of alternatives with respect to each
criteria are given by X;; = (ay, by, ¢;j) where

, RS
a = min{a}, by = E/; bije; cij = max{cy } (2)

The aggregated fuzzy weights (w;) of each criterion are calculated as w; =
(wj1, wj2, wj3) where

1 K
Ezwjkbwja = max{cia} 3)

wjr = min{wja }, wp =
k=1

Step 3: Compute the fuzzy decision matrix.
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The fuzzy decision matrix for the alternatives (D) and the criteria (W) is constructed
as follows:

Cy C, C,
) Al [Xy X2 ... X
D= A2 |Xy X ... Xou|,i=1,2,...m;j=12,....n 4)
Am -ijml -%m2 cee -;Cmn
W = (Wi, Wa,..., W) (5)

Step 4: Normalize the fuzzy decision matrix.

The raw data are normalized using linear scale transformation to bring the various
criteria scales into a comparable scale. The normalized fuzzy decision matrix R is
given by:

R=[Flmi=1,2,...omy j=1,2,...n (6)
where:
b
e (%,C—Z,%) and ¢ =maxc; (benefit criteria) (7)
GG
a. a. a.
Fij = (—,L,—) and a; =mina; (cost criteria) (8)
cij by’ a; i

Step 5: Compute the weighted normalized matrix.

The weighted normalized matrix V for criteria is computed by multiplying the
weights (w;) of evaluation criteria with the normalized fuzzy decision matrix 7;;.

V= [\NJU] i=1 2,,m,]: 1,2,...,1/1 where T)l] = ;‘U()VNVJ (9)

mxn? )

Step 6: Compute the fuzzy ideal solution (FPIS) and fuzzy negative ideal
solution (FNIS)

The FPIS and FNIS of the alternatives is computed as follows:
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A = (V,93,...,7,) where ¥V} = mlax{v,-ﬁ},i: 1,2,...myj=1,2,...,n (10)

A~ = (¥1,V2,...,V,) Where V= min{v; },i=1,2,...,m;j=1,2,...,n (11)

Step 7: Compute the distance of each alternative from FPIS and FNIS:

The distance (d}, d;") of each weighted alternative i = 1,2,...,m from the FPIS
and the FNIS is computed as follows:

di =3 d(F,7)) i = 1,2, (12)
J=1

di_ :Zdv(‘jija‘jj_)aizlvzw“vm (13)
=1

where d(a,b) = \/% [(al — b)) + (a2 — b2)* + (a3 — b3)2} is the distance mea-
surement between two fuzzy numbers a and b.
Step 8: Compute the closeness coefficient (CC;) of each alternative.

The closeness coefficient CC; represents the distances to the fuzzy positive ideal
solution (A*) and the fuzzy negative ideal solution (A—) simultaneously. The
closeness coefficient of each alternative is calculated as:

d-
L i=1,2

CCi: ) 9Ly ey
& +d

m (14)

Step 9: Rank the alternatives

In step 9, the different alternatives are ranked according to the closeness coefficient
(CC)) in decreasing order. The best alternative is closest to the FPIS and farthest
from the FNIS.

3.3 Sensitivity Analysis

The third step involves conducting the sensitivity analysis. Sensitivity analysis
addresses the question, “How sensitive is the overall decision to small changes in
the individual weights assigned during the pair-wise comparison process?”. This
question can be answered by varying slightly the values of the weights and
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observing the effects on the decision. This is useful in situations where uncertainties
exist in the definition of the importance of different factors. In our case, we will
conduct sensitivity analysis to see the importance of criteria weights in evaluating
supplier quality.

3.4 Results Validation

To validate the model results, we will compare the results of our study with another
standard approach called Fuzzy Simple Aggregated Weighting (SAW). This
method is defined as follows.

3.4.1 Fuzzy SAW

Let w; represent the weight of the criteria j and x;; represents the rating of alternative
i against criteria j.

Step 1: Normalize the data using the following equations.

ry = #@U} Vi=1,2,....m;j=1,2,...,n (benefit type criteria) (15)
min{x;}
ry = ’TVi =1,2,...,m;j=1,2,...,n (cost type criteria) (16)
ij

Step 2: Calculate the overall performance rating u; for alternative i by aggre-
gating the product of its various criteria values with their respective
weights.

u; = ijxij (17)
J

Step 3: Select the alternative with the highest overall performance value
M,Vl = 1727...7’)’1
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4 Case Study

In this section, we present the application of the proposed approach on an oven
manufacturing organization in Poland. The name of the company is not revealed for
confidentiality reasons. Three experts from the organization are involved. One is
manager in the production (D1) department and the other two are in purchasing
(D2) and quality control (D3) department. Three suppliers (Al, A2, A3) were
assessed for quality. The decision makers evaluated the three suppliers using the
quality criteria provided in Table 1. The linguistic ratings for criteria are given
using Table 3 and for the three suppliers using Table 2. These results can be found
in Tables 4 and 5 respectively.

4.1 Fuzzy TOPSIS

Once the ratings are received, fuzzy TOPSIS is applied to generate overall per-
formance scores for quality for the three suppliers. The aggregated fuzzy weights
(w;;) of each criterion are calculated using Eq. (3). For example, for criteria C1, the
aggregated fuzzy weight is given by w; = (wj, wj, wj3) where

Table 4 Linguistic

assessments for the 17 criteria Criteria Decision makers
Dl D2 D3

Cl1 H M VH
Cc2 VL VH L
C3 L L VH
C4 VL H VH
C5 VL M H
Cc6 M VH M
C7 H 5 H
C8 M M H
c9 VH H H
C10 M H H
Cll1 VH H H
C12 VH H H
C13 M VH M
Cl4 H H H
C15 L H VL
Cl6 M VL VH
C17 H M L
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Table 5 Linguistic assessments for the three suppliers (alternatives)
Criteria Alternatives
Al A2 A3
D1 D2 D3 D1 D2 D3 D1 D2 D3

Cl1 H VH VL VH VH M VH H VL
C2 L VL VH VL VL M H H VL
C3 M H L H M M H VL VL
C4 VH L VH M M M L VH L
C5 VL M M H L H M M M
C6 M VH VH M M VL M VL VH
Cc7 VL H H H VL VL M VH L
C8 H M M H L VH H M L
C9 H VL VH VH H L L VH VL
C10 VL M VH VL VL VL H VL M
Cl11 L H M VH VH M L VH VH
C12 VL L L VL VL M M VH M
CI13 VH L H VL H M L H VH
Cl4 H H H L M M M VL M
C15 VL H M VH VL L L M H
C16 H VL VL M L VL L VL H
C17 VL VH M VH VH M H VH H

. N
Wil = 1'1'1](111(5,3,7),Wj2 = §;7 +5+9,
Wil :In]le(9,7,9)

=w; =(3,7,9)

Likewise, we computed the aggregate weights for the remaining criteria. The
aggregate weights of the 17 criteria are presented in Table 6.
The aggregate fuzzy weights of the three alternatives (suppliers) are computed
using Eq. (2). For example, the aggregate rating for supplier Al for criteria C1
using the rating of the three decision makers is computed as follows:

1 3
a; = min(5,7,1), by =§Z7+9+ 1,
k=1

cj = m]flx(9,9,3)

= (1,5.667,9)
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Table 6 Aggregate fuzzy weights for 17 criteria

A. Awasthi

Criteria Decision makers Aggregate fuzzy weight
D1 D2 D3

Cl (5,7,9) 3,57 (7,9, 9) 3.7,9)

C2 (1, 1, 3) (7,9,9) (1, 3,5) (1, 4.334,9)
C3 (1, 3,5) (1,3, 5) (7,9.9) (1,5,9)

C4 (1,1, 3) (5,7,9) (7,9, 9) (1, 5.667, 9)
C5 (1, 1, 3) 3,57 (5,7,9) (1, 4.334,9)
C6 3,57 7,9,9) 3,57 (3, 6.334, 9)
C7 5.7,9 5,7,9) 5,7,9) 5,7,9)

C8 3,57 3,57 (5,7,9) (3, 5.667, 9)
Cc9 7,9,9) 5,7,9) (5,7,9) (5, 7.667, 9)
C10 3,57 5,7,9) 5,7,9) (3, 6.334, 9)
Cl1 7,9,9 5,7,9) 5,7,9) (5, 7.667, 9)
C12 (7,9,9) (5,.7,9) (5,7,9) (5, 7.667, 9)
C13 3,57 (7,9, 9) 3,57 (3, 6.334, 9)
Cl4 (5,7,9) 5,7,9) 5,7.9) (5,7,9)
CI15 (1, 3,5) 5,7,9) 1,1, 3) (1, 3.667, 9)
C16 3,57 (1,1, 3) (7,9, 9) (1,5,9)
C17 (5,7,9) 3,57 (1, 3,5) (1,5,9)

Likewise, the aggregate ratings for the alternatives (A1, A2, A3) with respect to
the 17 criteria are computed. The aggregate fuzzy decision matrix for the alterna-
tives is presented in Table 7.

Then, normalization of the fuzzy decision matrix of alternatives is performed
using Egs. (6), (7) and (8). For example, the normalized rating for alternative A1 for
criteria C1 is given by:

¢; =max(9,9,9) =9

a; =

min(1,3,1) =1

Since C1 is a benefit (B) category criteria,

(1 5.667 9
ri=(5 "
Y9 9

9

) = (0.111,0.629,1)

Likewise, the normalized values of the three alternatives with respect to the 17
criteria are computed. The value of a;” = 1 and ¢; =9 for all criteria. The nor-

malized fuzzy decision matrix for the three alternatives is presented in Table 8.
Next, the fuzzy weighted decision matrix for the three alternatives is constructed
using Eq. (9). The 7;; values from Table 8 and w; values from Table 6 are used to
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Table 7 Aggregate fuzzy decision matrix for alternatives
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Criteria Alternatives Min Max
Al A2 A3
Cl1 (1, 5.667, 9) (3, 7.667, 9) (1, 5.667, 9) 1 9
C2 (1, 4.333,9) (1, 2.333,7) 1,5,9) 1 9
C3 1,5,9) (3, 5.667, 9) 1,3,9) 1 9
Cc4 1,7,9) 3,57 1,5,9) 1 9
C5 (1, 3.667) (1, 5.667, 9) (3,57 1 9
C6 (3, 7.667, 9) (1, 3.667, 7) 1,5,9) 1 9
c7 1,5,9) 1,3,9) (1, 5.667, 9) 1 9
C8 (3, 5.667, 9) (1, 6.333, 9) 1,5,9) 1 9
C9 (1, 5.667, 9) (1, 6.333, 9) (1, 4.333, 9) 1 9
C10 (1,5,9) (1,1, 3) (1, 4.333, 9) 1 9
Cl1 1,5,9) (3, 7.667, 9) a1,7,9) 1 9
Cl12 (1, 2.333) (1,2.333,7) (3, 6.333, 9) 1 9
Cl13 (1, 6.333, 9) (1, 4.333,9) (1, 6.333, 9) 1 9
Cl4 5,7,9) (1, 4.333,7) (1, 3.667, 7) 1 9
CI15 (1, 4.333,9) (1, 4.333,9) 1,5,9) 1 9
Cl6 (1,3,9) (1,3,7) (1, 3.667, 9) 1 9
Cl17 (1,5,9) (3, 7.667, 9) (5, 7.667, 9) 1 9

Table 8 Normalized fuzzy decision matrix for alternatives

Criteria Al A2 A3
Cl (0.111, 0.629, 1) (0.333, 0.851, 1) (0.111, 0.629, 1)

c2 (0.111, 0.481, 1) (0.111, 0.259, 0.778) (0.111, 0.556, 1)

C3 (0.111, 0.556, 1) (0.333, 0.629, 1) (0.111, 0.333, 1)

c4 (0.111, 0.778, 1) (0.333, 0.556, 0.778) (0.111, 0.556, 1)

cs (0.111, 0.523, 0.778) (0.111, 0.629, 1) (0.333, 0.556, 0.778)
C6 (0333, 0.851, 1) (0.111, 0.407, 0.778) (0.111, 0.556, 1)

c7 (0.111, 0.556, 1) (0.111, 0.333, 1) (0.111, 0.629, 1)

c8 (0.111, 0.176, 0.333) (0.111, 0.157, 1) 0.111,0.2, 1)

C9 (0.111, 0.629, 1) (0.111, 0.703, 1) (0.111, 0.481, 1)
C10 (0.111, 0.556, 1) (0.111, 0.111, 0.333) (0.111, 0.481, 1)
Cll (0.111, 0.556, 1) (0.333, 0.851, 1) (0.111, 0.778, 1)
cI12 (0.111, 0.259, 0.556) (0.111, 0.259, 0.778) (0.333, 0.703)

c13 (0.111, 0.703, 1) (0.111, 0.481, 1) (0.111, 0.703, 1)
Cl4 (0.556, 1, 1) (0.111, 0.481, 0.778) (0.111, 0.407, 0.778)
Cl5 (0.111, 0.481, 1) (0.111, 0.481, 1) (0.111, 0.556, 1)
C16 (0.111, 0.333, 1) (0.111, 0.333, 0.778) (0.111, 0.407, 1)
C17 (0.111, 0.556, 1) (0.333, 0.851, 1) (0.556, 0.851, 1)
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compute the fuzzy weighted decision matrix for the alternatives. For example, for
alternative Al, the fuzzy weight for criteria C1 is given by:

7 = (0.111,0.629,1)(.)(3,7,9) = (0.333,4.407,9)

Likewise, the fuzzy weights of the three alternatives for the 17 criteria are
computed (Table 9). Then, the fuzzy positive ideal solution (A*) and the fuzzy
negative ideal solutions (A—) are computed using Eqs. (10) and (11) for the
alternatives. For example, for criteria Cl, A~ = (0.333,0.333,0.333) and

Table 9 Weighted normalized alternatives, FPIS and FNIS

Criteria | Al A2 A3 Min  |Max |A- A¥
Cl (0.33, (1, (0.33, 033 |9 (0.333, ©,
4.40,9) [5.963,9) |4.407,9) 0.333,0.333) |9, 9)
2 (0.11, (0.11, (0.111, 011 |9 (0.111, ©,
208,9) | 112,7) |2.407,9) 0.111, 0.111) |9, 9)
C3 (0.11, (0.33, (0.11, 011 |9 (0.11,0.111, | (O,
278,9) 13.14,9) | 1.667,9) 0.111) 9, 9)
c4 (0.11, (0.33, (0.11, 0.111 |9 (0.111, o,
4.40,9) [3.14,7) |3.148,9) 0.111, 0.111) |9, 9)
cs (0.11, (0.11, (0.33, 0.111 |9 (0.111, ©,
227,7) 12729 [2407,7) 0.111, 0.111) |9, 9)
C6 «, (0.33, (0.33, 0333 |9 (0.333, ©,
5395,9) |2.58,7) [3.519,9) 0.333,0.333) [9,9)
c7 (0.56, (0.56, (0.556, 0.556 |9 (0.556, o,
3.89,9) 2.33,9) [4.407,9) 0.556, 0.556) |9, 9)
C8 (0.33, (0.33, (0.333, 0333 |9 (0.333, o,
1.0, 3) 895,9) | 1.133,9) 0.333,0.333) [9,9)
C9 (0.56, (0.56, (0.556, 0.556 |9 (0.556, o,
4.82,9) [539,9) |3.691,9) 0.556, 0.556) |9, 9)
C10 (0.33, (0.33, (0.333, 0333 |9 (0.333, ©,
351,9)  |.704,3)  [3.049, 9) 0.333,0.333) |9, 9)
cil (0.56, (1.67, (0.556, 0.556 |9 (0.556, o,
429,9) [653,9 |5.963,9) 0.556, 0.556) |9, 9)
cI12 (0.56, (0.56, (1.67, 0.556 |9 (0.556, o,
1.98,5 [1.98,7) |5.395,9) 0.556, 0.556) |9, 9)
c13 (0.33, (0.33, (0.333, 0333 |9 (0.333, o,
4.45,9)  [3.04,9 |4.457,9) 0.333,0.333) [9,9)
Cl4 (2.78,7, | (0.56, (0.556, 0.556 |9 (0.556, o,
9) 337,7) 2852, 7) 0.556, 0.556) |9, 9)
Cl5 (0.11, (0.11, (0.111, 0.111 |9 (0.111, ©,
1.76,9)  [1.76,9) |2.037,9) 0.111, 0.111) |9, 9)
C16 (0.11, (0.11, (0.111, 0.111 |9 (0.111, ©,
1.67,9 |1.67,7) |2.037,9) 0.111, 0.111) |9, 9)
C17 (0.11, (0.33, (0.556, 0.111 |9 O.111, o,
278,9) |425,9) [4.259,9) 0.111, 0.111) |9, 9)
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A* =1(9,9,9). Similar computations are performed for the remaining criteria. The
results are presented in last two columns of Table 9.

Next, the distance d, (.) of each alternative from the fuzzy positive ideal matrix
(A*) and fuzzy negative ideal matrix (A—) are computed using Eqgs. (12) and (13).
For example, for alternative Al and criteria CI, the distances d,(A;,A*) and
d,(Ay,A™) are computed as follows:

1
dy(A,A7) = \/5 [(0.333 — 0.333) + (4.407 — 0.333)* + (9 — 0.333)*] = 5.529

dy(A,A%) = \/% [(0.333 — 9)* + (4.407 — 9)> 4 (9 — 9)*] = 5.663

Likewise, we compute the distances for the remaining criteria for the three
alternatives. The results are shown in Table 10.

Then, we compute the distances d; and d;” using Egs. (12) and (13). For
example, for alternative Al and criteria C1, the distances d; and d; are given by:

d; =5.529+5.257+ -+ 5.358 = 85.057
di =5.663 +6.502 + --- +6.264 = 101.802

Table 10 Distance d, (A;, A*) and d,, (A;, A") for alternatives

Criteria d—(min) d*(max)
Al A2 A3 Al A2 A3

Cl1 5.529 5.979 5.529 5.663 4.940 5.663
C2 5.257 4.020 5.300 6.502 6.953 6.389
C3 5.358 5.425 5.210 6.264 6.038 6.653
C4 5.700 4.349 5.423 5.777 6.147 6.144
C5 4.168 5.350 4.194 6.540 6.281 6.392
C6 5.807 4.062 5.331 5.066 6.333 5.921
Cc7 5.241 4.982 5.359 5.699 6.212 5.550
C8 1.587 5.014 5.025 7.640 6.851 6.758
C9 5.464 5.619 5.201 5.438 5.301 5.759
C10 5.331 1.554 5.244 5.921 7.745 6.070
Cl1 5.324 6.007 5.789 5.591 4.467 5.181
Cl12 2.696 3.811 5.656 6.745 6.442 4718
C13 5.541 5.244 5.541 5.650 6.070 5.650
Cl4 6.266 4.060 3.950 3.773 5.972 6.140
Cl15 5.220 5.220 5.251 6.617 6.617 6.519
Cl6 5.210 4.077 5.251 6.653 6.753 6.519
Cl17 5.358 5.665 5.669 6.264 5.703 5.591
h 85.057 80.439 88.924 101.802 104.824 101.616
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Table 11 Closeness Al -

coefficient (CC;) for ternatives

alternatives Al A2 A3
d; 85.057 80.439 88.924
d’ 101.802 104.824 101.616
CC; 0.455 0.434 0.467

The last row of Table 10 presents the distances d; and d; for the three alter-
natives. Now, using distances d; and d; (Eq. 14), we compute the closeness
coefficient (CC;) of the three alternatives. For example, for alternative Al, the
closeness coefficient is given by:

CC; =d/(d + d) = 85.057/(85.057 + 101.802) = 0.455

Likewise, CC; for the other two alternatives are computed. The final results are
shown in Table 11.

By comparing the CC; values of the three alternatives (Table 12), we find that
A3 (0.467) > A1 (0.455) > A1(0.434). Therefore, A3 is selected as the supplier with
highest quality and is recommended for procurement of materials by the
organization.

4.2 Sensitivity Analysis

To investigate the impact of criteria weights (denoted by W(; for criteria Ci where
i =1, 2,...,n) on the selection of highest quality suppliers, we conducted the
sensitivity analysis. 23 experiments were conducted. In the first five experiments
(#1-5), weights of all criteria are set equal to (1, 1, 3), (1, 3,5),(3,5,7),(5,7,9)
and (7, 9, 9) respectively. In experiments #6-22, the weight of each criteria is set as
highest (7, 9, 9) one by one and the remaining criteria are set to the lowest value (1,
1, 3). The goal is to see which criteria is most important in influencing the decision
making process. For example, in experiment #6, the criteria C1 has the highest
weight = (7, 9, 9) whereas the remaining criteria have weight = (1, 1, 3). In
experiment #23, the weight of the cost category criteria (C8) is set as lowest = (1, 1,
3), whereas the other criteria are set to highest weights = (7, 9, 9). The contrary of
experiment #23 is experiment #16 where weight of C8 = (7, 9, 9) and weight of
remaining criteria = (1, 1, 3). The details of the 23 experiments and their results are
presented in Table 12.

Figure 1 presents the spider diagram for the results of the sensitivity analysis.
It can be seen from Table 12 and Fig. 1 that out of 23 experiments, alternative A3
(Supplier 3) has scored highest in 22/23 experiments followed by supplier Al
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Table 12 Experiments for sensitivity analysis

S. Definition Overall scores (CC;) Ranking

No. Al A2 A3

1 Weiair=(1, 1, 3) 0415 0402 [0431 |A3>Al>A2
2 Weicr7 = (1, 3, 5) 0.445 0.427 0.459 A3 > Al > A2
3 Weic1i7=3,5,7) 0.456 0.438 0.471 A3 > Al > A2
4 Weic1i7=05,7,9) 0.463 0.444 0.478 A3 > Al > A2
5 Weic17=(7,9,9) 0.490 0.469 0.506 A3 > Al > A2
6 Wer=(7,9,9), Weo 1= (1, 1, 3) 0.429 0.430 0.444 A3 > A2 > Al
7 We=(7,9,9), Wercsc17 = (1, 1, 3) 0.425 0.400 0.441 A3 > Al > A2
8 Wes =(7,9.9), Wercacaciz =, 1, 3) 0.427 0.422 0.435 A3 > Al > A2
9 Wes=(7,9,9), Wercsoscir = (1, 1, 3) 0.434 0414 0.441 A3 > Al > A2
10 Wes =(7,9,9), Wer_cacsci7= (1, 1, 3) 0.421 0.417 0.441 A3 > Al > A2
11 Wee =(7,9,9), Wei_cs.cr—ci7 = (1, 1, 3) 0.441 0.404 0.441 A3 = Al > A2
12 Wer=(7,9,9), Wercocsci7 = (1, 1, 3) 0.427 0.409 0.444 A3 > Al > A2
13 Wes =(7,9.9), Wercr.coc17 = (1, 1, 3) 0.394 0.404 0.432 A3 >A2> Al
14 Weo =(7,9,9), Weicscio7 = (1, 1, 3) 0.429 0.420 0.439 A3 > Al > A2
15 Weci0=(7.9,9), Wercociiir = (1, 1, 3) 0.427 0.380 0.439 A3 > Al > A2
16 Wi =(7,9,9), Wei_cio, ciz-17 = (1, 1, 3) 0.427 0.430 0.448 A3 > A2 > Al
17 Weia =(7,9,9), Werciicizar = (1, 1, 3) 0.405 0.400 0.451 A3 > Al > A2
18 Weiz = (7,9, 9), Wer_cia.ciar = (1, 1, 3) 0.432 0.413 0.446 A3 > Al > A2
19 Weis =(7,9,9), Werciscisaz = (1, 1, 3) 0.452 0.407 0.431 Al > A3 > A2
20 Weis =(7,9,9), Wei_ciaciea7 = (1, 1, 3) 0.425 0.413 0.441 A3 > Al > A2
21 Weie=(7,9,9), Weicrs, ci7 = (1, 1, 3) 0.421 0.402 0.437 A3 > Al > A2
22 Wei7 =(7,9,9), Werci6= (1, 1, 3) 0.427 0.430 0.462 A3 > A2 > Al
23 Wes = (1, 1, 3), Wei 07, 017 = (7,9, 9) 0.394 0.404 0.432 A3 > A2 > Al

(1/23) and supplier A2 (0/23). Therefore, we can conclude from these results that
our decision process is relatively insensitive to criteria weights with supplier A3
emerging as winner with clear majority. Also, the sensitivities of supplier Al and
supplier A2 are relatively close as they differ by only one vote.

4.3 Results Validation Using Fuzzy SAW

Tables 13 and 14 present the crisp criteria weights for the 17 criteria and the 3
alternatives. The crisp value (a) for a fuzzy triangular number @ = (ay,az,a3) is
obtained using 4401,

Table 15 presents the normalized weighted alternative scores for the three
alternatives for the 17 criteria calculated using Eqgs. (15-17). It can be seen that
criteria C8 is a cost type criteria, therefore Eq. (16) will be used whereas for the rest
of the criteria Eq. (15) will be used for normalization. The overall scores for the
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Fig. 1 CCi scores for the Expt1
three suppliers

Expt14 Expt11
Expt13 Expt12

[—o—A1 —B—A2 —4—A3]

Table 13 Crisp weight values

Criteria D1 D2 D3 Aggregate score Crisp score
Cl1 H M VH (3,7,9) 6.667
C2 VL VH L (1,4.333,9) 4.556
C3 L L VH (1,5,9) 5

C4 VL H VH (1, 5.667, 9) 5.444
C5 VL M H (1,4.333,9) 4.556
Co6 M VH M (3, 6.333,9) 6.222
Cc7 H H H 5.7,9) 7

C8 M M H (3, 5.667, 9) 5.778
C9 VH H H (5, 7.667, 9) 7.444
C10 M H H (3, 6.333,9) 6.222
Cl1 VH H H (5, 7.667, 9) 7.444
C12 VH H H (5, 7.667, 9) 7.444
C13 M VH M (3, 6.333,9) 6.222
Cl4 H H H (5,7,9) 7
C15 L H VL (1, 3.667, 9) 4.111
Cl16 M VL VH (1,5,9) 5
C17 H M L (1,5,9) 5

three alternatives calculated using Eq. (17) can be seen in the last row of Table 15.
It can be seen that alternative A3 scores highest followed by Al and A2. These
results are in agreement with Fuzzy TOPSIS results and hence validate the pro-
posed model for supplier quality evaluation.
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Table 14 Aggregate and crisp alternative values
Criteria Aggregate score Crisp score
Al A2 A3 Al A2 A3
Cl1 (1, 5.667, 9) (3, 7.667, 9) (1, 5.667, 9) 5.444 7.111 5.444
C2 (1, 4.333,9) (1,2.333,7) (1,5,9) 4.556 2.889 5
C3 (1,5,9) (3, 5.667, 9) (1,3,9) 5 5.778 3.667
C4 (1,7,9) 3,57 (1,5,9) 6.333 5 5
C5 (1, 3.667, 7) (1, 5.667, 9) 3,57 3.778 5.444 5
C6 (3, 7.667, 9) (1, 3.667, 7) (1,5,9) 7.111 3.778 5
C7 (1,5,9) (1,3,9) (1, 5.667, 9) 5 3.667 5.444
C8 (3, 5.667, 9) (1, 6.333, 9) (1,5,9) 5.778 5.889 5
C9 (1, 5.667, 9) (1, 6.333, 9) (1, 4.333, 9) 5.444 5.889 4.556
C10 (1,5,9) (1,1, 3) (1, 4.333,9) 5 1.333 4.556
Cl1 (1,5,9) (3, 7.667, 9) 1,7,9) 5 7.111 6.333
C12 (1, 2.333, 5) (1, 2.333, 7) (3, 6.333,9) 2.556 2.889 6.222
Cl13 (1, 6.333, 9) (1, 4.333,9) (1, 6.333, 9) 5.889 4.556 5.889
Cl4 5.7,9) (1, 4.333,7) (1, 3.667, 7) 7 4.222 3.778
C15 (1,4.333,9) (1,4.333,9) (1,5,9) 4.556 4.556 5
C16 (1, 3,9) (1,3,7) (1, 3.667, 9) 3.667 3.333 4.111
C17 (1,5,9) (3, 7.667, 9) (7.667, 9) 5 7.111 7.444
Table 15 Weighted cri
V:IEees for altzrﬁatievisc * Criteria Al A2 A3
Cl 36.296 47.407 36.296
C2 20.753 13.160 22.778
C3 25 28.889 18.333
Cc4 34.481 27.222 27.222
C5 17.209 24.802 22.778
C6 44.246 23.506 31.111
Cc7 35 25.667 38.111
C8 1 0.981 1.156
C9 40.530 43.839 33.913
C10 31.111 8.296 28.345
Cl1 37.222 52.938 47.148
C12 19.024 21.506 46.320
C13 36.641 28.345 36.641
Cl4 49 29.556 26.444
C15 18.728 18.728 20.556
C16 18.333 16.667 20.556
C17 25 35.556 37.222
Total 489.580 447.067 494.933
A3 > Al > A2
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5 Discussion

In this chapter, we demonstrated successful application of fuzzy multicriteria
decision making technique based on TOPSIS for supplier quality evaluation. The
results were validated against fuzzy SAW and found to be consistent. However, it is
difficult to generalize the results since the results of proposed technique is highly
dependent on the data used i.e. number of experts and their rankings which is again
dependent on their familiarity and experience with the subject. Therefore, interested
readers are advised to interpret these results from methodological perspective and
make a careful selection of the model parameters (number of experts, rankings of
criteria and alternatives) for their respective works.

Secondly, the criteria proposed for supplier quality evaluation although con-
sidered from multiple perspectives are generic in nature to be able to be applied for
majority of industries. However, for specific industries such as pharmaceuticals,
defense etc. adding more/adapting the proposed criteria is recommended depending
on the context under consideration.

Thirdly, fuzzy triangular numbers were used for modeling uncertainties in our
study. There is also possibility of investigating other types of fuzzy numbers such as
trapezoidal, intuitionistic and various defuzzification techniques to see their impact
on final results.

Lastly, the sensitivity analysis showed that for the specific numerical application
under study, no changes in the best supplier ranking was observed with variation in
weights. The sensitivity analysis can be further extended by incorporating more
experiments and/or linking with simulated data sets. There is also possibility of
coupling uncertainty analysis with the same to test model robustness.

6 Conclusions and Future Works

This chapter presents a multi-criteria decision making approach based on fuzzy
TOPSIS for evaluating supplier quality from multiple perspectives under partial or
lack of quantitative information. Four perspectives namely product quality, process
quality, organizational quality and service quality are adopted to retain 17 criteria
for supplier quality evaluation. These criteria are Quality of service, Reliability,
Quality certifications, Employee training, Management commitment, Flexibility,
Quality of product, Technical Capability, Statistical process control, Environmental
considerations, Nonconformities/defects generated during production, Process
Capability Index, Product features, Documentation, Handling of returned material
and warranties, Quality in Design of products, and Conformance to Quality stan-
dards. Fuzzy TOPSIS is used to aggregate the expert ratings and generate an overall
performance score for measuring the quality performance of each alternative
(supplier). The alternative with the highest score is finally chosen and is recom-
mended for procurement. Sensitivity analysis to determine the influence of criteria
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weights on the decision making process. A case study is conducted and results
validated against fuzzy SAW technique.

The strength of our approach is the ability to perform supplier quality evaluation
under partial or lack of quantitative information and consideration of supplier
quality evaluation from multiple perspectives. Since the decision making process is
sensitive to the number of participants involved and their expertise with the subject,
their selection should be carefully done.

The next step of our work addresses deals with criteria correlation in supplier
quality evaluation and quality management in global supply chains.
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Concept Trees: Building Dynamic
Concepts from Semi-structured Data
Using Nature-Inspired Methods

Kieran Greer

Abstract This paper describes a method for creating structure from heterogeneous
sources, as part of an information database, or more specifically, a ‘concept base’.
Structures called ‘concept trees’ can grow from the semi-structured sources when
consistent sequences of concepts are presented. They might be considered to be
dynamic databases, possibly a variation on the distributed Agent-Based or Cellular
Automata models, or even related to Markov models. Semantic comparison of text
is required, but the trees can be built more, from automatic knowledge and statis-
tical feedback. This reduced model might also be attractive for security or privacy
reasons, as not all of the potential data gets saved. The construction process
maintains the key requirement of generality, allowing it to be used as part of a
generic framework. The nature of the method also means that some level of opti-
misation or normalisation of the information will occur. This gives comparisons
with databases or knowledge-bases, but a database system would firstly model its
environment or datasets and then populate the database with instance values. The
concept base deals with a more uncertain environment and therefore cannot fully
model it beforehand. The model itself therefore evolves over time. Similar to
databases, it also needs a good indexing system, where the construction process
provides memory and indexing structures. These allow for more complex concepts
to be automatically created, stored and retrieved, possibly as part of a more
cognitive model. There are also some arguments, or more abstract ideas, for
merging physical-world laws into these automatic processes.

Keywords Concept - Tree - Database - Self-organise + Al . Semi-structured -
Semantic

K. Greer (X))

Distributed Computing Systems, Office 2038, PO Box 1213, Belfast BT1 9JY, UK
e-mail: kgreer@distributedcomputingsystems.co.uk

URL: http://distributedcomputingsystems.co.uk

© Springer International Publishing Switzerland 2015 221
Q. Zhu and A.T. Azar (eds.), Complex System Modelling and Control Through

Intelligent Soft Computations, Studies in Fuzziness and Soft Computing 319,

DOI 10.1007/978-3-319-12883-2_8



222 K. Greer

1 Introduction

The term ‘concept base’ has been used previously (Jarke et al. 1995; Zhao et al.
2007, for example) and has been adopted in Greer (2011) to describe a database of
heterogeneous sources, representing information that has been received from the
environment and stored in the database for processing. The key point is that the
information received from one source does not have to be wholly consistent with
information received from another source. The uncertain environment in which it
operates, means that information can be much more fragmented, heterogeneous, or
simply unrelated to other sources. This could be particularly true in a sensorised
environment, when sensors provide a relatively small and specific piece of infor-
mation. As the sensor-based information would be determined by the random and/
or dynamic environment in which it operates, there can be much less cohesion
between all of the different input sources. For example, event 1 triggers sensor A
with value X and shortly afterwards, event 2 triggers sensor B with value Y. Later,
event 1 again triggers sensor A with value X, but instead, event 3 occurs and
triggers sensor B with value Z. While the nature of the data is much more random,
statistical processes can still be used to try to link related pieces of information. This
linked data can then represent something about the real world. The term ‘concept’
can be used to describe a single value or a complex entity equally and so the
concept base can consistently store information from any kind of data source.
Intelligent linking mechanisms can be used to try to turn the smaller, more sim-
plistic and separate concepts into larger, more complex and meaningful ones. This
is probably also more realistic in terms of what humans have to deal with, in our
interaction with the real world.

While information might be input and stored in an ad hoc manner, it is probably
the case that some level of structure must firstly be added to the information, before
it can be processed, data mined, or reasoned over. When looking for patterns or
meaningful relations; then if the data always appears to be random, it is more
difficult to find the consistent relations and so a first stage that does this would
always be required. This paper looks at a very generic and simplistic way of adding
structure to the data, focusing particularly on using whatever existing structure there
is, as a guide. Other statistical processes can then use the structure to try to generate
some knowledge. Thinking of the sensors or data streams, for example—if it can be
determined that concepts A and B usually occur together, while concepts C and D
also occur together; knowledge might be able to tell us that when A-B occurs, C-D
is likely to occur soon afterwards, or maybe should occur as something else. The
current context is to extract this structure from textual information sources, but this
is only an example of how the method would work. If consistent patterns can be
found, they can be used to grow ‘concept trees’. A concept tree is essentially and
AND/OR graph of related concepts that grows naturally from the ordering that
already exists in the data sources. This paper is concerned with describing the
structure of these concept trees and how the process might work. Note that this is at
the structure-creation level and not the knowledge-creation level just mentioned.
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The rest of this paper is organised as follows: Section 2 describes what type of
information might be received and why it can be useful. Section 3 gives examples
of related work. Section 4 gives step-by-step examples of how the process might
work. Section 5 tries to define the processes formally, as would be done for a
database. Section 6 gives some suggestions, relating the structure more closely to
nature or the physical world. Section 7 describes how this fits in with an earlier
cognitive model and linking mechanisms research, while Sect. 8 gives some con-
clusions on the work.

2 Adding Structure to Semi-structured Data

Computers require some level of standardisation or structure, to allow them to
process information correctly. The problem is therefore how to add this structure, to
give the computer system a standardised global view over the data. Even the idea of
structure is not certain and can be different for different scenarios. Therefore,
obtaining the correct structure probably also means the addition of knowledge to the
system. As described in the related work in Sect. 3, this type of modelling started
with relational databases (Codd 1970), but then extended to semi-structured and
even completely unstructured information. Wikipedia' explains that distinct defi-
nitions of these are not clear for the following reasons:

1. Structure, while not formally defined, can still be implied.

2. Data with some form of structure may still be characterised as unstructured if its
structure is not helpful for the processing task at hand.

3. Unstructured information might have some structure (semi-structured) or even
be highly structured but in ways that are unanticipated or unannounced.

The introduction of random events and time elements means that the data
sources can also change (Zhang and Ji 2009), requiring statistical or semi-intelligent
processes to recognise patterns that cannot be determined beforehand. This could
result in a different type of modelling problem than for a traditional database. For
one scenario, the designer creates a model of what he/she wishes to find out about
and then dynamically adds specific data instances, as they occur, to try to confirm
the model. For another scenario, the actual model itself is not known but is derived
from an underlying theory. With the second situation, not only are the model values
updated dynamically, but the model itself can change in a dynamic and unknown
way.

! http://en.wikipedia.org/wiki/Unstructured_data.
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2.1 Types of Data Input

With regard to the text sequences considered in this paper, Greer (2011) describes
how a time element can be used to define sequences of events that might contain
groups of concepts. A time stamp can record when the concept is presented to the
concept base, with groups presented at the same time being considered to be related
to each other. This is therefore built largely on the ‘use’ of the system, where these
concept sequences could be recognised and learnt by something resembling a neural
network, for example. The uncertainty of the real world would mean that concept
sequences are unlikely to always be the same, and so key to the success is the
ability to generalise over the data and also to accommodate a certain level of
randomness or noise. The intention is that the neural network will be able to do this
relatively well. It is also true that there is a lot of existing structure already available
in information sources, but it might not be clear what the best form of that is. Online
datasets, for example, can be continuous streams of information, defined by time
stamps. While the data will contain structure, there is no clearly defined start or end,
but more of a continuous and cyclic list of information, from which clear patterns
need to be recognised.

As well as events, text might be presented in the form of static documents or
papers that need to be classified. For the proposed system, there are some simple
answers to the problem of how to recognise the existing structure. The author has
also been working on a text-based processing application. One feature of the text
processor is the ability to generate sorted list of words from whole text documents.
Word lists can also appear as cyclic lists and patterns can again be recognised. This
current section of text, for example, is a list of words with nested patterns. In that
case, structure could be recognised as a sequence, ending when the word that started
the sequence is encountered again. To sort the text, each term in the sequence could
be assigned a count of the number of times it has occurred, as part of the sequence.
How many times does ‘tree’ follow ‘concept’ for example, but a sequence can be
more than one word deep. Sequences that contain the same words, or overlap, can
be combined, to create the concept trees in the concept base. To select starting or
base words, for example, a bag-of-words with frequency counts can determine the
most popular ones. The decision might then be to read or process text sequences
only if they start with these key words. Pre-formatting or filtering of the text can
also be performed. Because this information would be created from existing text
documents, the process would be more semantic and knowledge-based. This does
not exclude the addition of a time element however and a global system would
benefit from using all of these attributes.

The concept trees can then evolve, adding and updating branches as new
information is received. Processing just a few test documents however shows that
different word sorts of the original data will produce different sequences, from
which these basic structures are built, so the decision of correct structure is still
quite arbitrary. On the technical front, it might be more correct to always
use complete lists of concepts, as they are presented or received, and then try to
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re-structure the trees that they get added to. Each tree should try to represent some
sort of distinct entity and it would be desirable to have larger trees, as this indicates
a greater level of coherence. The structure must also be as stable as possible
however and so we could try to always add to a base set of concepts, so that the
base always has the largest count values. Therefore a triangular structure is realised,
with respect to count values, where the base has the largest count, narrowing to the
branches. If this basic principle is broken, it might be an indication that the structure
is incorrect. Additions to an existing tree should include additions from the base
upwards when possible, with new concepts creating new branches if required. It
should ‘extend’ the existing tree along the whole of one of its branches.

2.2 Structure Justification

An earlier paper (Greer 2011) gave a slightly philosophical argument that if two
concepts are always used together, then at some level they are a single entity. This
is a very general rule not related to any particular application, but describes how
any sort of entity can be important based on its relevance to the scenario. Consider
then the following made-up scenario: There is a farm with a fence in a field.
A sheep comes up to the fence and jumps over it. Sensors in the field record this and
send the information to the concept base. The concept base recognises the sheep
and the fence objects and assigns them to be key concepts in the event. With our
existing knowledge, we would always assign more importance to the sheep, but if
we had never encountered either object, maybe the sheep and the fence would be
equally important to ourselves as well. The scenario continues, where a cow comes
up to the fence and jumps over it, then a chicken comes up to the fence and jumps
over it. In this case, the fence now becomes the main and key concept. Without the
fence, ‘none’ of the scenarios can occur. A count of these concepts would give the
fence the largest total, again suggesting that it is the key concept. The process to
combine these scenarios might then compare these stored events and decide that a
concept tree with the fence at its base would be the most stable. This process is
described further after the related work section, where the addition of existing
knowledge is also suggested, to add a natural ordering to things.

3 Related Work

The related work section is able to include topics from both the information pro-
cessing and Al areas. After introducing some standard data processing techniques
and structures, some intelligent methods, relating to nature in particular, are
described. It would also be an important topic for problems like data management
in the business or online worlds, for example Blumberg and Atre (2003) or Karin
et al. (2012). While concepts are the main focus of interest, combining service
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functionality is more important for the Internet or Cloud at the moment (Aslam
et al. 2007; Atkinson et al. 2007, for example). The paper Carr et al. (2001)
describes slightly earlier ideas about linked data and marking-up documents on the
Internet. It notes how the lines between search and link, or web and database have
become blurred and even just searching over metadata tags can be considered as a
sort of database operation.

3.1 Ontologies and Semantics

A tree structure, or directed graph, is often used to model text sequences, because it
allows for the reuse of sequence paths, extending from the same base. Ontologies
are essentially definitions of domains that describe the concepts in that domain and
how they relate to each other. A section from the book Greer (2008, Chap. 4)
describes that ontologies can be used to represent a domain of knowledge, allowing
a system to reason about the contents of that domain. The concepts are related
through semantics, for example, ‘a car is a vehicle’. For traditional constructions,
relations can then be organised into hierarchical tree-like structures. The ‘subclass’
relation is particularly useful, where the previous example shows that a car is a
subclass of a vehicle. There are different definitions of what an ontology is
depending on what subject area you are dealing with. Gruber (1993) gives the
following definition for the area of ‘Al and knowledge representation’, which is
suitable for this work:

An ontology is an explicit specification of a conceptualisation. The term is borrowed from
philosophy, where an ontology is a systematic account of Existence. For knowledge-based
systems, what ‘exists’ is exactly that which can be represented. When the knowledge of a
domain is represented in a declarative formalism, the set of objects that can be represented
is called the universe of discourse. This set of objects, and the describable relationships
among them, are reflected in the representational vocabulary with which a knowledge-
based program represents knowledge. Thus, we can describe the ontology of a program by
defining a set of representational terms. In such an ontology, definitions associate the names
of entities in the universe of discourse (e.g., classes, relations, functions, or other objects)
with human-readable text describing what the names are meant to denote, and formal
axioms that constrain the interpretation and well-formed use of these terms.

This is a desirable definition, but because a concept base is constructed slightly
differently, the related ontology construction will also be slightly different. The
additional knowledge that defines something like ‘subclass’ is not automatically
present, where the system has to determine the correct position, relation and
ordering for any concept, mostly from statistics. Because the knowledge is missing
however, the relation must also be more simplistic and would probably normally
just be ‘related to’. It is also worth noting that the future vision of the Web would
probably require distributed ontologies. Again from Greer (2008), the future
Internet should maybe describe itself at a local level, with larger centralised rep-
resentations being created by specific applications, based on the domains of
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information that they typically use. This would naturally happen as part of the
Semantic Web. The construction of these ontologies will enable computers to
autonomously search the Internet and interact with the services that are provided
and is also part of knowledge management on the Internet. The book ‘Towards the
Semantic Web: Ontology-Driven Knowledge Management’ (2003) discusses the
ontology construction problem in relation to p2p networks and the Semantic Web.
They note that for reasons of scalability, ontology construction must be automated,
based on information extraction and natural language processing technologies.
However, for reasons of quality, the process still requires a human in the loop, to
build and manipulate ontologies. With a slightly reduced knowledge-level, it is
intended that the concept base can construct itself almost completely autonomously,
giving it a major advantage in this respect.

For dynamic or autonomic systems, the context in which the knowledge is used
can become a critical factor. Context is an information space that can be modelled
as a directed graph, rather like an ontology. Context allows both recognition and
mapping of knowledge, by providing a structured and unified view of the world in
which it operates (Coutaz et al. 2005). It is about evolving, structured and shared
spaces that can change from one process to the next, or even through the duration of
a single process. As such, the meaning of the knowledge will evolve over time. The
key lies in providing an ontological foundation, an architectural foundation, and an
approach to adaptation that all scale alongside the richness of the environment.
Contexts are defined by a specific set of situations, roles, relations and entities.
A shift in context corresponds to a change in the set of entities, a change in the set
of possible relations between entities, or a change in the set of roles that entities
may play. Unfortunately, the context adaptation cannot currently be carried out in a
totally automatic way and a concept base would not really consider context in the
first instance. It is constructed primarily through statistical counts, but groups of
terms presented at the same time can provide some level of context.

By describing the domain in a standardised way, the programs that use the
domain will be able to understand what the domain represents. Through this pro-
cess, different programs on the Internet will be able to learn about each other and
form useful associations with other programs that provide the information that they
require. This will enrich the knowledge that they can provide, thus turning the
Internet into a knowledge-based system, rather than primarily as a source for direct
information retrieval. This is of course, a utopian idea that has many possibilities
and may never be fully realised.

3.2 Dynamic Databases

As a concept base is a type of database, this is probably the first technology to look
at, where the following text is also taken from the book Greer (2008, Chap. 3).
Databases are the first kind of organised information system, where the first models
were developed in the 1960s. The relational model proposed by Codd (1970) has
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become the de facto standard and contains a sound mathematical foundation,
allowing for optimisation of the storage and retrieval processes. During the 1980s,
research on databases focused on distributed models, in the 1990s object-oriented
models and then in the 2000s on XML-based models. The distributed models were
necessary because of the evolution of the Internet and networking, which meant that
distributed sites of related information could now be linked up electronically. The
object-oriented models then arose with the invention of object-oriented program-
ming and the theory that object-based models are a preferable way to store and
manipulate information. Then with the emergence of XML as the new format for
storing and representing information, XML-based models also needed to be con-
sidered. While XML is now the de facto standard for describing text on the Internet,
meaning that most textual information will soon be stored in that format, it has not
replaced the relational model for specific modelling. Neither has the object-oriented
model. The increased complexity of these models can make them more difficult to
use in some cases, when the mathematical foundations of the relational model
remains appealing.

3.3 New Indexing Systems

The recent problems that ‘Big Data’ provides, linking up mobile or Internet of
Things with the Web, has meant that new database structures, or particularly, their
indexing systems, have had to be invented. Slightly more akin to Object-oriented
databases are new database versions such as NoSql and NewSql (Grolinger et al.
2013), or navigational databases.” As stated in Grolinger et al. (2013), the modern
Web, with the introduction of mobile and sensor devices has led to the proliferation
of huge amounts of data that can be stored and processed. While the relational
model is very good for structured information on a smaller scale, it cannot cope
with larger amounts of heterogeneous data. It is usually required to process full
tables to answer a query. As stated in Grolinger et al. (2013), CAP (Gilbert and
Lynch 2002) stands for ‘consistence, availability and partition tolerance’ and has
been developed along-side Cloud Computing and Big Data. ‘More specifically, the
challenges of RDBMS in handling Big Data and the use of distributed systems
techniques in the context of the CAP theorem led to the development of new classes
of data stores called NoSQL and NewSQL.” They note that the consistency in CAP
refers to having a single up-to-date instance of the data, whereas in RDBMs it
means that the whole database is consistent. NoSql now has different meanings and
might also be termed ‘Not Only SQL’. It can use different indexing systems that
might not even have an underlying schema. So it can be used to store different types
of data structure, probably more as objects than tables. The database aspect how-
ever can try to provide an efficient indexing system, to allow for consistent search

2 http://en.wikipedia.org/wiki/Navigational_database.
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and retrieval over the distributed contents. There are different data models for
implementing NoSql. ‘Key-value stores’ have a simple data model based on key-
value pairs, which resembles an associative map or a dictionary. The key uniquely
identifies the data value and is used to store and retrieve it from the data store. The
data value can be of any type. In ‘column-family stores’ the data are stored in a
column-oriented way. One example might be where the dataset consists of several
rows, each of which is addressed by a unique row key, also known as a primary
key. Each row is composed of a set of column families, and different rows can have
different column families. Similarly to key-value stores, the row key resembles the
key, and the set of column families resembles the value represented by the row key.
However, each column family further acts as a key for the one or more columns that
it holds, where each column consists of a name-value pair. ‘Document stores’
provide another derivative of the key-value store data model by using keys to locate
documents inside the data store. Each document can be highly heterogeneous and
so the store can provide the capability to index also on the document contents.
‘Graph databases’ originated from graph theory and use graphs as their data model.
By using a completely different data model to the other 3 types, graph databases can
efficiently store the ‘relationships’ between different data nodes. Graph databases
are specialized in handling highly interconnected data and therefore are very effi-
cient in traversing relationships between different entities. NewSql is based more on
the relational model, where clients would interact in terms of table and relations. Its
internal data model however might be different and there can be semi-relational
models as well.

A navigational database is a type of database in which its records or objects are
found primarily by following references from other objects. Navigational interfaces
are usually procedural, though some modern systems like XPath (2014), can be
considered to be simultaneously navigational and declarative. Navigational dat-
abases therefore use a tree indexing system and can fall under the graph-based
category of NoSql. These graph-based databases therefore look more similar to a
concept base or concept tree. While the problems of semi-structured or unstructured
data remain, these new databases do offer general architectures and indexing sys-
tems. One criticism of graph-based ones however, is that they tend to lead to very
messy sets of indexing links that do not have very much structure. This is possible
for concept trees as well, but as the concept tree might have a more specific
construction process, it can provide some kind of mathematical foundation to help
with the organisation.

3.4 Semantic Environment

As well as a sensorised environment, a concept base is also closely related to the
Web 3.0, that is, the Semantic Web (Berners-Lee et al. 2001) combined with Service
Oriented Architectures (SOA) (OASIS 2014). This is because they can also produce
individual pieces of semantic information dynamically and computer-to-computer
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processing likes to link these up. This would mean that real-time information
retrieved from sensors, for example, could be combined with more knowledge-
intensive, but static information provided by the Internet, to answer a wider variety
of queries. A hierarchical structure is also appealing for reasons of organisation and
search efficiency, and so as has been suggested previously by other researchers
(Robinson and Indulska 2003), at least a shallow hierarchy would be useful. The
largest network of information that we have at the moment is of course the Internet.
This is composed of many individual Web sites that contain information by them-
selves. However, the only relation to other Web sites is through hyperlinks that are
typically created by human users. This is really the only way to try and combine the
information provided into a meaningful whole. To try and turn the Internet into a
network of knowledge, the Semantic Web has thus been invented. With the
Semantic Web, the programs that run on the Internet can describe themselves
through metadata, which will allow other programs to look them up and be able to
understand what they represent. Metadata is ‘data about data’ and provides extra
descriptive information about the contents of a document or piece of information. If
this information is available in a machine-readable format, then computer-to-com-
puter interaction will be enabled as well as the typical human-to-computer
interaction.

While the Internet is the main source for information, an evolving area is that of
mobile devices, including the Pervasive sensorised (Hansmann 2003) or Ubiquitous
computing (Greenfield 2006) environments. The mobile environment, by its very
nature, is much more dynamic. The Internet contains static Web pages that once
loaded will remain on a server, at a site from where they can be located. With
mobile networks, devices may be continually moving and so they may connect and
disconnect to a network at different locations. Ubiquitous computing is a model of
human-to-computer interaction in which information processing has been integrated
into everyday objects and activities. An example of this would be to embed sensors
into our clothes, to identify us when we went to a particular location. This dyna-
mism actually presents problems to a network that tries to organise through
experience. The experience-based organisation requires some level of consistency
to allow it to reliably build up the links, but if the structure constantly changes then
this consistency may be lost. However, the mobile devices may be peripheral to the
main knowledge content. They would be the clients that want to use the knowledge
rather than the knowledge providers. For example, in the case of people wearing
sensors, it would be the building that they entered that would learn from the sensor
information and provide the knowledge, not the people themselves. The sensors
would continually be bringing new information into the environment that would
need to be processed and integrated. The paper Encheva (2011) also includes the
ideas of concept stability and nesting, which are central to the whole problem. The
following sections describe how the laws of nature have helped with building these
complex structures.
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3.5 Underlying Theories and the Natural World

If the model cannot be pre-defined, then it needs to be learned. To do this, the
computer program needs to be given a set of rules to use as part of the construction
process. For a generic solution, these rule sets are usually quite simplistic in nature.
Again taken from Greer (2008, Chap. 1), Complex Adaptive Systems is a general
term that would also comprise the sciences of bio-inspired computing. The term
Complex Adaptive Systems (or complexity science), is often used to describe the
loosely organised academic field that has grown up around the study of such
systems. Complexity science encompasses more than one theoretical framework
and is highly interdisciplinary, seeking the answers to some fundamental questions
about living, adaptable and changeable systems. A Complex Adaptive System (for
example, Holland 1995; Kauffman 1993) is a collection of self-similar agents
interacting with each other. They are complex in that they are diverse and made up
of multiple interconnected elements and adaptive in that they have the capacity to
change and learn from experience. One definition of CAS by Holland (1995), one
of the founders of this science, can also be found in Waldrop (1993) and is as
follows:

A Complex Adaptive System (CAS) is a dynamic network of many agents (which may
represent cells, species, individuals, firms, nations) acting in parallel, constantly acting and
reacting to what the other agents are doing. The control of a CAS tends to be highly
dispersed and decentralised. If there is to be any coherent behaviour in the system, it has to
arise from competition and cooperation among the agents themselves. The overall
behaviour of the system is the result of a huge number of decisions made every moment by
many individual agents.

The nature of the interactions between the individual entities is the key aspect
that distinguishes such complex systems from complicated systems (Al-Obasiat and
Braun 2007). A system is called complex if the interactions between its components
are not predictable and if it has at least one or more of the following characteristics:

It is non-linear.

It is dynamic.

It is time-variant.

It is chaotic or stochastic.

All telecommunication networks possess one or more of these attributes.
Complicated systems are an alternative type of complex system. However, while
complicated systems interact in a predictable way, with CAS, the unpredictable
interactions between individual components in the system give rise to ‘emergent’
behaviour. Emergence is the process of complex pattern formation from simpler
rules. An emergent behaviour arises at the global or system level and cannot be
predicted or deduced from observing the behaviour of the individual components in
the lower-level entities. Because of external forces, concept trees would probably be
classified as complex, because their construction is unpredictable.
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3.5.1 Mathematical Theories

If one considers the natural world, then Cellular Automata might be thought to be
relevant and at some level they provide the required mechanisms. There are dif-
ferent versions of Cellular Automata (Wolfram 1983, for example). They work
using a localised theory and entropy (Shannon 1948) could be a key consideration
for the structure that is described in the following sections. As described in Wi-
kipedia®: In thermodynamics, entropy is commonly associated with the amount of
order, disorder, and/or chaos in a thermodynamic system. For a modern interpre-
tation of entropy in statistical mechanics, entropy is the amount of additional
information needed to specify the exact physical state of a system, given its ther-
modynamic specification. If thought of as the number of microstates that the system
can take; as a system evolves through exchanges with its environment, or outside
reservoir, through energy, volume or molecules, for example; the entropy will
increase to a maximum and equilibrium value. The information that specifies the
system will evolve to the maximum amount. As the microstates are realised, the
system achieves its minimum potential for change, or best entropy state. In infor-
mation theory, entropy is a measure of the uncertainty in information content, or the
amount of unpredictability in a random variable (Shannon 1948). As more certainty
about the information source is achieved, the entropy (potential uncertainty)
reduces, to a minimum and more balanced amount.

However, it would be difficult to map these types of state machine, or mini-
computers, over to a process that is designed only to link up text, to create
ontologies. Most distributed systems use some kind of localised theory as well, in
any case. The reason for this section is the fact that the dynamic linking uses a basic
association equation to create links and also, as described later, makes a decision
about breaking a link and creating a new structure. To show their relation to
distributed systems and nature, the following quote is from the start of the paper
(Wolfram 1983).

It appears that the basic laws of physics relevant to everyday phenomena are now known.
Yet there are many everyday natural systems whose complex structure and behaviour have
so far defied even qualitative analysis. For example, the laws that govern the freezing of
water and the conduction of heat have long been known, but analysing their consequences
for the intricate patterns of snowflake growth has not yet been possible. While many
complex systems may be broken down into identical components, each obeying simple
laws, the huge number of components that make up the whole system act together to yield
very complex behaviour.

If we know what the underlying theory of the system is, then it can build itself in
a distributed manner, even if we do not know what the eventual structure will be.
Cellular Automata would be too rigid for a concept tree, as they can be created from
a fixed grid structure with local interactions only; while a concept tree is required to

3 http://en.wikipedia.org/wiki/Entropy, plus_(information_theory), _(statistical_thermo-dynam-
ics), or _(order_and_disorder), for example.
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create and move structures, as well as link up existing ones. Fractals (Mandelbrot
1983; Fractal Foundation 2014) are also important and cover natural systems and
chaos theory. There are many examples of fractals in nature. Using a relatively
simple ‘feedback with minor change mechanism’, the complex systems that actu-
ally exist can be created. As described in Wolfram (1983), automata and fractals
share the feature of self-similarity, where portions of the pattern, if magnified, are
indistinguishable from the whole. Tree and snowflake shapes can be created using
fractals, for example. Fractals also show how well defined these natural non-bio
processes are already. So automata would belong to the group called fractals and are
created using the same types of recursive feedback mechanism. The construction of
a concept tree would be a self-repeating process, but the created structures are not
self-similar. However, they would result from same sort of simplistic feedback
mechanism that these self-similar systems use.

Agent-Based modelling is another form of distributed and potentially intelligent
modelling. Scholarpedia® notes that Agent-Based Models (ABM) can be seen as the
natural extension of the Ising model (Ising 1925) or Cellular Automata-like models.
It goes on to state that one important characteristic of ABMs, which distinguishes
them from Cellular Automata, is the potential asynchrony of the interactions among
agents and between agents and their environments. Also ABMs are not necessarily
grid-based nor do agents ‘tile’ the environment. An introduction to ABM could be
the paper Macal and North (2006). Agent-based models usually require the indi-
vidual components to exhibit autonomous or self-controlled behaviour and to be
able to make decision for themselves, sometimes pro-actively. While Cellular
Automata would be considered too inflexible, agents would probably be considered
as too sophisticated. Although as noted in Macal and North (2006), some modellers
consider that any individual component can be an agent (Bonabeau 2001) and that
its behaviour can be as simple as a reactive decision.

3.5.2 Biologically-Related

As Artificial Intelligence tries to do, there are clear comparisons with the natural
world. Comparisons with or copying of the biological world happens often, but
trying to copy the non-biological world is less common, at least in computer
science. There are lots of processes or forces that occur in the non-biological world
that have an impact on physical systems that get modelled. Trying to integrate, or
find a more harmonious relationship between the two, could be quite an interesting
topic and computer programs might even make the non-bio processes a bit more
intelligent. It might currently have more impact in the field of Engineering and the
paper Goel (2013) describes very clearly how important the biological designs are
there. With relation to a concept base, a small example of this sort of thing is
described in Sect. 6. As noted in Wolfram (1983) and other places, as the second

* Scholarpedia http://www.scholarpedia.org/article/Agent_based_modeling.
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law of thermodynamics implies, natural systems tend towards maximum entropy, or
a minimal and balanced energy state. While biological ones tend towards order as
well, the non-biological ones tend towards disorder. Cellular Automata are there-
fore closer to biological systems, where a cross-over is required if non-biological
systems are going to exhibit the same levels of intelligence. Although, something
like wave motion in the sea shows a steady and consistent behaviour until the wave
breaks. So the equations of wave motion can certainly work together in a consistent
manner. Even the snowflake shows consistent behaviour for its growth stage, and so
on. So with the non-biological systems, a consistent energy input can be the con-
trolling mechanism that triggers specific mechanics. If this is lost or changes, the
system can behave more chaotically and may have problems healing or fixing itself.
Biological systems might be driven by something more than the specific mechanic,
which allows for another level of—possibly overriding—control. Consider the
re-join (self-heal?) capability of the concept tree later, in Sects. 4 and 5.

The Gaia theory (Lovelock and Epton 1975) should probably be mentioned. As
stated in Wikipedia: ‘“The Gaia hypothesis, also known as Gaia theory or Gaia
principle, proposes that organisms interact with their inorganic surroundings on
Earth to form a self-regulating, complex system that contributes to maintaining the
conditions for life on the planet’. So the inorganic elements of the planet have a
direct effect on the evolution of the biological life. Maybe the inorganic mecha-
nisms suggested here are for smaller individual events, than the more gradual self-
regulation of a large global system. Although in that case, they could still be the
cause for global changes.

4 Concept Tree Examples

The examples provided in this section show how the concept trees can be built from
text sequences. They also describe some problems with the process and the pro-
posed solutions. With these examples, it is more important to understand the
general idea than consider them as covering every eventuality. Section 5 then tries
to give a more formal definition, based on these examples. To show how a tree is
created, consider the following piece of text: The black cat sat on the mat. The
black cat drank some milk. If punctuation and common words are removed, this can
result in the following two text sequences:

Black cat sat mat
Black cat drank milk

From this, as illustrated in Fig. 1, a tree can be built with the following counts.
The base set of ‘black cat’ can be extended by either the set ‘sat mat’ or the set
‘drank milk’. The base ‘black cat’ concept set has been found from a sort that starts
with these terms, where combining the two sets of terms then reinforces the base.

It also appears when constructing these trees that sets of counts should in fact
balance, unless additions with missing information are allowed. The counts for the
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Fig. 1 Concept tree Mat: 1 Milk: 1
generated from two text
sentences I I
Sat: 1 Drank: 1
Cat: 2
Black: 2

immediate child nodes should add up to the count for the parent. If, for example, a
new list starting with ‘sat mat’ was allowed to be added, it would only increment
counts higher up the tree, altering the tree’s balance. If this caused the triangular
rule to be broken, a re-structuring process, starting where the count becomes larger
again should ‘prune’ the tree and create a new one, with the more stable branch at
its base. As will be suggested in the rules of Sect. 5, in fact, if the trees are always
constructed from the base up, this particular problem will not exist.

4.1 Combining on Common Branches

If the following text was also stored in the concept base: The thirsty boy drank some
milk. The thirsty elephant drank some milk. This could result in two more concept
sequences:

Thirsty boy drank milk
Thirsty elephant drank milk

To add these to the concept base data structure, the process might firstly create
two new trees, one starting with ‘thirsty boy’ and another with ‘thirsty elephant’.
However, the terms ‘drank milk’ have now become the most important overall and
therefore should be at the base of a tree. Adding to Fig. 1, the ‘drank milk’ branch
of the ‘black cat’ tree should be pruned and added with the other two ‘drank milk’
sequences, to start a new tree, with a count of 3, as shown in Fig. 2.

It would then be necessary to add links between the trees, where they were
related. Links can be created using indexing or unique key values, for example. The
structure of each tree can then develop independently and so long as they exist, any
links between them will remain, giving some level of orderly navigation. So why
separate the concepts and not just extend the ‘black cat’ tree? One reason is the new
base concept sets of ‘thirsty boy’ and ‘thirsty elephant’, creating a new tree by
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Mat: 1
I
Sat: 1 Link: M Link: M Link: M
Cat: 2 Boy: 1 Elephant: 1 Milk: 3
! N f
Black: 2 Thirsty: 2 Drank: 3

(Ref: M)

Fig. 2 Example of ‘pruning’ and optimising the structure when new trees are added

default. Separating and linking is also an optimisation or normalisation feature. If
the process concludes that ‘drank milk’ is an important concept in its own right, it
should not be duplicated in different places, but rather it should be stored and
updated in one place and referenced to by other trees. The understanding of
‘drinking milk’ is the same for all 3 animals. Then of course, also the triangular
count rule.

4.2 Combining with Unrelated Branches

Another situation would be if the concept base then receives, for example, 3
instances of: The thirsty elephant drank milk and ate grass. This would automat-
ically add ‘ate grass’ to the ‘drank milk’ tree and the count would still be OK. The
sequence ‘ate grass’ however, only relates to the original elephant branch in this
case. There is no indication that the boy or cat ate grass. The final solution to this is
another new tree and also a new indexing key, to link the elephant with both the
‘milk” and the ‘grass’ trees. This might happen however after a stage of monitoring
(see Sect. 4.3). The other tree branches keep the original index, where Fig. 3 shows
what the new set of structures might look like. Note the way that existing links only

Mat: 1
Sat: 1 Link: M Link: M Link: M,G Link: G
Cat: 2 Boy: 1 Elephant: 4 Milk: 6 Grass: 3
Black: 2 Thirsty: 5 Drank: 6 Ate: 3

(Ref: M) (Ref: G)

Fig. 3 New tree and key value changes the indexes
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need to be traversed if the parent tree also has the key value; and it is more
important to note the types of structure and links that get created, rather than the
exact semantics of the whole process. For example, start with the first linking
keyset, remove a link key if it gets used and only continue if the next link key is in
the list.

Not shown in the figure, the key sets might possibly be similar to the NoSq]l
column-family stores, with a primary key retrieving a set of secondary keys. The
secondary keyset would then allow for the traversal of the linked database trees.
The primary key can relate to an external entity that is interested in certain groups
of concepts. As each tree is quite separate, the secondary keys could, for example,
relate or point to sets of base tree concepts. In this case, graph-like navigation is
also possible, as leaf nodes can link to other tree base nodes as well, where the
secondary keyset helps to define the allowed starting paths.

4.2.1 Query Example

A query process is still required to access the tree contents and can be related to the
keysets that exist. For example, if the cat also starts to eat grass, a primary key that
points to the “Thirsty’ tree, might then include the ‘Black’ tree in its secondary
keyset as well. The ‘Cat’ link now also includes the G graph link. Without any
additional information, the traversal can return either the cat or the elephant for milk
and grass. This might need to be specified, because another similarly indexed
primary key could accept, cat, boy or elephant for just the milk concept. It might
also be interesting to consider that the secondary keyset allows for the completion
of circuits through the graph trees. For example, if the first primary key also
includes the ‘Ate’ tree (and maybe ‘Drank’) in its secondary keyset and requires all
indexed trees to be true; then only cat and elephant can be returned. This is just a
possibility and is related to suggestions about intelligence in Sect. 7.2. It does
however look like useful searches might require a set of conditions, but also allow
for some automatic reasoning, where a query language is possible. For this
example, it looks like a Horn clause could be used (Jarke et al. 1995; Greer 2011,
for example).

4.3 Compound Counts

Another requirement is to break the structure up again. If the concept base, for
example, received concept sequences of ‘drank milk with a long trunk’, with no
relation to any of the animal tree base concepts; then the process should just add
‘long trunk’ to the ‘drank milk’ base. This is not necessarily incorrect because that
specific information does not state that the cat or the boy do not have long trunks. If
the information is then used and the cat or boy trees traversed, it will incorrectly
return that they have long trunks. Some type of compound count can be used to
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check for this. A positive:negative compound count, for example, can indicate that
the tree is possibly incorrect. If the negative count becomes too large, then the
‘drank milk long trunk’ tree can be split and a link added between them instead. The
new link key could then get added to some primary keysets, to allow for its tra-
versal. The trick is in being able to determine when the information is untrue. Does
the information need to be returned and then evaluated as untrue, or can the update
process allow for this to be recognised automatically? For example, a new text
sequence of ‘thirsty boy drank milk’ is again added to the database, where it updates
the related tree nodes. As it stops short in the ‘drank milk’ branch, any nodes further
up that branch can have their negative count incremented instead. As the elephant
tree reinforces the positive count here however, this is then an indication that the
tree should be split, as the information is true sometimes and false other times.
A break in any tree would automatically create a new indexing key as well. This
would be sent to all related trees that can then decide what link keyset best relates to
them—the one for just ‘drank milk’ or the one that also links to ‘long trunk’. New
entries can therefore be flagged in the first instance, until they become reliable.

There is also a process of reasoning and adjustment here, again over a period of
time. Even if a tree branch is not proven to be incorrect, in some scenarios, a
negative count might be required to indicate that part of a tree is no longer relevant
to the current entity or scenario. More traditionally, a decay factor can be used to
determine this. If, for example, the link is rarely used, its value decays until it is lost
completely. If it is used so infrequently, then it might as well not be present, even if
it is not false. So this is another alternative link update mechanism that could be
added, but a compound key helps to decide to split rather than remove completely.
With a single value that gets incremented or decremented, you have to judge how
many times each has occurred. If there is a compound count, then this is clear and it
is easy to tell if the branch is true as well as false.

4.4 Re-join or Multiple References

A final consideration might be the re-joining of one tree to another and also a
problem with multiple reference links to the re-joined part. As the data can be
random, it might initially be skewed in some way and force a tree to break into two
trees. Over time this evens out and the original single tree can become correct again.
This is determined by the fact that the counts become consistent with a single tree
structure again. In that case, it would be possible to re-join the previous branch that
is now a base, back onto the first tree. The only worry would be if there are also
multiple references to the second tree that had a branch broken off. These references
might not relate to the original tree as well. It might not be good practice to allow
arbitrary references half-way up a tree and so if the previous branch has a different
set of references now, then maybe it must stay as a base. Ideas here would therefore
include transferring back only some of the new tree, while keeping the rest as the
second tree, with its base. The next section tries to explain this again, but more
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formally. This might be the most ‘intelligent’ part of the process, as a re-join can be
compared to a self-heal or fixing process. The non-bio systems would typically not
do this and therefore continue to a more chaotic state.

5 Formal Specification

The concept tree idea, for a concept base, has a restricted construction process. It is
based on a frequency count with a very strict rule about relative count sizes. It
might therefore be possible to define the construction process more formally and
even bring some standardisation or normalisation; where other similar techniques,
such as Navigational Database or NoSql, are not able to. The following sets of
declarations might be useful to standardising the process and bring added order to
the structures. Initial tests have confirmed some of these rules, but are not variable
enough to test all of the possible scenarios. Because the rules are more of a logical
argument than a mathematical proof, they are listed as groups of points.

5.1 General

1. A concept tree can represent different types of entity. The entity however should
be a whole concept. For example, it might be a single object in the real world, or
a single action. Therefore, the base concepts in any tree are the ones that would
be used first in any scenario.

2. Tree structures require that every child node has a count that is the same or less
than its parent. This should always be the case if the linking integrity is
maintained, unless branches are allowed to re-join.

3. Whenever possible, the process would prefer larger trees for the following
reasons:

(a) A larger tree has more meaning as a general concept and gives added
confidence when reasoning over its group of nodes.

(b) A larger tree gives more coherence to the concept base.

(c) Larger trees mean less of a trend towards a chaotic structure.

4. Normalisation would like each concept to exist only once and so, also for this
reason, the whole process tries to find what the main concepts are and place
them as base concepts to trees. As with traditional databases, if a concept exists
somewhere only once, then it only needs to be updated in one place. This is
difficult or even impossible however, for every scenario:

(a) If the concept gets used for different contexts, then its meaning and relation
to other concepts changes slightly, when it needs different link sets.

(b) For a distributed system over a large area, it might simply not be practical
to have the concept at one place only and be able to find it.
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(c) Even if trees have similar branches, a link might be required if other factors
do not allow a join.

5. Indexing and linking can use key sets, but it can also include graph-based
navigations. This is because the structure is tree-based, with links between tree
nodes defining concept sequences.

5.2 Truth Tests

1. For a tree to exist, every node in it must be true. That does not mean that every
node is evenly used, but there should be no false information. This extends to
being true for any entities that link to the tree or related sub-tree. If any part is
false for any linking entity, then the tree needs to be split.

2. Note the difference between a part of a tree that is rarely used and a part or path
that is false or untrue. Rarely used is OK, but untrue is not.

3. A set of links to a tree from different entities might make parts of the tree untrue,
when it then needs to be split at the false branch. It might however be quite
difficult to determine if a path is untrue, as information retrieval scenarios might
mean that the path simply does not get traversed. So the type of count key can
be important and the trick is to be able to recognise when tree paths are rarely
used, or are simply false.

(a) There could be a time-based degradation of a link, for example. If it
degrades so much as to remove it, then it has never been used and so it is
not relevant, even if it is not false.

(b) Or possibly the counting mechanism’s ‘group:individual’ count (Greer
2011), that reinforces a count, both for the concept group and the indi-
vidual. This can determine when individual nodes no longer appear to be
the same as others in the group.

(c) Or there is a ‘positive:negative’ count, when the negative count can
become too large.

(d) There could also be a time-based count that measures when events happen
at the same time. This is important for recognising when trees can be re-
joined.

5.3 Tree Comparisons

1. Tree comparisons and updates are made using groups of concepts that represent
individual input events. The event group is considered to be a complete entity
itself and gets stored in the concept base as that. It is then also compared with
the other structures as that, where it needs to match with existing tree paths in
one of two ways:
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(a) If it matches exactly from the base of another tree up any branch, then it
can be added to that tree.

(b) Ifits’ base matches to a different node of another tree, then a link between
the two trees can be created.

2. If a smaller independent entity is added as a branch to a larger one, then it will
not be possible to access it without going through the larger entity first. This
means that the normal process of reconstruction will be to break at a tree branch
and move to a tree base, with the other direction being used less often.

3. Re-structuring will therefore also prefer to link between trees than to re-join
them permanently. This is because a link provides the appropriate navigation,
while the base nodes still remain for each tree, allowing them to be accessed
directly.

4. While linking is more practical, coherence would prefer permanent joins to
create larger trees and so under the correct conditions, a join should be preferred,
where any doubt would lead to a dynamic link instead. The re-joining process
requires more intelligence, which may be why it would be a more difficult
automatic process.

5.4 Linking or Joining

1. Any reinforcement of an existing tree, based on adding a new group of concepts,
should always start from the base node.

(a) If it would start part of the way up a tree, then the process should form a
new tree instead.

(b) Similarly, when a new path is added to an existing tree, it must start from
the base only and traverse through any sub-path up to any leaf node. It can
then extend that leaf node if required.

2. For a linking example, if we have two trees—tree 1 and tree 2, then:

(a) The tree 2 is simply added as is, with a possible node link to tree 1 and
subsequent events can try to change or combine the structures further.

(b) This would be more in line with the general theory, but the idea of entropy
or concept coherence would prefer the next scenario if possible.

3. For a permanent join example, if we have two trees—tree 1 and tree 2, then:

(a) The tree 1 can be split at the node related to tree 2’s base node and that
branch combined with tree 2 for the new structure.

(b) Less likely is a permanent join the other way, but it is still possible. For
example, if tree 2 has a path from the base up that matches to a branch in tree
1. Then if the counts are OK, the path can be moved from tree 2 to tree 1.
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4. Linking related nodes is always possible. Different keysets can then define, for
different entities, whether they traverse all of the links or not.
5. Re-joining trees needs to consider the base entity links more.

(a) Breaking off a branch from tree 1 to join to tree 2 at its base would be
easier.

(i) If tree 2 has all of the entity links that tree 1 has, then the join can
be automatic.

(i) If tree 2 has additional entity links, then a compound count can be
added, because it might still be unclear if the branches, new to
some entities, are false.

(iii) If the broken branch however is completely contained in the tree 2
path, then the join can be automatic.

(b) Re-joining tree 2, or part of tree 2 from its base, to a tree 1 branch is more
difficult.

(i) If tree 2 does not have any entity links to its base, then it can be
added to any other matching branch.

(i) If tree 2 has a different set of entity links, then its base must be
accessible and so it cannot be removed.

(iii) If tree 1 and tree 2 have the same set of entity links, then a join
should be attempted. A check might be performed to determine if
the two trees are always accessed together. If that is the case, then
they can be joined over some common branch or node.

6. Unclear is when one branch has additional elements inside of it, so that the
branch it is being compared with, would need to be extended internally and not
at an edge. This is quite common with ontologies, for example. This might
favour breaking the larger branch at the two points where the new nodes exist,
creating 3 trees and linking between them. The first tree uses only two of the
new trees while the other uses all 3.

7. A truth test might check if a join is preferable to a link, including branches not
defined as false, but possibly now out of character and can be moved.

8. So there could be a statistical, or even a reasoning process that decides what join
action to take and this could be different for different implementations.

6 Relation to Nature

This section gives some more comparisons with natural laws and is about trying to
justify the proposed construction mechanism, by showing that it will give the best
possible balance to a concept tree, with the minimum amount of additional intel-
ligence or knowledge required. It is reasonable to think that in the random or
chaotic world that we live in, there is no reason to always link from a larger
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‘measurement’ to an equal or smaller one. This is however the main rule of the
concept tree and there is some mathematical justification or foundation to it. Some
of the evidence was found after the creation of the concept tree, more than the
concept tree has been derived from it. However, if it can be used to support the
general model or theory, then why not specify it here. The main point to note is the
fact that base concepts should probably be the most frequently occurring ones
statistically. That is probably a sound enough idea, based on statistics alone. If
trying to compare to a real-world physical law, then if tree branches were allowed to
become larger again, the tree would probably break at that place. This might be an
opportunistic statement, but it is completely the idea behind the triangular counting
rule. Other pieces of evidence that might provide support are listed in the following
sections.

6.1 Problem Decomposition

Any sub-entity must be smaller than the entity it belongs to. This is particularly
relevant to the process of problem decomposition that is used to solve large and
difficult problems. The larger problem is broken down into smaller ones, until each
smaller problem is simple enough to be solved. So this is another application of the
natural ordering. It is also the case that you cannot be a sub-concept of something
that does not exist. If thinking about Markov models, then one construction of these
will count the number of occurrences, of transitions from one state to another. This
process will necessarily require the ‘from’ state to exist first and therefore, if the
model is tree-like without loops, each parent state must have a larger or the same
count value as the following state, as part of the same rule. Similar to concept trees,
Markov models have been used for text classification or prediction, as well as state-
based models.

6.2 Clustering and Energy

Some of the research that has looked at clustering processes, for example, the single
link theory (Sibson 1973) might provide support. This original theory proposed that
any node should link to its closest neighbour. These small clusters could then link
to their nearest neighbours in the next iteration, and so on. Therefore, through only
one link from each group, at each iteration, larger clusters can eventually be formed.
It is interesting to note that if there is a certain ordering of the nodes, this process
will work particularly well. A measurement of closeness depends on what is being
measured and also the evaluation criteria. However, suppose that spatial distance is
the metric, where a line of evaluated nodes can only cluster with the node on either
side—necessarily being the closest nodes. Consider the two sets of nodes, repre-
sented by Figs. 4 and 5. In these figures, each node value is represented by its height
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in the graph and each node position in the cluster space, is represented by its
position in the graph.

In Fig. 4, the nodes have a perfect descending order. Using the process of linking
to your closest neighbour, this could lead to the whole set of nodes creating a single
cluster in one go. In Fig. 5, the perfect ordering is broken, where node 3 will link
with node 2 only. This forces two clusters to be formed, or forces a break in the
sequence. We also have the idea of a minimal energy, or entropy (Shannon 1948).
This has already been used to cluster or sort text documents, for example Decision
Trees (Quinlan 1986) and the principle of entropy can also be applied to a concept
tree. If one considers the simplistic sorting mechanism in Fig. 4 again, it can be seen
that the most efficient sort, causing the least amount of energy to move from one
place to the next, is in fact the uniform decreasing of the entity lengths, from largest
to smallest. If each energy change is 1 unit, then a total of 7 units are required. Any
change in this order, for example Fig. 5, would require a larger amount of energy to
traverse all of the entities—9 units in this case. As natural systems like lower energy
states, a self-organising system might favour the lower energy state. This therefore
supports the idea of not adding larger counts to smaller ones, because the required
energy amount for the same entity set increases, as in Fig. 5. It could increase and
then decrease uniformly, but in general, it would support the rule. Entropy also
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deals with the problem of micro-states, where possibly Fig. 4 has only one and
Fig. 5 has two, but Fig. 1 is better because the whole dataset is more coherent and it
is already at its minimal state.

6.3 Language Structure

Another comparison should be with how we process natural language. Language is
so fluent that there are not many restrictions on what can be said or written. As the
concept tree is a simplified model of natural language however, it might allow some
rules to be included. Generic or autonomous rules are desirable and also plausible.
They might be thought of as an extra layer above the basic statistical counts that
help to direct the initial structure. They would not be allowed to override the
triangular count rule however. The ordering used in WordNet® (Fellbaum 1998;
Miller 1995), for example, is the sort of ordering that would be useful. The base, for
example, could typically be formed from nouns and verbs, with adjectives or
adverbs forming mostly the leaf nodes or end branches. In a real-world sense, the
descriptive words would possibly define specific instances of the more grounded
noun or verb concept groups. For example, ‘the black cat sat on the mat’, gives a
count of 1 initially to each concept and so the ordering before adding to a tree could
be changed. The rule might state to add ‘cat’ at the base instead of ‘black’, as it is an
object. Then possibly some sort of reverse polish notation ‘cat—mat—sat’ to push
nouns down, or just ‘cat—sat—mat’. So the exact language structure might get lost,
but the associations will still exist and the rules will help to reconstruct text
sequences from the tree. As another example, we can have a cat and a mat, but
maybe only the ‘black’ cat sat on a ‘red’ mat, and so on. Descriptive nodes at the
end would also help to relate the concept tree more closely with earlier work, as
described in Sect. 7.

6.4 Natural Weight

The following, associated with size or weight, is possibly even more interesting. It
would be a strange way of looking at ordering text, but it is again a physical-world
rule being applied in a slightly different context and again relates to the idea of sub-
concepts. Note that text often relates to real world objects and so its construction
would have to be consistent with the physical world. In the real world, it is often the
case that the largest and therefore heaviest entity, resides at the bottom of things.
Putting a heavier object on-top of a lighter one is not often done and so there is a

5 1 have to note my recent interest in WordNet, although, most of the new theory here was
formulated before that, with WordNet then supporting it.
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natural order here. It might be possible to use this knowledge, as part of the tree
structure, without requiring more sophisticated natural language or ontology
understandings. For example, every event that takes place, takes place on planet
earth. If we were creating a structured ontology, planet earth would be at the
bottom. Then, for example, a car always drives on a road and so a road should link
to a car, not the other way around. It might be the case that the car branch, when it
gains relations to lots of other things, would be broken off to form a new base, but it
still makes more sense to link from road to car and not car to road. So this ordering,
based on some knowledge of relative size or use in the real world, might also
become part of a structuring rule. It would be useful because the related context-
specific information should not be very sophisticated and so it might be possible to
apply the knowledge automatically again. We just need to know that there is a car
and a road, for example. One could imagine a large database that stores different
bands of entities, grouped simply by size or weight, that are not allowed to be
ordered before/after another entity. It is not a typeOf or subClass relation, but a
more functional one. Maybe something like relative use, but it is really only the
ordering that is required. This fixed ordering would again be a secondary aid, where
the statistical counts and dynamic relations of the parsed text would still have the
most influence. The trees of Figs. 1, 2 and 3 might have their ordering changed
slightly, for example, but the word groups and concept associations would still be
determined by the dynamic text, not fixed knowledge. For example, the mat should
probably be placed before the cat, when the cat branch could be broken off later. It
might be ‘mat — cat — black + sat’, or something.

7 Relation to Earlier Work

This section is slightly different, looking at a specific cognitive model, rather than
general theories. It is helpful for developing that cognitive model further and will
hopefully add ideas for a more intelligent system, but can be skipped if the database
model is specifically of interest. Earlier research by the author has looked at how a
whole cognitive model might be developed from very simple mechanisms, such as
stigmergic or dynamic links (Greer 2008, 2013b). The earlier work described how a
reinforcement mechanism can be used to determine the reliability of linked source
references in a linking structure. These links are created through user feedback only
and are therefore very flexible, as the feedback can be much more variable than
static rules can accommodate. User feedback adds the intelligence of the user,
which a rule set might not contain. While concept trees are also built from user
feedback, they are then constrained by pre-determined rules and knowledge. They
are also more semantic, complementing the event instances of the earlier work.
A concept tree could therefore be created from similar source types—sensor-based,
dynamic input, specific concepts, but deal more with the existing structure than the
events that created it. It is still possible to make comparisons with earlier work on a
neural network model (Greer 2011) that clustered without considering semantics,
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but blindly presumed that input presented at the same time must simply be related.
The original cognitive model did include an ontology or knowledge-base reference,
to provide this type of support. Some comparisons with bio-related models in
general can also be made.

7.1 Biological Comparisons

More recent work again (Greer 2013a) has put Hebb’s well-known theory of
‘neurons that wire together, fire together’, into a computer model. It has added a
mechanism using the idea that when they fire together they may be attracted to each
other and grow links to join up. The rules of Sect. 5.4 (maybe point 5.b) fit in well
with this as it suggests comparing the sets of input links to trees. If both trees have
the same set of input links, then when these fire, both trees will be activated and can
therefore decide to join up. It does not however suggest exactly how they might
grow towards each other or combine in a biological model. The earlier cognitive
model (Greer 2008, 2013b) defines a 3-layer architecture, where the bottom level
links for optimisation purposes, the middle layer links to aggregate these pattern
groups, while the top layer links to create higher-level concepts and trigger dynamic
events. As the concept trees theory is more about aggregating and balance, over all
of the data, it is more suited to this middle level. It has also been noted in the formal
specification of Sect. 5 that a concept might be duplicated, simply because of the
distributed nature of the system. This is also the case for the human brain, as it is
known to duplicate information and the practical aspects of trying to access a
particular brain region might make it easier to simply duplicate some information
locally. Ideas of entropy and automatic monitoring can also be related to both the
stigmergic/dynamic linking model (Greer 2008, Sect. 8.5) or the concept trees. As
either system develops, it will tend towards some sort of fixed structure. This trend
would then only be broken by a change in the input state. So, after the formations
are created, any more dramatic changes might indicate a change in data, and so on.
This idea probably applies to most dynamic systems with similar designs.

7.2 Higher-Level Concepts

There is a reference to a linking structure in Greer (2008, Sect. 9.3.7, Fig. 24) that
describes how linked concepts might only be related or activated if they are
assigned specific values. For example, if we have mother, son and uncle concepts
linked, then it might only be true if the mother is called Susan, the son is called John
and the uncle is called David. The idea of pushing the descriptive text to the leaf
nodes, so as to represent specific instances, has been written about in Sect. 6.3.
There is also a reference to another linking structure in Greer (2008, Sect. 9.3.7,
Fig. 25) that tries to index different concept sets through unique keys. It has the
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Fig. 6 Example network with two higher-level concepts A-B-C-D and C-D-E (Greer 2008)

same idea as the indexing system being used here and a diagram of this is shown in
Fig. 6.

The nodes are meant to represent concepts and groups of them, higher-level
concepts. However, because there can be overlap between concepts they can be
grouped together, with different indexes defining each exact group. If concept trees
were used, a tree consisting of A-B-C-D could link to a tree consisting of E only,
for example. The ABCD tree would have a base node with some value and then
branches, one of ‘A to B’ and one of ‘C to D’. An event entity would then need to
activate the base node of the tree and activate all of its branches, to realise the first
concept group. To realise the second group, a different event entity would need to
link to and activate both the ABCD tree and the E tree, at the same time. Then
possibly and interestingly, can a link between the two trees themselves complete a
circuit, to indicate the other concept group of CDE. If a link between the leaf D
node and the base E tree node exists, for example? This might be a more dynamic
model than the original design of Fig. 6 that considered fixed sets of (unique)
reinforced links only. The key sets possibly sit on-top of the linking structure,
where both can change dynamically. So there are two different possibilities for
dynamic change, but with the new functionality, there are also other technical
difficulties. The intention is that concept groups will represent something more
meaningful and therefore can be used as part of a reasoning process. This paper
would suggest that it is more of a memory structure, but with the same goal of
defining higher-level concepts more accurately, to allow them to be reasoned over.

7.3 Complementary Structures

Dynamic links have therefore been used previously (Greer 2008, 2011) as part of a
neural network, but the two techniques are probably compatible. It is curious that
the knowledge-based concept tree, in relation to the 3-level cognitive model
described in Greer (2008, Sect. 9.3.8 or 2013b), would be more closely associated
with the first optimising level and the second aggregating level. It would create the
base or bed of the system. The experience-based neural network would then be
more closely associated with the third level. It would manipulate the knowledge
(cleverly) through a dynamic, experience-based approach. Looking at the concept
trees has actually helped to create a clearer picture and provide some more con-
sistency over the whole model. If the concept trees are used to create pattern groups
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in the middle level, then it makes sense for them to have a main base concept that
defines the tree, with branches or sub-groups that define its contents. It also makes
sense for the construction process to start at the general base node and work through
to smaller and more specific details at the leaf nodes. It also makes sense that it is
more knowledge-based. The earlier neural network model (Greer 2011) also creates
a hierarchical structure, but it was noted that the construction process there might
start with the leaf or individual nodes that are then aggregated together into a main
or higher-level concept. That neural network model was associated more with the
third level of the cognitive model that deals more with dynamic events and triggers.
If the concept groups there are based on events, then it could make sense that a
reader of those would receive input as small events instances in time. Each event
could be some knowledge, defined by some structure. The events would then be
aggregated together into something more singular and maybe even learned. They
are based on time and external forces, where learning and predicting is also
important. But this then gives more sense to the architecture overall and allows for
the two hierarchical construction directions to be OK. In a general sense, we already
know this. As stated in Greer (2008, Sect. 4.8), with regard to service-based net-
works: different industries would prefer either a top-down or a bottom-up approach
to organisation. Top-down starts with a central component and then adds to it when
required. Bottom-up starts with simpler components and then combines them to
provide the more complex organisation. If you want more control then a top-down
approach is preferred. If you allow a more chaotic but independent organisation,
then maybe bottom-up is preferred. It is the same argument for the cognitive model.
Top-down relates to knowledge-based concept trees and in this context also, to
small but specific entities. Bottom-up relates to the event-based clustering and also
to self-organising these smaller structures. As an example, you could imagine a
human seeing a tree and learning about its different components or varieties; but
when out walking on a stormy day, learning in a different way to avoid falling
branches when under a tree in high winds. Or following earlier papers’ food
examples, you could imagine a human tasting different food types and learning
what they are made of; but when in a restaurant, selecting a menu based on the food
types and discovering some new recipe through the experience.

8 Conclusions and Future Possibilities

This paper has introduced two new ideas of concept trees and concept bases. The
concept base is a more general device that is the storage program for the trees. It is
also responsible for sorting or creating the trees, and for managing the index and link
sets. The concept trees are described in more detail and even formally defined. The
counting rule that is introduced in this paper and probably a different construction
method, make the concept tree a bit different to other graph-based techniques. The
addition of some rules helps to standardise the construction process and give it some
mathematical foundation. The idea of only allowing a narrowing structure with
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respect to count values is probably a good one, because it is statistically consistent
and also consistent with the real world. Ideas from nature or the physical world
support this and are interesting, but should probably not be taken too seriously. They
could introduce a very light form of intelligence, although a light form of knowledge
is required first. Any concept is allowed to be a main one and this is defined by an
automatic count. The rule set can then give additional structure independently, but it
is still the presented data that determines what trees get built. Problems with the
process might include the creation of a long list of very short trees that represent
nothing in particular by themselves. This then begins to look a bit like the standard
memory storage on a computer, with pointers between pieces of memory linking
them up. There is however the possibility of building larger more meaningful trees as
well. A comparison, or relation, with Markov models has been introduced because
they are known to work well and may exhibit the same statistical counting property.

The construction process builds hierarchies automatically and these can repre-
sent any type of concept. A slightly weaker idea is therefore to try to build service-
based business processes or compositions in the same way, where the earlier
stigmergic links were suggested for the same task. See, for example (Greer 2008,
Sect. 7.3.2.1), or maybe (Aslam et al. 2007) or (Atkinson et al. 2007). While real-
world concepts or natural language might be restricted by sets of relations that can
justify the triangular counting mechanism, more complex business processes might
not be. There is a difference between a sub-process and linking two independent
processes. In that case, statistical counts would be used purely for reliability, but it
is a known problem and several solutions that are at least semi-automatic, have
already been suggested. It is worth noting that the count values could be used as
probability values, or something similar, as each tree is a bit self-contained. If a
particular structure was presented to a network and one of the concepts was
missing, the system could try to calculate a probability value, indicating the con-
fidence that the missing concept was in fact an error. This would be an automatic
way to assign a value range to the stored data, for security reasons, or other. So
concept trees can also be looked at in terms of automatically creating process
hierarchies and really does span from the large Internet-based network to the small
cognitive model.

Not every group of concepts should be added either and dynamic factors like
reinforcement and time can also be considered. So while the construction process is
automatic, a reasoning component might also make certain decisions. For example,
does a link to another newly created tree actually apply to my instance? If a real tree
is taken as the natural world model, and why not, then it obeys the rule that a
heavier branch will cause a lighter one to snap. The new Al part then is the idea of
an intelligent indexing and linking system, to keep consistency between the split
trees. This means that even if the original structures disintegrate, while the natural
world entity would tend to chaos, the linked elements will allow for traversal
through specific channels and maintain the order. The question would be how
efficient or accurate the structure can be.
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The idea to use this as part of an indexing and memory structure is optional, but
it would fit in well with the cognitive model written about in earlier papers (Greer
2008, 2011, 2013a, 2013b). The whole process could mostly be performed auto-
matically, with minimum existing knowledge. The earlier model diagrams are
relevant enough to be compared with the concept tree directly and even compliment
it. This research is still a work in progress and the hope is to be able to provide more
substantive results in the future.

Disclosure This paper is an updated version of a paper called ‘Concept Trees: Indexing and
Memory from Semi-Structured Data’, originally published on DCS and Scribd, June 2012.
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Swarm Intelligence Techniques and Their
Adaptive Nature with Applications

Anupam Biswas and Bhaskar Biswas

Abstract Swarm based techniques have huge application domain covering multiple
disciplines, which include power system, fuzzy system, forecasting, bio-medicine,
sociological analysis, image processing, sound processing, signal processing, data
analysis, process modeling, process controlling etc. In last two decades numerous
techniques and their variations have been developed. Despite many variations are
being carried out, main skeleton of these techniques remain same. With diverse
application domains, most of these techniques have been modified to fit into a
particular application. These changes undergo mostly in perspective of encoding
scheme, parameter tuning and search strategy. Sources of real world problems are
different, but their nature sometimes found similar to other problems. Hence, swarm
based techniques utilized for one of these problems can be applied to others as well.
As sources of these problems are different, applicability of such techniques are very
much dependent on the problem. Same encoding scheme may not be suitable for the
other similar kind of problems, which has led to development of problem specific
encoding schemes. Sometimes found that, even though encoding scheme is com-
patible to a problem, parameters used in the technique does not utilized in favor of
the problem. So, parameter tuning approaches are incorporated into the swarm based
techniques. Similarly, search strategy utilized in swarm based techniques are also
vary with the application domain. In this chapter we will study those problem
specific adaptive nature of swarm based techniques. Essence of this study is to find
pros and cons of such adaptation. Our study also aims to draw some aspects of such
problem specific variations through which it can be predicted that what kind of
adaptation is more convenient for any real world problem.
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1 Introduction

Advancement of technology has led real world problems to become complex and
more challenging. To acquire requisite quality of such advanced technology,
associated problems needed to solve intelligently and efficiently. In these days
intelligent techniques become very popular for solving such technology oriented
problems. There are variety of ways to solve a single problem, so it is very crucial
to decide exactly which cases an intelligent technique needs to be adopted. There
are few aspects of such decision. Firstly, the problem in hand has to be feasible for
an intelligent technique. There has to be a plug point in the problem where such
techniques are to be plugged in. Secondly, even if problem is found suitable for
intelligent techniques, the best possible technique has to choose from the archive of
numerous techniques available. Lastly, which of the multiple versions of selected
technique will be most suited for the problem has to be decided.

Before considering any intelligent technique, feasibility analysis of the problem
as well as available techniques have to be carried out. Once suitable technique is
found, arises another key issue in implementation of the technique with respect to
the problem. As far as swarm intelligence techniques are concerned, mostly were
developed for solving optimization problems. Again when we say optimization
problem, it covers huge domain. There are different types of optimization problems
and have special characteristics of each. Very basic notion of optimization is to find
best possible solution from a set of solutions (referred as solution space) to any
problem. Corresponding problem with solution space can be summarized with
some functions, generally referred as objective function or fitness function. Some
problems require constraints along with the functions to define solution space, that
case problem is referred as constrained optimization problem. If problem is defined
with linear objective functions and constraints, problem is called linear optimization
problem, otherwise it is termed as nonlinear. Hence, optimization problems can be
categorized as linear or nonlinear on the basis of linearity in the problem definition.
Objective functions can be continuous or discrete, accordingly problems are
referred as continuous and combinatorial optimization problem respectively. Most
of the real world problems experience several constraints, sometime those con-
straints are defined with nonlinear functions. Often such problems require multiple
objective functions to optimize with necessary constraints, referred as multi-
objective optimization problem. Solution space may have several preferred solu-
tions, each of them represents best solution and cannot be dominated by other. In
this case we have best solution set instead of one best solution, such problems are
referred as multi-modal optimization problems. Determination of possibles best
solution set is very important to engineering problems, but due to constraints
present in the problem, best solutions may not always be realized. Both single and
multi-objective problem experiences such hurdles along with diverse constraints
and linearity. Todays technology oriented problems become more complex with
these issues associated with the problem.
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Each kind of optimization problem can be solved very efficiently with some
specific techniques. These techniques include mathematical approaches such as
linear programming (MatouSek and Géartner 2007; Todd 2002; Wiki 2014), non-
linear programming (Borwein and Lewis 2010; Ruszczynski 2006) and iterative
techniques (Wiki 2014) as well as numerous heuristic approaches such as Evolu-
tionary Algorithms (Rechenberg 1994; Schwefel 1994; Yan et al. 2005), Genetic
Algorithms (Deb et al. 2002; Holland 1975), Swarm Intelligence (Dorigo 1992;
Karaboga 2005; Kennedy and Eberhart 1995; Rashedi et al. 2009; Shah-Hosseini
2008, 2009) and other nature inspired methods. In these days heuristic approaches
have gained popularity specially Genetic Algorithms and Swarm Intelligence
techniques. Applications of almost all fields utilize swarm intelligence techniques in
their specific problems. As mentioned above, swarm intelligent techniques are uti-
lized mainly for solving optimization problem. These techniques are inspired from
chemical, biological and physical phenomenon of nature. Extensively used
approaches in various applications include Particle Swarm Optimization (PSO)
(Kennedy and Eberhart 1995), Ant Colony Optimization (ACO) (Dorigo 1992),
Artificial Bee Colony (ABC) (Karaboga 2005), Gravitational Search Algorithm
(GSA) (Rashedi et al. 2009) and Intelligent Water Drop (IWD) (Shah-Hosseini
2008, 2009). In this chapter we will try to cover these popular swarm based tech-
niques in perspective of their applicability to numerous problems. These techniques
have undergone several changes. We will study those changes with respect to their
applications and try to draw key issues behind such changes. Variety of applications
of different domains as well as frequent variation within the technique create chaos.
Induced several confusions regarding selection of suitable technique for the appli-
cation. We will try to address those issues and summarize them in a generalized
manner for all the applications. We will also try to generalize issues regarding
variations of techniques and their applicability throughout the chapter.

Rest of the chapter is organized as follows: Section 2 surveys various works
which presents applications of swarm based techniques and extrapolates trade off
between applications and swarm based techniques. Section 3 provides brief intro-
duction to popular swarm based approaches and generalize these techniques into
common framework. Section 4 addresses issues related objectives behind incor-
poration of swarm based approaches, probable plug points in any application and
suitable problem types. Considering these constraints a generalized framework is
presented for any application and such techniques. Section 5 presents various
encoding schemes of applications to fit swarm based techniques and encoding
related changes in techniques. Section 6 explains strategic changes of swarm based
techniques. Section 7 illustrates parameter tuning related issues of swarm based
techniques. Section 8 discusses various application related problems, advantages
and difficulties. Finally, concluded in Sect. 9.



256 A. Biswas and B. Biswas

2 Related Work

Several application centric studies on Swarm Intelligent (SI) techniques have been
done. Main focus of this brief survey is to cover the kind of works related to
the application have been done rather than covering those works and draw application
related issues. Numerous studies have been done related to application and SI tech-
niques. Most of those studies were specific to a particular approach (Al Rashidi and
El-Hawary 2009; Borwein and Lewis 2010; Chandrasekhar and Naga 2011; Janacik
et al. 2013; Kameyama 2009; Kothari et al. 2012; Kulkarni and Venayagamoorthy
2011). Some studies are even more specific to single problem of one particular
application domain (Al Rashidi and El-Hawary 2009; Chandrasekhar and Naga 2011;
Kulkarni and Venayagamoorthy 2011). There are several applications in single
domain which have utilized SI techniques (Al Rashidi and El-Hawary 2009; Kulkarni
and Venayagamoorthy 2011).

Several surveys on various applications of SI techniques covering multiple
domain have been done (Chandra Mohan and Baskaran 2012; Monteiro et al.
2012). Such studies are often done by considering a single variant of any SI
technique such as multi-objective (Reyes-Sierra and Coello 2006), parallel versions
(Chu et al. 2003; Schutte et al. 2004; Vanneschi et al. 2012) and so on to different
application domains. With these studies one can have an intuitive idea about
problems of various domains which could absorb such approach. Problem specific
study, associated issues of the problem and study of solution to that problem which
covers numerous techniques including SI techniques have often done (Al Rashidi
and El-Hawary 2009; Kulkarni and Venayagamoorthy 2011). Such study gives an
overall idea of various techniques to solve that problem, but internal matters of
those techniques remain unclear, which is the source of confusion regarding which
one of the available techniques will be better for the problem.

Generalized studies that covers all application domains where intelligence tech-
niques are utilized, have not been done yet. Studies done earlier also not based on
applicability. No clear idea has been come out from previous studies about the way
which would be better for incorporating any intelligent techniques into an applica-
tion. Numerous studies about applications and swarm techniques (Al Rashidi and
El-Hawary 2009; Chandra Mohan and Baskaran 2012; Chandrasekhar and Naga
2011; Eslami et al. 2012; Kameyama 2009) have been done. But, study related to
usability of any intelligent technique in an application, like what points have to be
taken care of, which changes have to be done in application in order to fit the
technique in hand has not been done yet. At present, a single approach have several
variants and each variant has specific characteristics (Chandra Mohan and Baskaran
2012; Kameyama 2009; Monteiro et al. 2012). Suitable variants of any SI technique
for any particular application has not been done yet. Problems faced (Yang et al.
2007) during implementation of SI techniques into an application and solutions to
those problems are given. Whether those problems can be arise in other application
or if arises whether same solution can be suitable for that application, such issues
have not been surveyed yet. Off course, different variants of SI techniques proposed,
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addition of new parameters and tuning of various parameters have often been sur-
veyed (Kameyama 2009), sometime such study extended to various applications.

Intuition behind introduction of a new technique to solve any problem is to apply
in real life problems and solve associated problems more efficiently. Hence, gen-
eralized study would be more realistic and helpful to the society of diverse appli-
cation domain rather than any particular application specific study. SI techniques in
particular covers huge application domain. In this case, generalized study with
comparative analogy to the applications of multiple domain will be more helpful.
Implementer of any domain can have an intuitive idea about applicability of such
techniques into the specific applications of any domain.

3 Swarm Intelligences

Swarm intelligent (SI) techniques are heuristic stochastic search processes. SI
approaches can be generalized as follows: all approaches are initiated with a set of
solutions called population, then in successive steps each candidate of the set learns
collectively from other candidates and adapts itself in accordance to the solution
space. Strategy incorporated and learning mechanism of these techniques mostly
mimic the natural facts and phenomena. Such nature inspired mathematical models
can be plugged into one framework. In this section we will brief popular SI tech-
niques and try to wrap up in one generalized framework.

3.1 Particle Swarm Optimization

Particle Swarm Optimization (PSO) originally introduced by Kennedy and Eberhart
in 1995 (Kennedy and Eberhart 1995). Basic intuition behind PSO was simulation
of cooperative learning mechanism of bird’s flocking. Flying birds in flock show
learning through individual’s experience and follow other. One of them leading the
flock and other follows that leader. Once leader changes, immediately all other
individual including previous leader begin following it. This process continues until
reach their destination. Kennedy and Eberhart formulated this process into a
mathematical model with two very simple equations. One of those equations was
analogous to the position and other one was analogous to the velocity of bird or
particle. Experience of individual particle was conserved as personal best i.e. any
particle experienced best position so far. Experience of flock or swarm or popu-
lation was conserved as global best i.e. the best position experienced by the swarm
so far. These experiences were used to learn and control velocity of particle.
Finally, particles moved to new position with learned velocity. So each particle in
solution space are associated with position and velocity. Velocity and position
equation proposed by Kennedy and Eberhart in original PSO are shown below:
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Vi(t 4+ 1) = Vi(t) + CiR [Xpp (1) — Xi(2)] + CaR2 [Xp (1) — Xi(1))] (1)
Xi(t+1) =X(t) + Vi(r + 1) (2)

Here, 7 denotes discrete time steps, X;(¢) denotes the position vector of particle i and
Vi(#) denotes the velocity vector of a particle in the solution space at time step 7,
X, (t) be the position vector of particle i’s personal best position so far and X, (¢) be
the position vector of global best particle so far. Ry and R, are the vectors of uniform
random values in range (0, 1). Parameters C; and C, are the cognitive acceleration
coefficient and social acceleration coefficient respectively. X;(z + 1) and V;(r + 1)
denote new position and velocity vector at time step ¢ + 1 respectively.

This strategy can be easily fitted into the generalized SI process as shown in
Fig. 1. Only requirement is to represent particle set as vectors of position and
velocity. Once we have initial velocity and position of each individual particle, we
can update iteratively with strategic Eqs. (1) and (2) until the attain desired
approximated position. Actual strategy behind the PSO lies in these two equations.
This basic version of PSO has been modified significantly over the years to improve
performance, those have been studied in coming sections in perspective of
applications.

Initialize Population or Swarm n Strategy of Corresponding Technique

Evaluate Fitness of Population

F

Improve Population Strategically

A

Whether
Required
Criterion
Meets

Process Stops

Fig. 1 Generalized flow diagram of swarm intelligence technique. Strategy of any SI technique can
be inserted into the generalized process once population is initialized in accordance of the strategy
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3.2 Ant Colony Optimization

Ant colony optimization (ACO) is inspired by foraging behavior of ants. Ants
deposit pheromone to mark the favorable path and that path is followed by other
member of the colony to collect foods. Over the time pheromone evaporates and
hence, relative attraction to that specific path decreases. As much time an ant takes
to travel to and fro from source to destination, proportionate amount of pheromone
evaporates by that time. Summarily smaller path takes less time, which implies less
evaporation, so density of pheromone becomes higher. Therefore, if one ant finds a
good (i.e., short) path from the source to destination, other ants are more likely to
follow that path. Artificial ant system has to do two main tasks: updating phero-
mone and selection of path with maximum pheromone densities to reach destina-
tion. To acquire ACO method, solution space is represented with graph. The
pheromone z;;, associated with the edge joining nodes i and j, is updated as follows:

—(=p) 7+ 4y, G)
k=1

where, p is the evaporation rate, m is the number of ants, and 4t;; is the quantity of
pheromone deposited on edge (i, j) by ant k. A7;; is measured with a ratio Q/Ly if
ant k used edge (i, j) in its tour, if not considered O value, where Q is a constant, and
Ly is the cost of the tour constructed by ant k.

ACO adopts probabilistic approach to select path. This probability depends on
priori desirability represented by attractiveness #; of the move and posteriori z;; of
the move, indicating how desirable it has been in the past to make that particular
move. When an ant k is at node i then the probability of going to node j is given by
the equation below:
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Here, 7;; is the amount of pheromone deposited for moving from node i to j, a is a
parameter to control the influence of 7; which takes greater than equal to 0 value, 8
is another parameter to control the influence of #; which takes value greater than
equal to 1. 5;; is the attractiveness of edge (i, j) which is considered as inverse of
cost of the edge (i, j).

In each iteration ants add new transition to construct final solution and update
pheromone level in the path. Once solutions are represented with graph and ini-
tialize ants accordingly, ACO can be fitted in general framework.
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3.3 Artificial Bee Colony

Karaboga introduced Arttificial Bee Colony (ABC) (Karaboga 2005) algorithm by
modeling foraging behavior of bee. Atrtificial bee colony have groups of three kind
of bees employed bee, onlooker bee and scout bee. Employed bee and onlooker bee
are responsible for determining amount of food present in the food source. One
employed bee is assigned for every source of food. Employed bee become scout if
food source assigned to it is exhausted.

Basic strategy of ABC consists three steps: (1) move the employed and onlooker
bees onto the food sources to determine food amounts, (2) determine scout bees
from employed bees, and (3) direct scout bees to search new food source. Position
of food source found by scout bees represents a possible solution to the problem
that has to be optimized. Onlooker bees are placed probabilistically to each food
source. As the quality of food source increases, the probability with which the food
source chosen by onlooker bees is also increases. Natural scout bees have no
guidance for exploring new food sources, but artificial bee can explore solution
space as a task to find new food sources strategically. This has led to fast discovery
of feasible solution that are represented by food sources. If within the predetermined
number of trials a solution representing a food source does not improved, then that
food source is abandoned by associated employed bee and converted to a scout.

This strategy can be incorporated into generalized SI framework by interpreting
group of solutions as artificial bees. Divide population into three groups as men-
tioned above and perform task accordingly.

3.4 Gravitational Search Algorithm

Main inspiration of Gravitational search algorithm (GSA) was taken from Newton’s
law of universal gravitation and laws of motion. Every point in solution space is
considered as a searching agent having mass. Searching agents of GSA are con-
sidered as objects and their performance is measured by their masses. Due to
gravitational force each object attracts other objects. Object with lower masses
will be attracted towards the object with heavier mass. Heavy masses represent
comparatively better solution and moves slowly. Another fact of physics is also
considered, according to which objects in space do not feel uniform gravitational
force due to varying gravitational constant. Actual value of gravitational constant G
depends on the age of the universe. So gravitational constant G(¢) at time ¢ can be
computed as follows:

G(1) = G(1o) x (’_‘))ﬁ, p<1 (5)
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Here, G(zy) is the value of the gravitational constant at the first cosmic quantum-
interval of time #,. This varying G(#) is used to compute total force F¢ exerted on
agent i from direction d in the space. Due to this force agents are accelerated
towards each other. Acceleration of any agent i having mass M; at time ¢ in direction
d is computed with the equation presented below:

a; (1) =~ (6)

The position velocity of each agent is updated with laws of motion as follows:
V(1) = Rx (1) +al(r) (7)

X +1)=x() + v+ 1) (8)

Here, x/(t+ 1) and v¢(¢ + 1) are the position and velocity of agent i in direction
d at time 7 + 1. R is an uniformly distributed random variable within range (0, 1].
This strategy can be fitted into generalized framework of SI by considering pop-
ulation as set of searching agents.

3.5 Intelligent Water Drop

Intelligent Water Drops (IWD) algorithm was introduced by Shah-Hosseini (2008).
IWD simulates flow of river water. It seems that natural river often follows
favorable paths among lots of possible different paths on the ways from the source
to destination. Paths through which water flows in rivers may have several twists
and turns, but always chose best possible path. Intelligence behind those twists and
turns are the key inspiration of the IWD algorithm. Those approximate best paths
are resulted by the actions and reactions, which occur among the water drops and
the water drops with the soil. Considering these aspects IWDs are created with two
properties soil and velocity. Solution space is represented with a graph. IWDs are
distributed over the graph and starts moving through edges. An IWD flows from a
source to a destination. Initially IWDs have velocity but zero soil. During move-
ment from one node to another, removes soil from the path and gain speed.
Increment in velocity of an IWD is non-linearly and inversely proportional to the
soil present in the path. Therefore, the IWD become faster in a path with less soil.

Three things happening during movement of IWDs in graphically represented
solution space. Firstly, IWDs gain velocity and gather soil from the path they
moved through. Secondly, proportionate amount of soil is removed from the path of
the graph through which they move. Time factor is used during removal and
addition of soil. Less the time to pass IWD through a path can remove larger
amount of soil. The time is proportional to the velocity of the IWD and inversely
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proportional to the distance between the two nodes. Lastly, IWD needs to chose
path to next node from the multiple paths. Mechanism to chose path is that the IWD
prefers path with less soil. Hence, paths with less soil have higher chance to get
chosen by an IWD.

The strategy looks very similar to ACO. Pheromones are deposited through the
path an ant moves and with the time pheromone decreases as it evaporates. In case
of IWD, soil is removed from the path when an IWD moves through it. Only
difference is changes to the path is constant in case of ACO, whereas in case of
IWD these change are dependent on velocity and soil gained by an IWD. This
strategy can be fitted to the generalized SI framework once we have initial soil and
velocity. In coming sections application and variation related issues with SI tech-
niques explained above are addressed, and also extended to other remaining SI
techniques in a generalized form.

4 Applicability of SI Techniques

An application is a composition of several sub-applications or modules. Each
module may be an explicit and working application. Considering the feature
selection problem of pattern recognition, it has several applications such as Medical
disease diagnosis (Selvaraj and Janakiraman 2013), salient object detection (Singh
et al. 2014) etc. Salient object detection can be used in surveillance systems (Graefe
and Efenberger 1996), image retrieval (Amit 2002; Gonzalez and Woods 2002),
advertising a design (Itti 2000) etc. All these abstract level applications in back-
ground require feature selection. Often intelligent techniques are used for feature
selection (Selvaraj and Janakiraman 2013; Singh et al. 2014). Similarly, several real
world applications at different level of abstraction require intelligent techniques in
background to solve associated problems. Sometime, intelligent techniques are
hybridized with classical methods (Ranaee et al. 2010). Hence, even if an appli-
cation in hand not directly incorporate intelligent techniques in it, alternatively can
be hybridized with classical approaches to improve efficiency.

Application systems may have several control parameters that decide overall
behavior of the system. Behavior of any system can be depicted as function of control
parameters of that system. To optimize such functions optimization techniques are
utilized. Intuitively there may have two kinds of objectives behind using any opti-
mization technique. First one is about finding optimal values of the function for the
system. Second one is to find optimal settings of control parameters for the system.
Both objectives are interrelated, as optimal value of the function implies optimal
settings of control parameters. Normally it looks both are inseparable, but depending
on how the application will going to be benefited with the optimization techniques,
one can get clear indication about the notion of objective behind incorporation of such
techniques. Both kind of objectives can be understood with very general application
such as Traveling Salesman Problem (TSP) (Dorigo et al. 2006; Shah-Hosseini 2009).
Normally, main aim of TSP is to find shortest route to visit all cities. It is clear that
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salesman would be benefited with shortest route obtained through any optimization
technique. If a vendor gives salary to the salesman depending on the distance, then the
route obtained is irreverent to the vendor. In this case simply the minimum distance
matters, no matter what route salesman have followed. TSP fitness function is con-
sidered as sum of distances among all cities, here distance between any two cities acts
as control parameter to the system. To utilize optimization technique, both vendor and
salesman will consider same function as both needed minimum distance to cover all
cities. But at the end, salesman uses the route obtained with minimum distance i.e. the
control parameters and vendor uses minimum distance i.e. the function value.
Concept of background objective for incorporating SI techniques can be
understood with other examples. Equalizer plays very important role in digital
transmission system. Das et al. (2014) used Aurtificial Neural Network (ANN) for
channel and co-channel equalizer. ANN has three main components i.e. weight,
network topology and transfer function. ANN with specific topology and transfer
function, performs well when weights are suitable. ANNs are trained to obtain
suitable weight and this application used PSO to do so. This application is of
second kind as it grasps trained ANN to equalizer not the fitness value. Similarly,
application to feature selection mostly used features corresponding to the best
accuracy (Ranaee et al. 2010; Selvaraj and Janakiraman 2013; Singh et al. 2014).
Whatever may be the intuition behind utilization of SI techniques finally
the technique has to be plugged in somewhere in the application. Implementer has to
detect such plug points in the application. Indication to those plug point can be
obtained by analyzing problems of application. Those plug points may be unclear or
dissimilar to the considered SI technique, in those cases encoding mechanism
(described in Sect. 5) is used to unite. A generalized model to incorporate of SI
technique in any application is presented in Fig. 2. SI techniques are very suitable for
NP-hard problems. Those complex problems suffer exponential worst case
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Fig. 2 View of an application with swarm intelligence technique
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complexity. Hence, these problems require approximated solution which is relatively
good. SI techniques resulted high quality solution to those problem (Dorigo et al.
2006; Shah-Hosseini 2009). Real life application often experiences such problem. In
power system applications, problems such as optimal power flow is a NP-hard
problem (Alzalg et al. 2011). As explained above, an application have several
modules. Those modules may be of different kind of problems. Some of those
problems may be of NP-hard category. Summarily, one can get an indication to adopt
SI techniques to solve those problems. For example clustering is a NP-hard problem
(Kulkarni and Venayagamoorthy 2011). Many application of various domains
such as social network analysis (Honghao et al. 2013; Kumar and Jayaraman 2013),
image processing (Hancer et al. 2012), wireless sensor network (Kulkarni and
Venayagamoorthy 2011) used clustering for their respective problems. This is
notable that all these applications adopt SI techniques related to clustering. Hence,
detection of problem complexity can be used as good indicator to decide whether
associated application needed to grasp SI technique to solve the problem. Objective
behind such grasping may vary with problem to problem and can be decided on the
basis of problem. As mentioned above, clear objective and problem complexity of
associated problem can be handy to decide on applicability of SI techniques.

5 Encoding Schemes

SI techniques act as black box to the application and to implementers act as white
box. These techniques take control parameters and fitness function of an application
as input and gives optimal solutions as output. Irrespective of the application,
optimization techniques will result solution to any input. Those results may be
suitable for the application or may not be. It is the implementer who can judge and
manipulate the inputs with respect to the considered technique. Results are very
much dependent on representative inputs of the application to the SI technique.
Hence, representation of control parameters of an application in terms of input to
any SI technique is very important. Decision on such issues are very sensitive to the
application.

SI techniques use inputs to evaluate fitness or objective function that effects
control parameters of application and this function has to be optimized. Generally SI
techniques use Boolean or Decimal values to evaluate fitness function. If applica-
tion’s control parameters are not in the same form as the considered technique, then
control parameters have to be encoded so that it become required kind of values that
are to be used by the technique. Otherwise, application control parameters can be used
directly as input to the SI technique. The generalized mechanism of encoding scheme
is presented in Fig. 3 with suitable examples. When application control parameter
values are Boolean, actually in this case value of any control parameter indicates its
selection if value is 1 and deselection if value is 0. During encoding into Decimal,
control parameter values are taken together as Boolean string. All control parameter
values can be considered at once to represent a single Boolean string or grouped into
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Fig. 3 Encoding mechanism of control parameters of any module of an application corresponding
to the inputs of SI technique. Encoding of Boolean to Decimal or Decimal to Boolean is presented
in (a), b shows Boolean to decimal encoding where SI technique uses decimal inputs to evaluate
objective function, and ¢ shows decimal to Boolean encoding where SI technique uses Boolean
inputs to evaluate objective function

different strings. In part (b) of Fig. 3 shows a single string to encode into Decimal
value. When application control parameter values are Decimal, they are either defined
as continuous or discrete values within some range. Each individual value of control
parameter is encoded into Boolean value of predefined bit size. In part (c) of Fig. 3
shows encoding into Boolean value of bit size 3. Each Boolean string is considered as
different input to multi-dimensional objective function of SI technique or considered
as single Boolean string for uni-dimensional objective function.

Despite of different encoding schemes, it is better to consider such a SI technique
which uses similar values as control parameters of application to avoid possible
pitfalls. Though such decisions are constraint to the application. Most of the SI
techniques including PSO, ACO and GSA use Decimal representation. Even if
encoding is not needed when inputs of SI technique and application control param-
eters are similar, results obtained may not be good. Hence, strategic changes (dis-
cussed in Sect. 6) to existing technique is adopted. In some cases require both kinds of
encoding schemes. For example feature selection problem uses both Boolean and
Decimal representation. Boolean representations are done by representing 1 if par-
ticular feature is selected and O otherwise. String of these binary values represented as
individual particles or solutions to the SI techniques (Chakraborty and Chakraborty
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2013; Selvaraj and Janakiraman 2013). However, assigning of weights to each feature
is done through Decimal representation (Singh et al. 2014). Features in the vector
indicate whether they are selected or not with predefined threshold values. Each vector
represents a solution. Another example is in (Das et al. 2014), particles are considered
as individual network, which comprises links and weights of these links between two
neurons and transfer function. Presence and absence of link can be represented as
Boolean, weights can be represented as Decimal and transfer function may give
Boolean values. Hence author used both kinds of encoding to represent particles.

Improperly detected control parameters may not be suitable for the application and
may show unexpected results. Even if suitable control parameters are indentified, it is
a matter of judgment whether to encode as Decimal or Boolean. Sometimes, appli-
cations may have control parameters that can not be represented either as Decimal or
Boolean. In such cases needed some functions to transform them either to Decimal or
to Boolean. Moreover, some applications don’t even have clear control parameters.
Implementer needs to be identified suitable control parameters from the application in
those cases.

6 Strategic Changes

Over the decades SI techniques have been undergone several strategic changes to
improve efficiency, reliability, scalability and solution quality. Those changes were
carried out irrespective of applications. Often used benchmark functions to test
those techniques. But, when those improved variants are applied to some real life
problems, found that they are not comply with the problem. It seems that they
perform better on some specific problems. Even though performed well on
benchmark functions, it cannot be generalize that same technique will perform
better in all problems as stated in no free lunch (NFL) theorem (Wolpert and
Macready 1997). Same method may show best result on some problem or even on
standard benchmark functions but may show worst result in other problems. Hence,
problem specific improvements were done to suit real life problem, but always have
exceptions. For example PSO often found better to feature selection when
hybridized with other approaches, but on the contrary hybridized ACO shows
degraded results on the same problem (Kothari et al. 2012).

Introduction of new strategy to the existing technique have added extra overhead
to the technique. Though shows better results than previous actual techniques, they
become more complex. Implementer has to look over more constraints in order to
realize actual variant of the technique. If we take a look at strategic changes of PSO,
it has undergone several modifications to the PSO originally introduced by Ken-
nedy and Eberhart (1995). Following the original version of PSO discrete variant
was also introduced by Kennedy and Eberhart (1997). Concept of constriction
factor was introduced by Cleric and Kennedy (2002). Fully informed PSO (FIPS)
was proposed by Mendes (2004), where every particle is informed about others
experience. This requires too high computation time. Linearly varying coefficients
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along with linearly varying weight introduced in Ratnaweera et al. (2004).
Implantation of linear variation requires two parameters to define upper and lower
limit. Hence, to perceive this concept requires six additional parameters, two for
each of three core parameters. Similar parameter related issues can be noted in
hybridized versions with Chemical Reaction Optimization (CRO) (Nguyen et al.
2014), which requires eight parameter to maintain, five for CRO and three for PSO.
Orthogonal learning approach proposed by Zhan and his colleague (Zhan et al.
2011), where used concept of orthogonal experiment design (OED). Factor analysis
part of this strategy consumes much computation time as compared to PSO without
OED. However, this version have resulted high quality solutions. Recently,
Ganapathy and his colleague proposed ortho-cyclic circle concept (Ganapathy et al.
2014) to PSO, which considers two level particles. Particles are identified as
belonging to a group referred as circles. These circles are also considered as high
level particles. Maintenance of two level particle and identification of circles has
added extra burden and make concept little bit complex. Similar problem can be
noted in case of ACO. Min-Max ant system (MMAX) (Stiitzle and Hoos 2000)
added bound on pheromone deposit, which required to maintain two extra
parameters. In rank-based ant system (ASrank) (Bullnheimer et al. 1997), solutions
are ranked in accordance of their cost. Ants are allowed to deposit pheromones
proportional to their derived solution cost. Ranking of ants based on the solution
cost is a time consuming process.

Advancement of strategy of a technique implies accumulation of new concept,
which may be complex in real sense. Basic and original version of SI techniques
found to be simpler than advanced versions of the same method. Hence, instead of
made strategic changes sometime parameters of existing SI technique are tuned to
improve results. Parameter tuning schemes on various SI techniques are explained in
Sect. 7. Moreover, Complex advance version cannot fit into the applications easily.
Hence, basic versions are used enormously even though results are comparatively
degraded than advanced versions. Methodology of SI technique (it may be advanced
version or basic version) often found to be incompatible with applications, those
cases the strategy has to be modified so that it comply with that application.

7 Parameter Tuning

SI techniques have specific parameters to perceive their strategic needs by tuning
those parameters. Collective aim of such tuning is to improve efficiency, raise
effectiveness, increase applicability of these techniques to practical problems. In
perspective of applications, parameters of SI techniques are tuned to comply with
application environment. Every application has its own environment and needs to
solve associated problems with respect to those environment. Techniques incor-
porated (including SI techniques) to solve such problems have to be practised in
terms of application environment. So, parameter values of any SI technique has to
be tuned in accordance of environment of the application. Some application may
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have constraints for those cases require additional parameters to fit the technique in
it. Hence, such application specific parameter tunings cannot be generalized for
other applications.

To account maximum application domains for any SI technique, require gen-
eralized parameters settings which can be used in any application and also needs to
ensure that those setting will result better. So, most of such tunings are carried out
with benchmark functions to test tuned parameter. Benchmark function based
parameter adjustments can be considered as generalized settings for applications of
different domain.

Generalized parameter tuning can be of two kinds, constant value based tuning
and strategic tuning. Universally used PSO have three parameters C, C,, w. Initial
version of PSO had only two parameters C; and C,. Later on suggested one more
parameter because, uncontrolled velocity often led to move particles much ahead of
optimal solution as expected, which implies divergence of particles from the
objective, resulting slow convergence of the process to the optimal solution. Shi and
Eberhart (1998a) has observed that velocity of particle has to be controlled in order
to control search scope of particle. To overcome this problem they introduced new
parameter inertia weight to control velocity of particle. Cleric and Kennedy has
done similar control by introducing constriction factor ¢ instead of inertia weight
(Clerc and Kennedy 2002). They showed values of two coefficient have to be
1.4962, while inertia weight has to be 0.7968. Kennedy and his colleague (Kennedy
et al. 2001) shows value of C; and C, has to be 2. Apart from these constant value
based tuning, parameters of PSO also tuned strategically to act more friendly to the
applications of different domains. Shi and Eberhart (1999) has varied inertia weight
o linearly. Sometime added new parameters which might be for realization of
strategic tuning. For example, to vary w of PSO there has to be upper bound w,,
and lower bound wy,,,. These newly introduced parameter also has to be tuned to
obtain better range of w for varying linearly. Shi and Eberhart (1998b) showed
values of w,, and wy,, are 0.9 and 0.4 respectively. Hence, tuning of parameters not
only done as constant value based or strategic tuning, but also can be done both
simultaneously. Parameter values obtained through constant value based tuning
may not suit some application, but strategic tuning can fit all application which
utilizes SI technique.

8 Discussion

Adaptation have to be done both from application side as well as SI techniques to
comply with each other. In order to fit SI techniques into diverse applications of
different domains have to be generalized. Such generalization has to be done in SI
techniques with respect to any application or benchmark problems. Generally,
control parameters of application varies with different application domain and the
environment of the application. SI techniques’ parameters and strategies have to be
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adjusted in accordance of control parameters of any application. Hence, parameters
and strategy of an SI technique have to be tuned in such a way so that it can be
grasped in any application without too many alternations both in SI techniques as
well as application control parameters.

Structure of most SI techniques are very similar and can be generalized in single
framework. Most of SI techniques treat solutions in similar way, only difference is
in their strategy. Generally, SI techniques represent solutions in Boolean string or
Decimal string. Some of the SI techniques consider multi level solution represen-
tation. Hence, to incase SI techniques in a generalized framework, solution repre-
sentation has to be done in perspective of strategy incorporated into the approach.
Once presentation of initial swarm is done with respect to strategy, swarm can be
updated strategically in a common loop by absorbing strategy of corresponding
approach.

SI techniques always have to go hand in hand with its application to solve
common problems. In order to mastery any of the SI techniques in applicability to
applications of various domains, compatibility of its strategy with the application
has to be increased. Applicability of any SI technique can be increased if its
parameters and strategy are generalized. Major issues observed for generalization of
SI techniques in perspective of applications can be stated as below:

Diversity of applications.

Numerous techniques available creating confusion.
Constraints in applications.

Encoding of application.

Multiple variants of single technique.

Issues related to applicability of SI techniques to any application:

e Selection of suitable technique for an application is very important task and
always have confusions. Generally, simpler and effective techniques are the
good criterion for selection of SI technique.

e Normally have two objectives behind the utilization of any SI technique, either
it is the objective function value or the control parameters.

e Application associated problems have to be encoded in perspective of the
selected technique to realize problem in that technique.

e Problem characteristics have be similar to problems where selected technique
performs comparatively better.

e During implementation may face confusion regarding which one to adapt, is it
the application or technique.

e Adaptation of application in terms of technique selected will be the better
option, but of course selected technique has to be good one.

e Parameters of selected technique have to be tuned with respect to application to
get good quality solution.
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Advantages of incorporation of SI techniques into applications:

e Concept of some techniques such as PSO are very simple and competitive to
other approaches.

e Simpler techniques just need to identify application problem’s control param-
eters in order to consume strategy of the technique.

e Techniques with less parameters and simple strategy can easily fit into variety of
applications of different domain.

e Generally SI techniques requires only a few steps i.e. initialize swarm and iterate
with corresponding strategy.

e SI provides framework to solve collective or distributed problems through a
global view model with decentralized control.

e Can easily solve non-linear complex problems.

e Can easily solve hard problems such as NP-hard and NP-complete problems,
shows high quality approximated solution.

e Problem can be solved without any guidance through local shared information
and cooperative learning of SI technique.

Disadvantages of SI techniques in perspective of applications:

Application complexity creates problems during absorption of SI techniques.
Some advanced variants show very high quality solutions but technique become
complex and difficult to implement.

e SI techniques always give approximated result and have no grantee of good
solution.

e Most of the SI techniques have parameters which have to be tuned in order to
get better result.

9 Conclusion

Swarm based techniques have been applied enormously in real life problems. Most
of these techniques are inspired by nature and have a common aim to optimize.
Technology advances have led to solve problems more efficiently and more
effectively. To deal with the requirements of such advanced technology, associated
problem has to solve intelligently. SI techniques have been one of the repository for
such intelligence. To align with current technology, SI techniques have also been
improved. Though these advanced variations shown improvement in quality of
solutions, in parallel increases complexity of the approach and time requirement.
Also, creates confusion regarding selection of one from these too many techniques
along with their variants. Such application and SI techniques related issues have
been addressed in this chapter. Generalization of SI techniques can be one of the
solution to such issues, but due to constraints present at variety of applications this
solution can not be materialized fully. Another solution being noticed to this
problem is the utilization of simpler and relatively effective variant to applications,



Swarm Intelligence Techniques ... 271

which not only meets quality requirements but also can easily deal with imple-
mentation related issues. Despite of numerous difficulties SI techniques gaining
popularity and also consuming enormously in various applications.
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Signal Based Fault Detection
and Diagnosis for Rotating Electrical
Machines: Issues and Solutions

Andrea Giantomassi, Francesco Ferracuti, Sabrina Iarlori,
Gianluca Ippoliti and Sauro Longhi

Abstract Complex systems are found in almost all field of contemporary science
and are associated with a wide variety of financial, physical, biological, information
and social systems. Complex systems modelling could be addressed by signal based
procedures, which are able to learn the complex system dynamics from data pro-
vided by sensors, which are installed on the system in order to monitor its physical
variables. In this chapter the aim of diagnosis is to detect if the electrical machine is
healthy or a change is occurring due to abnormal events and, in addition, the
probable causes of the abnormal events. Diagnosis is addressed by developing
machine learning procedures in order to classify the probable causes of deviations
from system normal events. This chapter presents two Fault Detection and Diag-
nosis solutions for rotating electrical machines by signal based approaches. The first
one uses a current signature analysis technique based on Kernel Density Estimation
and Kullback-Liebler divergence. The second one presents a vibration signature
analysis technique based on Multi-Scale Principal Component Analysis. Several
simulations and experimentations on real electric motors are carried out in order to
verify the effectiveness of the proposed solutions. The results show that the pro-
posed signal based diagnosis procedures are able to detect and diagnose different
electric motor faults and defects, improving the reliability of electrical machines.
Fault Detection and Diagnosis algorithms could be used not only with the fault
diagnosis purpose but also in a Quality Control scenario. In fact, they can be
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integrated in test benches at the end or in the middle of the production line in order
to test the machines quality. When the electric motors reach the test benches, the
sensors acquire measurements and the Fault Detection and Diagnosis procedures
detect if the motor is healthy or faulty, in this last case further inspections can
diagnose the fault.

1 Introduction

Mathematical process models describe the relationship between input signals u(k)
and output signals y(k) and are fundamental for model-based fault detection. In
many cases the process models are not known at all or some parameters are
unknown. Further, the models have to be rather precise in order to express devi-
ations as results of process faults. Therefore, process-identification methods have to
be applied frequently before applying any model-based fault detection method as
stated in Giantomassi (2012). But also the identification method itself may be a
source to gain information on, e.g. process parameters which change under the
influence of faults. First publications on fault detection with identification methods
are found in Isermann (1984) and Filbert and Metzger (1982).

For dynamic processes the input signals may be the normal operating signal or
may be artificially introduced for testing. A considerable advantage of identification
methods is that with only one input and one output signal several parameters can be
estimated, which give a detailed picture on internal process quantities. The gen-
erated features for fault detection are then impulse response values in the case of
correlation methods or parameter estimates [see Isermann (20006)].

On-line process monitoring with fault detection and diagnosis can provide range
of processes, as stated in Cheng et al. (2008), Giantomassi et al. (2011) and Fer-
racuti et al. (2010, 2011). A large number of applications have been reviewed, e.g.
Isermann and Balle (1997) and Patton et al. (2000). Venkatasubramanian et al.
(2000a, b, c) published an article series reviewing monitoring methods with
attention in the field of chemical processes. They classified the Fault Detection and
Diagnosis methods as model-based, signal-based and knowledge-based. Signal-
based approaches to fault detection and isolation (FDI) in large-scale process plants
are consolidated and well studied, because for these processes the development of
model-based FDI methods requires considerable and eventually too high effort, and
moreover because a large amount of data is collected, as stated in Chiang et al.
(2000) and Isermann (2006).

Fault detection and diagnosis (FDD) in industrial applications regards two
important aspects: the FDD for the production plant and for the systems that work
for the plant; among these systems, induction motors are the most important
electrical machineries in many industrial applications, considering that, electric
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motors account about 65 % of energy use. In the field of operational efficiency, the
monitoring activity of rotating electrical machines by fault detection and diagnosis
is in-depth investigated: Benloucif and Balaska (2006), Ran and Penman (2008),
Singh and Ahmed (2004), Taniguchi et al. (1999), Tavner (2008), Verucchi and
Acosta (2008). Vibration analysis is widely accepted as a tool to detect faults of a
machine since it is nondestructive, reliable and it permits continuous monitoring
without stopping the machine [see Ciandrini et al. (2010), Gani and Salami (2002),
Hua et al. (2009); Immovilli et al. (2010), Shuting et al. (2002); Zhaoxia et al.
(2009)]. In particular analysing the vibration power spectrum it is possible to detect
different faults that arise in rotating machines. In traditional machine vibration
signature analysis (MVSA), the Fourier transform is used to determine the vibration
power spectrum and the signature at different frequencies are identified and com-
pared with those related to healthy motors to detect faults in the machine, as in
Lachouri et al. (2008). The shortcoming of this approach is that the Fourier analysis
is limited to stationary signals while vibrations are not stationary by its nature.

The use of Soft Computing methods is considered an important extension to the
model-based approach Patton et al. (2000). It allows to improve residual generation
in FDD when process signals show complex behaviours. Multi-scale principal
component analysis (MSPCA) deals with processes that operate at different scales:
events occurring at different localizations in time and frequency, stochastic pro-
cesses and variables measured at different sampling rate, as reported in Bakshi
(1998) and Li et al. (2000). PCA, treated in Jolliffe (2002) and Jackson (2003),
decorrelates the variables by extracting a linear relationship in order to transform
the multivariate space into a subspace which preserves maximum variance of the
original space. Wavelets extract deterministic features and approximately decor-
relate autocorrelated measurements. MSPCA combines these two techniques to
extract maximum information from multivariate sensor data (Misra et al. 2002).

Rotating electrical machines are well known systems with accurate analytical
models and extensive results in literature. Failure surveys, as Thomson and Fenger
(2001), report that failures, in induction motors, are: stator related (38 %), rotor
related (10 %), bearing related (40 %) and others (12 %). Fast and accurate diag-
nosis of incipient faults allows actions to protect the power system, the process
leaded by the machine and the machine itself.

FDD techniques based on MVSA have received great attention in literature
because by vibrations it is possible to identify directly mechanical faults regarding
rotating electrical machines. In recent years, many methodologies have been
developed to detect and diagnose mechanical faults of electrical machines by
current measurements. In this context motor current signature analysis (MCSA)
involves detection and identification of current signature patterns that are indicative
of normal and abnormal motor conditions. However, the motor current is influenced
by many factors such as electric supply, static and dynamic load conditions, noise,
motor geometry and faults. In Chilengue et al. (2011) an artificial immune system
approach is investigated for the detection and diagnosis of faults in the stator and
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rotor circuits of induction machines. The proposed technique measures the stator
currents to compute its representation before and after a fault condition. These
patterns are used to construct a characteristic image of the machine operating
condition. Moreover MCSA procedures are used to detect and diagnose not only
classic motor faults (i.e. rotor eccentricity), but also gear faults (i.e. tooth spall), as
presented in Feki et al. (2013). Fault Tolerant Control (FTC) as well as robust
control systems have been applied in electric drive systems Ciabattoni et al. (2011a,
2011b, 2014). In Abdelmadjid et al. (2013) a FTC procedure is proposed for stator
winding fault of induction motors. It consists of an algorithm which can detect an
incipient fault in closed loop and switches itself between a nominal control strategy
for healthy condition and a robust control for faulty condition. Samsi et al. (2009)
validated a technique, called Symbolic Dynamic Filtering (SDF), for early detection
of stator voltage imbalance in three-phase induction motors that involves Wavelet
Transform (WT) of current signals. In Baccarini et al. (2010) a sensor-less approach
has been proposed to detect one broken rotor bar in induction motors. This method
is not affected by load and other asymmetries. The technique estimates stator and
rotor flux and analyses the differences obtained in torque. A new saturation model
that explains the experimental data is investigated in Pedra et al. (2009). The model
has three different saturation effects, which have been characterized in four
induction motors.

As possible solutions of the FDI problem for electrical machines, two different
approaches are proposed: the first one uses vibration signals provided by acceler-
ometer sensors placed on the machine, and the second one uses current signals
provided by inverters.

In the first solution, based on current signal analysis of rotating electrical
machines, different algorithms are applied for FDD: PCA is used to reduce the three-
phase current space in two dimensions. Then, Kernel Density Estimation (KDE) is
adopted to estimate the probability density function (PDF) of each healthy and faulty
motor, which are typical features that can be used to identify each fault [see Ferracuti
et al. (2013a)]. Kullback-Leibler (K-L) divergence is used as a distance between
two PDF obtained by KDE. K-L allows to identify the dissimilarity between two
probability distributions (that can also be multidimensional): one is related to the
modelled signatures and the other one is related to the acquired data samples. The
classification of each motor condition is performed by K-L divergence.

In the second approach, based on vibration analysis of rotating electrical
machines, MSPCA is applied for fault detection and diagnosis (Ferracuti et al.
2013b; Lachouri et al., 2008; Misra et al. 2002). Fault identification is evaluated
by calculating the contributions of each variable in the principal component sub-
space and in the residual space. KDE, which allows to estimate the PDF of random
variables is introduced, in Odiowei and Cao (2010), to improve fault detection and
isolation. The contributions PDFs are estimated by KDE, the thresholds are com-
puted for each signal in order to improve fault detection. Faults are classified
by using the contribution plots by Linear Discriminant Analysis (LDA).
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The proposed data-driven algorithms for FDD based on MVSA and MCSA are
tested by several simulations and experimentations in order to verify the effec-
tiveness of the proposed methodologies.

The chapter will be organized in the following sections. In Sect. 2 the FDD
algorithm based on Motor Current Signature Analysis is discussed with focus on
Quality Control scenario. Experimental tests on real motors are reported in Sect. 3.
The FDI algorithm based on vibration signals is described in Sect. 4. Experimental
tests on real motors are reported in Sect. 5. Comments on the performances of the
proposed solutions are reported in Sect. 6.

2 Electric Motor FDD by MCSA in Quality Control
Scenario

In industry, QC is a collection of methods that are able to improve the quality and
efficiency in processes, productions and in many others industry aspects. In 1924,
Walter Shewhart designed the first control chart and gave a rationale for its use in
process monitoring and control (Stuart et al. 1995). The main concept of QC is the
“proactiveness” that ensures the product quality, processes and signals monitoring
to detect when they “go out of control”. In the last years, manufacturing industries
are paying attention and efforts for the introduction of QC in the production lines.
Large volumes of low-tech products involve many investigations on the efficient
introduction of QC in production lines.

One of the major problems, in which these manufacturing industries are
involved, is the customers satisfaction, because they usually purchase a lot of
products with some unwanted defective component. In order to satisfy customers,
manufacturing industries carry out some spot checks at the end of production lines.
This method does not ensure the quality of products and total defective products
removal. A desirable QC solution for these manufacturing industries should be
minimally invasive, effective and with a low payback period. In addition, tests
should be performed in a systematic way using a low-cost system based on a
reduced set of sensors embedded in the test bench.

The proposed FDD system acquires sensor measurements and detects defective
products. Moreover, by isolating and identifying the defective type, the FDD
procedure helps to estimate in which subprocess the defect is introduced and allows
to remove the defective products, improving the processes quality. The tests, per-
formed at the end of production lines, allow to improve the quality of processes as
proactive measures for the QC methodology.
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2.1 Recalled Results

In this section authors present the algorithms used to develop the FDD procedure.
They extract patterns by current signals using PCA and KDE. Then K-L divergence
compares these patterns to extract the motor health index.

2.1.1 Principal Component Analysis

PCA is a dimensionality reduction technique that produces a lower dimensional
representation in a way that preserves the correlation structure between the process
variables capturing the variability in the data (Jolliffe 2002). PCA rotates the
original coordinate system along the direction of maximum variance. Considering a
data matrix X € RV*™ of N sample rows and m variable columns that are nor-
malized to zero mean with mean values vector u. The matrix X can be decomposed
as follows:

X=X+X, (1)

where X is the projection on the Principal Component Subspace (PCS) S, and X,
the residual matrix, is the projection on the Residual Subspace (RS) S, (see Misra
et al. 2002). Defining the loading matrix P, whose columns are the right singular
vectors of X, and selecting the columns of the loading matrix P € R™4 which
correspond to the loading vectors associated with the first d singular values, it
follows that:

X =XxPP" ¢, (2)

The residuals matrix X, is the difference between the data matrix X and its
projection into the first d principal components retained in the PCA model:

X=X(I-PP")cs, (3)

therefore the residual matrix captures the variations in the observations space
spanned by the loading vectors associated with the r = m — d smallest singular
values. The projections of the observations into the lower-dimensional space are
contained in the score matrix:

T = XP € RV*4, (4)

Here, PCA is applied to the three-phase currents of induction motors in order to
reduce the inputs space from the three original dimensions to two because the
currents are highly correlated. Indeed for healthy motor, with three-phase without
neutral connection, ideal conditions and a balanced voltage supply, the stator
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currents are given by Eq. (5), where i,, i;, and i. denote the three stator currents, Ijax
their maximum value, f their frequency, ¢ their phase angle and ¢ the time. It is
known that each stator current is given by the combination of the others:

i,(t) =1
i},([) =1
io(t) =In

(1)

maxSIN(27ft — ¢)
maxSin(27ft — 27/3 — ) (5)
xSIN27ft — 4n/3 — ).

The PCA transform (4), applied to the signals in Eq. (5), makes the smallest
singular value equal to zero. This implies that the information of the principal
component, captured by the smallest singular value is null, then the last principal
component could be deleted and the original space reduced from three to two
without losing information. This is justified by the fact that in Eq. (5), each stator
current is perfectly correlated to the sum of the others. Adding Gaussian white
noise, with standard deviation g, to the stator current signals (Eq. 5), the smallest
singular value will not be equal to zero, but it will depend by the ratio between I«
and o.

2.1.2 Kernel Density Estimation

Given N independent and identically distributed (i.i.d.) random vectors
X = [Xy,...,Xn], where X; = [X,...,Xis], whose distribution function F(x) =
P[X <x] is absolutely continuous with unknown PDF f(x). The estimated density
at x is given by Parzen (1962):

In the present study a two-dimensional Gaussian kernel function is used so d is 2
and a further simplification, which follows from the restriction of kernel bandwidth
H= {h21 h > 0}, leads to the single bandwidth estimator so the estimated den-

sity f(x) becomes:

il
2

N 1 N 1 Il
f(x)zﬁzi:IWe W (7)

where x € R? whose size Ngrig s the points number in which the PDF is estimated,
accordingly to Wand and Jones (1994a). It is well known that the value of the
bandwidth / and the shape of the kernel function are of critical importance as stated
in Mugdadi and Ahmad (2004). In many computational-intelligence methods that
employ KDE, the issue is to find the appropriate bandwidth 4 [see for example
Comaniciu (2003), Mugdadi and Ahmad (2004), Sheather (2004)]. In the present
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work the Asymptotic Mean Integrated Squared Error (AMISE) with plug-in
bandwidth selection procedure is used to choose automatically the bandwidth
h [treated in Wand and Jones (1994b)]. In the proposed algorithm, KDE is used to
model a specific pattern for each motor condition, indeed the features of the current
signals are mapped in the two-dimensional principal component space, representing
specific signatures of the motor conditions.

2.1.3 Kullback-Leibler Divergence

Given two continuous PDFs fi(x) and f>(x), a measure of “divergence” or “dis-
tance” between fi (x) versus f>(x) is given in Kullback and Leibler (1951), as:

_ fi(x)

Lia(X) = /Rdfl (x) 1ng2(x)d (8)
and between f>(x) versus fi(x) is given by:

_ A(x)

LX) = /Rdfz(x) logfl @) dx. (9)
Therefore the K-L divergence between fi (x) and f>(x) is:
J(fi;:2) = ha(X) + La(X)

f1 (x) (10)

The above equation is known as the symmetric K-L divergence, which repre-
sents a non negative measure between two PDFs. In the present work d is 2 and a
discrete form of K-L divergence is adopted:

](fl;fz IZM:Z(fI xlj f2 Xij )loggg—izg (11)

The K-L divergence allows to define a fault index: if fo is the PDF in the PCs
space estimated by KDE of the oncoming current measurements, the motor con-
dition is that which minimizes the K-L divergence between fp and f; that is the ith
PDF related to each motor condition:

¢ = arg minJ(fo; f3), (12)

where c is the classification output.
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2.2 Developed Algorithm

The developed FDD procedure based on KDE consists of two stages: training and
FDD monitoring. In the first, a KDE model is computed for each motor condition,
in order to have one KDE model in the case of healthy motor and one for each
faulty case. The training steps are summarized below:

T1. Stator current signals for each motor condition are acquired;

T2. Data are normalized;

T3. PCA transform (4) is applied to stator current signals, which are projected
into the two-dimensional principal component space;

T4. The matrices P and u are stored;

T5. KDE is performed on the lower-dimensional principal components space (4)
using a grid of ng,q points and a bandwidth / for the Gaussian kernel function (7);
T6. PDFs are estimated by KDE (7) and stored.

In diagnosis step, the models previously obtained are compared with the new
data and a fault index is calculated. The diagnosis steps are summarized below:

D1. Stator current signals are acquired;

D2. Data are normalized;

D3. The matrices P and u, previously computed (T4), are applied to signals;
D4. KDE is performed on the lower-dimensional principal component space (4)
using the same points grid ng,; and bandwidth % used in the training step (T5);
D5. Symmetric K-L divergence (11) is computed between the estimated PDF by
KDE (7) using the acquired current signals, and those stored in the training step
(one for each condition) (T6);

D6. Diagnosis is evaluated using Eq. (12).

Faults are identified using Eq. (12) where fg is the PDF, estimated by KDE, in
the PCs space of the oncoming current measurements and f; is the ith PDF related to
each motor condition. K-L divergence is used as an input for fault decision
algorithm allowing to take decision automatically on the operating state and con-
dition of the machine and detecting any abnormal operating condition.

The next Section introduces the FDD experimental results of induction motors in
order to show the proposed method performances.

3 Electric Motor FDD by MCSA: Results

In order to verify the effectiveness of the proposed methodology several simulations
are carried out using one benchmark and some experimentations using real asyn-
chronous motors. The benchmark uses a Time Stepping Coupled Finite Element-
State Space modelling (FEM) approach to generate current signals for induction
motors as described in Bangura et al. (2003). The simulation dataset consists of
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Fig. 1 Efficiency characterization of tested induction motors. Blue solid line refers the healthy
motor, red dashed line refers to motor with defective rotor

twenty-one different motor conditions, which are: one healthy condition, ten broken
bars conditions and ten broken connectors conditions. Twenty time series are
generated for each motor condition. Each signal consists of 1,500 samples. The
dataset can be download from UCR time series data mining archive in Keogh
(2013). The characteristics of the three-phase induction motors are: 208 V input
voltage, 60 Hz supply frequency, 34 rotor bars, 2 poles and power 1.2 hp. The
sampling rate is 33.3 kHz and the processed data, for each test, are related to 0.3 s
of acquisition. White noise with standard deviation ¢ = 0.2 is added to the simu-
lated current signals. The results are the average of 200 Monte Carlo simulations
where the training and testing data sets are randomly changed.

The real tests are carried out using three phase induction motors whose
parameters are: 380 V input voltage, 60 Hz supply frequency, 0.75 kW power, 20
kHz sampling rate. Two different faults are tested: wrong rotor and cracked rotor.
Wrong rotor refers to a non compliant rotor, in particular a single phase rotor is
assembled instead of a three phase rotor. Ten motors are tested both for the healthy
and faulty cases. The acquisition time is 14 s. The processed data, for each test, are
related to 0.7 s of acquisition. In this case study the results are the average of 2,000
Monte Carlo simulations where the training and testing data sets are randomly
changed. The motors, with a defective rotor installed, have about 3 % of efficiency
drop at the operating point of 2,800 RPM, as shown in Fig. 1. So it is important to
detect this defect in the energy efficiency context and QC.

3.1 Results and Discussion

The proposed approach processes the three-phase stator currents in order to perform
defects detection and diagnosis as described in Sect. 2.2. The following two sub-
sections show the results related to the two cases described previously. Figures 2, 3,
4 and 5 show the simulation and experimentation results. The classification
accuracy is considered as an index to evaluate the performances of the proposed
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Fig. 2 Interpolated PDFs of a finite element motor in the two-dimensional principal component
space estimated by KDE. a Healthy motor. b Motor with one broken bar. ¢ Motor with one broken
connector

algorithm as shown in Tables 1 and 2. This index is obtained using the probability
distributions of the K-L distances of each class, approximated as normal distribu-
tions and estimated by Monte Catlo trials. The simulations are carried out changing
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Fig. 4 Interpolated PDFs of real motors in the two-dimensional principal component space

estimated by KDE. a Healthy motor. b Motor with cracked rotor. ¢ Motor with wrong rotor

Ngrid, the points number in which the PDF is estimated, and the current signals
acquisition time in steady-state. Figures 3 and 5 show the K-L distances for all
Monte Carlo trials. On each vertical line, the central dot is the mean and the
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Fig. 5 K-L divergence in the case of real motors. The blue dots are the mean, the blue bars are
the four times standard deviation and the red asterisks are the classification output. a Healthy
motor. b Motor with cracked rotor. ¢ Motor with wrong rotor

horizontal edges are the 4 times standard deviation. The figures show the results
with ng.q = 64 x 64 points and the acquisition time, for the benchmark and real
motors, equals to 0.3 and 0.7 s respectively. This algorithm parameter setting
guarantees better results for these cases taking into account the classification
accuracy and the processing time. In the real motor the algorithm takes about 2.5 s
for the classification output (Eq. 12): about 1 s to acquire the current signals, of
which 0.25 s in transient state and 0.7 s in steady-state, and about 1.45 s to evaluate
the PDF and the classification output (Eq. 12). Setting ng.ig = 32 x 32 points, the
processing time is reduced to 1.5 s but decreasing the classification accuracy as
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Table 1 Classification accuracy in the case of a finite element motor, changing 4, the points
number in which the PDF is estimated, and the current signals acquisition time in steady-state

Ngrid 128 x 128 64 x 64 32 x 32
Acquisition time (s) 0.3 0.15 0.3 0.15 0.3 0.15
%

H 100 100 100 100 100 100
1B 100 100 100 100 100 100
2B 100 100 100 100 100 100
3B 100 100 100 100 100 99.93
4B 100 100 100 100 100 99.89
5B 100 100 100 99.96 100 99.70
6B 100 100 100 100 100 99.87
7B 100 99.98 100 99.94 100 98.19
8B 99.82 95.34 99.89 95.97 99.55 91.41
9B 100 99.74 100 99.53 100 98.56
10B 100 99.43 100 99.32 99.99 99.43
1C 100 100 100 100 100 99.99
2C 99.98 96.89 99.88 95.99 99.56 91.01
3C 99.88 91.71 99.72 95.74 98.48 93.75
4C 99.79 97.61 99.84 98.10 99.93 96.87
5C 99.98 98.96 99.99 98.49 99.96 96.37
6C 100 100 100 100 100 99.98
7C 100 100 100 100 100 99.94
8C 100 100 100 100 100 99.88
9C 100 99.99 100 100 100 99.47
10C 100 99.89 100 99.77 100 96.95
Mean 99.97 99.03 99.97 99.18 99.88 98.15

Label H means healthy motor, labels 1-10B mean broken bars with the relative number, labels
1-10C mean broken connectors with relative number

Table 2 Classification accuracy in the case of real motors, changing ng,q, the points number in
which the PDF is estimated, and the current signals acquisition time in steady-state

Ngrid 128 x 128 64 x 64 32 x 32
Acquisition 0.7 0.5 0.3 0.7 0.5 0.3 0.7 0.5 0.3
time (s)

%
Healthy 100 100 100 100 100 100 100 100 100
Cracked 98.82 95.08 77.08 99.00 94.74 86.54 98.29 94.02 81.45
rotor
‘Wrong rotor 98.97 99.47 99.49 99.18 99.36 98.56 99.85 99.41 99.21
Mean 99.26 98.18 92.19 99.39 98.03 95.03 99.38 97.81 93.55

Motor conditions are: healthy, motor with cracked rotor and motor with wrong rotor
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shown in Tables 1 and 2. The tests are also performed for both cases using the
asymmetric K-L divergence (Eq. 9). The results are comparable to those achieved
with the symmetric K-L divergence described in the next subsections.

3.1.1 Broken Rotor Bars and Connectors Diagnosis

Figures 2a—c depict the patterns of a healthy motor, one broken bar and one broken
connector conditions, respectively; these figures show how the PDFs, estimated by
KDE in the principal component space, are used as the specific patterns for the
motor conditions. The simulation results, given in Figs. 3a—c, show the faults
diagnosis for broken rotor bars and connectors, setting ny;q = 64 x 64 and the
current signals acquisition time in steady-state condition is equal to 0.3 s. Figure 3
(a) shows the K-L divergence among the PDFs, estimated by KDE, of all motor
conditions (i.e. healthy, from one to ten broken rotor bars and from one to ten
broken connectors) and the PDF estimated by KDE from stator current signals of
healthy motor. The results show as the minimum K-L distance is exactly the
healthy condition. Figure 3b shows the K-L divergence among all PDFs and the
PDF estimated from stator current signals affected by one broken rotor bar. In this
case the graph shows as the minimum K-L distance is exactly the broken bar
condition. The last graph, Fig. 3c, shows the one broken connector diagnosis. Even
in this case the K-L divergence detects and identifies the fault, that is one broken
connector. By Monte Carlo simulations, all fault types are diagnosed with 100 %
accuracy hence the K-L divergence figures for the other faults are not reported.
Moreover the classification accuracy is 100 % with acquisition time above 0.3 s
for each fault, while below 0.3 s, the classification accuracy decreases as shown
in Table 1.

3.1.2 Real Induction Motors Diagnosis

Figures 4a—c depict the patterns of three real motors: healthy, cracked and wrong
rotor; these figures show as the PDFs, estimated by KDE in the principal compo-
nent space, are different and therefore can be used as specific patterns for each
motor condition. Experimental results given in Figs. Sa—c show the fault diagnosis
for cracked and wrong rotors, setting ng.¢ = 64 x 64 and the current signals
acquisition time in steady-state is equal to 0.7 s. Figure 5a shows the K-L diver-
gence among the PDFs, estimated by KDE, of all motor conditions (i.e. healthy,
cracked and wrong rotors) and the PDF estimated by KDE from stator current
signals of healthy motor. The results show as the minimum K-L distance is exactly
the healthy condition. Figure 5b shows the K-L divergence among all PDFs and the
PDF estimated from stator current signals where cracked rotors are diagnosed. In
this case the graph shows as the minimum K-L distance is exactly the cracked rotor
condition. The last graph, Fig. 5c, shows the wrong rotor diagnosis. Even in this
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case the K-L divergence detects and identifies the fault. By Monte Carlo simula-
tions, all fault types are diagnosed with accuracy reported in Table 2. It can be
noticed how the classification accuracy in the case of healthy motor is always
100 %, therefore the algorithm is able to detect if motors are healthy or if there are
some faults or defects. In Figs. 5b and c the blue lines of motors with cracked and
wrong rotor are never overlapped to the blue lines of healthy motors so, in these
tests, the algorithm never confuses the cases of healthy motors from those not
healthy.

The next Section describes the well-known MSPCA algorithm for fault detection
and isolation based on vibration signals.

4 Electric Motor FDD by MVSA

In electric motors, faults and defects are often correlated to the vibration signals,
which can be processed to model the motor behaviours by patterns that represent
the normal and abnormal motor conditions. Vibration analysis is widely accepted as
a tool to detect faults of a rotating machine since it is reliable, not destructive and it
permits continuous monitoring without stopping the machine. A brief literature
review is given by: Fan and Zheng (2007), Immovilli et al. (2010), Sawalhi and
Randall (2008a, b), Tran et al. (2009), Yang and Kim (2006). In particular, it is
possible to detect different faults by analysing the vibration power spectrum. Most
common faults are unbalance and misalignment. Unbalance may be caused by poor
balancing, shaft inflection (i.e. thermal expansion) and rotor distortion by magnetic
forces (a well known problem in high power electrical machines). Misalignment
may be caused by misaligned couplings, misaligned bearings or crooked shaft.

In order to model the vibration signals, MSPCA is taken into account, as pre-
sented in Bakshi (1998). MSPCA deals with processes that operate at different
scales, and have contributions from:

e events occurring at different localizations in time and frequency;

e stochastic processes whose energy or power spectrum changes over time and/or
frequency;

e variables measured at different sampling rate or containing missing data.

MSPCA transforms the process data information at different scales by WT. The
information of each different scale is captured by PCA modelling. These patterns,
which represent the process conditions, can be used to identify each fault and
defect.

To detect the defects, a KDE algorithm is used on the PCA residuals, and the
thresholds are computed for each sensors signal. It allows to identify if, for each
wavelet scale, the signals are involved in the fault or not. When Gaussian
assumption is not recognized, KDE method is a robust methodology to estimate
numerically the PDF, by Odiowei and Cao (2010). Fault isolation is carried out by
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contribution plots, which is based on quantifying the contribution of each process
variable to the single scores of the PCA. Diagnosis can be performed using the
contribution plots because they represent the signatures of the rotating electrical
machine conditions. The contributions are the inputs of a LDA classifier, which is a
supervised machine learning algorithm used here to diagnose each motor defect.
Several simulations are carried out using a benchmark provided by the Case
Western Reserve University Bearing Data Center (2014).

4.1 Recalled Results

In this section authors present the algorithms used to develop the fault and defect
diagnosis procedure. It extracts patterns by vibration signals using MSPCA and
PCA contributions are used to diagnose each motor fault.

4.1.1 Principal Component Analysis

PCA is introduced in the Sect. 2.1.1, here an improved PCA fault detection index is
described. A deviation of the new data sample X from the normal correlation could
change the projections onto the subspaces, either S; or §,. Consequently, the
magnitude of either X or X could increase over the values obtained with normal
data. The Square Prediction Error (SPE) is a statistic that measures lack of fit of a
model to data. The SPE statistic is the difference, or residual, between a sample and
its projection into the d components retained in the model. The description of the

distribution of SPE is given in Jackson (2003):
<12 2
SPE = || X||"= ||x(1 — PP")||". (13)

The process is faultless if:

SPE < §* (14)

where & is a confidence limit for SPE. A confidence limit expression for SPE,
when x follows a normal distribution, is developed in Jackson and Mudholkar
(1979), Misra et al. (2002) and Rodriguez et al. (2006). The fault detectability
condition is given in Dunia and Joe Qin (1998) and recalled in the following.
Defining:

X=X +fE, (15)
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where the sample vector for normal operating conditions is denoted by X*, f rep-
resents the magnitude of the fault and Z is a fault direction vector. Necessary and
sufficient conditions for detectability are:

o E=(I- PPT)E # 0, with Z the projection of Z on the residual subspace;
e |[f| = |(I — PP")f| > 25, with f the projection of f on the residual subspace.

The drawbacks of SPE index for fault detection are mainly two: the first is
related to the assumption of normal distribution to estimate the threshold of this
index, the second is that the SPE is a weighted sum, with unitary coefficients, of

quadratic residues X;. To improve the fault detection, these two drawbacks are
faced assuming that the process is faultless if, for each i:

X}<o i=1,...,m, (16)

where 0, is a confidence limit for X 12 To estimate the confidence limit J;, even if the
normality assumption of X 12 is not valid, the solution is to estimate the PDF directly
from X’f through a non parametric approach. In Yu (2011a, b) and Odiowei and Cao
(2010), KDE is considered because it is a well established non parametric approach
to estimate the PDF of statistical signals and evaluate the control limits. Assume y is
a random variable and its density function is denoted by p(y). This means that:

k
P(y<k) = / p(y)dy. (17)

Hence, by knowing p(y), an appropriate control limit can be given for a specific
confidence bound «, using Eq. (17). Replacing p(y), in Eq. (17), with the estimation
of the probability density function of 5(12 called f)(f( 2), the control limits will be
estimated by:

i

| pE3ax: = (18)

—00

Fault isolation and diagnosis are performed by the PCA contributions: defining
the new observation vector x; € R™, the total contribution of the ith process vari-
able X; is

N
CONT, =) "% i=1,...,m. (19)
j=1
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4.1.2 Wavelet Transform

The Wavelet Transform (WT) is defined as the integral of the signal f(7) multiplied
by scaled, shifted version of basic wavelet function ¢(7), that is a real valued
function whose Fourier transform satisfies the admissibility criteria stated in Li et al.
(1999). Then the wavelet transformation c(-, -) of a signal f(¢) is defined as:

c(a,b) = [of(1) = p(Z)dr
ac R — {0} (20)
b eR,

where a is the so-called scaling parameter, b is the time localization parameter. Both
a and b can be continuous or discrete variables. Multiplying each coefficient by an
appropriately scaled and shifted wavelet it yields the constituent wavelets of the
original signal. For signals of finite energy, continuous wavelets synthesis provides
the reconstruction formula:

-/ [ ctatp("7) S 1)
where:
e[

denotes a (Wavelet specific) normalization parameter in which (}5 is the Fourier
transform of ¢. Mother wavelets must satisfy the following properties:

/\¢(¢)|dt<oo, /|¢>(t)|2dt=1, /¢(z)d¢=o. (23)

To avoid intractable computations when operating at every scale of the Con-
tinuous WT (CWT), scales and positions can be chosen on a power of two, i.e.
dyadic scales and positions. The Discrete WT (DWT) analysis is more efficient and
accurate, as reported in Li et al. (1999) and Daubechies (1988). In this scheme a and
b are given by:

a=a), b=bhyk, (j,k)€Z? Z:={0,+1,%2,---}. (24)
The variables a and b are fixed constants that are set, as in Daubechies (1988),

to: ap = 2 and by = 1. The discrete wavelet analysis can be described mathemat-
ically as:
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c(a,b) = c(j,k) = %f ()i (n),
a=2 b="2i, " (25)
JEZ, keZ,

considering the simplified notation f(n) =f(n-t.), n € Z* and ¢. the sampling
time, the discretization of continuous time signal f(¢) is considered. The inverse
transform, also called discrete synthesis, is defined as:

=D cligjuln). (26)

JEL keZ

In Mallat (1989), a signal is decomposed into various scales with different time
and frequency resolutions, this algorithm is known as the multi-resolution signal
decomposition. Defining:

$juln) =272 (27n — k),
Yjaln) = 27729 (270 — k),
V= span{(bj’k,k S Z},
W; = span{t//j’k,k € Z},

(j, k) € Z* (27)

the wavelet function ¢j7k, is the orthonormal basis of V; and the orthogonal wavelet
xpj,k, called scaling function, is the orthonormal basis of W;. In Daubechies (1988) is
shown that:

Vi LW;,

Vi, Wy, € L2(R 28
‘/m = Wm-H @ ‘/m-H- ( ) ( )

Defining f(n) =f as element of Vo = W; @ Vy, f can be decomposed into its
components along V; and Wi:

f=Pif+0Oif. (29)

with P; the orthogonal projection onto V; and Q; the orthogonal projection onto W;.
Defining j > 1 and f(n) = ¢, it results:

n) = Z,(GZ cir(n) + Zdlilpl,k(n)

keZ

2 e
Z g(n —2k)c°, (30)
(P14(n), dou(n)),

(W14 (n), o0(m)).-
k, neZ?

G
d;
( 2k)
2%k) =
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where the terms g and & are high-pass and low-pass filter coefficients derived from
the bases y and ¢. Considering a dataset of N (n = 1,...,N) samples, and intro-
ducing a vector notation, ¢} and d; can be rewrite as Daubechies (1988):

c' = HcO7 (31)
d' = Gc°,
with
[h(0)  A(1) h(N) ]
h(—2 h(—1 h(N —2
po MY ey w-2) | )
h(=2k) h(l —2k) h(N — 2k)
[5(0) (1) gy ]
g(—2 g(—1 g(N -2
g |8 &Y =2 3)
| g(—20) g(1-2k) - g(N —2k)]
The procedure can be iterated obtaining:
¢/ =Hc™,
d=Gd . 34)
Then:
¢ = Hjco,
e (35)
d’ = Gd”,

where H; is obtained by applying the H filter j times, and G; is obtained by applying
the H filter j — 1 times and the G filter once. Hence any signal may be decomposed
into its contributions in different regions of the time-frequency space by projection
on the corresponding wavelet basis function. The lowest frequency content of the
signal is represented on a set of scaling functions. The number of wavelet and
scaling function coefficients decreases dyadically at coarser scales due to the dyadic
discretization of the dilation and translation parameters. The algorithms for com-
puting the wavelet decomposition are based on representing the projection of the
signal on the corresponding basis function as a filtering operation (Mallat 1989).
Convolution with the filter H represents projection on the scaling function, and
convolution with the filter G represents projection on a wavelet. Thus, the signal
f(n) is decomposed at different scales, the detail scale matrices and approximation
scale matrices. Defining L the decomposition levels, the approximation scale Aj,
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and the detail scales Dj, j = 1,...,L are the composition of ¢/ and d’ for every
m variables of the data matrix X:

o [pd J
A= [clfcz.""’c’”A]’ j=1,...L (36)
D; = [d{’dév e "din]'
To select the wavelet decomposition level L it is considered the minimum
number of decomposition levels, and used to obtain an approximation signal A; so
that the upper limit of its associated frequency band is under the fundamental
frequency f, as described by the following condition Antonino-Daviu et al. (2006),
Bouzida et al. (2011):

2~ UHf < (37)

where f; is the sampling frequency of the signals and fis the fundamental frequency
of the machine. From this condition, the decomposition level of the approximation
signal is the integer L given by:

L = [log,(f/f) = 1]. (38)

4.2 MSPCA Formulation

WT and PCA can be combined to extract maximum information from multivariate
sensor data. MSPCA can be used as a tool for fault detection and diagnosis by
means of statistical indexes. In particular, faults are detected by using Eqgs. 16 and
18 and the isolation is conducted by the contribution method (Eq. 19). In this way it
is possible to detect which sensor is most affected by fault (see Misra et al. 2002).
Two fundamental theorems exist for the MSPCA formulation, they assess that PCA
assumptions remain unchanged under the Wavelet transformation. These theorems
are useful to apply MSPCA methodology, as stated in Bakshi (1998).

Theorem 4.1 Let W = [HL, G,,G,_,,....G, ]/6 RM*N the orthonormal matrix
representing the orthonormal wavelet transformation operator containing the filter
coefficients, the principal component loadings obtained by the PCA of X and WX
are identical, whereas the principal component scores of WX are the wavelet
transform of the scores of X.

Theorem 4.2 MSPCA reduces to conventional PCA if neither the principal com-
ponents nor the wavelet coefficients at any scale are eliminated.

The developed FDD MSPCA based procedure consists of two stages: in
the first step, the faultless data are processed and a model of this data is built.
MSPCA training steps are summarized below:
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T1. Data are preprocessed;

T2. The Wavelet analysis is used, to refine the data, with a level of detail L which
is chosen by Eq. (38);

T3. Normalize mean and standard deviation of detail and approximation matrices
and apply PCA to the approximation matrix Ay, of order L, and to the L detail
matrices D, where j = 1,...L;

T4. The PCA transformation matrix P and the signal covariance matrix S are
computed for each approximation and detail matrices;

T5. The X; signals (Eq. 13) are computed, for each wavelet matrix;

T6. The J; thresholds are computed, for each detail matrix and for the approxi-
mation matrix of order L, using the KDE algorithm (Eq. 18) and a confidence
bound o;

In the second step, the model previously obtained is on-line compared with the
new data and a statistical index of failure is calculated. MSPCA diagnosis steps are
summarized below:

DI1. The previous steps, except the threshold computation step (T6), are repeated
for each new dataset, the data are standardized as in the training step (T3) and
the PCA and X; signals are computed using the P and S matrices, obtained in
the training step;

D2. If any of the 5(12 signals is over the thresholds §;, the fault is detected and the
isolation is performed by the contributions, else the next data set is analysed
[return to (D1)];

D3. Compute all the residual contributions, for each sensor, for all details and
approximation matrices and isolate and diagnose the fault type.

The next Section introduces the FDD experimental results in order to show the
MSPCA algorithm performances. Tests are carried out on real induction motors
with different fault severity.

5 Electric Motor FDD by MVSA: Results

The diagnosis algorithm has been tested on the vibration signals provided by the
Case Western Reserve University Bearing Data Center (2014). Experiments were
conducted using a 2 hp Reliance Electric motor, and acceleration data was mea-
sured at locations near to and remote from the motor bearings. Motor bearings were
seeded with faults using electro-discharge machining (EDM). Faults ranging from
0.007 in. to 0.040 in. of diameter were introduced separately at the inner raceway,
rolling element (i.e. ball) and outer raceway. Faulty bearings were reinstalled into
the test motor and vibration data was recorded for motor loads of 0-3 hp (motor
speeds of 1,797-1,720 RPM). Accelerometers were placed at the 12 o’clock
position at both the drive end and fan end of the motor housing. Digital data was
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collected at 12,000 samples per second. Experiments were conducted for both fan
and drive end bearings with outer raceway faults located at 3 o’clock (directly in the
load zone), at 6 o’clock (orthogonal to the load zone), and at 12 o’clock.

5.1 Results and Discussion

The proposed approach described in Sect. 4.2 has been tested using a Daubechies
mother wavelet of order 15, defined db15 mother wavelet (defined kernel ¢ in
Sect. 4.1.2). Since the motor rotation frequency is 30 Hz and the sampling fre-
quency is 12 kHz, applying Eq. (38), the level of detail obtained is L = 7. The
dimension of principal component subspace d, chosen by the Kaiser’s rule, is
described in Jolliffe (2002).

Incoming batch data samples are then fed into the MSPCA model and the PCA
residual contributions are computed for the matrices D;, j=1,...,L, A;. In the
following, these matrices are defined scale matrices, and they are compared with
the respective thresholds. When, at any scale, the number of residual contribution
samples over the thresholds is greater than « -y, where « is the significance level
used for the threshold ¢; calculation (stated in Sect. 4.2) and y is a corrective index
(fixed equal to 2), a fault is detected and the motor is considered faulty.

Once a fault is detected, the isolation and diagnosis tests are performed. At this
step the PCA contributions are computed for each scale matrix. Fault isolation
allows to detect which sensors are involved in the fault. By using several scales for
the DWT analysis, it is possible to cluster the residual contributions of each scale
and define a unique signature of the motor fault, as in a MVSA approach. More in
detail, the signature of each fault is given by the contributions of each variable for
each scale. The results are the average of 1,000 Monte Carlo simulations where the
training and testing data sets are randomly changed.

Figures 6 and 7 show the residuals of the first accelerometer (i.e. placed at the
drive end) for drive end bearing faults estimated by Eq. (16). The thresholds, drawn
in dashed red line, are estimated by KDE (Eq. 18). While Fig. 6a shows the
residuals for healthy motor, Fig. 6b, ¢ show the residuals of rolling element and
inner raceway faults respectively at the detail scales D; and D4, which are, among
all scales, the most affected by the faults.

Figures 7a—c show the residuals of outer raceway faults located at 3, 6, 12
o’clock respectively at the detail scales D, D, and Dy, which are, among all scales,
the most affected by the faults. It can be noticed how the residuals are related to the
fault type and so they can be exploited as signatures of the rotating electrical
machine conditions.

Figures 8 and 9 show the contribution plots of each accelerometer at different
scales for drive end bearing fault, particularly Figs. 8a—c show the contribution
plots of healthy motor, rolling element and inner raceway faults while Figs. 9a—c
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b Rolling element fault of drive end bearing at D; detail scale. ¢ Inner raceway fault of drive end
bearing at D, detail scale
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Fig. 8 Contribution plots. a Healthy motor. b Rolling element fault of drive end bearing. ¢ Inner
raceway fault of drive end bearing

show the contribution plots of outer raceway fault located at 3, 6, 12 o’clock
respectively.

The contribution plots could be used as signatures of the electric motor condi-
tions, so a supervised machine learning algorithm, with the PCA contributions as
inputs, can be used to diagnose each motor fault. The Figs. 8 and 9 show that the
identified signatures by PCA contributions are features for each fault. The acceler-
ometers are involved in these signatures at different scales with different amplitudes.
As shown by Figs. 8 and 9, all faults affect the accelerometer placed at the drive end.
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Fig. 9 Contribution plots. a Outer raceway fault located at 3 o’clock of drive end bearing. b Outer
raceway fault located at 6 o’clock of drive end bearing. ¢ Outer raceway fault located at 12 o’clock
of drive end bearing

This points out that the contribution plots can be used to identify the sensors affected
by the faults. Particularly, the fault isolation is performed by computing for each
scale the average value: the sensor affected by the fault is that one with the highest
average value. As shown in Figs. 8 and 9 the sensor most affected by the faults is the
accelerometer placed at the drive end. The fault diagnosis is performed using the
contribution plots because they are the signatures of the electric motor conditions
and are features for each fault as shown in Figs. 8 and 9. Outer raceway fault located



304 A. Giantomassi et al.

at 6 o’clock and outer raceway fault located at 12 o’clock of drive end bearing affect
the contributions at the same scales (Figs. 9a-b), but the contribution amplitudes are
different so they can be used to diagnose the faults.

In order to diagnose each motor fault LDA is used. It searches a linear trans-
formation that maximizes class separability in a reduced dimensional space. LDA is
proposed in Fisher (1936) for solving binary class problems. It is further extended
to multi-class cases in Rao (1948). In general, LDA aims to find a subspace that
minimizes the within-class scatter and maximizes the between-class scatter simul-
taneously. PCA contributions are used as features input to the LDA algorithm.
Tables 3, 4 and 5 show the classification accuracy. The results are the average
classification accuracy of each motor conditions (i.e. healthy motor, rolling element
fault, inner raceway fault, outer raceway fault located at 3, 6 and 12 o’clock) and of
4 motor loads: from O to 3 hp (motor speeds of 1,797-1,720 RPM). Table 3 shows
the classification accuracy at different wavelet decomposition level L and acquisi-
tion time of faults occurred at drive end bearing with fault diameter of 0.007 in. The
classification accuracy is over 99 % for each level L and acquisition time, so a low
wavelet decomposition level and acquisition time can be chosen to diagnose
effectively this fault.

Table 4 shows the classification accuracy at different wavelet decomposition
level L and acquisition time of faults occurred at drive end bearing with fault
diameter of 0.021 in. The classification accuracy is over 99 % at each level L and
acquisition time higher 0.3 s, so a low wavelet decomposition level and acquisition

Table 3 Average .

classification accuracy of Acquisition time s

drive end bearing fault 0.1 0.2 0.3 0.5 0.7

with fault diameter of %

0.007 in. L |1 ]9923 (9996 99.98 |100 100
2 99.40 99.85 99.99 100 100
3 99.55 99.95 100 99.99 100
4 99.67 99.98 100 100 100
5 99.47 99.95 100 100 100
6 99.29 99.85 99.99 100 100

Table 4 Average

L Acquisition time s
classification accuracy of 4

drive end bearing fault 0.1 0.2 0.3 0.5 0.7
with fault diameter of %
0.021 in. L 9266 9773 ]99.19 [99.91 [99.96

94.76 98.36 99.51 99.75 99.88
95.10 98.87 99.73 99.98 99.99
94.64 98.39 99.21 99.81 99.97
95.00 98.54 99.50 99.79 99.96
94.38 98.25 99.35 99.83 99.88

AN W=
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Table S Average P

classification accuracy Acquisition time s

of fan end bearing fault 0.1 0.2 0.3 0.5 0.7

with fault diameter of %

0.007 in. L |1 7361 [8250 [8943 93.04 |9431
2 74.76 84.11 90.44 95.02 95.15
3 83.08 92.54 94.82 98.49 98.60
4 84.41 91.62 95.37 99.22 99.28
5 84.41 90.73 95.56 98.90 98.76
6 84.41 93.14 96.76 99.39 99.31

time of 0.3 s can be chosen to diagnose effectively this fault. Table 5 shows the
classification accuracy at different wavelet decomposition level L and acquisition
time of faults occurred at fan end bearing with fault diameter of 0.007 in. The
classification accuracy is over 98 % for level L = 3 and acquisition time higher
0.5 s, so a wavelet decomposition level of 3 and acquisition time of 0.3 s can be
chosen to diagnose effectively this fault.

6 Summary and Conclusions

This chapter addresses the modelling and diagnosis issues of rotating electrical
machines by signal based solutions. With attention to real systems, two case studies
related to rotating electrical machines are discussed. The first FDD solution uses
PCA in order to reduce the three-phase current space in two dimensions. The PDFs
of PCA-transformed signals are estimated by KDE. PDFs are the models that can be
used to identify each fault. Diagnosis has been carried out using the K-L diver-
gence, which measures the difference between two probability distributions. This
divergence is used as a distance between signatures obtained by KDE. The second
FDD solution uses MSPCA, KDE and PCA contributions to identify and diagnose
the faults. Several experimentations on real motors are carried out in order to verify
the effectiveness of the proposed methodologies. The first solution, based on current
signals, has been tested on a motor modelled by FEM and real induction motors in
order to diagnose broken rotor bars, broken connector, cracked and wrong rotor.
The second solution, based on vibration signals, has been tested on a real induction
motors in order to diagnose bearings faults: inner raceway, rolling element (i.e. ball)
and outer raceway faults with different fault severities (i.e. diameter of 0.007 and
0.021 in.). Results show that the signal based solutions are able to model the fault
dynamics and diagnose the motor conditions (i.e. healthy and faulty) and identify
the faults.
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Modelling of Intrusion Detection System
Using Artificial Intelligence—Evaluation
of Performance Measures

Manojit Chattopadhyay

Abstract In recent years, applications of internet and computers are growing
extremely used by many people all over the globe—so is the susceptibility of the
network. In contrast, network intrusion and information security problems are
consequence of internet application. The increasing network intrusions have placed
people and organizations to a great extent at peril of many kinds of loss. With the aim
to produce effectiveness and state-of-the-art concern, the majority organizations put
their applications and service things on internet. The organizations are even
investing huge money to care for their susceptible data from diverse attacks that they
face. Intrusion detection system is a significant constituent to protect such infor-
mation systems. A state-of-the-art review of the applications of neural network to
Intrusion Detection System has been presented that reveals the positive trend
towards applications of artificial neural network. Various other parameters have been
selected to explore for a theoretical construct and identifying trends of ANN
applications to IDS. The research also proposed an architecture based on Multi Layer
Perceptron (MLP) neural network to develop IDS applied on KDD99 data set. Based
on the identified patterns, the architecture recognized attacks in the datasets using the
back propagation neural network algorithm. The proposed MLP neural network has
been found to be superior when compared with Recurrent and PCA neural network
based on the common measures of performance. The proposed neural network
approach has resulted with higher detection rate (99.10 %), accuracy rate (98.89 %)
and a reduced amount of execution time (11.969 s) and outperforms the benchmark
results of six approaches from literature. Thus the analysis based on experimental
outcomes of the MLP approach has established the robustness, effectiveness in
detecting intrusion that can further improve the performance by reducing the com-
putational cost without obvious deterioration of detection performances.
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1 Introduction

In recent years, intrusion detection system (IDS) has attracted a great deal of
concern and attention. The webopedia English Dictionary (http://www.webopedia.
com/) defines intrusion detection system as “An intrusion detection system (IDS)
inspects all inbound and outbound network activity and identifies suspicious pat-
terns that may indicate a network or system attack from someone attempting to
break into or compromise a system.” (Heady et al. 1990). Heady et al. (1990)
describe intrusion as “any set of actions that attempt to compromise the integrity,
confidentiality or availability of a resource”. Even after adopting various intrusion
prevention techniques it is nearly impossible for an operational system to be
completely secure (Lee et al. 1999). Therefore IDS are imperative to provide extra
protection for being characterized as normal or legitimate behaviour of resources,
models and techniques rather than to identify as abnormal or intrusive. The IDS has
been formalized during the 1980s as a potential model (Denning 1987) to prevent
the incident of unauthorized access to data (Eskin et al. 2002). During the last two
decades has been categorized accepted definition of financial fraud, Wang et al.
(2006) define it as “a deliberate act that is contrary to law, rule, or policy with intent
to obtain unauthorized financial benefit.”

Therefore due to the immense expansion of computer networks usage and the
enormous increase in the number of applications running on top of it, network
security is becoming more and more significant. As network attacks have increased
in number and severity over the past few years, consequently Intrusion Detection
Systems (IDSs) is becoming more important to detect anomalies and attacks in the
network. Therefore, even with the most advanced protected environment, computer
systems are still not 100 % secure.

In the domain of intrusion detection, there is a growing interest of the application
and development of Artificial Intelligence (AI) based approach is (Laskov et al.
2005). Al and machine learning techniques were used to discover the underlying
models from a set of training data. Commonly used methods were rule-based
induction, classification and data clustering (Wu and Bunzhaf 2010). Al is a huge
and sophisticated field still growing and certainly not optimized for network
security. Definite effort will be required in AI to help its application to IDSs.
Development on that face will take place more rapidly if the opportunity of using
Al techniques in IDSs motivates more attention to the Al community. Al is a
collection of approaches, which endeavors to make use of tolerance for imprecision,
uncertainty and partial truth to achieve tractability, robustness and low solution
cost. As Al techniques can also be used for computational intelligence, different
computational intelligence approaches have been used for intrusion detection
(Fuzzy Logic, Artificial Neural Networks, Genetic Algorithms) (Yao et al. 2005;
Gong et al. 2005; Chittur 2001; Pan et al. 2003), but their potentials are still
underutilized. Researcher are also using a term computational intelligence that deals
with only numerical data to recognize patterns unlike that of artificial intelligence it
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has potential to computational adaptive, fault tolerant, maximizing speed, mini-
mizing error rates corresponding to human performance (Bezdek 1994).

Wu and Banzhaf (2010) commented that the popular domain of Al is different
from the CI. However there is neither full conformity on the exact nature of
computational intelligence nor there is any far and wide established vision on which
domain belong to CI: artificial neural networks, fuzzy sets, evolutionary compu-
tation, artificial immune systems, swarm intelligence, and soft computing. Majority
of these approaches are able to process the information using either supervised or
unsupervised learning algorithm. Supervised learning frequently constructs classi-
fiers known as a function mapping data observations to matching class labels for
misuse discovery from class-labeled training datasets. Classifiers are basically
viewed. On the other hand, unsupervised learning is different from supervised
learning due to non-availability of class-labeled data during the training stage and it
works on based on similarities of data points. Therefore it becomes a more suitable
approach to deal with anomaly detection.

Artificial Intelligence (AI) has recently been attracted significantly in the
development of Intrusion Detection System (IDS) for anomaly detection, data
reduction from the research community. Due to large trend of internet usage in the
last decade in a more complex and un-trusted global internet environment, the
information systems are inescapably uncovered to the growing threats. Intrusion
Detection System is an approach use to respond to such threats. Diverse IDS
techniques have been proposed, which identify and alarm for such threats or
attacks. The Intrusion Detection System (IDS) generates huge amounts of alerts that
are mostly false positives. The abundance of false positive alerts makes it difficult
for the security analyst to identify successful attacks and to take remedial actions.
Many of artificial intelligence approach have been used for classification, but they
alone are incapable of dealing with new types of attack which are evolving due to
the advent of real time data. To address with these new problems of networks,
artificial intelligence based IDS are opening new research avenues. Artificial
intelligence offers a vast range of techniques to classify these attacks. So to assist in
categorizing the degree of the threat, different artificial intelligence techniques are
used to classify the alerts, our research work will be based on analyzing the existing
techniques and in the process identifying the best algorithm for the development of
an efficient intrusion detection system.

The fundamental objectives of our contribution will be to explore for an optimal
intrusion detection system model based on Artificial Intelligence techniques and
evaluation perspective for performance of such predictive classification system.
Therefore, the objective is basically to provide solutions in developing a complex
system model. The principal chapter objectives of this research work can be
summarized as:

1. Undertake detailed study on anomaly based intrusion detection systems.

2. Exploring the research trend for security challenges of ID based on anomaly
detection after critical appraisal of the existing methodologies for intrusion
detection system.
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3. Propose a suitable methodology for anomaly detection using KDD99Cup
Dataset. Specifically, the research work focuses on the followings:

(a) To extract the data, normalize it and categorization of the attack based on
numerical value

(b) to develop an optimal neural network architecture of the anomaly detection
for increase rate of correct classification of anomaly

(c) to calculate the performance measure of the anomaly in IDSs result
obtained after applying proposed supervised learning approach

(d) to assess the predictive ability of the proposed neural network architecture

In the present research the intrusion detection has been considered as a binary
classification problem and thus it is necessitated to highlight the back ground on the
types of intrusion detection system in the next section.

1.1 Intrusion Detection

Intrusion detection mechanism can be divided into two broad categories (Anderson
1995; Tiwari 2002) (i) Misuse detection system (ii) Anomaly based detection.
The systems are described as below:

(i) Misuse detection system

It is perhaps the oldest and most frequent method and applies well-known
knowledge of identified attack patterns to search for signatures, observe state
transitions or employed at a mining system to classify potential attacks (Faysel and
Haque 2010). The familiar attacks can be identified efficiently with a very low false
alarm rate for which it is broadly applied in most of the commercial systems. As the
attacks are frequently polymorph, and changed regularly therefore, misuse detection
become unsuccessful due to unfamiliar attacks. This problem may be resolved by
regularly updated knowledge base either through time consuming and laborious
manual method or through automatic updating using supervised learning methods.
However this becomes too costly to set up to perform labeling of each occurrence in
the dataset as normal or a type of attack. Differently to deal with this problem is to
apply the anomaly detection method as proposed by Denning (1987).

(i) Anomaly based detection

Anomaly detection systems recognize difference from normal behaviour and
alert to possible unknown or novel attacks lacking any past knowledge of them. It
theorized that anomalous behavior is rare and dissimilar from normal behavior.
Thus it is orthogonal to misuse detection (Wu and Banzhaf 2010). Anomaly
detection can be of two types (Chebrolu et al. 2005): static and dynamic anomaly
detection. In the first one it is assumed that the observed attack behavior is constant
and the second one extracts pattern occasionally known as profiles from behavioral
routine of end users, or usage history of networks/hosts.
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Intrusion Detection System

I
v ) ) y

Detection Method Response Audit Data Locus of detec-
| to intrusion Source tion System
I I
Mi- Ano- Pas- Ac- Hos Net- Distri- Cen-
suse maly sive tive ts works buted tral

Fig. 1 Classification scheme of intrusion detection system taken from Wu and Banzhaf (2010)

Therefore, anomaly detection has the potential of identifying latest kind of
attacks, and only necessitates normal data during generation of profiles. Though,
the main intricacy involves in determining borders among normal and abnormal
behaviors, as a result of the lack of abnormal examples during the learning stage.
An additional complexity is to familiarizing itself to continually varying normal
behavior, particularly for dynamic anomaly detection.

Additionally there are other features used to classify intrusion detection system
approach, as shown in Fig. 1 (Wu and Banzhaf 2010).

One frequent method applied to identify intrusion detection is by classification
defined as dividing the samples into distinct partition. The purpose of the classifier
is not to investigate the data to determine interesting partition but also to settle on
how new data will be classified. In intrusion detection, classification grouped the
data records in a encoded classes applied as features to label each sample, dis-
criminating elements fitting to anomaly or normal attack classes. However the
classification has to be used with fine tuning approaches to decrease false positive
rates. Thus intrusion detection is considered as a binary categorization problem
(Liao and Vemuri 2002).

Artificial neural network is relatively new and emerging approach to easily deal
with complex classification with much better precision and output and the con-
ceptual background of different types of artificial neural network with diverse
application domains explored in literature are discussed in the next section.

1.2 Artificial Neural Network

Artificial intelligence (AI) is an interdisciplinary domain exhibits human-like
intelligence and demonstrated by hardware or software. The term Al was coined by
McCarthy et al. (1955) and defined it as “the science and engineering of making
intelligent machines” (McCarthy 2007). Artificial Neural Network (ANN) is mas-
sively parallel interconnections of simple neurons that act as a collective system
(Haykin 2005). The ANNs mimic the human brain so as to perform intelligently.
The major benefits include high computation rate due to their massive parallelism
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for which real time computation of large data sets become possible using proper
hardware. The information is determined on connection weights between the layers.
A processing unit consists of a learning rule and an activation function. The
learning rule resolves the actual input of the node by mapping the output of all
direct antecedent and extra external inputs onto a single input value. The activation
function is then applied on the actual input and determines the output of the node.
The output of the processing unit is also described as activation. In the Fig. 2 the
two input nodes are shown in input layer, one output nodes is shown in output
layer. Organizing the nodes in layers resulted in a layered network and the Fig. 2
shows in between input and output layers there are two hidden layers. The inputs to
hidden and hidden to output nodes are connected by weight values that is initialized
during the start of the training and a net input is calculated on which the activation
function is applied to calculate the output. The multilayer perceptron has additional
L = 1 hidden layers. The Ith hidden layer consists of h(l) hidden units. MLP is
applied to solve wide varieties of interdisciplinary problems like credit scoring
(Khashei et al. 2013), medical (Pelaez et al. 2014), food classification (D¢bska and
Guzowska-Swider 2011), forecasting (Valero et al. 2012), mechanical engineering
(Hwang et al. 2010), production (Kuo et al. 2010) etc.

The next section will discuss specifically the various neural network approaches
applied in the development of intrusion detection system.

Input Layer Output Layer

l

Fig. 2 ANN architecture
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2 Survey on the AI Based Techniques Used for Intrusion
Detection

Artificial neural network based intrusion detection system development is an
important research trend in intrusion detection domain (Yang et al. 2013). Artificial
Neural Network (ANN) has been used in the classification process of the system.
The inputs of ANN are obtained from the features of packet headers, such as port
number and IP number. The implemented embedded IDS has been first trained with
training data. Then, packet classification has been performed in the real time and
finally time of determining packet classes have been obtained (Tuncer and Tatar
2012). ANN has been shown to increase efficiency, by reducing the fault positive,
and detection capabilities by allowing detection with partial available information
on the network status (El Kadhi et al. 2012).

Different sizes of feed forward neural networks are compared for their evaluation
performance using MSE. The generalization capacity of the trained network shows
potential and the network is competent to predict number of zombies involved in a
DDoS attack with very less test error (Gupta et al. 2012). Genetic Algorithm has
successfully applied on NSL-KDD data set (Aziz et al. 2014). Research has
revealed high accuracy and good detection rates but with moderate false alarm on
novel attacks by the implementing Genetic Algorithms, Support Vector Machines,
Neural Networks etc. (Abdel-Aziz et al. 2013; Zainaddin et al. 2013). In a research
it is established that PSO outperforms GA both in population size and number of
evolutions and can converge faster. Comparing PSO with some other machine
learning algorithm it was found that PSO perform better in terms of detection rate,
false alarm rate, and cost per example (Sheikhan and Sharifi 2013).

IDS development using Self Organization Map (SOM) neural network, has been
successfully detected anomalies (Xiang et al. 2013). Comparative result analysis of
SOM implementation based on several performance metrics revealed that detection
rate for KDD 99 dataset was 92.37 %, while detection rate for NSL-KDD dataset
was 75.49 % (Ibrahim et al. 2013).

ART?2 neural network experiments with IDS demonstrated that the model
effectively improved detection accuracy and decreased false alarm rate compared
with the static learning intrusion detection method based on SVM (Liu 2013).
Fuzzy adaptive resonance theory-based neural network (ARTMAP) has been used
as a misuse detector (Sheikhan and Sharifi 2011).

In majority of the research ANNs has improved the performance of intrusion
detection systems (IDS) when evaluated with traditional approaches. However for
ANN-based IDS, detection precision, especially for low-frequent attacks, and
detection stability are still required to be improved. FC-ANN approach, based on
ANN and fuzzy clustering, has demonstrated to solve IDS that achieved higher
detection rate, less false positive rate and stronger stability. Experimental outcomes
on the KDD CUP 1999 dataset showed that FC-ANN approach outperforms BPNN
and other well-known approaches like decision tree, the naive Bayes in terms of
detection precision and detection stability (Wang et al. 2010).
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Recurrent Neural Network out-performs Feed-forward Neural Network, and
Elman Network for detecting attacks in a communication network (Anyanwu et al.
2011).

Theory and experiment show that Radial basis function network (RBFN)
algorithm has better ability in intrusion detection, and can be used to improve the
efficiency of intrusion detection, and reduce the false alarm rate (Peng et al. 2014).
Binary Genetic Algorithm (BGA) as a feature extractor provide input for the
classification task to a standard Multi-layer Perceptron (MLP) classifier that resulted
with very high classification accuracy and low false positive rate with the lowest
CPU time (Behjat et al. 2014).

Using k-means clustering, Naive Bayes feature selection and C4.5 decision tree
classification for pinpointing cyber attacks resulted with a high degree of accuracy
(Louvieris et al. 2013). Comparing the traditional BP networks and the IPSO-
BPNN algorithm to simulate results of the KDD99 CUP data set with the intrusion
detection system has demonstrated the BPN resulted with less time, better recog-
nition rate and detection rate (Zhao et al. 2013).

Feizollah et al. (2014) evaluated five machine learning classifiers, namely Naive
Bayes, k-nearest neighbour, decision tree, multi-layer perceptron, and support
vector machine in wireless sensor network (WSN). A critical study has been made
using genetic algorithm, artificial immune, and artificial neural network (ANN)
based IDSs approaches (Yang et al. 2013).

A network IDS applied discretization with genetic algorithm (GA) as a feature
selection to assess it’s performance several classifiers algorithms like rules based
classifiers (Ridor, Decision table), trees classifiers (REPTree, C 4.5, Random
Forest) and Naive bays classifier have been used on the NSL-KDD dataset (Aziz
et al. 2012; Eid et al. 2013). Research revealed that discretization has a positive
impact on the time to classify the test instances and is found to be an important
factor for developing a real time network IDS.

Therefore only a detail analytical view on applications of neural network based
intrusion detection system can quantitatively enlighten on the trend of kind of
diverse research based on neural network as explored in literature.

2.1 Analysis of IDS Research Based on the Neural Network
Algorithm

This paper provides a state-of-the-art review of the applications of neural network
to IDS. The following query string has been searched using scopus search engine:
(TITLE-ABS-KEY (intrusion detection system) AND SUBJAREA (mult OR ceng
OR CHEM OR comp OR eart OR ener OR engi OR envi OR mate OR math OR
phys) AND PUBYEAR > 1999) AND (neural network). It resulted with 2,185
articles and only the relevant information has been collected to interpret the sig-
nificance of IDS research using neural network during the period 2000-2014.
Figures 3, 4, 5, 6 and 7 organizes this review of the literature.
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Fig. 4 Type of research documents published on neural network applied intrusion detection
system development

Figures 3, 4, 5 and 6, dissects and organizes this review of the literature. For the
classification of literature Fig. 3 shows the articles published by researcher from
their affiliated country. It is shown in that China is leading (32 %) followed by USA
(16 %) and India (9 %) as highest articles published by affiliated country.

The conference papers (65 %) are the major type of research documents fol-
lowed by articles (30 %) as revealed by Fig. 4.

The Fig. 5 has not considered around 329 articles published in rest 141 journals
having less than 7 articles published due to interpretability of this huge in formation
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articles in various domains

in a single graph. The figure depicts that Lecture Notes in Computer Science is the

major journal publishing 25 articles on IDS based on

neural network (11 %) fol-

lowed by 24 articles in Computers and Security and 20 articles in Expert Systems

with Applications (9 %) journals.

For more than 9 articles published in a domain are shown in the Fig. 6 to get
information of different domains in which neural network based IDS articles are
found. It is shown that computer science (49 %) is the major domain publishing 509
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Fig. 7 Number of articles on neural network applied intrusion detection system development
published during the year 2000-2014 and the research trend

articles followed by 273 articles in engineering (26 %) and 108 articles in mathe-
matics (10 %).

In Fig. 7 the research trend based on the number of articles published between
the years 2000-2013 has been shown to be increasing with R-squared value equals
0.9433 which is a good fit. The trend line in Fig. 7 for 2000-2014 is also increasing
where the search on articles has been performed in February, 2014.

The next section has discussed the description of the data set applied in the
development of the model for intrusion detection system.

3 KDD-99 Dataset

Mostly all the experiments on intrusion detection are done on KDDCUP’99 dataset,
which is a subset of the 1998 DARPA Intrusion Detection Evaluation data set, and
is processed, extracting 41 features from the raw data of DARPA 98 data set Stolfo
et al. (2000) defined higher-level features that help in distinguishing between good
normal connections from bad connections (attacks). This data can be used to test
both host based and network based systems, and both signature and anomaly
detection systems. A connection is a sequence of Transmission Control Protocol
(TCP) packets starting and ending with well defined times, between which data
flows from a source IP address to a target IP address under some well defined
protocol. Each connection is labeled as normal, or as an attack, with exactly one
specific attack type. Each connection record consists of about 100 bytes (https:/
kdd.ics.uci.edu/databases/kddcup99/kddcup99.html).

The data to be used in the model is organized and prepared to be used in the form
of binary classification model. However the classification model needs to be
evaluated based on certain metrics from their output results and discussed in the
next section.
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3.1 Evaluation Metrics

An elementary concern in the development of classification models is the evalua-
tion of predictive accuracy (Guisan and Thuiller 2005; Barry and Elith 2006). The
quantitative evaluation of the model is important as it helps in determining the
ability of the model tom provide better solution for a specific problem and also
assist in exploring the areas of model improvement. In the domain of binary pre-
dictions of anomaly and normal attacks, a confusion matrix (Table 1) known as
contingency table or error matrix (Swets 1988) that represents the performance
visualization of the predictive models of IDS that consists of two rows showing the
actual class and two columns showing the predicted class. The aim is to check
whether the system is confusing both classes. The IDSs are primarily distinguished
binary classes: anomaly class (malicious, threats or abnormal data) and normal class
(normal data points). Therefore, the proposed models generating normal-anomaly
predictions of intrusion detection system are typically assessed in Table 1 through
comparison of the predictions and developing a confusion matrix to predict the
number of true positive (TP), false positive (FP), false negative (FN) and true
negative (TN) cases. TP/TP+FN, is used as detection rate (DR) or sensitivity. It is
also termed as recall in information retrieval Overall accuracy is a simple measure
of accuracy that can be derived from the confusion matrix by calculating the
proportion of correct prediction. Sensitivity is the proportion of observed normal
attacks that are predicted as such, and therefore quantifies omission errors. Speci-
ficity is the proportion of observed anomaly attacks that are predicted as such, and
therefore quantifies commission errors. Sensitivity and Specificity are independent
of each other when compared across models. The most popular measure for the
accuracy of yes—no predictions is Cohen’s kappa (Shao and Halpin 1995; Segurado
and Araujo 2004) which corrects the overall accuracy of model predictions by the
expected random accuracy. The kappa statistic ranges from O to 1, where 1 indicates
perfect agreement and values of zero indicate a performance no better than random
(Cohen 1960). The principle benefits of kappa are for its simplicity and the reason
that both commission and omission errors are accounted for in one parameter. In
this paper we also introduced another measure known as the true skill statistic
(TSS) for the performance of normal-anomaly classifier models, that still preserves
the advantages of kappa.

In the next section a detail experiment and analysis demonstrated the efficacy of
the proposed MLP in the development of IDS system based on the above discussed
classification evaluation metrics.

Table 1 Confusion matrix -
Predicted class

Actual class Anomaly Normal
Anomaly TP FN
Normal FP TN
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4 Experiment and Analysis of Intrusion Detection System
Based on MLP Algorithm

MLP is conceivably the most popular network architecture currently in use amongst
the ANNs (Saftoiu et al. 2012). There are three layers of units: input layer, a hidden
layer and an output layer in the architecture of MLP with feed-forward supervised
learning. The proposed ANN architecture was implemented using the SPSS neural
networks program using SPSS 16.0 (http://www-01.ibm.com/software/in/analytics/
spss/downloads.html) in Windows XP environment. Neural Networks are nonlinear
statistical data modeling approaches. ANNs can explore and extract nonlinear
interactions among parameters to expose formerly unidentified associations among
given input parameters and outcomes (Sall et al. 2007).

The Fig. 8 shows a feed forward architecture of the neural network because the
connections in the network flow forward from the input layer to the output layer
without any feedback loops. In this Fig. 8 the input layer contains the 39 predictors;
one hidden layer contains unobservable nodes, or units. Based on some function of

Fig. 8 Feedforward architecture with one hidden layer
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Table 2 Case processing

summary N Percent (%)
Sample Training 17,723 70.4
Testing 7,468 29.6
Valid 25,191 100.0
Excluded 0
Total 25,191

the predictors represents the value of each hidden unit; that depends partly on the
network type and on user-controllable condition. Anomaly and Normal from
intrusion detection modeling point of view are being represented by the output layer
as dependent variables. Since the class of response is a categorical variable with two
classes, it is recoded as binary class variables. Each output node is some function of
the hidden node that is also partly on the network type and on user-controllable
condition. The proposed Multilayer Perceptron (MLP) model generates a predictive
architecture for one dependent (target) variable to classify whether the attack class
is anomaly or normal one.

In Table 2 the summary of case processing shows that 17,723 cases were
assigned to the training sample and 7,468 to the testing sample.

Table 3 displays information on the neural network and is helpful for making sure
that the specifications are accurate. The number of nodes in the input layer is 39 and
similarly binary class out is represented by the two output units in output layer. The
applied KDDCUP-99 dataset has 39 independent variables representing the input
layer of the proposed model (duration, protocol_type, service, flag, src_bytes,
dst_bytes, land, wrong_fragment, urgent, hot, num_failed_logins, logged_in,
num_compromised, root_shell, su_attempted, num_root, num_file_creations, num_
shells, num_access_files, is_guest_login, count, srv_count, serror_rate, Srv_ser-
ror_rate, rerror_rate, srv_rerror_rate, same_srv_rate, diff _srv_rate, srv_diff_ho-
st_rate, dst_host_count, dst_host_srv_cnt, dt_hst_se_srv_rt, dt_host_diff srv_rt,
dt_hst_sm_src_prt_rt, dt_hst_srv_dif_ht_rt, dt_hst_seror_rt, dt_hst_srv_ser_rt,

Table 3 Network information

Input layer Covariates number of units® 39 input variables from the
KDDCUP 99 dataset
Rescaling method for covariates Standardized
Hidden layer(s) Number of hidden layers 1
Number of units in hidden layer 1* 9
Activation function Hyperbolic tangent
Output layer Dependent variables Class 1
Number of units 2
Activation function Softmax
Error function Cross-entropy

# Excluding the bias unit



Modelling of Intrusion Detection System ... 325

dt_hst_reor_rt, dt_hst_srv_rerr_rt). For the single default hidden layer there is 9
nodes. Rest of the information is default for the architecture.

Thus the developed IDS model required to be assessed based on performance
measures using the model evaluation criteria discussed in the next section.

4.1 Measurement of Proposed Model Performance

In Table 4 the model summary shows information about the outcomes of training
and applying the final network to the testing sample. Cross entropy error is shown
since the output layer uses the softmax activation function using that the network
tries to minimize the error during training. The confusion matrix provides the
percentage of incorrect predictions. The execution of algorithm stopped when the
maximum number of epochs reached and training has been completed ideally when
the errors has converged.

In Table 5 the confusion matrix displays the useful outcomes of applying the
network. For each case, the predicted response is anomaly if that cases’s predicted
pseudo-probability is greater than equal to 1 else it is normal attack. For each sample:
Cells on the diagonal of the cross-classification of cases are correct predictions and
off the diagonal of the cross-classification of cases are incorrect predictions.

Table 4 Model summary

Training Cross entropy error 520.534
Percent incorrect predictions 1.0 %
Stopping rule used 1 consecutive step(s) with no decrease in error”
Training time 00:00:11.969
Testing Cross entropy error 331.762
Percent incorrect predictions 1.3 %

Dependent variable: class

@ Error computations are based on the testing sample

Table 5 Confusion matrix

Sample Observed Predicted
a n Percent correct (%)

Training a 8,142 73 99.1

n 96 9,412 99.0

Overall percent 46.5 % 53.5 % 99.0
Testing a 3,484 43 98.8

n 57 3,884 98.6

Overall percent 47.4 % 52.6 % 98.7
Dependent variable: class
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Of the cases used to create the model, 9412 of the 9508 normal attacks are
classified correctly (99 %) and 8142 of the 8215 anomaly attack types are classified
correctly (99.1 %). Overall, 99.0 % of the training cases are classified correctly,
corresponding to the 1 % incorrect shown in the Table 4 of model summary. Thus
the model generates a better classification by correctly identifying a higher per-
centage of the cases. Classifications based upon the cases used to create the model
tend to be too “optimistic” in the sense that their classification rate is inflated. The
holdout sample facilitates to validate the model; here 98.8 % of these cases were
correctly classified by the model. This suggests that, overall, the proposed model is
in fact correct.

In Table 6 the model summary shows a couple of positive signs:

The percentage of incorrect predictions is roughly equal across training, testing,
and holdout samples. The estimation algorithm stopped because the error did not
decrease after a step in the algorithm. This further suggests that the original model
did not over trained.

The confusion matrix in Table 7 shows that, the network does excellent at
detecting anomaly than normal attacks. The detection rate and overall accuracy of

Table 6 Confusion matrix

Sample Observed Predicted
a n Percent correct (%)
Training a 7,019 59 99.2
n 70 7,981 99.1
Overall percent 46.9 % 53.1 % 99.1
Testing a 3,431 31 99.1
n 53 4,044 98.7
Overall percent 46.1 % 53.9 % 98.9
Holdout a 1,190 12 99.0
n 17 1,284 98.7
Overall percent 48.2 % 51.8 % 98.8

Dependent variable: class

Table 7 Model summary

Training Cross entropy error 389.173
% Incorrect predictions 0.9 %
Stopping rule used 1 consecutive step(s) with no decrease in error”
Training time 00:00:25.563
Testing Cross entropy error 246.806
Percent incorrect predictions 1.1 %
Holdout Percent incorrect predictions 12 %

Dependent variable: class

% Error computations are based on the testing sample
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the testing outcomes have been calculated from Table 5 as 0.991045638,
0.988887419 respectively. Unfortunately, the single cutoff value (>zero) gives a
very limited view of the predictive ability of the network, so it is not necessarily
very useful for comparing competing networks rather focus should be on ROC
curve

The Fig. 9 displays ROC curve that gives a visual display of the sensitivity and
specificity for all possible cutoffs in a single plot, which is much cleaner and more
powerful than a series of tables. The figure depicts here shows two curves, one for
the category anomaly and one for the category normal. Since it is binary, the curves
are symmetrical about a 45° line from the upper left corner of the chart to the lower
right. This graph is based on the combination of training and testing samples.

The area under the curve is a numerical summary of the ROC curve, and the
values in the table represent, for each category, the probability that the predicted
pseudo-probability of being in that category is higher for a randomly chosen case in
that category than for a randomly chosen case not in that category. In Table 8, for a
randomly selected anomaly and randomly selected normal, there is a 0.999 prob-
ability that the model-predicted pseudo-probability of anomaly will be higher for
the anomaly than for the normal. While the area under the curve is a useful one-
statistic summary of the accuracy of the network, it is required to choose a specific
criterion by which network intrusion is classified. The predicted-by-observed chart
provides a visual start on this process (Fig. 10).

Fig. 9 ROC curve 10 T
84
F
3 &
=
]
c
@ 4
n
24 lineColor
a
n
0 T T T T T I
.0 2 4 6 8 1.0
1-specificity
Table 8 Area under the A
curve rea
Class a 0.999

n 0.999




328 M. Chattopadhyay

Fig. 10 Predicted-by-
observed chart 1.0 'F' ! 3

0.8+
06

044

Predicted Pseudo-probability

024

B
am
J o

h_
b

0.0 1

class

For categorical dependent variables, the predicted-by-observed chart displays
clustered boxplots of predicted pseudo-probabilities for the combined training and
testing samples. The x axis corresponds to the observed response categories, and the
legend corresponds to predicted categories.

The leftmost boxplot shows, for cases that have observed category anomaly, the
predicted pseudo-probability of category anomaly. The portion of the boxplot above
the 0.5 mark on the y axis represents correct predictions shown in the confusion
matrix table. The portion below the 0.5 mark represents incorrect predictions. As
shown in the confusion matrix table that the network is excellent at predicting cases
with the anomaly category using the 0.5 cutoff, so only a portion of the lower
whisker and some outlying cases are misclassified. The next boxplot to the right
shows, for cases that have observed category anomaly, the predicted pseudo-
probability of category normal. Since there are only two categories in the target
variable, the first two boxplots are symmetrical about the horizontal line at 0.5.

The third boxplot shows, for cases that have observed category normal, the
predicted pseudo-probability of category anomaly. It and the last boxplot are
symmetrical about the horizontal line at 0.5. The last boxplot shows, for cases that
have observed category normal, the predicted pseudo-probability of category nor-
mal. The portion of the boxplot above the 0.5 mark on the y axis represents correct
predictions shown in the confusion matrix table. The portion below the 0.5 mark
represents incorrect predictions. Remember from the confusion matrix table that the
network predicts slightly more than half of the cases with the normal category using
the 0.5 cutoff, so a good portion of the box is misclassified. Looking at the plot, it
appears that by lowering the cutoff for classifying a case as normal from 0.5 to
approximately 0.3—this is roughly the value where the top of the second box and
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the bottom of the fourth box are—that can increase the chance of correctly detecting
possible intrusion without generating false alarm on normal attacks.

In the Fig. 11 cumulative gains chart demonstrates the percentage of the overall
number of cases in a given category “gained” by targeting a percentage of the total
number of cases. For example, the first point on the curve for the anomaly category
is at (10, 20 %), meaning that if a dataset is scored with the network and sort all of
the cases by predicted pseudo-probability of anomaly, it is expected that the top
10 % to contain approximately 20 % of all of the cases that actually take the
category anomaly (attacks). Likewise, the top 20 % would contain approximately
45 % of the anomaly; the top 30 % of cases would contain 65 % of defaulters, and
so on. If 100 % scored dataset is selected then all of the anomaly in the dataset will
be obtained. The diagonal line is the “baseline” curve; if 10 % of scored dataset is
selected at random, then it is expected to “gain” approximately 10 % of all of the
cases that actually take the category anomaly. The farther above the baseline a
curve lies, the greater the gain. The cumulative gains chart is used to help choose a
classification cutoff by choosing a percentage that corresponds to a desirable gain,
and then mapping that percentage to the appropriate cutoff value. What constitutes a
“desirable” gain depends on the cost of Type I and Type II errors. That is, what is
the cost of classifying a anomaly attack as a normal attack (Type I)? What is the
cost of classifying a normal as a anomaly (Type II)? If any network parameter is the
primary concern, then Type I error may be minimised; on the cumulative gains
chart, this might correspond to generate alarm in the top 40 % of pseudo-predicted
probability of anomaly, which captures nearly 90 % of the possible anomaly attacks
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Table 9 Comparlsqn of three BPN Recurrent PCA
neural network architecture
based on common measures Sensitivity 0.9848 0.9650 0.9828
of performance Specificity 0.9924 0.9306 0.9594
Overall accuracy 0.9889 0.9490 0.9719
Kappa statistic 0.9630 0.8970 0.9430
TSS 0.9772 0.8956 0.9422

but removes nearly half of total attacks. If a very large data set is the priority, then
Type II error may be minimised. On the chart, this might correspond to rejecting the
top 10 %, which captures 20 % of the anomaly and leaves most of KDD99 data set
intact. Usually, both are major concerns, so a decision rule should have been chosen
for classifying attacks that gives the best mix of sensitivity and specificity.

The lift chart in Fig. 12 is derived from the cumulative gains chart; the values on
the y axis correspond to the ratio of the cumulative gain for each curve to the
baseline. Thus, the lift at 10 % for the category Yes is 30 %/10 % = 3.0. It provides
another way of looking at the information in the cumulative gains chart.

Note: The cumulative gains and lift charts are based on the combined training
and testing samples (Table 9).
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5 Conclusion

As described in the preceding section, MLP method has recognized them as a good
choice for any existing intrusion detection system. This paper provides a state-of-
the-art review of the applications of neural network to Intrusion Detection System.
Following findings are significant in the research review of IDS:

e Artificial neural network based intrusion detection system development is an
important research trend in intrusion detection domain.

e China has shown to be significantly contributing (32 %) followed by USA
(16 %) and India (9 %) in terms of publication by affiliated country.

e The conference paper (65 %) has recognized as the major type of research
documents followed by articles (30 %).

e Lecture Notes in Computer Science has emerged as leading journal that pub-
lished 25 articles on IDS based on neural network (11 %) followed by 24 articles
in Computers and Security and 20 articles in Expert Systems with Applications
(9 %) journals.

e Undoubtedly the computer science (49 %) is shown to be the major domain
publishing 509 articles followed by 273 articles in engineering (26 %) and 108
articles in mathematics (10 %).

e The current research trend based on the number of articles published between the
years 2000-2013 has been shown to be increasing with R-squared value equals
0.9433 as a good fit. The trend line for 2000-2014 is also shown to be increased.

In this research, we have proposed architecture based on Multi Layer Perceptron
neural network. The model builds the intrusion detection system learnt from the
patterns of KDD99 data set. Based on the identified patterns, the architecture rec-
ognized attacks in the datasets using the back propagation neural network algo-
rithm. The proposed neural network approach resulted with higher detection rate, a
reduced amount of execution time. We continue our work in this direction in order
to build an efficient intrusion detection model. When the proposed Back propa-
gation neural network approach is compared with the other two approaches:
Recurrent and PCA neural network based on the common measures of performance
it is clearly visible as shown in Fig. 13 to outperform the performances of the other
two approaches. Further work will be undertaken to increase the performance of
the intrusion detection model and reduce the false alarm and efficiently handle the
identification of correct anomaly dynamically.

Since the goal of this research was also to evaluate the performance of our
proposed approach by comparing with other six approaches available in literature in
terms of three measures of performance: detection rate, accuracy rate and compu-
tation time of the intrusion detection (Table 10). The comparative research findings
from Table 10 has revealed that the proposed approach has succeeded in achieving
increased rate of anomaly detection, reduced false alarm and at the same time
minimal execution time for the development of intrusion detection system. In KPCA
and SVM approach, the accuracy rate is 99.2 % (98.89 % accuracy in case of
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Fig. 13 Comparison of the measure of performance for three neural network architecture applied

to develop intrusion detection system

Table 10 Comparative performance of literature available approaches used with proposed
multilayer perceptron approach based on detection rate, accuracy and computation time

Approach used References Detection | Accuracy | Computation | Dataset used in
rate test- testing % | time (s) experiment
ing %
KPCA and SVM | Kuanf et al. - 99.2 407.918466 KDD dataset
(2012) (training: 6000 sample-
99.975) 4000 for training,
2000 for testing
(Han 2012)
Resilient back Naoum et al. 94.7 - - KDD dataset
propagation neural | (2012) (Naoum et al.
network 2005)
Decision tree Sivatha Sindhu | 98.38 - - KDD dataset
based light weight | et al. (2012) (Sivatha Sin-
intrusion detection dhu et al. 2012)
using wrapper
approach
Neural network Devaraju and - 97.5 - KDD dataset
Ramakrishnan (Kuanf et al.
(2011) 2012)
BPNN Mukhopadhyay |- - - KDD dataset
et al. (2011) (Mukhopadhyay
et al. 2011)
SOM Ibrahim et al. 92.37 - KDD 99
(2013)
Our proposed - 99.10 98.89 11.969 KDD 20 %
approach” dataset

? The data is taken from 70 to 30 dataset as it is giving better detection rate
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proposed approach) however detection rate is unknown with a larger computation
time. In the rest of the result of Table 10 the detection rate and computation time of
the proposed MLP approach are superior.

The future work should be directed towards developing hybrid neural network to
increase the efficiency of intrusion detection and to deal the dynamic large data
stream to secure from network intrusion.
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Enhanced Power System Security
Assessment Through Intelligent Decision
Trees

Venkat Krishnan

Abstract Power system security assessment involves ascertaining the post-contingency
security status based on the pre-contingency operating conditions. A system operator
accomplishes this by the knowledge of critical system attributes which are closely tied to
the system security limits. For instance, voltage levels, reactive power reserves, reactive
power flows are some of the attributes that drive the voltage stability phenomena, and
hence provide easy guidelines for the operators to monitor and maneuver the highly
stressed power system to a secure state. With tremendous advancements in computational
power and machine learning techniques, there is increased ability to produce security
guidelines that are highly accurate and robust under a wide variety of system conditions.
Particularly, the decision trees, a data mining tool, has lend itself well in extracting highly
useful and succinct knowledge from a very large repository of historical information. The
most vital and sensitive part of such a decision tree based security assessment is the stage
of training database generation, a computationally intensive process which involves
sampling many system operating conditions and performing power system contingency
assessment simulations on them. The classification performance of operating guidelines
under realistic testing scenarios depend heavily on the quality of the training database
used to generate the decision trees. So the primary objective of this chapter is to develop
an improvised database generation process that creates a satisfactory training database by
sampling the most influential operating conditions from the input operating parameter
state space prior to the stage of power system contingency simulation. Embedding such
intelligence to the system scenario sampling process enhances the information content in
the training database, while minimizing the computing requirements to generate it. This
chapter will clearly explain and demonstrate the process of identifying such high infor-
mation contained sampling space and the advantage of deriving security guidelines from
decision trees that exclusively use such an enhanced training database.
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1 Introduction

Traditionally, power system reliability assessments and planning involve deter-
ministic techniques and criteria, which are being used in practical applications even
now, such as WECC/NERC disturbance-performance table for transmission plan-
ning (WECC 2003; Abed 1999). But the drawback with deterministic criteria is that
they do not reflect the stochastic or probabilistic nature of the system in terms of
load profiles, component availability, failures etc. (Billinton et al. 1997). Therefore
the need to incorporate probabilistic or stochastic techniques to assess power sys-
tem reliability and obtain suitable indices or guidelines for planning has been
recognized by the power system planners and operators; and several such tech-
niques have been developed (Beshir 1999; Chowdhury and Koval 2006; Li and
Choudhury 2007; Wan et al. 2000; Xiao and McCalley 2007).

In this regard, Monte Carlo simulation (MCS) methods lend themselves well by
simulating the actual analytical process with randomness in system states (Billinton
and Li 1994). In this way, several system effects or process including nonelectrical
factors such as weather uncertainties can be included in a study based on appro-
priate parameter’s probability distributions. Figure 1 shows an overview of MCS
based security assessment methodology, which involves two major tasks: database
generation approach and machine learning analysis.

The database generation approach involves the following steps:

e Random Sampling: Operating parameters (load, unit availability, circuit outages,
etc.) are randomly selected as per a distribution (e.g., uniform, Gaussian,
exponential, empirical etc.). This process is generally known as Monte Carlo
sampling. Using the generated samples, various base cases are formed.
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Fig. 1 Probabilistic reliability assessment based on MCS and data mining (Henry et al. 2004b)
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e Optimal power flow: Initial states for every case is obtained using OPF
e C(Contingency assessment: Using steady-state or time-domain tools contingency
events are simulated, and post-contingency performance measures are obtained.

The machine learning methods (Wehenkel 1998; Witten and Frank 2000) are
used to extract a high level information, or knowledge from a huge database
containing post-contingency responses obtained from the database generation
step. These machine learning or data mining techniques are broadly classified as:

e Unsupervised learning: Those methods which do not have a class or target
attribute. For example, association rule mining can be used to find the corre-
lation between various attributes. Clustering methods such as k-means, EM etc.
are generally used to discover classes.

e Supervised learning: Those methods that have a class or target attribute, such as
classification, numerical prediction etc., and use the other attributes (other
observable variables) to classify or predict class values of scenarios. For
example, naive bayes, decision trees, instance based learning, neural network,
support vector machine, regression etc.

Among these, decision tree based inductive learning method serves as an
attractive option for preventive-control approach in power system security assess-
ment (Zhou et al. 1994; Wehenkel 1997; Zhou and McCalley 1999; Niimura et al.
2004; Wehenkel et al. 2006). It identifies key pre-contingency attributes that
influence the post-contingency stability phenomena and provides the corresponding
acceptable scenario thresholds. Based on it, security rule or guidelines are devel-
oped, which can be deductively applied to ascertain any new pre-contingency
scenario’s post-contingency performance. Information required for building deci-
sion tree are:

e A training set, containing several pre-contingency attributes with known class
values

e The classification variable (i.e., class attribute with class values such as “secure”
or “insecure”), which could be based on post-contingency performance indices

e An optimal branching rule, i.e., a rule to find critical attribute

e A stopping rule, such as maximum tree length or minimum instances

The aim of inducing a decision tree is to obtain a model that classifies new
instances well and produces simple to interpret rules. Ideally we would like to get
the best model that has no diversity (impurity), i.e., all instances within every
branch of the tree belong to the same class. But due to many other uncertainties or
interactions that have not been accounted for in the model, there would be some
impurity (i.e., non-homogeneous branch) at most of the levels. So the goal is to
select attributes at every level of branching such that impurity is reduced. There are
many measures of impurity, which are generally used as optimal branching criteria
to select the best attribute for splitting. Some of those are entropy, information gain,
Gini index, gain ratio etc.



340 V. Krishnan

Classification accuracy and error rates are used as the performance measures of a
decision tree. There are two kinds of errors: false alarms—acceptable cases clas-
sified as unacceptable; and risks—unacceptable cases as acceptable. Errors can be
calculated by testing the obtained decision model on the training set, which is
usually an over-estimate. There are training set sampling methods such as holdout
procedures, cross-validation, bootstrap etc. (Witten and Frank 2000) to make the
error estimation unbiased. It is even better if the testing is performed using an
independent test dataset. There are numerous references that explain the process of
building a decision tree from a database with algorithms such as ID3, J48 etc.
CART, Answer Tree, Orange, WEKA etc. are some software available for building
decision trees.

Many utilities have taken and are continuing to take a serious interest in
implementing learning algorithm such as decision tree in their decision making
environment. French transmission operator RTE has been using decision tree based
security assessment methods to define operational security rules, especially
regarding voltage collapse prevention (Lebrevelec et al. 1998, 1999; Schlumberger
et al. 1999, 2002; Pierre et al. 1999; Martigne et al. 2001; Paul and Bell 2004;
Henry et al. 1999, 2004a, 2006; Cholley et al. 1998). They provide operators a
better knowledge of the distance from instability for a post-contingency scenario in
terms of pre-contingency conditions, and thus save a great amount of money by
preserving the reliability while enabling more informed operational control closer to
the stability limits. So the central topic of this chapter will be: what is the significant
component of this decision tree induction process, and how to improve it for the
betterment of the planning solutions that are needed under realistic operating
conditions?

The remaining parts of this chapter are organized as follows. Section 2 provides
the background of this work in terms of motivation behind this research, related
past work, and the objective of this work. Section 3 describes the concept of
“information content” in the context of this work. Section 4 presents the technical
approach of the proposed high information contained training database generation.
Section 5 demonstrates the application in deriving operational rules for voltage
stability problem in Brittany region of RTE’s system, and presents results and
discussions. Section 6 presents conclusions and future research directions.

2 Motivation, Related Work, and Objective

The most vital and sensitive part of MCS based reliability studies is the stage of
database generation. The confidence we will have in the results generally reflects
the confidence we have in the set of system states generated. The generated data-
base does influence the classification performance of the decision tree against
realistic scenarios, selection of critical attributes and their threshold values, and size
of the operating rules.
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Generally a uniform or random sampling of system states is carried out by
varying parameters such as load level, unit availability, exchanges at the boarders,
component availability etc. according to their independent probability distributions
obtained from projected historical data (Henry et al. 1999, 2004b; Paul and Bell
2004; Lebrevelec et al. 1999; Senroy et al. 2006). Then, various scenarios are
simulated for a pre-specified set of contingencies. This stage is generally very
tedious and time consuming, as there could be a tremendously large number of
combinations of variables [about 5,000-15,000 samples for a statistically valid
study (Henry et al. 2004b)]. Therefore, the challenge of producing high information
content training database at low computational cost needs to be addressed (Cutsem
et al. 1993; Jacquemart et al. 1996; Wehenkel 1997; Dy-Liacco 1997).

In the open literature, there are re sampling methods to retain only the most
important instances from an already generated training database (Jiantao et al. 2003;
Foody 1999) for classification purposes. But such methods involve huge compu-
tational cost in first generating a training database