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Supervisor’s Foreword

One of the major goals of seismology is to gain knowledge on the internal struc-
tures of the Earth from seismic signals recorded by instruments deployed on the
surface of the globe. Ever since the introduction of digital seismometers in the late
1970s, a huge amount of data has been collected which, with the availability of
increasingly powerful and affordable computers, has led to the creation of numerous
tomography models, allowing us to peek into the Earth’s global, regional and local
structures. In keeping with the improvement in seismic tomography models, our
perception of the Earth’s internal constitution and dynamics has been constantly
shaped and reshaped.

However, at the same time we have also seen attempts that are little more than
straightforward applications of an established method to a more or less the same old
dataset (sometimes with additions of a number of earthquakes and/or stations). The
outcome of this practice is a simple accumulation of models for the same region
with little discernible advance in science. Take Taiwan as an example: an incom-
plete search of literature in the past two decades yields at least eight different
tomography models covering roughly the same area of Taiwan and its immediate
surroundings. They share some common large-scale features, but have drastic
differences in details. This situation is by no means unique to Taiwan. As “new”
models are created, there has clearly been a lack of (1) rigorous, objective and
quantitative assessments on the validity of the models and (2) exploration of new
techniques to qualitatively improve the robustness of tomography models. The
research presented in this thesis represents two efforts in those two aspects.

The first part of this thesis (Chaps. 2 and 3) describes the research in which a
dataset of the first (P-wave) arrival times from active sources were used to make
quantitative assessments of existing tomography models for Taiwan. These P-wave
arrival times are regarded as “ground truth” because they are from active sources
(explosions) whose locations and origin times are exactly known. Through tedious
manual picking from waveforms recorded at nearly 1400 sites all over Taiwan, the
author acquired more than 6000 P-wave arrival times, which were then compared
with predictions by existing tomography models to evaluate the performance of the
models. Indeed, different levels of performance can be seen not only in different
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tomography models but also in different parts of the same model. This “ground
truth” dataset was also used to conduct a tomography study for the shallow crustal
structure in Taiwan. The resulting model (presented in Chap. 3) has much lower
residual and good correlation with surface geology. It was nevertheless turned
down for publication at an international journal due to the objection by an
anonymous but “well-known expert in active-source seismology”. Shunryu Suzuki,
founder of the San Francisco Zen Center, once wrote, “In the beginner’s mind there
are many possibilities, in the expert’s mind there are few”.

The second part of this thesis (Chaps. 4 and 5) deals with the development and
application of a new, full-wave approach to imaging the three-dimensional aniso-
tropic structures using the widely available shear-wave splitting measurements.
Traditional modelling and interpretation of shear-wave splitting in terms of ani-
sotropy have been largely based on ray theory which presumes a uniform distri-
bution of anisotropy. The full-wave approach based on normal-mode theory
developed here leads to spatially varying sensitivities of shear-wave splitting on
anisotropic structures. The application of this approach to data collected at a seismic
network in Southern California, coupled with a multi-scale inversion practice,
demonstrates that this new approach is very effective in imaging the three-
dimensional variations of anisotropy, which in turn provides strong seismic con-
straints on the state of stress and strain in the lithosphere and the dynamics of the
mantle flow in the asthenosphere.

At the present time, full-wave seismic tomography is one of the most active
research frontiers in seismology. Another new generation of Earth models are being
created offering new insights into the inner workings of our planet. I am confident
that the author of this thesis has much to contribute in her future endeavours.

Taipei, Taiwan
February 2017

Li Zhao
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Abstract

This thesis involves two regional seismic tomography studies: One for the isotropic
P-wave velocity in the upper crust beneath Taiwan using first-arrival times from
active sources; the other for the shear-wave anisotropy structure under Southern
California using SKS splitting intensity measurements. In the isotropic tomography
for Taiwan, we use waveform records from the 10 explosions in 2008 conducted by
the TAiwan Integrated GEodynamics Research (TAIGER) project. A large dataset
of high-quality ground-truth first-arrival times are hand-picked from the
active-source records at *1400 sites throughout Taiwan, which greatly enhance
our capability to determine the crustal velocity beneath Taiwan with unprecedented
accuracy and resolution, especially along the two north-south and two east-west
island-wide linear transects with densely deployed receivers. At first, these
first-arrival times are used to evaluate the existing tomography models for Taiwan.
Results show that tomography models obtained from traditional travel time inver-
sions provide consistent and qualitatively correct locations of larger-scale velocity
perturbations. However, small-scale features are inconsistent among different
models, and their velocity perturbations are mostly underestimated. Then we use
our ground-truth first-arrival times to refine the P-wave velocity model. With a
trial-and-error procedure, we acquire the best 2D models along a number of
shot-to-station profiles by fitting the first-arrival times. Finally a partition modelling
approach is employed to invert for a 3D model in northern Taiwan based on a
collection of the crisscrossing 2D models that densely transect across the region.
The resulting structural variations in our 3D model correlate remarkably well with
the surface geological features that are distinctly shaped by the orogenic and tec-
tonic history in Taiwan.

In the anisotropic tomography for Southern California, our purpose is to resolve
the spatial variation of anisotropy in the upper mantle which plays an important role
in our understanding of the Earth’s internal dynamics. Shear-wave splitting has
always been a key observable in the investigation of upper-mantle anisotropy.
However, the interpretation of shear-wave splitting in terms of anisotropy has been
largely based on the ray-theoretical modelling of a single vertically incident plane
SKS or SKKS wave. In our study, we use sensitivity kernels of shear-wave splitting
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to anisotropic parameters calculated by the normal-mode theory, which automati-
cally accounts for the full-wave effects including the interference of SKS with other
phases of similar arrival times, the near-field effect, and multiple reflections in the
crust. These full-wave effects can lead to significant variations of SKS splitting with
epicentral distance and are neglected in ray theory. We image the upper-mantle
anisotropy in Southern California using nearly 6000 SKS splitting data and their 3D
full-wave sensitivity kernels in a multiscale inversion enabled by a wavelet-based
model parameterization. We also appraise our inversion by estimating the spatial
resolution lengths using a statistical resolution matrix approach, which shows the
finest resolution length of *25 km in regions with better path coverage. The
anisotropic model we obtain displays the structural fabrics in relation to surface
geologic features such as the Salton Trough, the Transverse Ranges and the San
Andreas Fault. The depth variation of anisotropy does not suggest a strong
decoupling between the lithosphere and asthenosphere. At long wavelengths, the
orientations of the fast axis of anisotropy are consistent with the absolute plate
motion in the interiors of the Pacific and North American plates.

Keywords TAIGER project � Active sources � First-arrival times � Seismic
tomography � Taiwan � Shear-wave splitting � Anisotropy �Multiscale tomography �
Full-wave sensitivity kernels � Southern California
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least-squares linear regressions between the first-arrival times
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square would take a shorter (longer) time than the
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(lower) P-wave speed from the shot to the specific square than
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Fig. 3.1 Locations of the TAIGER explosions (stars) and receivers.
Note that Shot N3 and N3P are co-located. Open squares show
the stations of the permanent CWBSN and BATS networks.
Regular and inverted triangles denote portable
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with N = 300 while the value of n/M reaches 1%. As seen
in the plot, n decreases rapidly as N increases for the cases
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of individual model parameters at the depth of 114.8 km,
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Chapter 1
Introduction

Understanding the velocity structure in the Earth’s interior is one of the funda-
mental aspects of seismology research. Robust and realistic velocity models ensure
the accuracy and reliability of the strong ground motion estimations, which leads to
effective seismic hazard assessments. In order to investigate the structural features
in the Earth, we analyze the phase and amplitude details of seismic waveforms from
active sources or natural earthquakes. This dissertation involves two distinct
approaches to probing the Earth’s velocity structures: by means of ray-theory and
full-wave methods to model the first-arrival times from explosion experiments and
the splitting intensities of shear waves from earthquakes, respectively.

1.1 Isotropic Seismic Tomography in Taiwan

The first part of this research is the study of the isotropic P-wave velocity in the
upper crust beneath Taiwan using first-arrival times from active-source records.

In order to resolve some of the long-standing issues on the regional tectonics of
Taiwan and offshore area, the TAiwan Integrated GEodynamics Research
(TAIGER) project carried out a series of efforts during 2004–2009, including land
explosions, marine air-gun blasts, and magnetotelluric, and petrophysical obser-
vations, to collect various kinds of geophysical data (Wu et al. 2014). The focus in
Chap. 2 is to use the first-arrival times obtained in the explosion records of the
TAIGER project to evaluate the existing tomography models for Taiwan (Rau and
Wu 1995; Ma et al. 1996; Kim et al. 2005; Wu et al. 2007; Kuo-Chen et al. 2012).
High-quality first-arrival times are manually-picked from the active-source records
and compared with model predictions calculated by finite-difference simulations
(Olsen 1994). Results showed that tomography models obtained from traditional
travel time inversions provide consistent and qualitatively correct locations of
larger-scale velocity perturbations. However, small-scale features are inconsistent
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among the different models, and the velocity perturbations in tomography models
are mostly underestimated.

In Chap. 3, we utilize the observed ground-truth first-arrival times from the
active sources to determine the structural features of the crust, the topmost layer
beneath Taiwan which is also the region with relatively poor resolution in all
tomography models. To avoid underestimating the velocity perturbations caused by
the regularization in the inversion, we adopt the forward modelling approach (Zelt
and Ellis 1988; Zelt and Smith 1992) to deriving the 2D seismic profiles along
several linear transects across Taiwan with numerous closely-spaced instruments
and in northern Taiwan where broadband stations are densely deployed by various
projects. The crisscrossing 2D seismic profiles in northern Taiwan allow us to
construct a 3D model by the partition modelling method (Bodin et al. 2009), which
provides a stable and smoothly varying velocity pattern without any explicit reg-
ularization. The results show that the lateral variation of P-wave speed in Taiwan
can be as large as *50%, much stronger and more realistic than the existing
tomography models obtained by traditional travel time inversions.

1.2 Anisotropic Seismic Tomography in Southern
California

The second part of this research is a study on the shear-wave anisotropy structure
under Southern California using SKS splitting intensity measurements. Our purpose
is the development and application of a full-wave approach to regional anisotropy
tomographic inversion of shear-wave splitting measurements obtained from
regional and global seismic records in Southern California.

In Chap. 4, we discuss the full-wave interpretation of shear-wave splitting in
terms of anisotropy based on the strain Green tensor (SGT) approach (Zhao and
Chevrot 2011a, b). Full-wave modelling of shear-wave splitting, which automati-
cally accounts for the interference among multiple arrivals within the SKS window
and the near-field effect, not only broadens the range of source-receiver geometry in
making splitting measurements, but also enables us to resolve the spatial variation
of anisotropy structure.

The full-wave approach to shear-wave splitting modelling is applied in Chap. 5
in conjunction with a wavelet-based inversion in a multi-scale anisotropic tomog-
raphy for the upper mantle under Southern California. The multiscale inversion
enabled by a wavelet-based spatial parameterization of the model achieves naturally
data-adaptive spatial resolutions. The resolution length of 25–50 km achieved in
our 3D anisotropy model for Southern California reveals detailed variations of the
strength and fast-axis orientation of anisotropy. Locally small-scale anisotropic
fabrics may be associated with surface geologic features such as the possible
upwelling beneath the Salton Trough and the ongoing orogeny in the Transverse
Ranges. The patterns of anisotropy in our model with weak depth dependence do

2 1 Introduction



not support the notion that the lithosphere is decoupled from the underlying
mechanically weaker asthenosphere under Southern California. The
longer-wavelength anisotropic structure suggests that the fast axes in both the
Pacific Plate and North American Plate are aligned with the absolute plate motion,
whereas in the vicinity of the major plate boundary or the SAF system the aniso-
tropy tends to be affected by the motion of both plates.
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Chapter 2
Assessment of Tomography Models
of Taiwan Using First-Arrival Times
from the TAIGER Active-Source
Experiment

In 2008, the TAIGER project conducted an active-source experiment in which
seismic records from 10 explosions were collected at nearly 1400 locations on the
island of Taiwan. In this study, we manually pick the first-arrival times from the
explosion records to ensure reliable and accurate travel time observations, and use
them to examine the complex P-wave structural variations in the crust beneath
Taiwan. Aided by numerical simulations, we compare the observed first-arrival
times with those predicted from a one-dimensional (1D) model and three three-
dimensional (3D) tomography models for Taiwan which portray the underlying
variations in seismic wave speeds frequently utilized to decipher the regional tec-
tonic framework in Taiwan. We evaluate the quality of the four models by the
goodness of fit between the observed and model-predicted travel times. Statistical
distributions of the differential travel time residuals allow us to inspect quantita-
tively the overall effectiveness of these models in replicating the observed
‘ground-truth’ first-arrival times so as to make an assessment of the strength and
deficiency of the resolved velocity structures that agree with or contradict the travel
time observations from the explosion experiment.

2.1 Introduction

Taiwan is situated at the boundary zone between the Eurasian Plate (EP) and
Philippine Sea Plate (PS). Most of the island is bracketed by two different types of
subduction systems. Off the northeast coast of Taiwan the oceanic PS subducts
northwestwardly under the continental EP along the Ryukyu Trench, whereas to its
south the EP plunges eastward under the PS (Fig. 2.1). The oblique convergence
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between these two plates has resulted in the collision of the Luzon Arc with the
Chinese continental margin and subsequent orogeny in Taiwan (Teng 1996).
Nowadays, the island of Taiwan continuously undergoes a northwest-southeast
compression with a convergence rate of about 8 cm/year (Yu et al. 1997; Bird 2003).

Fig. 2.1 Locations of the TAIGER explosions (stars) and stations. Open squares show the
stations of permanent CWBSN and BATS networks. Red and cyan triangles are portable
broadband/short-period and TEXAN instruments, respectively, deployed by the TAIGER project.
Blue triangles indicate portable array stations in the Taipei Basin. Inset map shows the regional
tectonic setting. Tectonic divisions in Taiwan shown in this and subsequent figures are: Central
Range (CR), Hsueshan Range (HR), Coastal Range (CoR), Western Foothills (WF), Longitudinal
Valley (LV), Coastal Pain (CP), Taipei Basin (TB), and Yilan Basin (YB). Yellow arrow indicates
the current movement direction of the Philippine Sea Plate. The red-dashed box indicates the
horizontal extent of the finite-difference simulations. Reprinted from Lin et al. (2011) with
permission Bulletin of the Seismological Society of America
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The active collision, orogeny, and subduction cause very high rates of defor-
mation (Yu et al. 1997) and seismicity (Wang 1998; Wang and Shin 1998) in the
Taiwan region, which provides abundant geological and geophysical observables
for studying regional structures and tectonics. Over the past two decades, networks
of densely-distributed seismic stations have been deployed across Taiwan and
nearby islands as well as offshore on the sea floor. These networks have accumu-
lated a tremendous amount of high-quality seismic data from worldwide earth-
quakes. Primarily based on P- and S-wave arrival times from local earthquakes, a
number of tomography models have been constructed for the seismic velocity
structures in the crust and uppermost mantle beneath Taiwan, which are often used
to interpret the complex tectonic processes in the region. Rau and Wu (1995)
manually picked P-wave arrival times recorded by short-period instruments of the
Central Weather Bureau Seismic Network (CWBSN) to image the 3D lithospheric
structure beneath Taiwan. Ma et al. (1996) employed the P- and S-wave arrival
times reported in the Central Weather Bureau (CWB) earthquake catalog to
investigate both the velocity structure and the variation in crustal thickness. Shin
and Chen (1998) obtained a layered 1D model suitable for the Taiwan region,
which has since been used by the CWB for routine determinations of earthquake
hypocenters and origin times. More recently, Kim et al. (2005) combined the
augmented dataset from the CWBSN and two temporary seismic arrays in
east-central and southern Taiwan to simultaneously determine 3D models of P and
S velocities in the crust and uppermost mantle and relocate earthquake hypocenters.
Wu et al. (2007) included additional S-P differential arrival times from the Taiwan
Strong Motion Instrumentation Program (TSMIP) network and the CWBSN data to
construct 3D models of Vp and Vp/Vs ratio beneath Taiwan.

In order to further advance our understanding of regional tectonics, the TAIGER
project carried out a series of comprehensive geophysical experiments which col-
lected a large amount of data useful for the accurate determination of earthquake
locations and mechanisms as well as the construction of multi-scale images of the
crust and upper-mantle structures. One of them was an active-source seismic
experiment conducted in the spring of 2008, with a total of 10 controlled-source
explosions being shot across the island of Taiwan. The recorded seismic data and
scientific outcomes are extraordinary in that the source locations and origin times
are exactly known and the observed P-wave arrival times can thus be applied
directly to assess the robustness of existing tomography models and alleviate their
possible deficiencies. Furthermore, they allow us to explore alternative structural
models and geodynamic interpretations consistent with the new data.

In this study, we pick the onset times of the first arrivals from the TAIGER
explosion records to examine the crust and uppermost mantle structure beneath
Taiwan. We also compare the observed first-arrival times with those predicted by
the tomography models in order to evaluate their efficacy in travel time estimation.
Although ultimately these active-source first-arrival times can be used as constraints
in a future 3D seismic tomography study, their immediate application is in the
assessment of currently available tomography results. The rationale for this
undertaking is two folds: (1) Coming from controlled experiments almost entirely
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free of source uncertainties, these highly accurate first-arrival times provide the
“ground truth” that must be satisfied by all structural models, and (2) given the
variety of tomography models derived from different datasets and modelling
techniques, there is clearly a need for a careful examination of the available models
in order to understand their strengths and weaknesses so that these models can be
used more effectively and appropriately, and the first-arrival times from active
sources provide an accurate and objective ground-truth criterion. Systematic,
careful and quantitative assessment of the available regional models is also helpful
in selecting the optimal 3D model to serve as the starting model for non-linear
iterative full-wave tomography approaches developed in recent years (e.g. Chen
et al. 2007; Tape et al. 2009).

For predicting first-arrival times in 3D models, many algorithms based on ray
tracing have been developed in the past four decades (e.g. Julian and Gubbins 1977;
Červený 1987; Um and Thurber 1987; Vidale 1990; Moser 1991; Podvin and
Lecomte 1991). These algorithms provide efficient tools in predicting first-arrival
times in 3D structures. However, for the entire Taiwan region we consider in this
study, most of the algorithms are either non-parallel thus require expensive
shared-memory computers to allow for small spatial grid spacing, or lack the
flexibility to switch models easily. Therefore, we adopt the 4th-order staggered-grid
finite-difference method (e.g. Olsen 1994; Graves 1996) to compute synthetic
seismograms from individual explosive sources. We obtain the first-arrival times
from the synthetic seismograms for the 1D model of Shin and Chen (1998) and the
3D models of Rau and Wu (1995), Kim et al. (2005), and Wu et al. (2007), and
compare them with the observations to evaluate the reliability of their resolved Vp
structures.

2.2 Observations of First-Arrival Times

The first-arrival time data used in our study were measured from the waveform
records of the 10 TAIGER explosion shots. Table 2.1 lists the basic information of
each explosion source including the GMT time, location, yield, and site condition.
Figure 2.1 shows distributions of the stations and explosion sites, among which five
shots are located along the Northern Cross-Island Highway and the other five are
along the Southern Cross-Island Highway. The recording stations belong to a
number of permanent and portable networks which include: (1) the Broadband
Array in Taiwan for Seismology (BATS), a permanent network operated by the
Institute of Earth Sciences (IES), Academia Sinica; (2) the CWBSN, a permanent
network consisting of a real-time monitoring system of short-period, strong-motion
and broadband stations; (3) a portable array of broadband seismographs in the
Taipei Basin (TBBN) operated by IES; (4) a portable array of 47 IRIS PASSCAL
broadband instruments deployed by the TAIGER project along three approximately
east-west lines; (5) portable arrays composed of 48 broadband and 20 short-period
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instruments deployed by the IES, the National Chung Cheng University, and the
National Central University; and (6) an array of TEXAN geophones distributed at a
spacing of about 200 m along the Northern and Southern Cross-Island Highways.
The geophones were also deployed along the Central Range at a spacing of 2 km in
between the portable instruments in (5). The sampling intervals of the records are
0.004 s for the TEXAN instruments and 0.01 s for the rest.

2.2.1 Picking Onset Times from Waveform Records
and Removing Elevation Effect

We collected the explosion waveforms from a total of about 1400 recording sites.
Most of the records are in good quality, as shown in Fig. 2.2. Figure 2.2a, b exhibit
a suite of vertical-component records at a number of stations (Fig. 2.2a) along the
Central Range from Shot N3P. In the raw waveform records in Fig. 2.2a, the first
motions are sharp and their arrival times can be very accurately determined. In
Fig. 2.2b, bandpass filtered version of these records around 1 Hz show that
coherent converted surface waves from the explosion can be seen even beyond
about 80-km epicentral distance. These short-period Rayleigh waves can be used in
dispersion and waveform inversions to investigate both P- and S-wave structures at
very shallow depth (1–2 km).

We manually picked the onset times of the first-motions in the raw
vertical-component explosion records. The procedure for the onset-time picking is
illustrated in Fig. 2.2d. We first zoom in around the emergence of the first motion to
a duration of only a few sampling intervals of a seismic record. For instance,

Table 2.1 Primary information of the 10 TAIGER explosions

Shot Yield
(kg)

Date
mm/dd/year

Time
(GMT)

ML Longitude
(°E)

Latitude
(°N)

Elev.
(m)

Site
class

a
(km/s)

S1 1000 02/27/2008 17:01:49 3.02 120.2380 23.50886 6 D1 1.60

S2 750 02/27/2008 17:30:57 2.62 120.4213 23.42339 20 D2 1.67

S3 500 02/26/2008 18:02:46 1.89 120.7147 23.28013 650 B 4.10

S3P 1500 02/26/2008 17:32:43 1.78 120.6267 23.13699 335 B 4.10

S4 750 02/28/2008 17:02:09 2.30 121.1417 23.13288 390 B 4.10

N1 750 03/06/2008 17:03:23 2.56 121.0459 24.79356 55 C2 2.00

N2 750 03/06/2008 17:34:56 1.55 121.2358 24.67563 590 B 4.10

N3 750 03/04/2008 18:01:18 2.10 121.4879 24.57694 405 B 4.63

N3P 3000 03/04/2008 17:01:18 2.67 121.4879 24.57694 405 B 4.63

N4 1000 03/05/2008 17:03:40 2.43 121.8117 24.44690 6 D3 1.74

Note ML is the magnitude for the explosions determined by the Central Weather Bureau of Taiwan, a is
the P-wave speed either given from Vs30 (for Classes C, D and E) or estimated from TAIGER explosion
records (for Class B)
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Fig. 2.2d shows the zoom-in record of a 0.16-s long time window equivalent to 16
sampling intervals. Since the first motion from an explosion is always upward, we
choose the onset time of the first motion at the instant of a sudden increase in the
slope of the waveform (vertical dashed line in Fig. 2.2d). All of our first-arrival

Fig. 2.2 a A suite of vertical-component raw seismograms recorded by instruments located along
a linear trend from Shot N3P. The dashed line indicates the manually picked first-arrival times.
Station names are given at the end of each trace, and stations with no first-arrival time picks are
identified by a star. b Bandpass filtered versions of the records in (a) with cutoff frequencies of 0.8
and 1.5 Hz. c Locations of Shot N3P and the instruments whose records are shown in (a) and (b).
d An illustration of picking the first-arrival time shown by the record at station NSN12 from Shot
N3P. The dashed line indicates the first-arrival time pick. Reprinted from Lin et al. (2011) with
permission Bulletin of the Seismological Society of America
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time picks have been obtained following a set of stringent standards to ensure the
consistency, reliability and accuracy. In the end a total of 6029 first-arrival times
were obtained from fewer than half of all TAIGER explosion records, most of
which have picking errors well below 0.1 s.

The observed first-arrival times from the active-source experiment provide a
ground-truth dataset of P-wave travel times, which can be applied to evaluate 3D
tomography models by comparisons with model predictions. However, before
making this comparison careful consideration must be taken to account for the
effect of topography and shallow structure on the first-arrival times which are
usually poorly modeled in tomography inversions. The effect of topography on
first-arrival times is mainly caused by the elevations of shots and stations relative to
the sea level. Since the elevations of shots and stations are exactly known, con-
sideration of the topography effect on first-arrival times boils down to the estimation
of the near-surface seismic wave speed.

Current tomography models for Taiwan are confined to the structures below sea
level and topography of the region is not taken into account. The shots and stations
in the TAIGER active-source experiment are all located at different elevations with
a variation range of over 3 km. Therefore, the observed first-arrival times reflect
shortest travel times not between two points at sea level, but between two points at
different altitudes. To compare the observed and model-predicted first-arrival times,
we can make adjustment to either observed or model-predicted arrival times to
account for the elevation effect.

In travel time tomography, a quantity called ‘station correction’ is often used to
account for the travel time anomaly associated with the station elevations, strong,
small-scale structural heterogeneity, and sharp, discontinuous velocity changes at
shallow depths under the stations. These features are usually considered as nuisance
in tomography inversions which implicitly assume that the imaged velocity per-
turbations are weak and smooth. As a result, it is unreliable to use ‘station cor-
rections’ or near-surface velocities in tomography models to estimate the
contributions of the source and station elevations to an observed first-arrival time.
Instead, we make use of the results from decades of thorough geological mappings
and geophysical surveys in Taiwan (Ho 1988) to determine the near-surface P-wave
speed consistent with the geological units at the sites of stations and explosions.
Then, for each shot-receiver pair, we estimate the difference in travel time taken
along two P-wave ray paths: one being the true ray path from the actual location of
the shot to the receiver and the other from the projection of the shot on the sea level
to that of the receiver. The geometry is shown by the diagram in Fig. 2.3. The
sub-surface portion of the true ray path from S1 to R1 has approximately the same
length as the portion of the ray path from the sea-level source to the sea-level
receiver from S2 to R2. From the geometry we have the relation

TSR ¼ TSS1 þ TS1R1 þ TR1R; and TS0R0 ¼ TS0S2 þ TS2R2 þ TR2R0 ; ð2:1Þ
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Thus we have

TS0R0 ¼ TSR � ðTSS1 � TS0S2Þ � ðTR1R � TR2R0Þ: ð2:2Þ

From the geometrical relations between the sides of D SS0S1 and D S1S2S0 and
between the sides of D RR1R0 and D R1R0R2 shown in Fig. 2.3, we know that

TSS1 � TS0S2 ¼
zS
a0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� p2a20

q

; and TR1R � TR2R0 ¼
zR
a0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� p2a20

q

; ð2:3Þ

where zS and zR are the elevations of the shot and receiver, respectively, and p is the
ray parameter of the first-arriving P wave. For a given shot, the ray parameter varies
with the receiver elevation and the shot-receiver distance. Therefore we can write

TS0R0 ¼ TSR � d tSR; ð2:4Þ

where

d tSR ¼ ðTSS1 � TS0S2Þþ ðTR1R � TR2R0Þ ¼
zS þ zR
a0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1� p2a20

q

ð2:5Þ

is the difference between the travel time TSR from the actual locations of the shot to
receiver and the travel time TS0R0 between sea-level source and sea-level receiver.
Here we assume that the P-wave speed a0 between the surface and the sea-level is
homogeneous.

Fig. 2.3 Diagram showing the geometry in making first-arrival time adjustment for elevation
travel time. S and R are the actual positions of the shot and receiver, respectively, and S0 and R0

are their vertical projections on the sea-level. Solid curves are ray paths from S to R and from S0 to
R0. S1 and R1 are intersections between the ray path from S to R and the sea-level. aB is the
assumed constant P-wave speed of the Class B material between the topographic surface and the
sea level. Reprinted from Lin et al. (2011) with permission Bulletin of the Seismological Society of
America
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The source and station elevations zS and zR in Eq. (2.5) are known quantities.
Therefore, if we also know the topographic surface P-wave speed a0 and the ray
parameter p, we can estimate d tSR, and Eq. (2.4) provides a straightforward means
to adjust the travel times TSR from actual locations of the shots to receivers that are
manually picked on the records, to TS0R0, the travel times from sources to receivers
on the sea level, which can be compared directly with the model-predicted
first-arrival times to assess the validity of the models. After the adjustment to all
first-arrival time picks for the elevation-induced time differences, the resulting
P-wave travel time anomalies can be used not only for evaluating the quality of the
regional tomography models, but also for constraining the heterogeneous structures
in the crust and uppermost mantle.

In this study, we estimate the near-surface P-wave speeds by the in situ con-
ditions at the source and station sites. Lee et al. (2001) classified the site conditions
in Taiwan into four categories, B, C, D and E, corresponding to Classes SB, SC, SD
and SE, respectively, in the 1997 UBC provisions (ICBO 1997). Lee and Tsai
(2008) assigned the site categories of 711 free-field strong-motion stations dis-
tributed in Taiwan and estimated the shear velocity values of these four categories.
We adopt their classification and determine the site class for each source and station
by choosing the same site category as that for the nearest strong-motion station.
These four site classes are distinguished by age and rock type (Classes B and C) or
engineering soils (Classes D and E). Class B refers to igneous and metamorphic
rocks, limestones, and hard volcanic intrusions. Miocene or older rocks may be
classified as Class B, with an average shear-wave velocity of 760 m/s to 1500 m/s
in the uppermost 30-m layer (Vs30). Sandstones, shales and conglomerates in the
Pliocene and Pleistocene, and soft rocks or very compact soils are classified as
Class C. Class C has a Vs30 value ranging in 360–760 m/s, and is divided into
three subclasses C1, C2 and C3 (Lee and Tsai 2008). Late Quaternary loose sands,
silts, clays, gravel deposits or stiff soils like fluvial terrace, and stiff clays are
classified as Class D, which is also divided into three subclasses D1, D2, and D3
with Vs30 values varying in 180–360 m/s (Lee and Tsai 2008). Class E, with Vs30
<180 m/s, contains Holocene alluvium flood plains and recent fills. The site classes
determined for all the sources and stations used in this study are shown in Fig. 2.4.

In the active-source experiment of the TAIGER project, the sources and stations
associated with the site classes of C, D and E are all at low altitudes of a few tens of
meters or less. Therefore, for all stations of C, D and E classes, we adopt the Vs30
values in Lee and Tsai (2008) for shear-wave speeds, b, at the sites associated with
these three categories, and estimate the corresponding P-wave speed, a, by the
so-called Castagna mud-rock equation (Castagna et al. 1985):

a ¼ 1:16bþ 1:36; ð2:6Þ

where a and b have the unit of km/s. The estimated P-wave velocities for site
classes C, D and E are shown in the inset table in Fig. 2.4.
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The sources and stations associated with Class B are all located at higher ele-
vations where the velocities above sea level are no longer available from the local
Vs30 model. Shots N2, N3P, S3 and S3P are all classified as Class B, and fortu-
nately each of these shots has a number of stations located within a few kilometers.
It is worth mentioning that in addition to the TEXAN geophone records, we
incorporate data from 13 and 8 accelerometers deployed by IES (Lin et al. 2009)
and located less than 1 km away from Shots N3P (N3) and S3P, respectively. The
integrated dataset provides a far more accurate estimate of both the origin times and
the P-wave velocities near the explosion sites. Assuming that the structural column
above sea level at each shot is relatively homogeneous, we estimate the uniform
P-wave speed within the column by the linear relation between the first-arrival
times and travel distances from the stations less than 6 km to the shot. Figure 2.5
shows the first-arrival times increasing with distances which give the P-wave speed

Fig. 2.4 Site classes of all
stations and explosions used
in this study. The inset table
on the top-left corner lists the
P-wave velocities for
Classes C, D and E estimated
directly from the Vs30 values
(see text) and the Castagna
mud-rock equation. The
P-wave speed for Class B is
determined by a linear
regression between
first-arrival times and travel
distances at stations within
6 km from Shots N2, S3 and
S3P. Reprinted from Lin et al.
(2011) with permission
Bulletin of the Seismological
Society of America
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for the metamorphic rock of Class B at each shot by the inverse of the slope of the
best-fitting line. The P-wave speeds near Shots N2, S3 and S3P are similar, about
4.1 km/s (Fig. 2.5a, c, d), but is higher near Shot N3P, about 4.63 km/s (Fig. 2.5b),
indicating that the material property in the vicinity of Shot N3P significantly differs
from that at the other shots. Therefore, we determine the P-wave velocity to be
4.10 km/s for Class B by averaging the estimates at Shots N2, S3 and S3P, and use
the value of 4.63 km/s for Shot N3P and the stations within 1 km from the shot.
Details of the site classes for the 10 explosions are listed in Table 2.1.

After obtaining the surface P-wave speeds for all site classes for the shots and
stations, we use Eq. (2.5) to estimate d tSR, the time differences due to source and
station elevations needed to adjust the first-arrival time picks TSR to those between
sea-level source and stations TS0R0 (Fig. 2.3). For stations of site classes C, D and E,
they are located above low-velocity sediments with low elevation (a few tens of
meters), we thus make the approximations

Fig. 2.5 P-wave velocities for Class B estimated directly by least-squares linear regressions
between the first-arrival times and distances observed at stations within 6 km from Shots N2, N3P,
S3 and S3P. Crosses clustered near the origin in b and d denote the first-arrival times observed at
several accelerometers deployed within 1 km from Shots N3P and S3P, respectively. Reprinted
from Lin et al. (2011) with permission Bulletin of the Seismological Society of America
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d tSR ¼ zS þ zR
a0
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;

for C, D or E class explosion site,
ð2:7Þ
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; for C, D or E class station site,
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d tSR ¼ zS þ zR
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; for C, D or E class explosion and station,

ð2:9Þ

Ray tracing tests using realistic structures show that Eqs. (2.7)–(2.9) are very
good approximations with only a maximum error of *0.025 s. For stations in class
B, the elevations may be too high and we must estimate the ray parameter p more
accurately. The first-arrival time picks from the nearly linear array of stations along
the five southern shots enable us to derive an average 1D model which can be
considered as a representative of the average 1D structure of class B, and then we
determine the ray parameter p from the actual locations of the shot to the station by
ray tracing in this 1D model. Figure 2.6 shows the elevations of the TAIGER

Fig. 2.6 a Elevations of stations and explosions. The ten down-hole stations with negative
elevations are shown by the triangles with the corresponding color for their site classes used in
Fig. 2.4. Their elevations in meters, site classes, and the station part of elevation effect (zR=a0 in
Eqs. 2.8 and 2.9) in sec are listed in the inset box. b and c Distributions of the travel time
adjustment d tSR due to source and receiver elevations (Eq. 2.5) to P-wave travel times from Shots
N3P and S3, respectively. Reprinted from Lin et al. (2011) with permission Bulletin of the
Seismological Society of America
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explosions and stations and the estimated time adjustments d tSR for Shots N3P and
S3. The highest station is located at an elevation of 3845 m in the Jade Mountain,
which yields the largest travel time adjustment of *0.71 s. The travel time
adjustments for all shot are shown in Fig. 2.7.

2.2.2 Elevation-Adjusted First-Arrival Times

After the time delays owing to the elevation effects at the stations and explosion
sites are removed, we obtain the adjusted first-arrival times, TS0R0 , which retain only
the P-wave travel times accrued within the sub-sea level structures. These in situ
measured travel times are then employed to interpolate the variations of the
observed first-arrival times emanating from the shots using a minimum-curvature
interpolation scheme built in the GMT plotting software (Wessel and Smith 1998).
The resulting P-wave travel time distributions from 10 explosions are displayed in
Fig. 2.8, where white corresponds to the zero travel time at the shot locations and
red color represents the travel time of 50 s and longer. In the vicinity of the shot
sites, the P waves only travel a small distance through the region near the surface
and therefore the travel time patterns are characterized by the variations of shallow
velocity structures near the explosions. As the traveling distance increases, the P
waves penetrate deeper and the travel time patterns reflect structural variations at
greater depths. Convex and concave geometries of the travel time contours indicate
P waves traveling at higher and lower speeds, respectively, along their propagation
paths than those along neighboring paths. For example, the contours are slightly
convex south of the northern shots, N2, N3 and N3P (Fig. 2.8b–d), and north of the
southern shots, S3 and S4 (Fig. 2.8h, j). This indicates that the P waves travel faster
at shallower depths beneath the Central Range than the surrounding regions. On the
other hand, the concave patterns northwest and southwest of Shot S3 (Fig. 2.8h)
are, respectively, related to the presence of the low velocity zones at shallow depth
in Chiayi and Kaohsiung regions. We note that the travel time contours may exhibit
fictitious patterns introduced by the interpolation scheme, particularly in places
where the spatial sampling is sparse. For example, travel time variations from two
co-located shots, N3 and N3P, shown in Fig. 2.8c, d, respectively, should be very
much alike. However, they are actually quite different in central and southern
Taiwan. In particular, in southern Taiwan the travel time contours from N3P are
very irregular, whereas those from N3 are almost flat. Because of the much smaller
yield for Shot N3, there are fewer first-arrival time picks available for the travel
time interpolation than N3P, and as a result the two travel time patterns are similar
only in regions near Shots N3 and N3P, where the sampling of the first-arrival times
(denoted by solid blue triangles in Fig. 2.8c, d) is dense. Because of this reason, it is
important to remember that contours in regions with few observations must be
taken with a grain of salt.
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Fig. 2.7 Plots similar to those in Fig. 2.6b, c but for all shots. Shot N3P and N3 are collocated, so
only nine plots are shown. Reprinted from Lin et al. (2011) with permission Bulletin of the
Seismological Society of America
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2.3 Model Predictions of First-Arrival Times

Since the 1990s, the CWBSN stations have provided a good coverage on the
Taiwan island to monitor seismic activities occurring in the region. The CWB
catalog which routinely reports earthquake source information and P and S arrival
times has helped produce a number of tomography models of the crust and
uppermost mantle structures beneath Taiwan to improve our understanding of
regional tectonics. In this study, we want to evaluate the validity of the resolved
heterogeneous structures by comparing the first-arrival times predicted by the
tomography models with the ground-truth data obtained from the TAIGER
explosion records.

2.3.1 Regional Models for Taiwan

Many P and S velocity models for the crust and uppermost mantle beneath Taiwan
have been published in the past two decades. In this study we consider four models
that span the entire region, including a regional 1D model (Shin and Chen 1998,
hereafter referred to as 1D) and three 3D models (Rau and Wu 1995; Kim et al.
2005; Wu et al. 2007, hereafter referred to as R95, K05, and W07, respectively).
Figure 2.9 displays the map views of P-wave speed perturbations of the three 3D
models with respect to the 1D model at the depths of 5, 13, 25, and 35 km. Model
R95 (Rau and Wu 1995) was obtained using arrival times from 1197 regional
earthquakes. The model was discretized into a 3D grid with 8 points vertically
down to 80-km depth and a non-uniform horizontal grid spacing of 20–35 km. In
contrast, model K05 (Kim et al. 2005), based on *27,000 arrival times of P and S
waves from 1218 earthquakes, was parameterized uniformly with a 8-km horizontal
grid spacing and a 2-km vertical spacing down to 148-km depth. Model W07 was
derived from an even more extensive dataset: *300,000 P arrival times and
*174,000 S-P differential times from 17,206 regional earthquakes. The 3D model
grid is also non-uniform, with horizontal grid spacing of 7.5–20 km and 17 grid
points vertically down to a depth of 200 km. The long-wavelength features are
generally in good agreement among the 3D models such that they all reveal a region
of low Vp in the western coastal plain and a high Vp at shallow depth (see the maps
for 5-km depth in Fig. 2.9), but significantly lower Vp than in the surrounding
region at great depths beneath the Central Range (see the maps for 25- and 35-km
depths in Fig. 2.9). Model R95 has the smoothest structure while W07 yields the
strongest lateral variations with many short-wavelength anomalies superimposed on
the long-wavelength structures. All the models use the contour of a
subjectively-chosen velocity at the base of the crust to delineate the Moho depth,
inferring that the maximum Moho depth reaches to 50–60 km beneath the Central
Range.
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Fig. 2.9 P-wave velocity models considered in our study. Top panel shows the 1D model, and the
bottom three rows show, from top to bottom, the perturbations of the 3D models R95, K05 and
W07 relative to the 1D model at four different depths. In each row, the depths from left to right are
5, 13, 25 and 35 km, with P-wave speeds of 5.25, 6.02, 6.62 and 7.53 km/s, respectively, in the 1D
model. Reprinted from Lin et al. (2011) with permission Bulletin of the Seismological Society of
America
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In order to establish an intuition between the first-arrival times and the depth
distribution of wave speed, a few first-arrival ray paths are displayed in Fig. 2.10.
These ray paths are calculated by the ray tracing algorithm of Zelt and Smith (1992)
in a smoothed version of the 1D model in Fig. 2.9. Ray paths in 3D models are
apparently dependent not only on epicentral distance, but also on the specific
locations of source and station. However, except for stations close to the explo-
sions, almost all first-arriving P waves propagate through the structure beneath the
Central Range, where the Moho is relatively deep. Therefore, the typical ray paths
in Fig. 2.10 suggest that almost all of our first-arrival time picks are obtained from
Pg waves with a maximum penetration depth of about 35 km.

2.3.2 Numerical Simulations

We employ a staggered-grid finite-difference algorithm (Olsen 1994) with an
accuracy of fourth order in space and second order in time to simulate 3D seismic
wave propagation through the four models we consider here and calculate the
synthetic seismograms from 10 explosions recorded at sea level. Although the
recently developed spectral-element method (SEM) provides an accurate approach
to model the topography effect on seismic wave propagation (e.g. Komatitsch and
Tromp 1999, 2002; Chaljub et al. 2003; Lee et al. 2008), it is a major task to
implement a different structural model in the SEM simulation. Therefore, it is not
appropriate for this study because of our need to analyze multiple structural models.

The structural volume in our numerical simulations covers an area of 3.5° in
latitude by 2.14° in longitude and extends from sea level down to a depth of 80 km.
The entire model is discretized into a total of 2240 � 1304 � 458 nodes with a
uniform grid spacing of 175 m, resulting in the synthetic P waveforms with

Fig. 2.10 Left Typical ray paths for the first arrivals at several epicentral distances. Note that there
is a factor of 2 vertical exaggeration. Right The 1D model used in the ray tracing. It is a smoothed
version of the 1D model shown in Fig. 2.9. Reprinted from Lin et al. (2011) with permission
Bulletin of the Seismological Society of America
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accuracy up to about 4 Hz. To ensure numerical stability, the time step needed to
advance the wavefield is 0.008 s.

For the four Taiwan regional models, the model parameters at each
finite-difference grid point is obtained by a linear interpolation using the values at
the 8 surrounding points in the model grid. For the 10 explosion shots, two of which
(N3 and N3P) are co-located, a total of 36 simulations were carried out. A first
motion detection program is used to automatically pick the onset times of first
arrivals predicted by the four models.

In Fig. 2.11, we present the model-predicted first-arrival times by displaying the
differential travel times between 3D and 1D models for Shots N3P (Fig. 2.11a–c)
and S3 (Fig. 2.11d–f), since they are the most representative explosion shots in
northern and southern Taiwan, respectively. As mentioned previously, interpolation
of sparsely sampled travel times may generate artificial patterns caused by inter-
polation. Since the numerical simulation can provide seismograms and first-arrival
time picks at all grid points in the model, we use samples of first-arrival times
obtained at a large number of closely-spaced grid points (black dots in Fig. 2.11a,
d) that more uniformly cover the study region to obtain lateral variations of the
differential travel times between the 3D and 1D models shown in Fig. 2.11.

As seen in Fig. 2.9, the deviations of P-wave velocities of the 3D models from
the 1D model are positive at shallow depth and negative at greater depth beneath
the Central Range. Effects of these velocity perturbations on the variations of
differential travel times between 3D and 1D model are evident in Fig. 2.11. Near
Shot N3P in northern Taiwan (Fig. 2.11a–c), the differential times are negative
(blue), consistent with higher P-wave velocities at shallow depth beneath the
Central Range, whereas further south they become positive (red), caused by lower
P-wave velocities at greater depth. Such depth-dependent velocity structure beneath
the Central Range has similar effects on the predicted first-arrival times for Shot S3
in southern Taiwan (Fig. 2.11d–f), leading to an opposite distribution of the dif-
ferential travel times varying from negative in the south to positive in the north. The
differential travel times for 3D models K05 and W07 have positive values in the
western foothills (WF) and coastal plain (CP), where the Vp anomaly relative to the
1D model is negative at shallow depth. All 3D models yield positive differential
travel times localized in the Kaohsiung region in the southwest from Shot S3, where
the P-wave speeds at depth less than 10 km are significantly lower than the sur-
rounding regions (see Fig. 2.9). In addition, the differential travel times in Models
K05 and W07 for Shot S3 are positive in Hengchun Peninsula at the southern tip of
Taiwan, in contrast to those in R95. This difference is directly related to the dif-
ferent near-surface velocity perturbations beneath Hengchun Peninsula (see the
maps for 5-km depth in Fig. 2.9), which are negative or slower in K05 and W07
relative to the 1D model, but positive or faster in R95.
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Fig. 2.11 Differential P-wave travel times for Shots N3P (top row) and S3 (bottom row) obtained
by subtracting the first-arrival times predicted by the 1D model from those by individual 3D
models, with Model R95 in (a) and (d), K05 in (b) and (e), and W07 in (c) and (f). Stars indicate
the locations of the shots. The color scheme assigns a cool (warm) color for a negative (positive)
differential travel time observed at a given location on sea level, implying that the arriving P-wave
takes a shorter (longer) time in the 3D model than in the 1D; that is, it travels from the shot to the
given location with a higher (lower) wave speed in the 3D models than in the 1D model. Reprinted
from Lin et al. (2011) with permission Bulletin of the Seismological Society of America
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2.4 Comparisons Between Observed and Model-Predicted
First-Arrival Times

In order to evaluate the capability of the 1D and 3D models in predicting the
‘ground-truth’ first-arrival times obtained from the explosion records, we conduct a
systematic comparison between the observed and model-predicted P-wave travel
times. The distributions of the travel time residuals for Shots N3P and S3 obtained
by subtracting the model-predicted first-arrival times from the observed ones are
shown in Fig. 2.12. As noted before, the interpolation of travel time variations may
introduce artificial patterns in places where the samples of first-arrival times are
sparse. Therefore, if we perform a point-by-point subtraction of the model-predicted
first-arrival times from the observed ones at all of the interpolated locations, the
residual distribution can be falsely represented by fictitious residuals. We therefore
divide the island of Taiwan into 0.13° � 0.13° squares, with each square having an
overlap with each of the adjacent square, and the width of each overlap is one-fifth
of the side of the square. For each square, we calculate the average of the residuals
from all the samples obtained in that square. The square size is chosen to simul-
taneously prevent artifacts arising from interpolation and retain robust, small-scale
features in the residual distributions.

The residuals of travel times in the 1D and 3D models from Shots N3P and S3
are shown in Fig. 2.12. It is obvious that all the 3D models yield smaller travel time
residuals than the 1D model, indicating a significant improvement in the fit of the
observed travel times by the tomography models. The residuals in the three 3D
models from Shot N3P (Fig. 2.12b–d) are all negative (blue) in northern and central
Taiwan closer to the shot site and positive (red) further south. These patterns
suggest that the current 3D tomography models are not fast enough at shallower
depth and not slow enough at greater depth under the Central Range. Even though
the 3D models have predicted a higher Vp at shallow depth and a lower Vp at great
depth than the 1D model under the Central Range, they still underestimate the
amount of velocity perturbations. Similarly, the residuals from Shot S3 shown in
Fig. 2.12f–h are positive (red) in Chiayi and Kaohsiung regions, indicating that the
3D models are not slow enough at shallow depth there. The positive (red) residuals
in the northwest corner of the island are found in Models R95 and W07 (see
Fig. 2.12b, d), which suggests that these two models are too fast at shallow depth in
northern Taiwan. The overall residual patterns for the different models from the
other 8 shots are similar and they are presented in the same way in Fig. 2.13.
Notwithstanding that all 3D models are superior to the 1D model in predicting the
observed travel times, there are still rooms for improvements.

We compare the statistical distributions of the travel time residuals for the four
models to quantitatively assess their effectiveness in replicating the observed
‘ground-truth’ travel times. Figure 2.14a shows the plot of the number of picks vs.
residual values for the entire dataset. The number of picks for a residual value is
counted from the total number of picks whose residuals are within a ±0.1 s bin
around the given residual value. To further investigate the contribution to the
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residuals from the structure under the tectonic units, WF and CP, we separate the
dataset into two groups: one for the first-arrival picks associated with P waves only
traversing WF and CP, and the other for the remaining picks. The statistical dis-
tributions of the residuals for the two groups are plotted in Fig. 2.14b, c. In
Table 2.2, we also compare the statistical values of the mean, root-mean-square
(RMS), variance (VAR), and skewness of the four models for the three sample sets
with different path combinations as in Fig. 2.14a–c.

Fig. 2.12 Travel time residuals for Shots N3P (a–d) and S3 (e–h) obtained by subtracting
individually the model-predicted first-arrival times from the observed ones. Stars indicate the
locations of the shots. The entire island is divided into 0.13° � 0.13° squares, with each square
having an overlap with each of the adjacent square, and the width of each overlap is 1/5 of side of
the square. The residual in each square is estimated by averaging all the residuals obtained at the
stations within the square. The color scheme assigns a cool (warm) color for an average negative
(positive) residual within a given square, implying that on average a P wave arriving within the
square would take a shorter (longer) time than the model-predicted times; that is, it actually travels
with a higher (lower) P-wave speed from the shot to the specific square than that suggested by the
four models. Squares with no observed first-arrival times are masked out with gray color.
Reprinted from Lin et al. (2011) with permission Bulletin of the Seismological Society of America
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Fig. 2.13 Travel time residuals of the observed first-arrival times relative to the model predictions
for Shots N1, N2, N3, N3P, N4, S1, S2, S3, S3P and S4. Stars indicate the shot locations. Plots for
Shots N3P and S3 are the same as in Fig. 2.12. Reprinted from Lin et al. (2011) with permission
Bulletin of the Seismological Society of America

2.4 Comparisons Between Observed and Model-Predicted First-Arrival Times 27



The 1D model represents the average velocity structure in the Taiwan region.
Even though the resulting travel time residuals have the largest mean (negative),
variance, and RMS values among all the four models, their distributions are the most
symmetric with the smallest skewness values. The large negative spike near −2 s for
the 1D model (black lines in Fig. 2.14a, c) is mostly due to the fast anomaly at

Fig. 2.13 (continued)
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relatively shallow depth under the Central Range, which can also be observed in
Fig. 2.12a, e. Since the residual distributions for the whole dataset and those
excluding the paths through WF and CP are almost indistinguishable, we thus
discuss the results from these two sets of the residuals together (see Cases a and c in

Fig. 2.13 (continued)
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Fig. 2.14 and Table 2.2). It is evident that the residuals of Models R95 and W07
have mean values very close to zero and display symmetric distributions. This
suggests that the resolved velocity perturbations are less biased toward either the
positive (fast) or negative (slow) anomaly. The means of the residuals for the other
two models are shifted to negative values, implying that on average they are too
slow, particularly for Model K05 which is the slowest among the four models. The
spreads or variances of the residuals for the 3D models are clearly smaller than that

Fig. 2.13 (continued)

Fig. 2.14 Statistical distributions of travel time residuals for the 1D model (gray line) and the 3D
models R95 (red), K05 (blue) and W07 (green). The three panels correspond to the residual
distributions a from all first-arrival time picks; b from the picks with propagation paths (black lines
in the inset map) only traversing the shallow depths under the western foothills and coastal plain;
and c from all picks except for those in (b). In all three panels, the number of picks for a specific
residual value is counted from the total number of picks whose residuals are within a ±0.1 s bin
around the given residual value. Inset maps illustrate the corresponding ray path distributions. In
a and c, the large negative spike near −2 s for the 1D model (black lines) is mostly due to the fast
anomaly at relatively shallow depth under the Central Range, which can also be observed in
Fig. 2.12a and e. Reprinted from Lin et al. (2011) with permission Bulletin of the Seismological
Society of America
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for the 1D model, so are the RMS values. As such, the 3D models provide a much
improved fit to the observed travel times when lateral velocity heterogeneities are
properly taken into account. The residuals for Model W07 yield the smallest mean,
variance and RMS values, about 12% smaller than those for R95 and K05, indicating
that it has the best overall performance in predicting observed P-wave travel times.

A positive skewness value indicates that the residual distribution has a longer tail
to the right of the mean than to its left, and vice versa. Both the skewness values of
the residuals for Models K05 and W07 are significantly greater than zero. Besides
using the CWBSN data, these two models employed more data recorded by the
dense but highly unevenly-distributed stations from temporary seismic arrays and
the strong-motion network, respectively. Although more data constraints in K05
and W07 yield a better fits to the observed travel times than Models R95 and 1D,
such non-uniform path coverage may cause a skewed residual distribution.

While considering the residuals from the P waves only traversing WF and CP
(Case b in Table 2.2 and Fig. 2.14), the residuals of Model K05 instead lead to the
smallest RMS and variance, and has the mean closest to zero, indicating that the
shallow velocity structures under WF and CP are best represented by those revealed
in Model K05. We note here that the numbers of picks in Case (b) are far fewer than
those in Cases (a) and (c). More data may be needed to make the inference from
Case (b) statistically significant.

2.5 Summary

More than 6000 first-arrival times have been carefully and manually picked from
seismic records of an active-source experiment in the TAIGER project, with an
accuracy of ±0.01 s or less for most of the measurements. This ground-truth dataset

Table 2.2 Statistics of residuals for three types of paths in the four models

Case Statistics 1D R95 K05 W07

(a) Picks for all paths Mean (s) −0.53 0.08 −0.27 −0.03

RMS (s) 1.16 0.79 0.75 0.66

VAR (s2) 1.07 0.62 0.49 0.44

Skewness −0.01 0.02 2.29 1.24

(b) Picks for paths traversing WF and
CP only

Mean (s) 0.66 0.59 0.01 0.24

RMS (s) 0.86 0.77 0.37 0.49

VAR (s2) 0.30 0.24 0.14 0.18

Skewness 0.68 0.05 0.20 −0.21

(c) Picks for all paths except for those
in (b)

Mean (s) −0.60 0.05 −0.29 −0.05

RMS (s) 1.18 0.79 0.77 0.67

VAR (s2) 1.03 0.62 0.51 0.45

Skewness 0.03 0.09 2.38 1.32
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of P-wave travel times provides the most reliable criterion against which all
tomography models in the Taiwan region can and should be tested.

The observed first-arrival times reveal our long-held understanding of lateral
structural variations in the crust and uppermost mantle beneath Taiwan. At shallow
depth, P-wave speed is higher under the Central Range than the surrounding
regions, but the pattern is reversed at greater depth. Furthermore, regions of strong
low-velocity anomalies exist at shallow depth in Chiayi and Kaohsiung regions.
Comparisons of the differences between the observed and model-predicted
first-arrival times demonstrate that the 3D tomography models R95, K05 and
W07 all yield smaller travel time residuals than the 1D model, indicating significant
improvements of the 3D models over the 1D model. Despite the fact that overall the
3D models predicted the correct distributions of high and low wave-speed regions,
they do actually underestimate the amplitudes of lateral velocity heterogeneities,
leaving plenty of rooms for further improvement in the 3D structural images
beneath Taiwan. Statistical analysis of the residuals calculated by subtracting the
model-predicted first-arrival times from the observed ones shows that the 3D model
W07 (Wu et al. 2007) has a mean closest to zero, a RMS residual value about 12%
smaller than the other 3D models R95 and K05, and thus provides the best fit to the
ground-truth travel times. Among the three 3D models, Models R95 and W07 yield
the most symmetric residual distribution with the mean closest to zero, while the
residual distributions for Model K05 has negative mean and positive skewness,
implying that the velocity structures resolved in Model K05 is on average biased to
be too slow. Considering a small sample of travel time residuals obtained from the
P waves only traversing the western foothills and coastal plain, the statistical results
suggest that the residuals for Model K05 lead to the smallest RMS and variance
values, and provide potentially the best fit to the observed first-arrival times in the
western foothills and coastal plain regions. In the next chapter, we utilize the same
dataset of the accurate first-arrival times from the active-source experiment of the
TAIGER project to investigate the isotropic velocity structure in the crust beneath
Taiwan.
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Chapter 3
Crustal Velocity Variations in Taiwan
Revealed by Active-Source Seismic
Observations

In this chapter, we use the manually picked first-arrival times from the closely-
spaced receivers sub-linearly deployed by the TAIGER project along island-wide
transects and the pre-existing stations distributed in northern Taiwan to examine the
underlying velocity profiles. Through a trial-and-error procedure, we fit the
first-arrival times by ray tracing and acquire the best-fit 2D models along a number
of shot-station profiles. An optimization approach by partition modelling is then
employed to construct a 3D model in northern Taiwan based on a collection of
densely-distributed crisscrossing 2D profiles in the region. The final stable and
smooth 3D model is achieved through the ensemble average of a multitude of
partition modelling realizations, without the need for explicit regularization as
commonly imposed in tomography inversions. In comparison with recent tomog-
raphy models in Taiwan, our 2D models along the four main transects and 3D
model in northern Taiwan provide much better fit to the observed ground-truth
first-arrival times.

3.1 Introduction

The very first images of the three-dimensional (3D) seismic structure under Taiwan
were obtained by Roecker et al. (1987) using P and S arrival times from limited
numbers of local earthquakes and recording seismographs operated by the Taiwan
Telemetered Seismic Network (TTSN). Since then, numerous models have been
developed owing to the continued growth in island-wide seismic networks and
increase in earthquake locations and phase arrival-time readings routinely reported
by the Central Weather Bureau (CWB) of Taiwan (e.g. Shin and Chen 1998; Rau
and Wu 1995; Ma et al. 1996). Besides massive amounts of the short-period
arrival-time data accumulated in the CWB catalog over two decades, recent
tomographic studies have attempted to incorporate complementary datasets from
broadband and strong motion networks as well as from temporary seismic

© Springer Nature Singapore Pte Ltd. 2018
Y.-P. Lin, Isotropic and Anisotropic Seismic Tomography Using Active Source
and Earthquake Records, Springer Theses, DOI 10.1007/978-981-10-5068-8_3

35



experiments available in the Taiwan region. Wang et al. (2006) included additional
travel time data from both local and teleseismic events recorded by broadband
stations in Taiwan and China to image the upper mantle structure at greater depths.
To further enhance resolution, Kim et al. (2005) and Wu et al. (2007) incorporated
arrival times of regional earthquakes from local seismic arrays with densely spaced
stations and an island-wide network of strong motion accelerographs, respectively.

Built on the previous achievements, the TAIGER project carried out joint pas-
sive and active source seismic experiments both on-land and offshore around
Taiwan. A new set of high-quality, high-density data with accurate GPS timing was
acquired mainly for increasing the quality and resolution of tomographic images for
the lithospheric structure in and around Taiwan. The latest study of Kuo-Chen et al.
(2012) used arrival times of both local and teleseismic events at permanent as well
as TAIGER-deployed temporary stations to achieve a much improved resolution in
the crust and upper mantle beneath Taiwan and its eastern offshore region.

One of the extremely valuable datasets produced by the TAIGER project is the
seismic records from 10 onshore explosions conducted in 2008, which were
simultaneously recorded by permanent and temporary stations distributed through-
out Taiwan as well as numerous closely-spaced portable broadband and short-period
instruments deployed along several linear transects across Taiwan. The impulsive P
phase arrivals associated with the precisely-known source locations and origin times
enable us to explore the details of the shallow subsurface structures and further
understand the geodynamic origin for the active Taiwan orogeny. As described in
the previous chapter, we obtained high-quality first-arrival times from the TAIGER
explosions and used these ground truth data to make assessment of existing seismic
velocity models for Taiwan. The comparative results between the observed and
model-predicted first-arrival times demonstrated that the up-to-date 3D models in
general provide the correct large-scale features of fast and low velocity anomalies,
but yet they all underestimate the amplitudes of lateral variations, leaving plenty of
rooms for further improvement in the 3D structures beneath Taiwan.

The study discussed in this chapter is an attempt to fill in the gaps in under-
standing the shallow crustal structure of Taiwan and enhancing the accuracy and
resolution of the lateral velocity perturbations by using the ground-truth first-arrival
times from the TAIGER project. In constraining the crustal structure by the
active-source first-arrival times, we adopt a forward modelling approach to derive
the two-dimensional (2D) seismic profiles along several sub-linear deployments of
extremely densely distributed instruments. In addition, taking advantage of the
relatively high-density of existing instruments in northern Taiwan, we are also able
to derive 2D models along a number of linear profiles there. Based on these
crisscrossing 2D seismic profiles in northern Taiwan, we further construct a 3D
model by the partition modelling method, which results in robust and smoothly
varying velocity structures without the need for explicit regularization.

In what follows, we start with a brief introduction of the active-source data and a
presentation on the derivation of the 2D seismic profiles, followed by a discussion
of the 4 island-wide transects and the 22 dense profiles in northern Taiwan, and the
comparison with existing tomography models. Then, we discuss our
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implementation of the partition modelling technique in which the crisscrossing 2D
seismic profiles in northern Taiwan are used to obtain a smooth and stable regional
3D model. Features in our 3D model for northern Taiwan are explained within the
context of the geological and tectonic framework and a comparison with the
existing tomography models.

3.2 Data: Active-Source First-Arrival Times

We use the first-arrival times manually picked from the records of the active-source
experiments conducted by the TAIGER project in 2008. There are a total of 10
explosions shot along two east-west (E-W) transects, with five across north Taiwan
and another five across south Taiwan. More than 6000 first-arrival times were
manually picked from records at about 1400 sites equipped with different kinds of
instruments. Most of the receivers in northern Taiwan belong to permanent
broadband and short-period networks. The receivers temporarily deployed by the
TAIGER project comprise two groups arranged in four linear arrays across Taiwan.
The first group involves the portable broadband and short-period seismometers
(inverted triangles in Fig. 3.1) deployed along two north-south (N-S) transects
running through the Central Range and the Coastal Range in eastern Taiwan, and
two E-W transects along the Northern and Southern Cross-Island Highways and
roughly coincide with the two transects of the 10 explosions. The second group
comprises a large number of TEXAN geophones (upward triangles in Fig. 3.1)
inserted between the seismometers in the first group. In the end the instrument
spacing is about 200 m along the two E-W transects and about 2 km along the two
N-S transects. The sampling intervals of the records are 0.004 s for the TEXAN
instruments and 0.01 s for the rest.

All of our first-arrival time picks have been obtained following a stringent
standard to ensure the reliability and accuracy. These arrival-time data, the vast
majority of which have picking errors well below 0.1 s, have been used to assess
the quality and validity of the existing tomography models (Lin et al. 2011). An
effective use of these active-source data is of course to conduct a regularized
tomography inversion jointly with a large passive-source dataset (e.g. Kuo-Chen
et al. 2012). In this study, however, we use the first-arrival times only by taking
advantage of their high accuracy as well as their certainty in the location and timing
of sources. The confidence in the accuracy of our data demands us to maximize the
fit to the ground-truth first-arrival times, which leads to a more realistic strength of
velocity perturbations in the resulting models.

To maintain sufficient resolution with the relatively small set of active-source
data, we focus on the 2D profiles covered by the densely-distributed receivers
during the TAIGER active-source experiments, which include the four long tran-
sects across Taiwan and a number of shorter linear profiles around the greater
Taipei metropolitan area in northern Taiwan. The shorter profiles are formed by
connecting each of 5 explosions along the northern E-W transect with stations
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distributed within a narrow azimuthal range. Owing to the high density of instru-
ments in northern Taiwan including broadband and short-period seismometers and
closely-spaced geophones, we are able to obtain 2D velocity models for a total of
23 profiles (including Profile AA’).

Fig. 3.1 Locations of the TAIGER explosions (stars) and receivers. Note that Shot N3 and N3P
are co-located. Open squares show the stations of the permanent CWBSN and BATS networks.
Regular and inverted triangles denote portable broadband/short-period and TEXAN instruments,
respectively, deployed by the TAIGER project. Due to very close spacing between receivers along
two east-west transects, we only plot a triangle for every 10 stations. Circles indicate the receivers
of temporal seismic networks in and around the Taipei Basin. Thin curves delineate the boundaries
between geological provinces. The thick arrow indicates the current direction of motion of the
Philippine Sea Plate. Locations of the pseudo-2D (P2D) profiles along the four cross-island
transects AA’, BB’, CC’ and DA’ are portrayed by the densely distributed receivers (regular and
inverted triangles), whereas the P2D profiles in northern Taiwan are shown by the black lines

38 3 Crustal Velocity Variations in Taiwan Revealed …



Ray tracing results show that the maximum bottoming depths of the ray paths
involved in our first-arrival time picks are *35 km for the longest path along the
central N-S transect and less than 20 km for the shorter paths in northern Taiwan.
Therefore, our dataset will provide constraints to P-wave speed mainly in the
shallow crust. Nevertheless, owing to the sub-linear deployments of densely-spaced
receivers and unambiguous identification of phase arrivals from precisely-known
sources, our highly accurate first-arrival time picks provide us an excellent
opportunity to conduct detailed analyses of 2D structures along multiple cross
sections in throughout Taiwan. Furthermore, the availability of densely-distributed
and crisscrossing 2D seismic profiles in northern Taiwan allows us to construct a
3D model of the shallow crust in the region, which has been relatively poorly
constrained in the existing tomography models.

3.3 2D Profiles of P-Wave Velocity Structure

Taking advantage of the sub-linearly deployed and closely-spaced receivers, we
first estimate the 2D subsurface velocities along the four cross-island transects (AA’
and BB’, CC’, and DA’ in Fig. 3.1). Each of these four profiles is covered not only
by closely-spaced instruments but also involves two or more explosions. As such,
the recorded first-arrival times provide sufficient ray crossings to well-constrain the
lateral velocity variations. Since the two E-W transects across north and south
Taiwan span all the major orogeny-caused geological divisions, and the other two
N-S transects run along the orogenic belts, i.e. the Central Range and the Coastal
Range, the resulted 2D models enable us to characterize the seismic features of
individual geological provinces of Taiwan.

3.3.1 Ray Tracing Modelling for Constructing 2D Models

To derive the 2D models along the strike and depth of all the linear transects as
shown in Fig. 3.1, we examine the variation of the ground-truth first-arrival times
with the offset distances between every explosive source and the almost linearly
aligned receivers. As shown in Fig. 3.2, for a given transect, we fit all the available
travel time versus distance curves simultaneously by a 2D velocity profile com-
posed of multiple segments of depth-dependent one-dimensional (1D) models
pieced together.

As the onset times of the first arrivals were manually picked from the waveforms
with a predominant period of about 0.2 s, we adopted a ray-theoretical approach
exclusively for high-frequency wave propagation to model and interpret the
observed first-arrival times. A computationally-efficient algorithm developed by
Zelt and Ellis (1988) and Zelt and Smith (1992) is employed to trace various rays
through general 2D models and calculate the theoretical travel times of
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Fig. 3.2 An example showing the fitting of travel time-versus-distance curves predicted by a
Pseudo-2D (P2D) model. Shown here is the modelling of travel times of the first arrivals
emanating from the explosions and recorded at a linear array of closely-spaced stations along the
southern E-W transect (Profile BB’ in Fig. 3.1). The three panels from top to bottom show
respectively the P2D model, ray paths associated with the first arrivals, and comparison of
first-arrival time observations (black dots) with those predicted by the P2D model (dots with the
same colors as used to draw the ray paths)
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corresponding phase arrivals. The algorithm numerically solves a pair of ordinary
differential equations in a 2D Cartesian coordinate system by invoking the
zero-order, high-frequency asymptotic ray approximation (Červený et al. 1977).
Besides ensuring the high accuracy and stability of the numerical solver, the
algorithm allows for flexible parameterization of the velocity models and consid-
eration of surface topography as well. This is especially important for Taiwan
which is situated in an active orogenic belt with strong heterogeneity and dramatic
variation of surface relief. As a result difference in elevations between receivers
makes significant contribution to the variations of the observed first-arrival times
from local explosions, which must be accurately taken into account in ray tracing
modelling.

The high accuracy of our first-arrival times allows us to fit them to the maximum
extent without considering the tradeoff between the data fitness and desirable fea-
tures of the model. We also maintain the modelling accuracy by calculating the
first-arrival times using the previously discussed ray tracing algorithm without
linearizing the forward problem.

Geologically the Taiwan Island is divided into several distinct regions (see
Fig. 3.1), so for each profile a single 1D model would not provide sufficient fit to
the first-arrival times, whereas a 2D model capturing the structural contrasts
between different geological provinces can do a much better job. Therefore, our
target model for each profile is one composed of a number of 1D models pieced
together. Hence we refer to them as pseudo-2D (P2D) models. A P2D model can
better reflect the geological divisions along its profile. However, the seismic
parameters of each P2D model, including the number of constituent 1D models, the
depth-dependent velocity structure of each 1D model and the boundary locations
between the 1D models, are all determined by fitting the first-arrival times in a
trial-and-error process. In each trial, we adjust the seismic parameters of the P2D
model intuitively based on the ray paths of the first arrivals and the examination of
several features in the predicted and observed travel time curves. These features
include, as shown in Fig. 3.2, the absolute values of the arrival times at individual
stations, the slopes of the travel time curves, as well as changes in the slopes. In the
travel time curve formed by first-arrival times from a particular explosion, the slope
is determined by the average velocity between the source and stations, whereas a
change in slope indicates a horizontal discontinuity. For example, if the travel time
curve is steep with a relatively large slope, the P-wave speed would increase more
slowly with depth, leading to a vertically smooth velocity profile. One such case is
exemplified in the structure with a small positive velocity gradient at shallow depths
beneath the western Coastal Plain near Shot S1, as constrained by the steep travel
time curve in the distance range of 0–20 km from Shot S1 (Fig. 3.2). On the other
hand, when we line up the travel time curves from several different explosions as in
Fig. 3.2, an important feature is a change in the slope at the same horizontal
location in the travel time curves, such as the one around 110 km in Fig. 3.2. This
is a clear indication that the rays are entering into a region with sharp lateral contrast
in wave speed. This gives us the clue as to the need for two different 1D models on
the two sides and the locations of the boundaries between the 1D segments can be
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adjusted to account for the characteristics of the travel time variations associated
with different geological zonations. These subtle features help us determine the
configuration of the 1D models in the P2D model. Therefore, the final P2D model is
obtained solely by maximizing the fit to the observed ground-truth first-arrival
times, not by the well-known geological boundaries on the surface. By adopting
this intuitive forward modelling trial-and-error approach, we ensure that in the
process of reducing the travel time residual, the models we get do not have wild and
physically implausible velocity variations. The final P2D models we obtained have
more realistic lateral velocity variations (*−60 to +40%) and fit the ground-truth
seismic data.

3.3.2 2D P-Wave Velocity Profiles Across Taiwan

A typical example of the fit between the observed and predicted first-arrival times
associated with the optimal P2D model for the southern E-W transect BB’ (See
Fig. 3.1 for the location of the profile) is shown in Fig. 3.2. To model the
first-arrival times using the 2D ray tracing algorithm of Zelt and Ellis (1988) and
Zelt and Smith (1992), the vertical plane below the source-receiver line is divided
into multiple vertical segments representing 1D depth-dependent structures. The
velocity model within each 1D segment is parameterized by a mesh with the
horizontal and vertical grid spacing of 2 and 1.12 km, respectively. To accom-
modate the high velocity gradient near the surface, the top two layers are further
refined in the vertical direction with a half-grid size of 0.56 km. While tracing the
rays through the model with the surface topography, the velocity between the grid
nodes is determined by linearly interpolating the values assigned at the surrounding
nodes. The algorithm provides travel times of the three most common phases:
reflected, refracted, and head waves. In this study, the ones with least travel times
are always chosen as the predicted first-arrival times.

We start the trial-and-error procedure for each profile with the source-receiver
pairs of shorter distance to put good constraints on the shallowest structures first,
and gradually move on to pairs with increasing distances to improve the structures
at greater depths. As shown in Fig. 3.2 for profile BB’, the maximum penetration
depth of the first-arrival rays is about 20 km along the *120 km long transect,
which imposes a limit on the depth resolution of our P2D model. However, multiple
explosions conducted at different locations along the profile and recorded by a
linear array of closely-spaced receivers provide large amounts of first-arrival data
with intersecting ray paths to cross-check the modelled velocity structures. With the
availability of dense ray coverage associated with the accurate first-arrival time
data, we are able to illuminate the crustal structure along several key transects
across Taiwan with unprecedented clarity and reliability.

All of our resulting P2D models provide first-arrival time predictions in excellent
agreement with the observations. In a previous study, we have used the first-arrival
times at receivers very close to the TAIGER explosion sites to estimate the
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near-surface wave speeds in different geological provinces (Lin et al. 2011). Those
values are used to fix the velocities near the surface for our P2D models in this
study. As expected, the predicted travel times at the receivers very close to the
explosive shots, mainly determined by the near-surface velocity, fit almost perfectly
to the observations as shown in the lower panel of Fig. 3.2. After each adjustment
of the seismic parameters in a P2D model, the travel time residuals measured by the
differences between the observed and predicted first-arrival times are used to assess
the goodness of data fit and model quality. The final P2D model is found by a
trial-and-error process, though tedious sometimes, to reduce the residuals as much
as possible.

The P2D models obtained along the four island-wide transects are displayed
together in Fig. 3.3. Table 3.1 lists the statistics of the residuals between the
observed and predicted first-arrival times calculated from our P2D models and the
corresponding profiles in the three recent tomography models: K05 (Kim et al.
2005), W07 (Wu et al. 2007), and KC12 (Kuo-Chen et al. 2012). Along the
northern E-W transect AA’, the resulting 2D structure obviously reveals a region of
high velocity beneath the Central Range (CR) in the middle and a distinct low

Fig. 3.3 A perspective view of the P2D models along the four main transects across Taiwan
Island. There is a factor of 2 vertical exaggeration. The gray horizontal lines in each profile are
depth contours at every 5 km interval. The tectonic divisions along the profiles across Taiwan are
manifested by a number of composite segments with 1D depth-varying velocity structures which
form the P2D model
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velocity zone at shallow depths of 0–5 km under the Western Foothill (WF) and
Coastal Plain (CP) to the west. The tectonic divisions of northern Taiwan are clearly
manifested by a series of the segmented 1D models combined to form the P2D
model. Under profile BB’ parallel to AA’ which also cross the major tectonic
provinces in southern Taiwan, the resulting structure also shows strong lateral
variations, where the velocities under the Eastern Central Range (ECR) appear to be
higher in shallow regions and have smaller gradients at greater depths than those
under the Backbone Range (BR).

The subsurface structures under the LV and CoR, attributed to parts of the
oceanic crust of the Philippine Sea Plate, display strong velocity variations with
depth. The velocities under the longest transect CC’, which follows mostly the trend
of the Central Range, are primarily constrained by the first-arrival times from Shots
N3P and S3 to a N-S trending linear array of closely-spaced receivers. The
northernmost part of this transect running through the Hsueshan Range (HR) has
the same structure as shown in profile AA’. The middle part, mainly located in the
CR, has a higher velocity at shallow depth than other tectonic provinces. The
southern end of the profile that falls into the WF and CP exhibits a structure similar
to that in the westernmost part of Profile BB’. The P2D model along the eastern
Profile DA’ is constructed based on the first-arrival time data from Shots N4 and S4
to a linear receiver array deployed along the LV. The structure beneath the
northernmost part of DA’ within the ECR is almost identical to that in the eastern
portion of AA’. We use a single 1D model to represent the average structure under
the LV and CoR, partly constrained by the shallow velocity under the easternmost
part of Profile BB’. The resulting model also shows distinct velocity variations with
depth, similar to the structure of an oceanic crust.

In Fig. 3.4, we compare the structures of our four P2D models with those in the
same 2D vertical slices of the three recent tomography models. The rays for the
first-arrival times used to derive the P2D models reach the maximum penetration
depth of about 20 km under the linear transects AA’, BB’ and DA’, and *35 km
under the longest N-S transect CC’. As a result, we only compare the structures in
the resolvable depth range extending down to *25 km. Being a patchwork of 1D
vertical segments, our P2D model obviously lacks small-scale heterogeneities as
those in the tomography models. Despite different degrees of roughness, all the
models display the large-scale structural variations along the four profiles in
accordance with the geological zonation. Such features are manifested by a region
of high velocity under the CR and of very low velocity at shallow depth under the
CP. One unique aspect of our P2D models is that the very shallow structure along

Table 3.1 Statistical
comparison of the residuals of
first-arrival time predictions
by the four models relative to
observations along the four
cross-island transects

Mean RMS VAR*

P2D −0.007 0.12 0.02

K05 −0.25 0.45 0.15

W07 0.02 0.45 0.20

KC12 0.34 0.47 0.11
*VAR variance of the residuals
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the main transects is well constrained by the dense near-surface rays from the
TAIGER explosions, which was not possible previously. The lateral velocity per-
turbations in most shallow regions from the three tomography models are appar-
ently not as strong as those in our P2D models. Particularly under the LV (the
easternmost part of Profile BB’) and CP (the western and southern end of Profile
CC’) which have larger velocity variations with depth, the P-wave speeds in the
topmost 5 km of the tomography models are in general too high. The shallow
region under the northeastern HR (the northernmost part of Profile CC’), however,
is too slow compared to our P2D model.

In addition, all the four models show the structure beneath the CR (the middle
portions in Profiles of BB’ and CC’) having a relatively higher speed than in the rest
of the geological zones. While the large-scale features revealed at greater depths
(>5 km) are very similar, the velocity above 5 km depth is a bit too slow in Models
K05 and W07. Model K05 is overall slow enough at shallow depth (e.g. along
Profile BB’ in Fig. 3.4), with a thick low velocity layer under the CP; it thus
provides a better fit to the observed first-arrival times than the other tomography
models (Lin et al. 2011). However, its lateral variations near the surface are rela-
tively smooth and the velocity under the CR is too slow. Model KC12 is the only
tomography model with the constraints of the TAIGER data. It has on average a
high P-wave peed beneath the CR and exhibits the structural variation very

Fig. 3.4 Comparisons between our P2D models along BB’ and CC’ and the three recent
tomography models, K05 (Kim et al. 2005), W07 (Wu et al. 2007), and KC12 (Kuo-Chen et al.
2012). Note that the vertical scales are different for the two cross sections. The large-scale velocity
variations are in general similar among the four models. However, in the three tomography models
the velocity contrasts between different regions are not strong enough in the shallow crust
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consistent with our P2D model, except for the near surface region under the CP and
LV where the velocities are not sufficiently low. Model W07 also shows similar
features to the other tomography models, characterized by velocities that are too
slow beneath the ranges but too fast under the plains. Although all three models
derived from regularized travel time inversions resolve reasonably well the loca-
tions of high and low velocity anomalies, the resulting strengths of these anomalies
are usually too weak in comparison with our P2D models, as can be expected from
the damping effect applied in the tomography inversions.

To make a quantitative comparison between the four models, we follow the same
approach as in Lin et al. (2011). We first calculate synthetic seismograms from
every explosive source in the three tomography models K05, W07 and KC12 using
a finite-difference (FD) method (Oslen 1994). Topographic corrections are then
made to the predicted first-arrival times obtained from the synthetic P waveforms.
Travel time residuals obtained by subtracting the first-arrival time predictions from
the observations. The comparison of residuals for the four models shown in
Fig. 3.5, where the number of picks refers to all the data used in obtaining the four
P2D models shown in Fig. 3.3, and symbols denote the total number of picks
whose residuals are within a ±0.1 s bin for different models.

Fig. 3.5 Statistical distributions of travel time residuals associated with the first-arrival time picks
along the four cross-island transects for our P2D models (red curve) and the other 3D models, K05
(blue curve), W07 (green curve), and KC12 (black curve). The number of picks is counted from all
first-arrival time data used to derive the four P2D models, and colored symbols correspond to the
total number of picks whose residuals are within a ±0.1 s bin. The residual distribution for our
P2D models yields a sharp peak centered around zero, which results in the smallest mean, RMS,
and variance among the four models listed in Table 3.1
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Table 3.1 compares the statistical mean, root-mean-square (RMS), and variance
of the residuals between the four models. The distribution of the residuals of Model
K05 is distinctly skewed to negative values, mainly resulting from the low velocity
at shallow depth beneath the CR as seen in Fig. 3.4. As opposed to a large negative
mean for K05, the residuals for Model KC12 are mostly positive, indicating that its
velocity is on average too high. The residuals of our P2D models have the smallest
values of RMS and variance with a mean close to zero. This comparison demon-
strates that our P2D models provide the best fit to the observed travel time data from
the TAIGER explosions and also capture properly the regions of high and low
velocities associated with different tectonic provinces and geological zonations.

3.3.3 2D P-Wave Velocity Profiles in Northern Taiwan

Besides a large amount of data collected along the four island-wide profiles, we
have also obtained the first-arrival time picks from the five explosions along the
northern transect AA’ to the receivers distributed in northern Taiwan (Fig. 3.6).

Fig. 3.6 Locations of the 2D profiles in northern Taiwan. In addition to the island-wide W-E
transect AA’ across northern Taiwan, we define 8 profiles from Shot N1, 1 from N2, 6 from N3P,
and 7 from N4. The thick black line shows an example of the 2D profile defined by Shot N4 and
several receivers (black triangles) in an azimuth range of ±10° across the profile. The background
color delineates the physiographic/geological provinces in northern Taiwan, modified from the
geologic map published by the Central Geological Survey of Taiwan. Tectonic divisions in
northern Taiwan encompass the orogenic belts from the east to west: the Eastern Central Range
(ECR), Backbone Range (BR), Hsueshan Range (HR), Western Foothills (WF), Linkou Tableland
(LT), Taoyuan Tableland (TT), and the Tatun Volcano Group (TV) that lies at the northern tip of
Taiwan. The Taipei Basin (TB) in the west and Yilan Basin (YB) in the east are situated in
between these tectonic divisions
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This dataset allows us to make an accurate and detailed estimate of the shallow near
surface structure, which is essential to earthquake hazard assessment and risk
analysis for the greater Taipei metropolitan area in northern Taiwan. Because the
receivers in this region are neither linear nor evenly-spaced, we construct a number
of linear transects emanating from each of the five explosions to the receivers within
a narrow azimuthal range. As a result, we obtain a total of 23 linear transects
(including the previous E-W transect AA’) crisscrossing northern Taiwan. The
travel time variations between the receivers within individual swaths are used to
derive the corresponding P2D models under these transects.

All the resulting P2D models in northern Taiwan together in a perspective view
are shown in Fig. 3.7, compared with those extracted from the three recent tomog-
raphy models. Due to the shorter lengths of these profiles, the maximum structural
resolution of the P2D models only reaches down to about 15 km depth. A striking
feature of our P2D models lies in the strong lateral velocity contrast of almost±30%
between the Taoyuan and Linkou Tablelands (TT and LT) in the west and the
mountain ranges (HR, BR, and ECR) to the east. The very low velocity anomalies at
shallow depths are seen both in the Taipei and Yilan Basins (TB and YB).

Fig. 3.7 a Perspective view of a collection of the P2D models in northern Taiwan plotted with a
vertical exaggeration of a factor of 3. Gray horizontal lines are depth contours at every 5 km
interval. b–d Structures along the same 2D profiles in northern Taiwan as in (a) extracted from the
three tomography models, K05, W07, and KC12, respectively. Note that the structure along the
E-W transect AA’ is the same as that shown in Fig. 3.3
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The velocities under the mountain ranges appear to be higher and increase steadily
from the HR in the west to the ECR in the east. A region of high velocity is also
observed under the Tatun Volcano (TV) Group.

The three tomography models show very different patterns of lateral variations in
northern Taiwan. Overall, Model K05 has the lowest velocity above 5 km depth
among these three models, but seems too slow beneath the eastern Ranges. Even
though K05 reveals a more layered structure similar to our P2D models, with a
small positive vertical gradient of velocity in the western part of northern Taiwan
that helps fit its predicted first-arrival times to the observed ones, the overall
velocity in the northwest Taiwan is still not sufficiently low. Model W07 is also too
slow at shallow depth beneath the mountain ranges and too fast in the western
tablelands and the Taipei Basin. The fastest region also occurs beneath the Ranges
at greater depth. Model KC12 is relatively fast in the entire region, where the
velocity variations both vertically and laterally beneath the Central Range are
comparable to our P2D models. However, the speed at shallow depth is mostly too
high in the entire region of northern Taiwan.

The comparisons of the travel time residuals of the four models for the 2D
profiles in northern Taiwan only are in Fig. 3.8. Similar to Fig. 3.5, the numbers of
picks are counted in every 0.2 s bin of the residuals. The corresponding means,
RMS values, and variances are also tabulated in Table 3.2. Obviously, our P2D
models provide the best fit to the observed data as demonstrated by the curve of the
residual distribution having a strong peak centered at zero residual (Fig. 3.8) and

Fig. 3.8 Statistical distributions of travel time residuals from the first-arrival time picks in the
northern Taiwan for our P2D models (red curve) and the other 3D tomography models, K05 (blue
curve), W07 (green curve), and KC12 (black curve). See Fig. 3.5 for detailed description of
colored symbols and the counts of the number of picks
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the smallest RMS (Table 3.2). All three tomography models have higher-than-
actual velocity in western tablelands which primarily causes the positive residuals,
whereas the negative residuals are mostly induced by near surface layers with
lower-than-actual velocity beneath eastern Ranges.

As shown in Fig. 3.7a, a collection of the P2D models in the small area of
northern Taiwan give us a very clear hint at the lateral structural variations. These
densely distributed 2D profiles that crisscross northern Taiwan enable us to con-
struct a local 3D velocity model with sufficient resolution.

3.4 3D Model of Northern Taiwan

Northern Taiwan encompasses the greater Taipei metropolitan area with a high
population density and is vulnerable to potential natural disasters such as earth-
quakes and volcanic eruptions. It is thus vital for us to have good understanding of
the detailed crustal structure, especially shallow part of the crust, which has sig-
nificant effect on seismic ground motion and is thus important in earthquake risk
assessment and mitigation. In the previous section, we have described the 2D
seismic structures obtained from active-source first-arrival times along several
island-wide transects in Taiwan as well as a number of shorter profiles in northern
Taiwan. In addition to the excellent fit to the ground-truth travel time data and the
more realistic strength of velocity perturbations, the densely-distributed criss-
crossing 2D seismic profiles in northern Taiwan displayed in Fig. 3.7 hints at the
possibility of an improved lateral resolution. Therefore, an immediate next step will
be to use these P2D models as constraints to construct a 3D structural image in
northern Taiwan.

Deriving a 3D model from a number of pre-determined 2D profiles is essentially
an ensemble search or inversion process in which we seek to obtain the optimal
wave speed at each point in 3D space using its relevant information provided by the
2D profiles. The partitioned two-step approach to build a 3D model from sets of 1D
or 2D models is the gist of tomography in general and has been widely used in
seismic tomography in particular (e.g. Nolet 1990; Meier et al. 1997; Simons et al.
1999; Legendre et al. 2012). In this study, we adopt the partition modelling
approach (Denison et al. 2002; Stephenson et al. 2006; Bodin et al. 2009; Dettmer
et al. 2010), which allows us to obtain a smooth and stable 3D model with no need
to impose additional regularization.

Table 3.2 Statistical
comparison of the residuals of
first-arrival time predictions
by the four models relative to
observations for the profiles in
northern Taiwan

Mean RMS VAR*

P2D −0.007 0.10 0.01

K05 −0.15 0.43 0.16

W07 0.09 0.46 0.20

KC12 0.28 0.36 0.06
*VAR variance of the residuals
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3.4.1 Partition Modelling Tomography

Partition modelling was initially developed for effectively solving nonlinear
regression and classification problems (Denison et al. 2002) and has been suc-
cessfully utilized in biological analysis, disease mapping and applications in a
variety of Earth science disciplines (Stephenson et al. 2006; Bodin et al. 2009;
Dettmer et al. 2010). Bodin et al. (2009) first applied this strategy to the 2D travel
time tomography in which the unknown seismic velocity model is discretized by a
given number of non-overlapping polygonal patches (a.k.a. Voronoi cells) whose
sizes and boundaries can self-adjust to account for the variability in data coverage
and model resolution. The final structure is inferred from an ensemble average over
a large set of sample models generated by an efficient 2D Markov chain Monte
Carlo method (Green 1995; Gilks et al. 1996). It is inherently smooth and stable as
a result from averaging out incoherent features between the models with different
parameterizations.

The implementation of our 3D model in northern Taiwan follows a procedure
akin to the one presented in Bodin et al. (2009). Given a number of control points
(a.k.a. Voronoi nuclei) randomly distributed in the study area, the P-wave velocity
field at a fixed depth is partitioned into Voronoi cells, each of which encloses a
single nucleus as shown in Fig. 3.9. The borders of each Voronoi cell are defined
by the perpendicular bisectors of the lines connecting adjacent pairs of nuclei
(Okabe et al. 2000). In our implementation, when drawing samples from the whole
space of partitioned models, the locations of the Voronoi nuclei are random while
the total number of the nuclei is determined based upon the distribution of the
available P2D profiles and unchanged between samples. Since each of the P2D
models is composed of multiple segments of depth-dependent 1D models, we
allocate the Voronoi nuclei independently in individual segments and maintain one
control point in every 10 km interval along the profile to ensure a good lateral
resolution. Then the location of each Voronoi nucleus is chosen randomly within its
interval along the profile and over an azimuthal range of ±10° across the profile to
account for the sensitivity of the seismic waves in the transverse direction. The
velocity in each Voronoi cell is assumed homogeneous with a value determine by
taking the weighted average of the velocities of all the P2D profiles passing through
the cell. The reliability and resolution of the resulting model will rely on the quality
and distribution of the P2D models, and increasing the number of control points
will only lead to heavier computational load. Figure 3.9 illustrates one realization
(sample) of the partitioned model at a depth of 1.12 km.

3.4.2 Stabilization of the Ensemble Average Model

In the partition modelling process, the model space is sampled by a growing
number of random realizations of the partitioned models. In each realization, with
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the random Voronoi cells set up and the model sample (such as the one in Fig. 3.9)
determined, we compute the point-wise average of the velocities over the ensemble
of all the realized model samples. Such an ensemble average tends to vacillate in the
initial few realizations when the number of model samples is small. However, as the
realizations continue, the vacillation becomes weaker and the ensemble-averaged
model stabilizes. Figure 3.10a displays the variation of the RMS between two
ensemble-averaged models in the N-th and (N−1)-th (consecutive) realizations.
The RMS value decreases with N and eventually approaches zero for sufficiently
large N, indicating that the 3D partitioned model from the ensemble average
becomes stable. In Fig. 3.10b–d, we can also observe the change in the spatial
pattern of the difference between two consecutive ensemble-averaged models as the
number of realizations increases. For a relatively small value N = 12 (Fig. 3.10b),
the point-wise differences in velocity between the current and previous ensemble-
averaged models are obvious, and are particularly large near the structural
boundaries and in the transition zones between the slower western and faster eastern
regions. With the number of realizations increases, the discrepancies in the areas
with sharp velocity contrasts gradually diminish, indicating that the ensemble-
averaged models obtained from two consecutive partitioned model realizations are
nearly identical and converge to the optimal 3D model. The RMS of the differences
in the ensemble-averaged models between N = 12 and N = 11 realizations is about
0.02 km/s (Fig. 3.10b), whereas after 100 realizations the RMS value has reduced
to about 0.002 km/s (Fig. 3.10c). Taking both model stability and computational

Fig. 3.9 An example of one realization randomly drawn from the partitioned models. The study
region is partitioned horizontally into Voronoi cells according to a given number of
randomly-generated nuclei (black dots). The sizes and borders of the cells are delineated by the
perpendicular bisectors of the lines connecting adjacent pairs of nuclei. The velocity in each cell is
assumed homogeneous and determined by a weighted average of all the P2D profiles passing
through the cell (red lines)
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efficiency into account, we set the threshold of the RMS value at 0.001 km/s which
corresponds to a realization number of about 300 (Fig. 3.10d). We therefore choose
N = 300 in all our subsequent partition modelling calculations.

3.4.3 Resolution Tests

In our partition modelling tomography for northern Taiwan, the lateral resolution in
the resulting 3D model depends heavily on the quality as well as the actual dis-
tributions of the P2D models. Therefore, it is important to verify the resolving

Fig. 3.10 Stability test of the ensemble averaged models. The final model is obtained from the
ensemble average over all the realizations of partitioned models. As the number of realizations
N increases, the ensemble-averaged model becomes stabilized. a The RMS of the differences of the
ensemble-averaged velocities (dMRMS) between two consecutive realizations as a function of the
number of realizations. The RMS value approaches zero for large N, indicating that the
ensemble-averaged model converges to a stable 3D model for northern Taiwan. The lateral
variations of the point-wise differences in the velocities between the models drawn with two
consecutive realizations are displayed in (b), (c) and (d) for increasing numbers of realizations,
N = 12, 100, and 300, respectively. As the ensemble average model stabilizes, the difference
becomes smaller. Considering both efficiency and stability, we choose the model with 300
realizations, i.e., N = 300
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capability afforded by the P2D models available to us. For this purpose, we conduct
a series of resolution tests using three different models as input, including the two
tomography models, K05 and W07, and a third one designed according to local
geology zonation. The tests start with extracting from the 3D models K05 and W07
the velocities in the same 2D vertical slices as our P2D profiles, which are then used
as predetermined constraints to obtain the ensemble-averaged model by partitioned
modelling.

The input and recovered structures at the top layer are illustrated in Fig. 3.11.
The P-wave speed of the top layers in K05 (1 km depth) and W07 (0 km depth) are
extracted (Fig. 3.11a and c). The model in Fig. 3.11e is designed according to the
geological divisions in the region (Fig. 3.1). The input P2D models for the tests are
obtained by first sampling the structures in Fig. 3.11a, c, e at the locations of our
available P2D profiles and then averaging horizontally over individual 1D seg-
ments. Following the same partitioned modelling procedure as previously described
and carrying out 300 realizations for each input model, we obtain the recovered
ensemble-averaged models. Results in Fig. 3.11 show that the lateral variations in
both tomography models K05 and W07 can be well-recovered with the available
P2D profiles in northern Taiwan. Small-scale features in W07 near the edges of the
study region are not fully recovered due to a lack of 2D profiles. On the other hand,

Fig. 3.11 Resolution tests of the ensemble-averaged 3D models in which the two tomography
models, K05 and W07, and a synthetic model based on geological zonation are used to extract
input structures along the available P2D profiles (blue lines) across northern Taiwan. The maps in
(a), (c), and (e) show respectively the lateral velocity variations at the top layer for the three test
models used to predetermine the P2D models as inputs in partition modelling test, while those in
(b), (d), and (f) display the recovered models obtained from the ensemble averages of 300
realizations of model samples. Gray shaded area indicates region with no resolution. These tests
demonstrate that with the constraints from the available 2D profiles crisscrossing northern Taiwan,
we are able to construct a 3D model with sufficient resolution, and the geological boundaries can
be well-preserved from the ensemble average of partitioned models
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most of the geological boundaries in northern Taiwan can be well-preserved and the
strengths of lateral velocity perturbations can be retrieved up to 80% of the initial
values (Fig. 3.11f). These resolution tests give us confidence in using our P2D
models to construct realistic and robust images for the structures in the shallow
crust beneath northern Taiwan.

3.4.4 3D Model for Northern Taiwan

Using the available P2D seismic profiles, we obtain a 3D model for the shallow
crustal structure in northern Taiwan, by the partition modelling approach. The map
views of the obtained 3D structure at a variety of depths are displayed in Fig. 3.12.
The maximum depth of resolution by our partitioned modelling 3D model (here-
after referred to as PM3D) is about 15 km, as indicated by the maximum pene-
tration depths of the ray paths used in obtaining the P2D profiles. As the number of
ray paths decreases with depth, so does the resolution. As a result, the lateral
resolution in model PM3D degenerates with depth. A distinct change in P-wave
speed between the CP and the WF can still be seen at the depth of about 10 km,
whereas at 14 km depth there is little lateral variation in the resulting 3D model. As
opposed to the nearly homogeneous structure at depth greater than 10 km, model
PM3D displays very large lateral variations near the surface, where significant low-
and high-velocity anomalies exist in the western and eastern parts of northern
Taiwan, respectively. Furthermore, the laterally-varying velocity patterns in PM3D
show a good correlation with the structural boundaries, indicating that our P-wave
model truthfully accounts for the structural effects of different geological zonations
on the observed first-arrival times.

Fig. 3.12 Map views of the resulting 3D model (PM3D) from partitioned modelling at depths of
0, 0.56, 1.12, 2.24, 3.36, 4.48, 10.08, and 14.56 km. Gray lines indicate the geological boundaries.
The velocities are plotted with the same color scale shown in the first panel. The lateral velocity
perturbations are very large near the surface, with a spatial pattern of variation in good agreement
with the structural boundaries. Due to the shorter lengths of the profiles, the depth resolution only
extends down to 15 km, where the model has little lateral variation
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3.4.5 Correlation with Tectonic Provinces

There is an excellent correlation between the velocity pattern in our PM3D model
and the geological provinces in northern Taiwan, as illustrated by the slow region
associated with the foothills (WF) and tablelands (LT and TT) in the west and the
fast region corresponding to the ranges (HR, BR and ECR) in the east. The Taipei
and Yilan Basins (TB and YB) also show up as slow anomalies at shallow depth.
The Taiwan Island is a product of a relatively young active orogeny where a
basement of the pre-Tertiary metamorphic complex is overlain by the deposits of
the post-Tertiary sediments (Ho 1988). The metamorphic rocks, originally buried
deep, are now exposed at or near the surface in the eastern ranges, leading to the
high velocity anomalies in the subsurface structure. The highest P-wave speed at the
surface occurs in the western Central Range (including HR and BR) of north
Taiwan, where the metamorphic deposits between the Eocene and Miocene are
exposed. The pre-Tertiary basement, metamorphosed sedimentary and volcanic
rocks, were uplifted in the ECR during the early Pleistocene orogeny (Yui et al.
1990). As a result, the ECR has the highest P-wave speed at shallow depths. To the
west of the ranges, the Oligocene to Pleistocene rocks have been severely deformed
by folding and faulting, leading to a lower wave speed in the WF than the meta-
morphosed rocks in the east. The even more recent unconsolidated deposits of
lateritic and non-lateritic gravels in the tablelands resulted in even lower speeds as
seen in the LT and TT today. Near the northern tip of Taiwan, the Quaternary Tatun
volcano group (TV), which erupted during the Pliocene to Pleistocene (Chen and
Wu 1971; Song et al. 2000), mainly comprises andesitic and dacitic rocks that give
rise to the fast velocity anomaly at shallow depth. The Taipei Basin (TB) is
underlain with the deformed Tertiary basement superimposed by Holocene allu-
viums (Teng et al. 2001) and characterized by a pronounced low velocity anomaly,
whereas the Yilan Basin (YB) is situated at the western end of the Okinawa Trough
which belongs to a back-arc spreading zone in the Ryukyu subduction system.
Likewise, the underlying Eocene-Miocene basement filled with Holocene alluviums
mostly composed of unconsolidated silts and gravels also leads to a shallow, low
wave-speed structure. As shown in Fig. 3.12, both the laterally and vertically
varying structures of high and low velocities in our PM3D model are remarkably
consistent with the geological features and tectonic history of northern Taiwan.

3.4.6 Comparisons with Three Recent Tomography Models

In Fig. 3.13, we compare our PM3D model in northern Taiwan with the three recent
tomography models. At shallow depth, the overall P-wave speed in model K05 is
lower, and the lateral velocity variations from the west to east are relatively weak.
There are more small-scale anomalies present in model W07, and their locations are
largely uncorrelated with surface geological features. Model KC12 yields the
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smoothest structure in this region, with an overall higher velocity than the other
models. It is obvious that the near-surface velocities resolved from the three recent
tomography models are not low enough in the LT and TT in northwest Taiwan.
Except for the surface layer in the western tableland regions and the two basins
covered with sedimentary deposits, Model KC12 shares the highest similarity with
our PM3D model. The other two models, K05 and W07, although showing similar
large-scale features, namely a region of slow anomaly in the west and fast anomaly
in the east, their lateral variations near the surface are too weak, and the numerous
small-scale heterogeneities are also inconsistent with the geological divisions and
may be artificial. This comparison clearly demonstrates that the tomography
models, obtained from a regularized inversion of the travel times of body-wave
phase arrivals, underestimate the strength of velocity perturbations. As an alter-
native, the partitioned modelling approach uses the P2D models derived by max-
imizing the fit to the ground-truth first-arrival times as a basis to build a 3D model.
The ensemble averaging over random realizations of the partitioned modelling
samples allows us to obtain a smooth and robust 3D model for the shallow crustal
structure without any explicit regularization.

Fig. 3.13 The PM3D model derived from the ensemble average over 300 realizations. The lateral
variations at four depths, 0, 4.48, 8.96, and 13.44 km are shown in the first column. The three
recent tomography models, K05, W07, and KC12, are shown at similar depths in the other three
columns as comparison. The velocities are plotted with the same color scale shown in the first
panel. The patterns of velocity structures are very different near the surface between the models but
become more consistent at greater depths
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3.5 Conclusion

The ground-truth data obtained from the TAIGER active-source experiments pro-
vide excellent and unique constraints on shallow crustal structures beneath Taiwan.
By forward modelling and maximizing the fit to these highly accurate first-arrival
times at very closely-spaced and almost linearly deployed stations, we are able to
obtain the 2D seismic profiles along four transects across the island of Taiwan and
22 shorter profiles in northern Taiwan. The resulting seismic structures along these
2D profiles yield first-arrival time predictions that are in excellent agreement with
the observations, and they display clear lateral variations with more realistic
amplitudes of velocity perturbation and a spatial pattern consistent with geological
zonations of Taiwan. The profiles across northern Taiwan shows strong lateral
velocity contrast of nearly ±30% between the western tablelands and eastern
ranges, also in good agreement with the near-surface geologic expressions.

Taking advantage of the collection of densely-distributed crisscrossing 2D
velocity profiles in northern Taiwan, we construct a smooth and robust 3D model
with sufficient resolution based on the partition modelling approach. The velocity
anomalies in the resulting PM3D model exhibit remarkable consistency with the
geological features at the surface as well as the tectonic history of northern Taiwan.
Comparison with three recent tomography models suggests that the amplitudes of
high and low velocity anomalies in models obtained by travel time tomography are
in general underestimated due to the inevitable tradeoff in regularized inversions.
An important utility of our 3D model PM3D is to serve as an effective starting
model in a high-resolution regularized tomography inversion using both active- and
passive-source data.

In the next two chapters, we switch topic and focus on the development and
application of 3D anisotropic tomography with full-wave approach.
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Chapter 4
Full-Wave Effects on Shear-Wave Splitting

In this chapter, we develop an approach to the inversion of 3D anisotropy structure
using the sensitivity (Fréchet) kernels calculated by an efficient and flexible
full-wave algorithm based on the normal-mode theory. Predictions of SKS splitting
by these full-wave sensitivity kernels suggest a significant bias in ray-theory
treatment caused by the unaccounted interference between the SKS wave and other
contaminating phases with similar arrival times. The full-wave sensitivity kernels
accurately account for all the interactions of multiple phases for a wide spectrum of
source-receiver geometry.

4.1 Introduction

Knowledge on the Earth’s anisotropic structure allows us to characterize the
deformation and the dynamic processes in the Earth’s interior. Shear-wave splitting
has been an important observable in the investigation of elastic anisotropy in the
crust and upper mantle. Up to the recent past, the interpretation of shear-wave (SKS
and/or SKKS) splitting in terms of anisotropy has primarily relied on ray theory
under the approximation of a single plane shear wave with nearly vertical incidence
angle. Under this scenario, all shear-wave splitting measurements at a given station
are reduced to two apparent anisotropy parameters: the splitting time dt between
fast and slow quasi-shear waves and the azimuth /f of the fast axis (the polarization
of the fast quasi-shear wave), through a sinusoidal relation:

Si ¼ d t sin 2ð/f � /i
bÞ; ð4:1Þ
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where Si is the shear-wave splitting measurement at the i-th station whose
back-azimuth is /i

b. The pair of apparent anisotropy parameters then prescribes a
uniform layer of anisotropy beneath the station, and the amount of splitting varies
with the differential angle /f � /i

b only.
The simple relation in Eq. (4.1) provides a clear and practical approach to the

interpretation of shear-wave splitting measurements, and it has been widely applied
in studying upper mantle anisotropy (e.g. Ando 1984; Vinnik et al. 1984; Silver and
Chan 1988; Silver 1996; Savage 1999; Wüstefeld et al. 2008). However, the
assumption of a vertically incident plane wave precludes the resolution of the
spatial variation of anisotropy by shear-wave splitting, and the requirement of a
single (i.e. isolated) SKS or SKKS wave severely limits the source-station geometry
amenable for making splitting measurements.

Chevrot (2000) demonstrated that the optimal measurement of shear-wave split-
ting in Eq. (4.1), which has since been referred to as the splitting intensity (SI), can be
obtained by projecting the transverse-component signal onto the time-derivative of
the radial-component signal. That recognition enabled Favier and Chevrot (2003)
and Favier et al. (2004) to derive the expression for the three-dimensional (3D)
sensitivity (Fréchet) kernels of the SI to elastic anisotropic structural parameters.
These 3D kernels for the SI were later used by Monteiller and Chevrot (2011) to
image the crust and upper-mantle anisotropy in southern California. Sieminski et al.
(2008) examined the 3D kernels for the SI using the accurate but numerically
demanding adjoint spectral-element method (Tromp et al. 2005; Liu and Tromp
2006), and pointed out the neglected dependence on the incidence angle of SKSwave
in the 3D sensitivity kernels of Favier and Chevrot (2003) and Favier et al. (2004). It
should be pointed out, however, that Chevrot (2006) has extended their 3D sensi-
tivity kernels to the case of non-vertically incident SKS waves.

In this study, we adopt the more efficient approach of Zhao and Chevrot (2011a,
b) for calculating full-wave Fréchet kernels to conduct a thorough and detailed
investigation on the 3D sensitivity of the SI to anisotropic structure. We demon-
strate that the SI measurements at a given station are affected by not only the
back-azimuth of the SKS wave, but also its incidence angle due to variations in
epicentral distance and source depth, and the interference between the SKS wave
and neighboring phases. As a result, our full-wave kernels enable us to conduct 3D
tomography inversions of the anisotropic structure using the SI measurements
obtained from a much wider range of source-station geometry.

4.2 Full-Wave Sensitivity of Splitting Intensity
to Anisotropy

As shown in Chevrot (2000), the SI measured at a station with recorded radial- and
transverse-component signals uRðtÞ and uTðtÞ, respectively, can be expressed as
(e.g. Favier and Chevrot 2003; Chevrot 2006; Sieminski et al. 2008):
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S ¼ �2

R t2
t1
_uRðtÞuTðtÞdt

R t2
t1
½ _uRðtÞ�2dt

; ð4:2Þ

where the integrals are taken over the time window [t1, t2] selected for each
shear-wave phase of interest, and the dot above uRðtÞ indicates its time-derivative.
The interpretation or modelling of the SI data in terms of anisotropy is enabled by
the so-called sensitivity or Fréchet kernels through the integral relationship

S ¼
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ð4:3Þ

where (r, h, u) is an arbitrary location in the Earth of radius a.
e ¼ ðC11 � C33Þ=2qa2, d ¼ ðC13 � C33 þ 2C44Þ=qa2, and c ¼ ðC66 � C44Þ=2qb2
are dimensionless anisotropy parameters (Mensch and Rasolofosaon 1997; Becker
et al. 2006; Chevrot 2006). Here q is density, a and b are respectively the isotropic
P- and S-wave velocities in the reference model, and Cij are the elements of the
elasticity tensor in the Voigt notation (Babuška and Cara 1991; Browaeys and
Chevrot 2004).

Equation (4.2) tells us how the SI is measured from radial- and transverse-
component waveforms. The expression is remarkably similar to that for a finite-
frequency travel time shift (delay) between recorded and synthetic seismograms
measured by their cross-correlation (e.g. Eq. (18) in Zhao and Jordan 1998;
Eq. (66) in Dahlen et al. 2000). This suggests an alternative interpretation of the
causal effect between anisotropy structure and the SI, analogous to that between
velocity perturbation and delay time: The transverse-component signal uTðtÞ can be
viewed as energy scattered from the radial-component signal uRðtÞ by anisotropy
parameters e, d and c, and the SI is merely the finite-frequency delay time of uTðtÞ
relative to uRðtÞ. Therefore, we can expect to see the SI kernels displaying the
banana-doughnut features similar to the finite-frequency travel time kernels with
zero sensitivity along the ray path (e.g. Dahlen et al. 2000; Zhao et al. 2000).

Zhao and Chevrot (2011a, b) proposed the expressions for the Fréchet kernels of
widely used observables in seismic tomography with respect to various of model
parameters in terms of the strain Green tensors (SGT). That approach affords both
efficiency and flexibility in the calculation of full-wave Fréchet kernels with the
help of SGT databases obtained by accurate wavefield modelling algorithms such as
the normal-mode theory for one-dimensional (1D) models or numerical simulations
for 3D models. Figure 4.1 shows the 3D SI kernels for c with several
source-receiver geometries for the Preliminary Reference Earth Model (PREM)
(Dziewonski and Anderson 1981). The spatial pattern of the SI sensitivity to c
changes dramatically with back-azimuth and epicentral distance. For instance, the
pattern of the SKS kernel at 100° distance for different azimuths (Fig. 4.1a–h) is
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similar to that predicted by ray theory, i.e., a simple sinusoidal variation with the
differential angle /f � /b as in Eq. (4.1).

Synthetic seismogram calculated for the same distance (Fig. 4.2) indicates that
SKS is the dominant phase arriving in the estimated SKS window (shaded zone in
Fig. 4.2b). Thus, all the kernels in Fig. 4.1a–h display a single, simple banana-
doughnut shape. At distances of 85°, 115° and 130°, however, the sensitivities for
the signals in the SKS window are more complex due to increased interference with
other phases. At the distance of 85°, a strong mantle-turning S wave (green line in
Fig. 4.2b) arrives right at the tail of SKS, making the separation of the two phases
impossible. This leads to the broadening of the calculated kernel shown in Fig. 4.1i.
At 115°, the phases SPdKS/SKPdS with diffractions along the core-mantle
boundary (CMB) and the twice CMB-reflected PcPPcS arrive closely in time to a
relatively weak SKS, leading to a stronger interference effect and a more chaotic
pattern in the kernel (Fig. 4.1j). Similarly at 130°, contribution from the
surface-reflected PPPP makes the kernel even more complicated (Fig. 4.1k).

Fig. 4.1 Full-wave Fréchet kernels of the splitting intensity SI for shear-wave anisotropy
parameter c with different source-receiver geometries. These are sensitivities of the SI of the
signals in the SKS time window (shaded region in Fig. 4.2b) to c. The source is always at the
surface. The kernels are shown in the source-receiver great-circle plane (a–d and i–k) and in map
view at 200 km depth (e–h). In all examples, the fast axis of anisotropy is north-south, i.e. /f = 0°,
shown by the open arrows in map view plots (e–h). The paired plots (a,e), (b,f), (c,g) and (d,h)
correspond to the incident shear waves at the same epicentral distance of 100° but different
back-azimuths /0 of 0°, 45°, 90° and 135°, respectively, shown by the black arrows in map view
plots (e–h). The kernels for the back-azimuths of 0° (a,e) and 90° (c,g) are weak with negligible
integrated sensitivities, whereas those for the back-azimuths of 45° (b,f) and 135° (d,h) are strong
with opposite signs. In (i), (j) and (k), the epicentral distances are 85°, 115° and 130°, respectively,
while the back-azimuths are all 45°. At these distances, the kernels are more complex due to
stronger interference of SKS with other phases. Ray paths for the relevant phases are shown in the
bottom-right plot. Reprinted from Lin et al. (2014a) with permission Geophysical Research Letters
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The effect of these interferences can be seen more clearly when we integrate these
3D kernels for a suite of differential angles /f � /b and compare with the simple
relation predicted by Eq. (4.1).

4.3 Full-Wave Effects on SKS Splitting Intensity

As discussed earlier, the simple sinusoidal dependence of the SI on the differential
angle /f � /b in Eq. (4.1) is based on the assumption of a single vertically incident
plane SKS wave. Therefore, its validity hinges on whether the SKS phase in the
time window for measuring the SI is contaminated by other phases. The waveforms
in Fig. 4.2b suggest that in the distance ranges of 80°–90° and 110°–130° SKS may
be affected by other phases. To quantify the interference effect on the SKS splitting
intensity, we integrate the 3D sensitivity kernels assuming a uniform anisotropy of
c = −0.02 in the top 250 km depth range for a suite of differential angles /f � /b

Fig. 4.2 a Synthetic seismograms calculated by normal-mode summations in 1D model PREM
for epicentral distances between 80° and 150° with an interval of 5°. The sources are all at the
surface. All waveforms have been band-pass filtered between 0.008 and 0.12 Hz, and are aligned
at t = 0 by the predicted SKS arrival times. To avoid distraction by the large-amplitude surface
waves, the amplitudes of the waveforms in the shaded zone have been divided by the factor 3D2,
where D is the epicentral distance. b Synthetics for individual phases (thin lines) calculated by the
WKBJ method (Chapman et al. 1988) at the distances of 85°, 100°, 115° and 130°. Thick lines are
the summation of the individual waveforms. Shaded zone indicates the SKS time window [t1, t2]
used in the calculation of the kernels in Fig. 4.1. Thin dashed lines in (a) and (b) are travel-time
curves for model PREM calculated by the TauP Toolkit (Crotwell et al. 1999). Reprinted from Lin
et al. (2014a) with permission Geophysical Research Letters
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and compare them with those predicted by the ray-theoretical relation in Eq. (4.1).
The result is shown in Fig. 4.3. In obtaining the full-wave SI predictions, contri-
butions from e and d are accounted for by adopting the scaling relations among the
anisotropy parameters (Becker et al. 2006), i.e. e = −0.0189 and d = −0.0096.
Zhao and Chevrot (2011b) showed that the sensitivity kernels of the SI for e and d
are approximately an order of magnitude smaller than that for c. As a result, the
contributions to the SI predictions by e and d amount to only 4 and 9.5% of that by
c, respectively.

The prediction of S ¼ d t sin 2ð/f � /bÞ for a single plane SKS or SKKS wave
with vertical incidence is a simple sinusoid (black dashed lines in Fig. 4.3a, b),
reaching peak values of �d t at the differential angles 90� � 45� and 270� � 45�.
The predictions from the 3D kernels, however, are quite different depending on the
epicentral distance. These 3D kernels are calculated by the accurate normal-mode
theory which fully accounts for the interference of all possible waves arriving in the
time window used to measure the SI. Also included in these full-wave 3D kernels
but neglected in ray theory are the near-field effect in the vicinity of stations and the
complex wavefield interactions with near-surface discontinuities.

Fig. 4.3 a Splitting intensity predictions of SKS as functions of the differential angle /f � /b

assuming a uniform anisotropy of c = −0.02, e = −0.0189, and d = −0.0096 in the top 250 km
layer. Solid lines show predictions by the full-wave 3D kernels for surface sources at four
epicentral distances (black: 85°; red: 100°; green: 115°; blue: 130°). The dashed line is the
prediction by the simple relation S ¼ d t sin 2ð/f � /bÞ; where dt = 1.15 s, corresponding to
c = −0.02. b Same as (a) but for SKKS at epicentral distances of 100°, 115° and 130°. Variations
of the shifting parameter n defined in Eq. (4.4) with distance for c the SKS time window, and d the
SKKS time window. Black, blue and red lines are for source depths at 0, 20 and 500 km,
respectively. Reprinted from Lin et al. (2014a) with permission Geophysical Research Letters
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Since the ray-theoretical curve (dashed sinusoids in Fig. 4.3a, b) has a zero
mean, we can use the vertical shifts of the other curves to assess the full-wave effect
on the SI predictions. Thus for a given prediction curve we define a shifting
parameter

n ¼ ðSmax þ SminÞ=maxðjSmaxj; jSminjÞ; ð4:4Þ

where Smax and Smin are respectively the maximum and minimum of a given curve.
n ¼ 0 corresponds to a zero-mean curve, while n[ 0 indicates a positive shift, and
vice versa. The shifting parameters are shown in Fig. 4.3c, d for a suite of epicentral
distances and for source depths of 0, 20 and 500 km. The pattern is consistent with
what we have seen in Fig. 4.2b: n � 0 in the distance range of *88°–115° in
which the SKS is not significantly affected by the interference with other phases
(Fig. 4.3c). For distances less than *88°, there is a large negative shift caused by a
strong interference with the mantle-turning S wave which has a very different
incidence angle.

As seen in the prediction for 85° distance (black solid curve in Fig. 4.3a), not
only are there a negative shift in the SI, but also a shift in the differential angle
/f � /b. This implies that if one were to use the SI obtained from an earthquake at
an epicentral distance of 85°, there would be biases in both splitting time d t and the
azimuth of the fast axis /f . Beyond*115° the pattern is more complicated because
of contributions from interfering phases such as SPdKS/SKPdS, PcPPcS and
PPPP. The interference effect becomes weaker for deeper sources. For SKKS
(Fig. 4.3d), which is also often used to measure shear-wave splitting, the interfer-
ence effect is significant only for very shallow sources at distances less than*100°.

The predictions in Fig. 4.3a, b also show clear discrepancy between the split-
tings of SKS and SKKS, especially at larges epicentral distances. The reason is
obvious: the SKS and SKKS are affected at different distances and by different
neighboring phases (Fig. 4.2). The SKS-SKKS splitting discrepancy has been
observed and interpreted in terms of complex anisotropy in the D″ region (e.g. Long
2009). Our full-wave result suggests that upper-mantle anisotropy can also con-
tribute to SKS-SKKS splitting discrepancy.

The near-field effect can be clearly seen in the SI prediction for D = 100° (red
curve in Fig. 4.3a). Although it has nearly zero shift (Fig. 4.3c) owing to stronger
SKS wave amplitude relative to other interfering phases, the amplitude of the
predicted splitting intensity is very different from the ray-theoretical one (black
dashed curve) with a discrepancy of *0.3 s (*26%) in the estimation of splitting
time d t. This is mostly due to the near-field effect and the multiple reflections from
near-surface discontinuities as illustrated by the highly concentrated and rapidly
oscillating sensitivity (Fig. 4.1b, d) in the vicinity of the station. The effect of these
full-wave behaviors can also be seen in the depth-varying (i.e. one-dimensional)
sensitivities of splitting intensity for c as shown in Fig. 4.4 obtained by horizontally
integrating the 3D kernels (i.e., the quantity inside the curled bracket in Eq. (4.3)
assuming a unity c and ignoring negligible contributions from e and d). At depths in
the mantle, the 1D kernels are more or less straight lines with little depth variation.
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However, they fluctuate wildly near the surface as well as the mid-crust and Moho
discontinuities as a consequence of the combined effects from a strong near-field
complexity and the multiple reflections within the two crustal layers.

Favier and Chevrot (2003) demonstrated the near-field behavior of the
finite-frequency SI kernel. Their result was, however, not fully representative of the
SKS wave in a realistic Earth structure, since they assumed a homogeneous
half-space velocity model. All the full-wave 1D kernels for different epicentral
distances in Fig. 4.4 show some level of departure from the ray-theoretical kernel
(black dashed lines). The full-wave kernel at 100° (red lines) follows the curve of
the ray-theoretical kernel most closely in the mantle, but has a much larger value

Fig. 4.4 a Depth variations of horizontally integrated 3D splitting intensity kernels. Kernels for
different epicentral distances are depicted by lines of different colors (black: 85°; red: 100°; green:
115°; blue: 130°). All kernels are calculated using two values of the differential angle /f � /b.
The kernels having negative amplitudes in the mantle correspond to /f � /b ¼ 45�, whereas those
having positive amplitudes in the mantle correspond to /f � /b ¼ 135�. The two black vertical
dashed lines show the uniform sensitivity under the assumption of a single vertically incident plane
SKS wave, i.e. the SI predicted by d t sin 2ð/f � /bÞ. b Shear-wave speed in the topmost 100 km
in model PREM. The two red horizontal dashed lines in (a) and (b) depict the mid-crust and Moho
discontinuities in PREM. Reprinted from Lin et al. (2014a) with permission Geophysical Research
Letters
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than the ray-theoretical one in the crust. This results in the *0.3 s discrepancy in
the estimation of d t as seen in Fig. 4.3a. Thus, even when SKS wave is
well-isolated or dominant relative to its neighboring phases, near-field effect can
still have significant contribution to the shear-wave splitting intensity. The asym-
metry in the 1D kernels with respect to the vertical axis of S = 0 is also consistent
with the vertical shifts of the sinusoidal curves in Fig. 4.3a.

4.4 Conclusion

Using the full-wave sensitivity kernels of SKS splitting intensity to elastic aniso-
tropic parameters calculated by normal-mode theory, we have demonstrated that the
interference of SKS with other phases of similar arrival times, the near-field effect,
and the multiple reflections in the crust can lead to strong dependence of the
splitting intensity on the epicentral distance. The full-wave effects are neglected in
the common practices of shear-wave splitting analysis which explicitly assumes that
the observed SKS or SKKS phase is composed of a single vertically incident plane
wave. The adoption of such an assumption simplifies the interpretation of
shear-wave splitting in terms of the strength of anisotropy and the direction of the
fast axis of symmetry. However, this assumption not only imposes a strong
restriction on the source-receiver geometry in the application of SKS splitting
analysis, but also allows only for the characterization of an average (uniform)
anisotropic structure in the crust and mantle. The full-wave sensitivity kernels
account for the effects of all possible wave interferences involved in shear-wave
splitting and therefore loosen the restrictions on source-receiver geometry amenable
to shear-wave splitting analysis. Furthermore, the 3D Fréchet kernels also afford us
the capability to resolve the vertical and lateral variations in seismic anisotropy and
obtain 3D images of the Earth’s anisotropic structure.
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Chapter 5
Full-Wave Multiscale Anisotropy
Tomography in Southern California

The Southern California Earthquake Data Center (SCEDC) operates a densely
distributed seismic network in Southern California. The high-quality seismic data it
provides have enabled seismologists to obtain high-resolution 3D isotropic velocity
models for this region. Owing to the limitations of ray-theory assumption used in
anisotropy analysis, the 3D anisotropic structure in Southern California is still
poorly understood. In this chapter, we apply our full-wave tomography method to
the seismically densely covered Southern California to obtain a 3D anisotropic
model of this region. Reliable 3D anisotropic model can help us understand the
processes of the upper mantle flow and the crustal deformation.

5.1 Introduction

The San Andreas Fault (SAF), the boundary between the Pacific and North
American plates, involves a complex system of faults accommodating
*23–37 mm/yr of slip and *75% of the relative motion between the two plates
(Molnar and Dayem 2010). The pattern of lithospheric deformation and the
dynamics of the lithosphere–asthenosphere interaction have persistently been a hot
topic of investigation. Seismic anisotropy provides key structural information for
studying the mechanics of the SAF system, including the deformations and relative
motions of the tectonic blocks, which is critically important for a better under-
standing of the seismic risks for the entire California coastal region.

There have been numerous studies devoted to isotropic seismic structures of
Southern California using body-wave travel times (Kohler et al. 2003; Plesch et al.
2007), surface wave phase and/or group velocities (Press 1956; Polet and Kanamori
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1997; Tanimoto and Prindle Sheldrake 2002; Yang and Forsyth 2006), ambient
noise (Shapiro et al. 2005; Yang et al. 2008), and full waveforms (Chen et al. 2007;
Tape et al. 2009; Lee et al. 2014). In contrast, less attention has been paid to the
seismic anisotropic structures in Southern California. A rare exception was the
finite-frequency anisotropy tomography of Monteiller and Chevrot (2011), although
some of recent surface-wave azimuthal anisotropy models in the western United
States (Yuan and Romanowicz 2010; Yuan et al. 2011; Lin et al. 2011) provided a
glimpse of gross anisotropy in the region with limited lateral and vertical resolu-
tions down to *70 km only.

Characterizing the anisotropic structure can help us understand the deformation
and dynamic processes in the Earth’s interior, and shear-wave splitting has been one
of the primary observables in the investigation of elastic anisotropy in the crust and
upper mantle. However, until recently the interpretation of shear-wave splitting in
terms of anisotropy has been largely dependent on the ray-theory modelling of a
single vertically incident plane shear wave, under which the shear-wave splitting
measurements at a given station are related to the symmetry axis and strength of
seismic anisotropy by a sinusoidal relation:

Si ¼ d t sin 2ð/f � /i
bÞ; ð5:1Þ

where Si is the shear-wave splitting intensity (SI) at the i-th station whose
back-azimuth is /i

b, and /f and dt are respectively the azimuth of the fast axis (the
polarization of the fast quasi-shear wave) and the splitting time between fast and
slow quasi-shear waves. The pair of the apparent anisotropy parameters, dt and /f ,
then prescribes a uniform layer of anisotropy beneath the station, and the amount of
splitting of an individual shear wave varies with the differential angle /f � /i

b only.
The harsh assumption of a single incident plane wave in ray theory limits the range
of source-station geometry useful for shear-wave splitting measurements and
reduces our ability to resolve the spatial variations in anisotropy. In this study, we
apply a new approach to the inversion of three-dimensional (3D) anisotropy
structure based on the full-wave sensitivity (Fréchet) kernels of the splitting data
(Zhao and Chevrot 2011a, b; Lin et al. 2014a). With the help of strain Green tensor
(SGT) databases calculated by normal-mode summation in one-dimensional (1D)
reference models, the 3D sensitivity kernels of shear wave splitting data to aniso-
tropy model parameters can be calculated efficiently. These full-wave kernels
accurately account for all the wave interactions that are neglected in ray theory,
including near-field effect and interferences of multiple arrivals (Lin et al. 2014a).
Favier et al. (2004) also used the horizontally integrated depth-dependent 1D
kernels in a homogeneous reference model to illustrate the near- and middle-field
terms missing in ray theory. Our full-wave approach uses realistic reference models
and accounts for the multiple reflections at the internal discontinuities. The resulting
depth-dependent sensitivities, as shown in Lin et al. (2014a), have drastic fluctu-
ations near the surface, especially around the midcrust and Moho discontinuities as
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a consequence of the combined effects of near-field complexity and multiple
reflections in the two crustal layers.

In this study, we use the broadband records at stations in Southern California
from globally distributed earthquakes and measure the splitting intensity from
horizontal records of SKS waves. We then calculate the full-wave sensitivity kernels
for the obtained splitting data and carry out a multiscale inversion of the anisotropic
structure using a wavelet-based model parameterization (Chiao and Kuo 2001;
Chiao and Liang 2003; Chiao et al. 2010, 2014). In addition, we appraise our
anisotropy tomography inversion through a rigorous resolution analysis based on the
statistical resolution matrix method of An (2012), which provides an effective means
to estimate the resolution lengths of the inversion without explicitly calculating the
resolution matrix. We also provide an interpretation of our anisotropic model for the
Southern California region in terms of geodynamic and geological implications.

5.2 Splitting Intensity Measurements and Full-Wave
Sensitivity Kernels

We measure the splitting intensities of the SKS waves from events during the time
period of 2000–2013 with epicentral distances between 90° and 130°. Considering
a wide range of azimuthal distribution and with redundancy removed, a total of
175 events with magnitudes larger than 6.0 are used in this study (red dots in
Fig. 5.1a). The high-quality records from 223 stations concentrated in the Southern
California region (blue triangles in the inset panel of Fig. 5.1a) are all downloaded
from the Southern California Earthquake Data Center.

Chevrot (2000) demonstrated that the optimal measurement of the shear-wave
splitting in Eq. (5.1) is the so-called splitting intensity, and that it can be derived
from the integral of the product of the SKS signal on the transverse-component
uTðtÞ and the time derivative of the SKS on the radial-component _uRðtÞ, i.e. (e.g.
Favier and Chevrot 2003, 2006)

S ¼ �2

R t2
t1
_uRðtÞuTðtÞdtR t2

t1
½ _uRðtÞ�2dt

; ð5:2Þ

where the integrals are taken over the time window [t1, t2] selected for each
shear-wave phase of interest. Considering the dominant periods of the SKS signals
and to minimize the interference with neighboring phases, we bandpass all the
waveforms between 0.02 and 0.12 Hz (*50–8 s). In order to ensure the data
quality, we manually select the SKS window in each record with a high signal to
noise ratio (black lines in Fig. 5.1b) and a high similarity between recorded and
synthetic waveforms (red lines in Fig. 5.1b) calculated by normal-mode summation
for Earth model PREM (Dziewonski and Anderson 1981). Following Eq. (5.2), we
compute the splitting intensity S from the SKS signals on both radial and transverse
components. An example of the measurement is shown in Fig. 5.1b for the record
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from a deep event to station PFO with an epicentral distance of 110.7° (blue
great-circle path in Fig. 5.1a). Following a set of strict criteria for data selection, we
obtain 5954 splitting intensity measurements. The surface projections of the 5954
SKS ray paths in the topmost 350 km of the earth beneath the receivers (red bars in
the inset panel of Fig. 5.1a) manifest an excellent azimuthal coverage, which is
essential for obtaining high-resolution images of the 3D anisotropy structure in the
study region.

Fig. 5.1 a Distribution of stations (blue triangles) and events (red dots) used in this study. The red
bars in the inset panel shows the surface projections of the SKS ray paths in the topmost 350 km of
the earth beneath the receivers (blue triangles). b An example of shear-wave splitting measurement.
Black and red lines are the recorded and synthetic seismograms on radial (solid) and transverse
(dashed) components, respectively. Synthetics are calculated by normal-mode summation in the
reference model PREM. Shaded zones are the time windows [t1, t2] selected for splitting intensity
measurements. The panel in the bottom-right corner shows the cross correlation between uT ðtÞ and
_uRðtÞ (green line) and the auto correlation of _uRðtÞ (blue line), while the amplitudes at zero lag time
marked by dashed vertical lines give respectively the values of the numerator and denominator in
Eq. (5.2). c Individual splitting intensity measurements (black dots) varying with backazimuth at
station PFO obtained in this study. The dashed curve is the sinusoidal curve that best fits the
bin-averaged splitting measurements at PFO from the previous study of Monteiller and Chevrot
(2011). Reprinted from Lin et al. (2014b) with permission Geophysical Research Letters
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In the conventional SKS splitting analysis assuming a single incident plane wave,
the splitting measurements at a given station would vary with back Azimuthin a
sinusoidal fashion as shown in Eq. (5.1). Monteiller and Chevrot (2011) implicitly
adopted this assumption by first averaging individual splitting intensity measure-
ments in given azimuthal bins to improve the fit of the theoretical sinusoidal curve
and using the bin-averaged values for the subsequent inversion of the anisotropic
structure (dashed curve in Fig. 5.1c). However, from the full-wave point of view, the
SKS phase often interferes with neighboring phases which can lead to a significant
contribution to the splitting measurements (Lin et al. 2014a). As a result, the azi-
muthal variation of the splitting intensity measurements at a given station is no
longer simply a sinusoidal function, but rather complex depending on the epicentral
distance and even on the earthquake source mechanism (Lin et al. 2014a). In the
meantime, the full-wave approach, which accounts for all the interferences between
SKS and neighboring phases as well as the near-field effect in the close proximity of
the station, allows for the calculation of the sensitivity kernels of individual splitting
measurement to the anisotropic structural model parameters. Therefore, the indi-
vidual splitting measurements can be used directly to invert for the anisotropic
structure without the need to fit them first by a sinusoidal curve.

As demonstrated in Zhao and Chevrot (2011b) and Lin et al. (2014a),
shear-wave splitting is mostly sensitive to the anisotropic model parameter
c ¼ ðC66 � C44Þ=2qb2, where q is density, b is the background isotropic S-wave
velocity, and Cij are the elements of the elasticity tensor in the Voigt notation
(Babuška and Cara 1991; Browaeys and Chevrot 2004). Lin et al. (2014a) also
showed that the contributions to shear-wave splitting intensity from the other two
anisotropy parameters e ¼ ðC11 � C33Þ=2qa2 and d ¼ ðC13 � C33 þ 2C44Þ=qa2,
where a is the background isotropic P-wave speed, are less than 10% of that from c.
The model parameters for shear-wave anisotropy thus involves c, a dimensionless
parameter prescribing the strength of shear-wave anisotropy (Mensch and
Rasolofosaon 1997; Becker et al. 2006; Chevrot 2006), and the azimuth of the fast
axis /f. The dependence of the splitting intensity S on /f is, however, clearly
non-linear. To achieve a linearized inversion, Favier and Chevrot (2003) defined an
alternative set of two independent parameters, cc ¼ c cos 2/f and cs ¼ c sin 2/f ,
which can be linearly related to the splitting intensity S:

S ¼
ZZZ

KS
cc
ðr; h;uÞccðr; h;uÞþKS

cs
ðr; h;uÞcsðr; h;uÞ

h i
drdhdu; ð5:3Þ

where KS
cc

and KS
cs
are the sensitivity kernels of splitting intensity S to cc and cs,

respectively. The obtained cc and cs from the inversion are combined to calculate
the fast direction and strength of anisotropy through the relations of /f ¼
0:5 tan�1ðcc=csÞ and c ¼ � ffiffiffiffiffiffiffiffiffiffiffiffiffiffi

c2c þ c2s
p

. Examples of the 3D sensitivity kernels of S to
cc and cs are shown in Fig. 5.2a and b, respectively, with the same source-receiver
configuration as in Fig. 5.1b for the reference model PREM. For the incoming SKS
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wave from a backazimuth of 293°, both kernels display relatively simple
banana-doughnut shapes with red and blue “skins” delineating the regions of strong
sensitivity.

5.3 Multiscale Inversion

In order to make the tomography inversion adaptable to the spatially varying res-
olution due to uneven path coverage, we adopt a multiscale, wavelet-based
approach for model parameterization (Chiao and Kuo 2001; Chiao and Liang 2003;

Fig. 5.2 Example of 3D Full-wave Fréchet kernels of the splitting intensity for shear-wave
anisotropy parameters cc (a) and cs (b), shown on the source-receiver great-circle plane near the
station. c Map view of the same cc kernel in a at the depth of 150 km. The red box depicts the
horizontal extent of the anisotropic model to be inverted for. d The same kernel in c after taking
the volumetric integration over individual voxels bounded by the regularly-spaced mesh (black
lines) which subdivide the continuous anisotropic model by 33 discrete nodes in each spatial
dimension. Each voxel-integral value comprises a fraction of a particular element of the G matrix
in Eq. (5.4), and the horizontal slice shown in d represents a segment of a particular row of
G corresponding to a splitting intensity measurement obtained at the station shown by the triangle.
Reprinted from Lin et al. (2014b) with permission Geophysical Research Letters
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Chiao et al. 2010, 2014). With such scale-adaptive parameterization, our tomog-
raphy inverse problem can be expressed in a matrix form:

ðGW�1ÞðWmÞ ¼ d; ð5:4Þ

where m is the vector comprising the model parameters at nodes in space dis-
cretized by a regularly-spaced mesh, d is the data vector of individual splitting
measurements, and G is the data kernel or Gram matrix. Each element of the Gram
matrix G is associated with a node and contains the weighted sum of the volumetric
integrals of the sensitivity kernel over all the voxels surrounding the node
(Fig. 5.2d). Matrix W represents a 3D primary wavelet transformation operator. In
practice, we first parameterize the model by a 3D uniform mesh, and apply a
transpose of the inverse wavelet operator (W−1)T on each row of the data kernel
G. The final model can be obtained by an inverse wavelet transform from the
wavelet domain to the spatial domain. Details of the implementation of the mul-
tiscale parameterization are well documented in Hung et al. (2011). The wavelet
approach preserves both the finer spatial resolution in regions of better data cov-
erage and the coarser resolution in less well-sampled regions, thus resolving the
structure with an objective and data-driven multiscale resolution.

Our model has a horizontal dimension of 640 km � 640 km (rotated black box
in the inset panel of Fig. 5.1a) and a vertical dimension from the surface down to
350-km depth. We parameterize our study region by a uniform mesh, with 33 nodes
in each dimension spaced by 20 km horizontally and 10.9 km vertically. We run
inversion experiments using both the wavelet-based model parameterization and the
simple uniform mesh without applying the wavelet transformation, solving the
linear system of Eq. (5.4) for either Wm or m by the iterative least-squares
QR-factorization (LSQR) algorithm (Paige and Saunders 1982a, b). A standard
choice is the damped least-squares solution in which an optimal damping is selected
by exploring the tradeoff between the model norm and the data variance reduction.
We choose the optimal damping factors of 10 and 100 corresponding respectively
to the maximum curvatures of the tradeoff curves in the inversions using simple
uniform-mesh and wavelet-based model parameterizations (Fig. 5.3). These
damping factors in the inversions are dimensionless. They act differently in the
inversions using uniform-mesh and wavelet-based model parameterizations. In the
conventional uniform-mesh parameterization, the damping factor is a threshold for
removing the small singular values of the Gram matrix during the inversion. So the
damping acts on the entire model uniformly. For the wavelet parameterization, on
the other hand, the damping is imposed on the wavelet coefficients. Larger-scale
features are better constrained by the data and their corresponding wavelet coeffi-
cients also have larger singular values than those for smaller-scale features.
Furthermore, in regions with better path coverage, more singular values for
small-scale wavelet coefficients are above the threshold and retained, while in
sparsely sampled regions more singular values for small-scale wavelet coefficients
will be damped out. Therefore, the damping affects different regions of the model
differently according to the data coverage.
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Although the LSQR method provides an efficient means to solve large-scale
inverse problems, it proves difficult for obtaining the resolution matrix directly to
assess the spatial resolution of the model. Instead of conducting common recovery
tests of synthetic models with a few prescribed checkerboards or other forms of
structures, here we adopt the statistical resolution matrix method of An (2012) to
estimate the variation of the resolution lengths of individual model parameters in
3D. Since the resolution matrix does not rely on the data or the model parameters,
but on the properties of the data kernel G, it can be probed by a limited set of
random synthetic models and their recoveries from inversions. As each inverted
model parameter can be treated as the weighted average of the neighboring true
model parameters, the resolution matrix comprising these weights is presumed to be
a 3D Gaussian function whose unknown width at half of its peak value in each
dimension is defined as the resolution length. A finite set of random synthetic
models are generated to explore their recoveries obtained by two different means:

Fig. 5.3 Tradeoff curves between model norm and data variance reduction for the inversions with
simple uniform-mesh (blue curve) and wavelet-based (red curve) model parameterizations. The

model norm is the root-mean-square magnitude of the model parameters, defined as
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
M

PM
i¼1 m

2
i

q
,

where M is the number of model nodes. The data variance reduction quantifies the level of data fit,

defined as 1�PN
i¼1 ðd̂i � diÞ2

.PN
i¼1 d

2
i

h i
� 100%, where N is the number of data, d̂i and di are

the model prediction and data, respectively. We select the optimal damping factors of 100 and 10
for the models obtained with wavelet-based and simple uniform-mesh parameterizations,
respectively, which correspond to the points (yellow dots) of maximum curvatures on the tradeoff
curves. Reprinted from Lin et al. (2014b) with permission Geophysical Research Letters
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one from the damped least-squares inversion of individual model-synthesized data
using the same model parameterization and regularization applied to real splitting
data, and the other from the projection of individual random models via the
Gaussian resolution matrix. The resolution length is then estimated by a grid search
for the optimal width which minimizes the sum of the absolute difference between
the two kinds of recoveries for individual random models. The statistical resolution
matrix approach does not require any matrix operation, and is therefore very
suitable for estimating resolution lengths of large linear inverse problems.

The efficiency and accuracy of the obtained statistical resolution length hinge
upon the number of input random models and their inverse solutions. We determine

Fig. 5.4 a Sum of the absolute normalized differences in the resolution lengths of all the model

parameters, n ¼ PM
i¼1

wN
i �wN�1

i
wN�1
i

���
���, between two consecutive grid searches for the optimal half width

of the Gaussian resolution function using N and N-1 random input models. Here wi is the
resolution length at ith model node. The red dots show the values of n with N = 20, 100 and 300.
The red line marks the average of the absolute normalized differential resolution length per node
(n/M) reducing to 2%. The final resolution lengths are obtained with N = 300 while the value of n/
M reaches *1%. As seen in the plot, n decreases rapidly as N increases for the cases of N < 50
and reaches a stable level afterwards. b–d Map views of the normalized differential resolution
length, wN

i �wN�1
i

wN�1
i

, of individual model parameters at the depth of 114.8 km, obtained with N = 20,

100, and 300. Reprinted from Lin et al. (2014b) with permission Geophysical Research Letters
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the optimal number of random synthetic models by examining the average differ-
ence in the resolution lengths of all model nodes (33 � 33 � 33 nodes) derived
from two consecutive grid searches for resolution lengths with N and N-1 random
input models. The average differential resolution length reaches *1% with 300 and
299 random models (Figs. 5.4 and 5.5). We therefore choose N = 300 in all sta-
tistical resolution matrix calculations.

Displayed in Fig. 5.6 are the lateral resolution lengths for cc at depths of 60.2,
114.8, 169.5, and 235.2 km achieved by the inversion of the *6000 splitting data
obtained in this study. The resolution-length maps shown in Fig. 5.6a–d are solved
with 300 pairs of random models and their recoveries using the simple uniform-mesh
parameterization with the optimal damping factor 10. The resloution-length maps by
wavelet-based inversion with damping factor 100 are shown in Fig. 5.6e–h.
Notwithstanding the lengths of 25–50 km in the interior of the study region covered
by densely-distributed stations, the multiscale wavelet-based inversion in general
yields better and more uniform resolution. These consequences confirm that the
wavelet approach preserves a higher spatial resolution in regions of better data
coverage and the long-wavelength features in relatively less-constrained regions.
Therefore, our following discussion on the anisotropic structure of Southern
California will be based on the model obtained by the multiscale inversion. In
addition, a bootstrap test is conducted to further validate our inversion result
(Fig. 5.7). A comparison of the observed apparent splitting parameters, i.e. the fast
axis /f and splitting time dt in Eq. (5.1), with predictions by our 3D anisotropic
model displays highly consistent patterns (Fig. 5.8). Our following discussion on the
anisotropic structure of Southern California will be based on the model obtained by
the multiscale inversion.

Fig. 5.5 Lateral variations of resolution lengths at 114.8-km depth obtained from a N = 20,
b N = 100, and c N = 300 random synthetic models. The stations providing the splitting data are
denoted by white triangles in a. The pattern of the spatially-varying resolution lengths becomes
smooth and stabilized with the increase of N. Reprinted from Lin et al. (2014b) with permission
Geophysical Research Letters
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5.4 Result and Discussion

Considering the average lithospheric thickness of 70–90 km in Southern California
(Yang and Forsyth 2006; Ford et al. 2014) and our vertical resolution length
of *50 km (Fig. 5.9), we display our 3D anisotropic model at four depths in
Fig. 5.10: one in the lithosphere (60.2 km) and three in the asthenosphere (114.8,
169.5, and 235.2 km). The resulting strength of anisotropy (indicated by the
background color) varies between −0.01 and −0.03 (1–3% anisotropy) in this
region, and slightly decreases with depth. The direction of fast axis varies more
dramatically in the lithosphere than in the asthenosphere.

For the long-wavelength features, the fast axis exhibits a counter-clockwise
rotation from WNW-ESE in the southwest quadrant located on the Pacific Plate
(PP) to NE-SW in the northeast quadrant inside the North American Plate (NAP).
Some regions in the lithosphere display a more complex pattern of the fast axis that
can be linked to surface geologic signatures (Fig. 5.10a). To the west of the Salton

Fig. 5.6 Lateral resolution lengths for the anisotropy parameter cc at the depths of 60.2 km (a and
e), 114.8 km (b and f), 169.5 km (c and g), and 235.2 km (d and h), estimated by the statistical
resolution matrix method for the 3D anisotropy model parameterized at*20 km spaced nodes and
inverted from *6000 splitting data. The cc model obtained with wavelet-based multiscale
parameterization has shorter resolution lengths and larger resolvable extent (e–h), compared to
those with simple uniform-mesh parameterization (a–d). The resolution lengths are all derived
with 300 random input models of cc and their recoveries. The stations contributing to the splitting
measurements are denoted by white triangles in a. The resolution lengths for cs are very similar to
those for cc shown here. Reprinted from Lin et al. (2014b) with permission Geophysical Research
Letters
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Trough, the fast axis follows a NE-SW orientation. Across the Salton Trough where
the anisotropy is weaker, the fast axis turns slightly to NW-SE direction east of the
Salton Trough. This variation seems to persist down to the asthenosphere, coinci-
dent with the low-velocity anomaly which has been imaged in previous isotropic
tomography models and interpreted as upwelling beneath the Salton Trough

Fig. 5.7 Bootstrap test of the inversion result. Map views of the differences between the optimal
damped least squares solution of the anisotropic model beneath Southern California (Fig. 5.10)
and the bootstrap model inverted from a subset of the splitting data at the depths of a 60.2 km,
b 114.8 km, c 169.5 km, and d 235.2 km. Background colors show the differences of c between
the two models, while crosses and open circles represent the differences in the azimuths of fast
axes. The bootstrap model is derived by averaging the models obtained from 2000 inversions, each
of which only uses a subset of 5000 splitting data randomly selected from the entire set of 5954
data. Overall, the difference in the azimuths of fast axes and c between our final model and the
bootstrap model are less than 7° and 0.003, respectively. The bootstrap test shows that the
inversion result is stable and robust. Reprinted from Lin et al. (2014b) with permission
Geophysical Research Letters
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(Humphreys and Clayton 1990; Yang and Forsyth 2006). A strong E-W fast
polarization is observed beneath the Transverse Ranges undergoing active orogenic
processes. In the westernmost part of the model, the fast axis is oriented more
WNW-ESE, subparallel to the strike of the San Andreas Fault, and with a decreased
strength in the lithosphere.

In the asthenosphere, the fast axis in regions more distant from the plate
boundary (SAF) is well-correlated with the absolute plate motion (APM) calculated
by the model NNR-MORVEL56 (Argus et al. 2011) as shown by the arrows in
Fig. 5.9. In the easternmost part of our model under the NAP, the fast axes are
mostly NE-SW, grossly consistent with the APM of the NAP (*223° clockwise
from the north, red arrow in Fig. 5.9). In the westernmost part under the PP, the
anisotropy becomes stronger with increasing depth and the fast axis turns to
WNW-ESE, subparallel to the APM of the PP (*300° clockwise from the north,

Fig. 5.8 Plot of the apparent splitting parameters (fast axis /f and splitting time dt in Eq. 5.1) at
all stations (blue triangles) used in this study. The black bars depict the observed splitting
parameters obtained by fitting measurements at each station to a sinusoidal curve; whereas the red
bars represent predictions obtained by integrating the full-wave kernels through our 3D anisotropic
model and then fitting the sinusoidal curves. The lengths of the bars are proportional to the
splitting time dt. The predicted fast directions (red bars) show very similar patterns to the
observations but with slightly reduced splitting times as a result of damping in the inversion.
Reprinted from Lin et al. (2014b) with permission Geophysical Research Letters
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green arrow in Fig. 5.10). The correlation between the fast axis and APM was also
observed in surface-wave azimuthal anisotropy (Yuan et al. 2011; Kosarian et al.
2011). The persistent E-W fast axes in the asthenosphere across the plate boundary
close to the central region of our model are neither parallel to the APM of the NAP
nor the PP, but somewhat between these two orientations, implying the influence of
the transitional variation in the APM of the two plates. A small circular region of
weak anisotropy centered around (117° W, 36° N) is resolved throughout all the
depths, indicative of the presence of a vertical flow there. A possible explanation is
that the density-driven mantle flow becomes more vertical beneath the NAP (Fay
et al. 2008). Overall, we do not observe particularly different patterns in the ori-
entation of fast axis and anisotropy strength at different depths, whilst some of the
features are persistent throughout the resolvable depths. Therefore, we do not
observe a notable decoupling between the lithosphere and the underlying
asthenosphere as reported by a few of the previous studies (Silver and Holt 2002;
Monteiller and Chevrot 2011).

The 3D anisotropic model obtained with the full-wave approach in this study
exhibits the variations in the fast-axis direction and strength of anisotropy which are
in general similar to those in Monteiller and Chevrot (2011), except that in the

Fig. 5.9 Cross-sectional views of vertical resolution lengths estimated by the statistical resolution
matrix method along the profiles marked in red in a and e. All the resolution lengths are calculated
by 300 random synthetic models and their recoveries obtained with the multiscale inversion and
the damping factor of 100. The vertical resolution length is about 50 km in the region covered by
densely-distributed stations. Although the inversion of SKS splitting intensity data yields lower
depth resolution than the lateral resolution discussed in the article, we still achieve decent depth
resolution in comparison to the conventional SKS splitting analysis which assumes a layer of
uniform anisotropy and provides almost no depth resolution. Reprinted from Lin et al. (2014b)
with permission Geophysical Research Letters
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lithosphere our model has a weaker anisotropy in contrast to the strongest in their
result. This discrepancy may be explained by the characteristic difference in the
sensitivity kernels used for the two studies. In Monteiller and Chevrot (2011) the
kernels calculated in a homogeneous background model have sensitivities close to
zero near the surface and increasing with depth. However, Lin et al. (2014a)
demonstrated that the near-field and multiple reflections between crustal disconti-
nuities drastically change the pattern of the sensitivity, which can be very large

Fig. 5.10 3D anisotropy model for Southern California at the depths of a 60.2 km, b 114.8 km,
c 169.5 km and d 235.2 km. The background colors indicate the strength of the shear-wave
anisotropy c, whereas the black bars depict the directions of the fast axes at every two nodes and
their lengths are proportional to the anisotropy strength. The absolute plate motions (APM) of the
Pacific and North America plates, marked respectively by the green and red arrows with the
lengths proportional to the rates of motion, are calculated by the model NNR-MORVEL56 (Argus
et al. 2011). The plate boundary and fault branches of the SAF system are shown in the blue and
gray lines, respectively. Reprinted from Lin et al. (2014b) with permission Geophysical Research
Letters
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around the discontinuities and within the crust. The stronger sensitivities in our
full-wave approach thus lead to the weaker strength of the anisotropy at shallower
depth. Yuan et al. (2011) utilized the joint inversion of surface waves and
station-averaged apparent splitting data to obtain a 3D azimuthal anisotropic model
of the North American upper mantle. Their result exhibits comparable patterns to
our model, with the fast axes oriented E-W around the plate boundary and rotated to
NE-SW beneath the NAP above 150-km depth. Another anisotropic model for
western United States obtained by surface wave Eikonal tomography (Lin et al.
2011) also shows the E-W fast axis in the uppermost mantle beneath Southern
California. In comparison to those models predominantly relying on surface wave
information, our inversion of non-averaged individual SKS splitting data yields
similar long-wavelength features, and at the same time reveals regional details of
the anisotropic structure with higher lateral resolution.

5.5 Conclusion

The 3D seismic anisotropic model provides the pattern of spatial variation in the
strength and fast-axis orientation of elastic anisotropy, a useful probe to infer the
state of the stress and strain in the lithosphere and the dynamics of the astheno-
spheric mantle flow for further understanding of the strength and deformation in the
upper mantle beneath the SAF system. In this regional-scale anisotropy tomography
study, we have employed the state-of-the-art approach to preserve both the inver-
sion efficiency and accuracy of the resolved anisotropic structure. The full-wave
derivation of the 3D sensitivity kernels for individual splitting data takes into
account all the interactions between SKS and other interfering phases for a wider
range of source-receiver geometry. The multiscale inversion through a hierarchical
wavelet-based spatial parameterization of the model achieves naturally data-
adaptive spatial resolutions. We have also made a more complete appraisal of the
inversion result by estimating the spatial resolution lengths using the computa-
tionally efficient statistical resolution matrix method. The resolution length of 25–
50 km achievable in our 3D anisotropy model for Southern California provides
reliable images revealing detailed variations of the strength and fast-axis orientation
of anisotropy. Locally small-scale anisotropic fabrics may be associated with sur-
face geologic features, for instance, the possible upwelling beneath the Salton
Trough and the ongoing orogeny in the Transverse Ranges. The more or less
consistent patterns of anisotropy over different depths in our model do not support
the notion that the lithosphere is decoupled from the underlying mechanically
weaker asthenosphere under Southern California. The longer-wavelength aniso-
tropic structure suggests that the fast axes in both the PP and NAP are aligned with
the absolute plate motion, whereas in the vicinity of the major plate boundary or the
SAF system the anisotropy tends to be affected by the motion of both plates.
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Chapter 6
Concluding Remarks

In this dissertation, we conducted investigations on the Earth’s seismic structure
using both active-source and natural earthquake records. In studying the isotropic
P-wave velocity structure of Taiwan, the ground-truth dataset of P-wave travel times
from the active-source experiment in the TAiwan Integrated GEodynamics Research
(TAIGER) project provides the most reliable criterion against which all tomography
models in the Taiwan region can and should be tested. Comparisons of the differ-
ences between the observed and model-predicted first-arrival times demonstrate that
the 3D tomography models R95 (Rau and Wu 1995), K05 (Kim et al. 2005) and
W07 (Wu et al. 2007) all yield smaller travel time residuals than the 1D model and
overall correct distributions of high and low wave-speed regions, but actually
underestimate the amplitudes of lateral velocity heterogeneities which leaves plenty
of rooms for further improvement in the 3D structural images beneath Taiwan.
Statistical analysis of the residuals calculated by subtracting the model-predicted
first-arrival times from the observed ones shows that the 3D model W07 provides the
best fit to the ground-truth travel times. The velocity structures resolved in Model
K05 are on average biased to be too slow, but provide potentially the best fit to the
observed first-arrival times in the western foothills and coastal plain regions.

With the advancement in computational technology as well as in numerical
algorithms for modelling seismic wave propagation, more regional and global
tomography models will be produced. There is clearly a need for objective and
reliable approach to evaluate the efficacy of the increasing number of tomography
models. In this study, we have only analyzed the first-arrival times from the
TAIGER explosion records, which represents the most accurate ground-truth
dataset for this purpose. However, the active-source records undoubtedly possess
additional waveforms of both body and surface waves that contain much more
information which can be exploited in future efforts of tomography model assess-
ments as well as Earth structural investigations.

The ground-truth data obtained from the TAIGER active-source experiments
provide excellent and unique constraints on shallow crustal structures beneath
Taiwan. We used them to derive 2D seismic profiles along four transects across the
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island of Taiwan and 22 shorter profiles in northern Taiwan using forward mod-
elling and maximizing the fit to these highly accurate first-arrival times. The
resulting seismic structures along these 2D profiles display clear lateral variations
with more realistic amplitudes of velocity perturbation and a spatial pattern con-
sistent with geological zonations of Taiwan. The profiles across northern Taiwan
shows strong lateral velocity contrast of nearly ±30% between the western table-
lands and eastern ranges, also in good agreement with the near-surface geologic
expressions. Taking advantage of the densely-distributed crisscrossing 2D velocity
profiles in northern Taiwan, we construct a smooth and robust 3D model with
sufficient resolution based on the partition modelling approach. The velocity
anomalies in the resulting partitioned modelling 3D model (PM3D) exhibit
remarkable consistency with the geological features at the surface. An important
utility of our 3D model PM3D is to serve as a more effective starting model is a
high-resolution regularized multiscale tomography inversion using either active- or
passive-source observations or both.

In contrast to the ray-theory treatment of the high-frequency first-arrival times
from active-source records, we adopted the full-wave approach in analyzing the
shear-wave splitting measurements to study the anisotropic structure of Southern
California. The full-wave effects are neglected in conventional practices of
shear-wave splitting analysis which explicitly assumes that the observed SKS or
SKKS phase is composed of a single vertically incident plane wave. However, the
interference of SKS with other phases of similar arrival times, the near-field effect,
and the multiple reflections in the crust can lead to strong dependence of the
splitting intensity on the epicentral distance. The full-wave sensitivity kernels
account for the effects of all possible wave interferences involved in shear-wave
splitting and therefore loosen the restrictions on source-receiver geometry amenable
to shear-wave splitting analysis. The 3D Fréchet kernels, moreover, enable us to
resolve the vertical and lateral variations in seismic anisotropy and obtain 3D
images of the Earth’s anisotropic structure. We then practice our full-wave kernels
to probe the anisotropy beneath the Southern California which affords us to infer the
state of the stress and strain in the lithosphere and the dynamics of the astheno-
spheric mantle flow for further understanding of the strength and deformation in the
upper mantle beneath the SAF system. The multiscale inversion through a
wavelet-based spatial model parameterization achieves naturally data-adaptive
spatial resolutions. We have also made a more complete appraisal of the inversion
result by estimating the spatial resolution lengths using the statistical resolution
method without any matrix operation. The resolution length of 25–50 km achiev-
able in our 3D anisotropy model for Southern California provides reliable images
revealing detailed variations of the strength and fast-axis orientation of anisotropy.
Locally small-scale fast directions may be correlated with surface geologic features,
for instance, the possible upwelling beneath the Salton Trough and the ongoing
orogeny in the Transverse Ranges. The most consistent patterns of anisotropy over
different depths in our model do not support the notion that the lithosphere is
decoupled from the asthenosphere in this region. The longer-wavelength aniso-
tropic structure suggests that the fast axes in both the Pacific Plate (PP) and North
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American Plate (NAP) are aligned with the absolute plate motion, whereas in the
vicinity of the major plate boundary the anisotropy tends to be affected by the
motion of both plates. Our approach represents an early step in imaging the detailed
3D variation of anisotropy. Further developments are needed to adopt numerical
wavefield modelling tools such as the spectral-element method (e.g. Sieminski et al.
2007) so that more complex 3D reference models can be used and anisotropic
models can be iteratively updated.
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