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The secret of the machines

For all our power and weight and size,
We are nothing more
than children of your brain!

Rudyard Kipling



Preface

Whether we like it or not, machines have become an indispensable part of a man’s
life. Some say that humans are enslaved to modern technology and reject progress
and new technological developments on principle, while, on the other hand, fanatics
of new trends simply must have not only the latest tools, useful and long awaited
for, but every gadget and gimmick, or a play toy as well.

Oftentimes we put our lives into the virtual or quite literal hands of machines
when we accept that they make life-or-death decisions for us. They are considered
with philosophical or ethical attitude when we ask questions if artificial intelligence
is real, or talk about thinking machines. We see machines used in daily routines
when we make coffee, wash up, drive a car, play a computer game. In research
they enable travels to the outer space in search for extraterrestrial life forms, to
study other planets, galaxies, the whole Universe. They also make possible to take
a journey inside living organisms to observe and learn how they work at the cellular
or molecular level, to uncover secrets of DNA. We employ them on both the macro
and micro scale to live our lives and to gain knowledge about the past, present, and
even future of ourselves and the world as we know it.

Man-machine interaction is the interdisciplinary field, focused on a human and
a machine in conjunction. It is the intersection of computer science, behavioural
sciences, social psychology, ergonomics, security. It encompasses study, design,
implementation, and evaluation of small- and large-scale, interacting, computing,
hardware and software systems dedicated for human use. Man-machine interac-
tion builds on supportive knowledge from both sides, the machine side providing
techniques, methods and technologies relevant for computer graphics, visualisation,
programming environments, the human side bringing elements of communication
theory, linguistics, social sciences, models of behaviour. The discipline aims to
improve ways in which machines and their users interact, making hardware and
software systems better adapted to user’s needs, more usable, more receptive, and
optimised for desired properties.

While early methodologies assumed the construction of the cognitive model, re-
flecting predictable and quantifiable actions undertook by the human user interact-
ing with machines, modern approaches advocate the need for constant exchange of



VIII

ideas and feedback among users, researches, designers and engineers, in order to
arrive at such solutions that are best suited to user’s requirements.

This monograph is the second edition in the Springer Advances in Intelligent
and Soft Computing series, providing the reader with a selection of high-quality pa-
pers dedicated to current progress, new developments and research trends in man-
machine interactions area. In particular, this volume points to a number of advances
in man-machine communication, virtual and augmented reality, modelling of bi-
ological processes, data mining, pattern recognition, rough and fuzzy computing,
mixed media processing, algorithmics, models and architectures of complex data
storage, management and transfer systems.

The topical subdivisions of this volume include human-computer interfaces,
robot control and navigation systems, bio-data analysis and mining, pattern recogni-
tion for medical applications, sound, text and image processing, design and decision
support, rough and fuzzy systems, crisp and fuzzy clustering, prediction and regres-
sion, algorithms and optimisation, and data management systems.

This monograph presents 4 invited and 45 reviewed research papers, reflecting
the work by 95 researchers from ten countries, namely Canada, Germany, Greece,
Hungary, India, Malta, Poland, Portugal, Slovenia, and UK.

Compilation of this volume has been made possible thanks to the laudable efforts
of the Institute of Informatics, Silesian University of Technology, and the Institute of
Theoretical and Applied Informatics, Polish Academy of Sciences, Gliwice, Poland.
We wish to express our thanks to Ioannis Pitas, Gerald Schaefer, and Kevin War-
wick, the authors of invited papers, and all who helped us in review procedures of
the rest of submitted manuscripts. In addition, the editors and authors of this vol-
ume extend an expression of gratitude to Janusz Kacprzyk, the editor of this series,
Thomas Ditzinger, Dieter Merkle, Holger Schäpe, and other staff at Springer for
their support in making this volume possible. Furthermore, the editors extend their
thanks to Sebastian Deorowicz for extensive use of his typesetting skills.

The editors express their hopes that this volume will not be considered as merely
reporting scientific and technological solutions which have already been achieved,
but it will also become an inspiration for some new efforts dedicated to further
research and improvements in man-machine interactions field, enhancing the quality
of life, making the world a better place.

October 2011 Tadeusz Czachórski
Stanisław Kozielski

Urszula Stańczyk
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Part VI Sound, Text and Image Processing

An Approach to Determining Tinnitus Acoustical Characteristic . . . . . . . . 221
Piotr Suchomski, Piotr Odya, Józef Kotus, Andrzej Czyżewski
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Human Centered Interfaces for Assisted Living

Anastasios Tefas and Ioannis Pitas

Abstract. Assisted living has a particular social importance in most developed soci-
eties, due to the increased life expectancy of the general population and the ensuing
ageing problems. It has also importance for the provision of improved home care
in cases of disabled persons or persons suffering from certain diseases that have
high social impact. This paper is primarily focused on the description of the human
centered interface specifications, research and implementations for systems geared
towards the well-being of aged people. Two tasks will be investigated in more de-
tail: a) nutrition support to prevent undernourishment/malnutrition and dehydration,
and b) affective interfaces that can help assessing the emotional status of the elderly.
Such interfaces can be supported by ambient intelligence and robotic technologies.

Keywords: assisted living, automatic nutrition support, activity recognition, facial
expression recognition.

1 Introduction

In the last years the need for developing efficient approaches for nutrition support
and well-being based on computer vision techniques has been increased. The ob-
jective of these methods is to help older persons that are in the last stages of their
independent living period (e.g., people with early dementia), trying to prolong their
independent living period. To this end, human centered interfaces and methods
should be developed that follow an anthropocentric approach that monitors certain
activities of the older persons and their behaviour in a smart home environment.
These activities are considered to be related to nutrition and well-being of the older

Anastasios Tefas · Ioannis Pitas
Department of Informatics, Aristotle University of Thessaloniki,
Box 451, 54124 Thessaloniki, Greece,
e-mail: {tefas,pitas}@aiia.csd.auth.gr

T. Czachórski et al. (Eds.): Man-Machine Interactions 2, AISC 103, pp. 3–10.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2011

{tefas, pitas}@aiia.csd.auth.gr


4 A. Tefas and I. Pitas

persons and can be focused to the eating/drinking activity and facial expression
recognition. Such interfaces can be supported by ambient intelligence and robotic
technologies.

We consider as target group for our study, older persons that are in the early
stages of dementia and suffer by mild memory loss. Two serious problems that the
patients with early dementia face are underfeeding and dehydration. This is due to
several reasons such as nerve deterioration, loss of sense of smell, apraxia (loss of
the ability or will to execute or carry out learned purposeful movements), agnosia
(loss of ability to recognize objects, persons, sounds, shapes, or smells), etc. A nutri-
tion support system may be developed in order to help the older persons with early
dementia. Such a system can be focused to monitor specific regions of the smart
home and for pre-specified time intervals in order to respect the privacy of the older
persons. We consider monitoring of the dining table where the older person uses
for the daily lunches. Such a nutrition support system should have the following
functionalities:

• person appearance detection sitting on a chair in front of the eating table, in order
to start monitoring,

• face detection and/or hand detection,
• start of eating/drinking activity detection/recognition,
• end of eating/drinking activity detection/recognition in order to measure the du-

ration of the eating/drinking activity,
• discrimination between eating/drinking and not eating/drinking (e.g., reading)

activity,
• analysis of the eating/drinking activity during the day.

If the monitoring system detects that the older person has not eaten/drank anything
in specific time intervals (i.e., lunch time), a robotic unit may be instructed to prompt
stimuli that will remind or even encourage the older person to eat and/or to drink
something.

Additionally, solutions for visual monitoring of the status of the older persons
using emotional status recognition (e.g., facial expressions that denote required at-
tention by the corresponding system) have been proposed for socially intelligent
robots. It is obvious that as the dementia becomes more severe, the percentage of
abnormal facial expressions may increase or the older person may exhibit apathy. A
facial expression recognition system may be used in order to trigger either alarms
of severe deterioration of the well being or to use the robotic unit for providing
more affective stimuli to the older person or prompting special exercises designed
by psychologists or other dementia experts. A Cognitive Games scenario can be de-
signed by experts (psychologists/gerontologtists/doctors). Facial expression recog-
nition can be performed in the start or during the game. The structure or the schedule
of the game can be readjusted depending on user’s affective reactions to the cogni-
tive stimuli of the game. The same module may be used in all kind of interaction
between the robot and the older person in order to give much better companionable
functionalities to the robot.
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The expression analysis tool should have the ability to:

• detect a face in the camera video stream,
• recognize if it is frontal or not,
• classify the recognized expression to predefined classes.

First results on facial expression recognition in real users have shown that the
facial expressions are rather person-dependent and that generic subspace methods
cannot solve efficiently the generic problem. Indeed, the results on facial expres-
sion using different databases for training and testing indicated a dramatic drop in
performance. First approaches that enhance the performance of facial expression
recognition algorithms include enrichment of the training database with geometri-
cally distorted training samples. Moreover, the performance is radically improved if
the test person is included in the training dataset. That is, person specific algorithms
are more appropriate for the expression recognition task [8].

2 Eating/Drinking Activity Recognition

The main objective is to develop and use up-to-date technology to support indepen-
dent living of older persons as long as possible in their own homes. A system that
automatically recognizes eating and drinking activity, using video processing tech-
niques, would greatly contribute to prolonging independent living of older persons
in a non-invasive way. For this purpose, video processing techniques have been de-
vised, which are related to the nutrition support use case scenarios. These methods
are based either on primitive human body configurations, the so-called dynemes,
or primitive action sequences, the so-called action volumes, and utilize Artificial
Neural Networks (ANNs), Fuzzy Vector Quantization (FVQ), Linear Discrimi-
nant Analysis (LDA) techniques. Several pre-processing steps are needed in these
methods.

2.1 Preprocessing

For the face detection task, an algorithm that uses Haar-like features has been ap-
plied. A cascade of classifiers is employed in order to perform face detection. This
approach was firstly introduced in [13]. A simple tracker based on face’s previous
positions is used to follow the possible movement (transposition) of the face and to
ensure that the location of the face is known for each frame. The skin region can be
detected using analysis of the HSV histogram inside the facial region. Additionally,
support vector machines can be used to learn the person specific skin regions.

Another pre-processing method developed to extract the person’s ROIs required
for the classification process (binary masks) is background removal (background
subtraction). Both static and dynamic background extraction approaches were per-
formed. Optimal results obtained by using the static case, namely the subtraction of
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Fig. 1 Sequence of frames depicting eating activity of an older person

the first frame of the video. Morphological operators were then utilized in order to
optimize the final result of the mask. The output of the function is a single binary
object. An example of a pre-processed video sequence is shown in Fig. 1.

2.2 Activity Recognition Based on Dynemes and Fuzzy Distances

Eating/drinking activity recognition has been performed by using a method that
is based on Fuzzy Vector Quantization (FVQ) and Linear Discriminant Analysis
(LDA). Elementary action videos were preprocessed in order to produce binary pos-
ture masks of fixed size. In the training phase, the training binary posture masks
were clustered in a number of clusters using a Fuzzy C-Means (FCM) algorithm
and basic action units, the dynemes, were obtained. Fuzzy distances between all the
binary posture masks corresponding to elementary action videos were used to rep-
resent them in the dyneme space. LDA was exploited in order to specify an optimal
subspace in which action representations of different action classes are linearly sep-
arable. Dyneme representations of elementary action videos were mapped to this
space and discriminant action representations were obtained. In the classification
phase, the unknown elementary action video was classified using a Nearest Centroid
(NC) algorithm. More details can be found in [3]. The action recognition method for
the continuous recognition problem is shown in Fig. 2.

Resistance to video observation by the older persons that have privacy concerns,
should be taken into consideration by any developed algorithm. That is, Privacy
Preserving Technologies should be used in a certain extent. Additionally, an on/off
functionality should be foreseen for the use of video cameras. Thus, the user will
be fully responsible for using the camera if he wants to. Alternative user interfaces
using touch screens, or voice responses may be foreseen. In our case, the visual
representations used by the described technologies are not using the visual informa-
tion as it comes from the camera but instead they transform it in what we call privacy
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Fig. 2 Description of the action recognition algorithm applied to continuous action videos

preserving representations. For example Fig. 1 presents an eating activity as it is
used internally before recognition. It is obvious that no identity information is kept.
Moreover, these representations are only used on the fly, during recognition and they
are not stored or transmitted.

The performance of the described method on activity recognition for three classes
(i.e., apraxia, eat, drink) has been found to be in the range 80–90 %. The dataset
that was used contained multiple recording of different persons in several sessions
(days).

3 Facial Expression Recognition Based on Subspace Learning

Facial expressions and gestures complement verbal communication in everyday life,
conveying information about emotion, mood and ideas [15]. The facial expressions
play central role in an everyday conversation. Even the voice intonation present
lower impact on efficient communication than the facial expressions do [10]. Con-
sequently, a successful automatic facial expression recognition system is expected
to significantly facilitate the human-computer interaction. Furthermore, it could
be integrated in many technologies of this kind, bordering behavioral science and
medicine, (e.g., assisted living) [11].

A transparent way of monitoring the human emotional state is by using a video
camera, which automatically detects human face and captures the facial expressions.
Following this approach, the data used as input to the expression analysis tool would
be a video stream, namely successive luminance or color image frames. Many tech-
niques have been proposed in the literature for implementing this tool. Some of them
use static images, while others work with image sequences. Furthermore, the im-
age representations used for expression recognition are local or global ones. Local
(or landmark-based) techniques employ fiducial image points or point grids (e.g.,
the candide model) and their deformations for facial expression recognition [5].
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Global techniques use image features derived from the entire facial image region of
interest (ROI) [6]. The classification techniques operating on these image represen-
tations, have been categorized into template-based, also known as appearance-based
methods, (fuzzy) rule-based, ANN-based, HMM-based and Bayesian [12].

Subspace learning methods are based on principles originally used for statis-
tical pattern recognition and have been successfully implemented in many com-
puter vision problems, such as, facial expression classification [9]. The problem that
emerges, when it comes to appearance-based methods, is that usually initial images
lie on a high dimensional space. The main goal of subspace learning methods is to
reduce the data dimensionality, maintaining the meaningful information.

In subspace learning techniques, the high dimensionality of the initial image
space is reduced into a lower one. Several criteria have been employed in order
to find the bases of the low dimensional spaces. Some of them have been defined in
order to find projections that represent the data in an optimal way, without using the
information about the way the data are separated to different classes, e.g., Principal
Component Analysis (PCA) [4] and Non-Negative Matrix Factorization (NMF) [7].
Other criteria deal directly with the discrimination between classes, e.g., Discrimi-
nant Non-Negative Matrix Factorization (DNMF) [14], Linear Discriminant Analy-
sis (LDA) [1], and Clustering Discriminant Analysis (CDA) [2]. Subspace learning
methods are usually combined with a classifier, like k-Nearest Neighbor (KNN),
Nearest Centroid (NC), Nearest Cluster Centroid (NCC) or Support Vector Machine
(SVM) in order to classify the data in the new low-dimensional space.

Among the various subspace learning methods LDA is the most popular when the
objective is classification. However, LDA confronts some fundamental problems
such as, the small sample size problem, where the number of samples is smaller
than their dimensionality. Clustering Discriminant Analysis (CDA) [2] is a subspace
learning method that has been developed in order to handle cases where the data
within a class are not normally distributed. For instance, a class might consist of a
mixture of Gaussians. Specifically, CDA attempts to exploit the potential subclass
structure of the classes of the data.

As it has been mentioned, the first crucial step towards automatic facial expres-
sion recognition is face detection. The output of this procedure is a bounding box
(facial region of interest, facial ROI), which is ideally placed around the facial area.
The image information within this bounding box is subsequently used as input to the
classification algorithm. In general, the preprocessing steps are usually not clearly
described and the bounding box, used for recognition, is arbitrarily selected, imply-
ing that only small displacements of the bounding box may occur. However, when it
comes to automatic real-world applications, inaccuracies regarding the face detec-
tion are expected and a systematic preprocessing is needed.

An additional major source of inaccuracies could be attributed to the difficulty
of creating a single model that could operate optimally in cases of different peo-
ple. It is common-knowledge that there is a great variation in the way several facial
expressions are performed by distinct persons, due to personality or cultural back-
ground variations. This fact creates difficulties in developing a generic facial expres-
sion recognition algorithm. However, there are cases, where the users are, a priori,
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known. For instance, in cognitive robotics for assisted living, the persons that inter-
act with the robot are typically known, are few (in many cases just one person) and
do not change over long period of time. In this case, attempting to model the way
that the facial expressions are performed by the specific persons is more reasonable
rather than using a generic approach.

The motivation of our work was to create a facial expression recognition sys-
tem that would be fast and would operate in realistic assisted living environments
involving few persons (e.g., one elderly person living independently). The solution
we followed was the one based on subspace techniques. The sensitivity of subspace
learning methods when the registration of the facial ROI prior to recognition fails,
even slightly (≈ 6 % on the distance between the eyes) has been discussed in [9, 8].
Thus we have proposed a training set enrichment approach for improving signif-
icantly the performance of subspace learning techniques in the facial expression
recognition problem. The contribution of enriching the training set with images of
a tested person, in order to create person specific recognizers, thus, improving the
subspace learning and the recognition performance has been also indicated.

We have performed a systematic experimental study in order to measure robust-
ness of various subspace techniques against geometrical transformations. After the
enrichment with transformed images, a clear improvement in the performance is
observed in the vast majority of the cases for the enriched versions of the applied
databases that ranges in the interval 4–20 %. Robustness when enriching the train-
ing set is systematically observed in our experiments. Additionally, it is observed
that the more transformations are used the greater the improvement of the accuracy
becomes. Moreover, it can be noted that when the facial expression recognition sys-
tem is meant to be used for a specific person, very high performance can be achieved
using person-dependent training.

4 Conclusions

In this paper several solutions for Human Centered Interfaces for Assisted Living
have been discussed. Assisted living has a particular social importance for the pro-
vision of improved home care in cases of disabled persons or persons suffering from
certain diseases that have high social impact. Human centered interface specifica-
tions, research and implementations for systems geared towards the well-being of
aged people have been presented. Two tasks have been investigated in more detail:
a) nutrition support to prevent undernourishment/malnutrition and dehydration, and
b) affective interfaces that can help assessing the emotional status of the elderly.
Such interfaces can be supported by ambient intelligence and robotic technologies.
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The Future of Human-Machine Interaction:
Implant Technology

Kevin Warwick

Abstract. In this paper a look is taken at how the use of implant and electrode
technology can be employed to create biological brains for robots, to enable human
enhancement and to diminish the effects of certain neural illnesses. In all cases the
end result is to increase the range of abilities of the recipients. An indication is given
of a number of areas in which such technology has already had a profound effect, a
key element being the need for a clear interface linking a biological brain directly
with computer technology. The emphasis is placed on practical scientific studies that
have been and are being undertaken and reported on. The area of focus is the use of
electrode technology, where either a connection is made directly with the cerebral
cortex and/or nervous system or where implants into the human body are involved.
The paper also considers robots that have biological brains in which human neurons
can be employed as the sole thinking machine for a real world robot body.

Keywords: robotics, cyborgs, interfacing, artificial intelligence.

1 Introduction

The author of this paper is a scientific experimenter who likes to look outside the
box. Five different investigations in robotics and human/machine merger are de-
scribed. From a background of artificial intelligence, robotics and biomedicine, the
author has been an integral part of each of these experiments. As you will see, the
need for discussion and debate on the issues raised is clear. The material here is
presented with a view to contributing to the area in order to provide a concrete basis
for what has actually been achieved to this point and what might be possible in the
future.
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In each case an outline explanation of the experimentation is given. Related aca-
demic papers are referenced in order to give sufficient back up and more in-depth
details. Each experiment is described in its own self contained section. Although
there is clear technical overlap between the sections, they throw up individual
considerations which the author has not wished to blur: (a) digital identity, (b)
magnet implants, (c) growing brains, (d) deep brain stimulation, and (e) human
enhancement.

Following a description of each investigation, the author has attempted to raise
some pertinent issues on that topic. As can be seen, points have been raised with
a view to near term technical advances and what these might mean in a practical
scenario. It has certainly not been the case of an attempt to present a fully packaged
conclusive document. Rather, the aim is to open up the research carried out thus far.

2 Future Identity

The first experiment to be considered is the use of implant technology, the implanta-
tion of a Radio Frequency Identification Device (RFID), as a token of identity. Such
a device transmits by radio a sequence of pulses which represent a unique number.
The number can be pre-programmed to act rather like a PIN number on a credit
card. With an implant of this type in place, when activated, the code can be checked
by computer and the identity of the carrier specified.

Such implants are used as a fashion item, to gain access to night clubs in
Barcelona and Rotterdam (The Baja Beach Club), as a high security device by the
Mexican Government or as a medical information source (see [7, 6]). Information
on an individual’s medication, for conditions such as diabetes, can be stored in the
implant. Because it is implanted, the details cannot be forgotten, the record cannot
be lost, and it will not be easily stolen.

An RFID implant has a tiny antenna and a microchip in a silicon capsule. The
antenna picks up power remotely when passed near to a larger coil of wire which
carries an electric current. This power is employed to transmit by radio the particular
signal encoded in the microchip. Because there are no moving parts, the implant
requires no maintenance—once it has been implanted it can be left there.

The first such RFID implant to be put in place in a human occurred on 24th
August 1998. It measured 22 mm by 4 mm diameter. The body selected was the
author’s upper left arm. The doctor involved burrowed a hole, pushed the implant
into the hole and closed the incision.

The main reason for the upper left arm being selected was that we were not sure
how well it would work. If the implant was not working, it could be waved around
until a stronger signal was transmitted. It is interesting to witness now that most
present day RFID implants in humans are located in a roughly similar place even
though they do not have to be. In the film Casino Royale, James Bond has an implant
in his left arm.
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The RFID implant allowed the author to control lights, open doors and get a
welcome ‘Hello’ when he entered Reading University [13, 15]. Such an implant
could be used in humans for a variety of identity purposes—e.g. as a credit card, as
a car key or a passport.

The use of implant technology for monitoring people opens up a range of issues.
Tracking individual people, possibly by means of an RFID or, alternatively, for more
widespread application and coverage via a Global Positioning System by means of
a Wide Area Network or even via the cell phone network, is now a realistic concept.
Ethically though, considerable questions are raised when it is children, the aged
(e.g. those with dementia) or prisoners who are subjected to tracking, even though
for some people this might be deemed to be a good thing.

3 Magnet Implants

The second set of experiments to be considered is the use of subdermal mag-
netic implants. To this time most work in the area has involved non-scientific self-
experimentation. However recently academic/scientific studies have been carried
out to investigate the effects and possibilities of such implants [8].

Any movement of a magnet implanted into the hypodermis of the skin triggers
mechanoreceptors, and in some cases nociceptors, signalling to the central nervous
system indications of movement or pain. The four primary mechanoreceptors are
made up of two classes: quickly adapting (QA) and slowly adapting (SA). Of these,
the QA receptors are the Pacinian corpuscle (PC) and the Meissner corpuscle (MC).
The PC receptors respond to vibrations in the frequency range 200–300 Hz whereas
the MC receptors are typically used to detect textures and pick up vibrations at
frequencies of around 50 Hz. Being deeper within the skin, the PC receptors are
able to obtain input from a wider range whereas the MC receptors are closer to the
surface of the skin and so have a much smaller area of input available to them.

The basic idea is to place magnetic implants into fingertips and to stimulate the
magnets into vibrating by means of electrical coils wrapped around the fingertips
involved. Different external effects due to attached sensors (e.g. ultrasonic) are then
used as initiating forces. Hence an external signal from an ultrasonic sensor (which
is linearly proportional to distance) is used to excite the coil which in effect is an
electromagnet and this in turn moves an implanted magnet within a fingertip which
the participant can experience through their mechanoreceptors. Both the PC and
MC receptors are important in this research as varying the vibration frequency of a
magnet realizes a method to input various signals to the body from both high and
low stimuli.

This is a very straightforward way to extend the sensory capabilities of a hu-
man, which could be particularly useful for a person who is blind. Conversely, when
regarded as an enhancement it may be open to question. Experiments are now pro-
ceeding as to the frequency response of the humans involved and the range of sen-
sory input that can be translated in this way.
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4 Robots with Biological Brains

A robot may be a little wheeled device [1] or a metallic head that looks human-
like [2]. A robot may be operated remotely by a human, as in the case of a bomb
disposal robot, or it may be controlled by a simple programme, or even may be able
to learn with a microprocessor/computer as its brain. In the first case, there are few
worries and in the latter two cases we can be sure that the artificially intelligent robot
has relatively limited capabilities and may only do what it has been ‘told’ to do. In
short, in all these cases we regard the robot as a machine. But what if the robot has
a biological brain made up of brain cells (neurons), possibly human neurons?

Neurons cultured under laboratory conditions on an array of non-invasive elec-
trodes provide an alternative with which to study the operation of biological neu-
ronal networks. As an experimental control platform, a robot body can move around
in a defined area, purely under the control of such a network/brain and the effects of
the brain, controlling the body, can be witnessed. Investigations can then be carried
out into memory formation and reward/punishment scenarios.

Culturing networks of brain cells (typically 100,000 at present) in vitro com-
mences by dissociating neurons obtained from foetal rodent cortical tissue. The
neurons are grown in a specialised chamber, in which they can be provided with
suitable environmental conditions and nutrients. An array of electrodes embedded
in the base of the chamber acts as a bi-directional electrical interface to the culture.
The neurons in such cultures spontaneously connect and develop, stabilising within
a few weeks, giving useful responses for typically 3 months.

The array allows for the detection of neuronal action potentials within a 100 mi-
crometer radius around an individual electrode. It is then possible to separate the
firings of small groups of neurons, by monitoring the output signal on a single elec-
trode. In this way, recordings across the culture permit a picture of the global ac-
tivity of the entire neuronal network as it emerges. It is also possible to electrically
stimulate the culture via any of the electrodes to induce focussed neural activity. The
multi-electrode array therefore forms a functional and non-destructive bi-directional
interface to the cultured neurons [3, 4].

Electrically-evoked responses and spontaneous activity in the culture can be cou-
pled with the system under control, a physical robot [18]. Sensory data, fed back
from the robot, is subsequently delivered to the culture, thereby closing the robot-
culture loop. Thus, signal processing can be broken down into two discrete sections
(a) ‘culture to robot’, in which live neuronal activity is used as the decision mak-
ing mechanism for robot control, and (b) ‘robot to culture’, which involves an input
mapping process, from robot sensor to stimulate the culture.

The number of neurons in a culture depends on natural density variations at the
time of seeding. The electrochemical activity of the culture which realises signals
at certain of the electrodes, is sampled at a frequency of 25 KHz, and this is used as
input to the robot’s actuators. The robot’s (ultrasonic) sensor readings are converted
into stimulation signals received by the culture, thus closing the loop.
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An existing neuronal pathway is identified by searching for strong input/output
relationships between pairs of electrodes. Such pairs are defined as those electrode
combinations in which neurons, proximal to one electrode, respond to stimulation of
the other electrode at which the stimulus was applied more than 60 % of the time. An
input-output response map of the culture can then be created by cycling through all
electrodes individually with a positive-first biphasic stimulating waveform (600 mV;
100 milliseconds each phase). In this way, a suitable input/output electrode pair can
be chosen in order to provide a decision making pathway for the robot. This is
employed to control the robot body, for example, if the ultrasonic sensor is active
and we wish the response to cause the robot to turn away from an object.

For experimentation purposes, the robot follows a forward path until it reaches a
wall, at which point the front sonar value decreases below a threshold, triggering a
stimulating pulse. If the responding/output electrode registers activity the robot turns
to avoid the wall. In experiments, the robot turns spontaneously whenever activity
is registered on the response electrode. The most relevant result is the occurrence of
the chain of events: wall detection-stimulation response.

For this research, learning and memory investigations are generally at an early
stage. However, the robot improves its performance over time in terms of its wall
avoidance ability in the sense that neuronal pathways that bring about a satisfactory
action tend to strengthen purely though the process of being habitually performed—
learning due to habit. The number of confounding variables is considerable, and
the plasticity process, which occurs over quite a period of time, is dependent on
such factors as initial seeding and growth near electrodes as well as environmental
transients such as feed rate, temperature and humidity. Learning by reinforcement—
rewarding good actions and punishing bad—is much more investigative research at
this time.

The 100,000 neuron size described here is merely due to the present day limita-
tions of the experimentation. 3 dimensional structures are already being
investigated. Increasing the complexity from 2 to 3 dimensions realises a figure
of approximately 30 million neurons for the 3 dimensional case—not yet reaching
the 100 billion neurons of a perfect human brain but well in tune with the brain size
of other animals.

At present, rat neurons are generally employed in studies. However, human neu-
rons are also being cultured, allowing for the possibility of a robot with a human
neuron brain. When this brain consists of billions of neurons, many social and ethi-
cal questions will need to be asked [14].

Would we regard the creature as a conscious living being as some philosophers
(e.g. [12]) have previously discussed? Can I, as the originator/creator of the living
robot, simply switch off the robot’s life. Would that be OK for our future creature?

5 Deep Brain Stimulation

The number of Parkinson’s Disease (PD) patients is estimated to be 120–180 out
of every 100,000 people, although this percentage is increasing as life expectancies
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increase. For decades, researchers have exerted considerable effort to understand
more about the disease and to find methods to successfully limit its symptoms [11],
which are most commonly periodic muscle tremor and/or rigidity.

In its early stages, the drug levodopa (L-dopa) has been the most common treat-
ment since 1970. However, the effectiveness of L-dopa decreases as the disease
worsens and severity of the side effects increases, something that is far more appar-
ent when PD is contracted by a younger person.

An alternative treatment of Deep Brain Stimulation (DBS) became possible from
the late-1980s onwards. Since then many neurosurgeons have moved to implant-
ing neurostimulators connected to deep brain electrodes positioned in the thalamus,
sub-thalamus or globus pallidus for the treatment of tremor, dystonia and pain. A
typical Deep Brain Stimulation device contains an electrode lead with six cylindri-
cal electrodes at equally spaced depths, attached to an implanted pulse generator
which is surgically positioned below the collar bone.

Ongoing research, involving the author, is aimed at developing an ‘intelligent’
stimulator [10, 19]. The idea of the stimulator is to produce warning signals be-
fore the tremor starts so that the stimulator only needs to generate stimulation sig-
nals occasionally instead of continuously—operating in a similar fashion to a heart
pacemaker.

Both Multilayer Perceptron (MLP) and Radial Basis Function (RBF) neural net-
works have been applied as the Artificial Intelligence tool, and are shown to suc-
cessfully provide tremor onset prediction. In either case, data input to the neural
network is provided by the measured electrical Local Field Potentials, obtained by
means of the deep brain electrodes, i.e. the network is trained to recognise the nature
of electrical activity deep in the human brain and to predict (several seconds ahead)
the subsequent tremor onset outcome. In this way, the DBS device is ‘intelligent’
when the stimulation is only triggered by the neural network output.

Comparative studies are now going on to ascertain which method (or hybrid of
methods) appears to be the most reliable and accurate in a practical situation. It is
perhaps worth pointing out here that false positive predictions (that is the network
indicating that a tremor is going to occur when in fact this is not the case) are not
so much of a critical problem. The end result with such a false positive is that the
stimulating current may occur when it is not strictly necessary. In any event no actual
tremor would occur, which is a good outcome for the patient in any case. Missing
the prediction of a tremor onset is extremely critical however, and is simply not
acceptable. Such an event would mean that the stimulating current would not come
into effect and the patient would actually suffer from tremors.

Whilst deep brain implants are, as described, aimed primarily at stimulating the
brain for therapeutic purposes, they can also have a broader portfolio in terms of
their effects within the human brain. It is worth stressing that, in all cases, further
implantations are forging ahead with little or no consideration given to the general
technical, biological and ethical issues that pervade.

‘Intelligent’ deep brain stimulators are being designed [10]. In such a case, a
computer (artificial brain) is used to understand the workings of specific aspects of
the human brain. The job of the artificial brain is to monitor the normal functioning
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of the human brain such that it can accurately predict a spurious event, such as a
Parkinson’s tremor, several seconds before it actually occurs. In other words, the ar-
tificial brain’s job is to out-think the human brain and stop it doing what it normally
would do. Clearly the potential for this system to be applied for a broad spectrum of
different uses is enormous—maybe to assist slimming or (in some places) to control
a spouse.

6 General Purpose Brain Implant

With other brain-computer interfaces, the therapy versus enhancement question
arises. In some cases it is possible for those who have suffered an amputation or
spinal injury due to an accident, to gain control of artificial devices via their (still
functioning) neural signals [5]. Meanwhile, stroke patients can be given limited con-
trol of their surroundings, as can those who have motor neurone disease.

Even with these cases, the situation is not simple as each individual is given
abilities that no normal human has—e.g., the ability to move a cursor on a computer
screen from neural signals alone [9]. The same quandary exists for blind individuals
who are allowed extra sensory input, such as sonar (a bat-like sense). It doesn’t
repair their blindness but allows them to make use of an alternative sense.

Some of the most impressive human research to date has been carried out using
microelectrode arrays such as the Utah Array. The individual electrodes are only
1.5 mm long and taper to a tip diameter of less than 90 microns. A number of trials,
not using humans as a test subject, have occurred but human tests are, at present
limited [16, 5]. In the second of these, the array has been employed in a recording-
only role, enabling an individual to position a cursor on a computer screen. But the
first use of the array has much broader implications for advancing the capabilities
of humans.

As a step towards a broader concept of human-machine symbiosis, in the first
study of its kind, a microelectrode array was implanted into the median nerve fibres
of a healthy human individual (the author) in order to test bidirectional functionality
in a series of experiments. A stimulation current directly into the nervous system
allowed information to be sent to the user, while control signals were decoded from
neural activity in the region of the electrodes [16]. In this way, a number of experi-
mental trials were successfully concluded [17]:

1. Extra sensory (ultrasonic) input was implemented.
2. Extended control of a robotic hand across the internet was achieved, with feed-

back from the robotic fingertips being sent back as neural stimulation to give a
sense of force being applied to an object (this was achieved between USA and
England).

3. A primitive form of telegraphic communication between the nervous systems of
two humans (the author’s wife assisted) was performed.

4. A wheelchair was successfully driven around by means of neural signals.
5. The colour of jewellery was changed as a result of neural signals.
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The question arises as to how far things should be taken. Enhancement by means
of Brain Computer Interfaces opens up all sorts of technological opportunities. It
also throws up a raft of different ethical considerations that need to be addressed.

From the trials, it is clear that extra sensory input is one practical possibility
that has been successfully trialled, however, improving memory, thinking in many
dimensions and communication by thought alone, are distinct potential, yet realistic,
benefits with the latter of these also having been investigated to an extent. All these
things appear to be possible (from a technical viewpoint at least) for humans in
general.

7 Conclusions

In this paper I have looked at five different experimental cases in which humans
and/or animals merge with technology—thereby throwing up a plethora of ethical
considerations as well as technical issues. In each case I have reported here on actual
practical experimentation results, rather than merely some theoretical concept.

Each experiment, in its own way, opens up technological possibilities along with
numerous ethical considerations. In each case it is believed that we need to consider
the broad picture including commercial opportunities as well as potential threats
before proceeding at pace.
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Content-Based Image Retrieval: Some Basics

Gerald Schaefer

Abstract. Image collections are growing at a rapid rate, motivating the need for
efficient and effective tools to query these databases. Content-based image retrieval
(CBIR) techniques extract features directly from image data and use these, coupled
with a similarity measure, to search through image collections. In this paper, we
introduce some of the basic image features that are used for CBIR.

Keywords: image retrieval, image features.

1 Introduction

While image libraries are growing at a rapid rate (personal image collections may
contain thousands, commercial image repositories millions of images [12]), most
images remain un-annotated [14], preventing the application of a typical text-based
search. Content-based image retrieval (CBIR) [17, 4] does not require any extra
data, as it extracts image features directly from the image data and uses these, cou-
pled with a similarity measure, to query image collections. Image features typically
describe the colour, texture, and shape ‘content’ of the images, and in this paper we
review several well-known descriptors that are employed in CBIR. Our emphasis is
on rather simple image features which nevertheless have been shown to be effective
for CBIR. In Sect. 2, we discuss some basic colour image features, while Sect. 3
focusses on incorporating spatial information into colour-based retrieval. Section 4
reviews texture image features, whereas in Sect. 5, we present some shape-based
retrieval techniques. Section 6 concludes the paper.
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2 Colour Features

Colour features are the most widely used feature type for CBIR and are at the heart
of various image retrieval search engines such as QBIC [10] and Virage [1].

2.1 Colour Moments

The simplest colour descriptor for CBIR are colour moments [18]. The n-th central
(normalised) moment of a colour distribution is defined as

Mn(I) = n

√
1
N

(M1(I)− c(x,y))n, (1)

with

M1(I) =
1
N ∑c(x,y), (2)

where N is the number of pixels of image I and c(x,y) describes the colour of the
pixel at location (x,y). The distance between two images is defined as the sum of
absolute distances between their moments (L1 norm)

dMNT(I1, I2) =
n

∑
i=1

|Mi(I1)−Mi(I2)|. (3)

2.2 Colour Histograms

Swain and Ballard [19] introduced the use of colour histograms, which record the
frequencies of colours in the image, to describe images in order to perform image
retrieval. Indeed, it was Swain and Ballard’s work that laid the foundations for the
field of CBIR as we know it today. As distance measure they introduced (the com-
plement of) histogram intersection defined as

dHIS(I1, I2) = 1−
N

∑
k=1

min(H1(k),H2(k)), (4)

where H1 and H2 are the colour histograms of images I1 and I2, and N is the number
of bins used for representing the histogram. It can be shown [19] that histogram
intersection is equivalent to the L1 norm and hence a metric.

An alternative to the L1 norm is to use the Euclidean distance (L2 norm) between
two histograms. This approach was taken in the QBIC system [5] and also addresses
the problem of possible false negatives due to slight colour shifts by taking into
account the similarity between separate histogram bins. This can be expressed in a
quadratic form distance measure as

dQBIC(I1, I2) = (H1 −H2)A(H1 −H2)T , (5)
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where H1 and H2 are again the two (vectorised) colour histograms, and A is an N×N
matrix containing inter-bin colour differences.

2.3 Colour Signatures

Rather than using colour histograms, a more compact descriptor for encoding the
colour distribution of images is a colour signature. Colour signatures are a set
{(c1,ω1),(c2,ω2), . . . ,(cm,ωm)} where ci define colour co-ordinates and ωi their
associated weights (i.e. their relative frequencies in the image). A common way of
deriving colour signatures for images is through a clustering process. Once colour
signatures for images are determined, these signatures can be compared by a metric
known as the earth mover’s distance [15] which is a flow-based measure defined as

dEMD(I1, I2) =
∑m

i=1 ∑n
j=1 fi jdi j

∑m
i=1 ∑n

j=1 fi j
, (6)

which is based on the linear programming problem

Work(S1,S2,F) =
m

∑
i=1

n

∑
j=1

fi jdi j (7)

subject to

fi j ≥ 0, 1 ≤ i ≤ m,1 ≤ j ≤ n, (8)
n

∑
j=1

fi j ≤ ωpi , 1 ≤ i ≤ m,

m

∑
i=1

fi j ≤ ωq j , 1 ≤ j ≤ n,

m

∑
i=1

n

∑
j=1

fi jdi j = min

(
m

∑
i=1

ωpi ,
n

∑
j=1

ωq j

)
,

where S1 and S2 are the colour signatures of images I1 and I2, F = [ fi j] is the work
flow to be minimised in order to transform one colour signature to the other one,
and di j denote the colour differences between colour clusters.

3 Spatial Colour Features

Simple colour features such as colour histograms are fast to compute, and are in-
variant to rotation and translation as well as robust to scaling and occlusions. On the
other hand, they do not carry any information about the spatial distribution of the
colours. Consequently, several methods try to address this weakness.
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3.1 Colour Coherence Vectors

Colour coherence vectors [13] were introduced as such a method of introducing
spatial information into the retrieval process. Colour coherence vectors consist of
two histograms: one histogram of coherent and one of non-coherent pixels. Pixels
are considered to be coherent if they are part of a continuous uniformly coloured
area and the size of this area exceeds some threshold τ where τ is usually defined
as 1 % of the overall area of an image. The L1 norm is used as the distance metric
between two colour coherence vectors

dCCV(I1, I2) =
N

∑
k=1

[|Hc
1(k)−Hc

2(k)|+ |Hs
1(k)−Hs

2(k)|] , (9)

where Hc
i and Hs

i are the histograms of coherent and non-coherent (scattered) pixels
respectively.

3.2 Colour Correlograms

Another approach to incorporate information on the spatial correlation between the
colours present in an image are colour correlograms [8], defined as

γ(k)
ci,c j (I) = PRp1∈Ici ,p2∈I [p2 ∈ Ic j , |p1 − p2| = k], (10)

with
|p1 − p2| = max(|x1 − x2|, |y1 − y2|), (11)

where ci and c j denote two colours and (xk,yk) denote pixel locations. In other
words, given any colour ci in the image, γ gives the probability that a pixel at dis-
tance k away is of colour c j.

As full colour correlograms are expensive both in terms of computation and stor-
age requirements, usually a simpler form called auto-correlogram (ACR) defined as

α(k)
c (I) = γ(k)

c,c (I) (12)

is often being used, i.e. only the spatial correlation of each colour to itself is
recorded. Two CCRs are compared using

dCCR(I1, I2) =
∑i, j∈[m],k∈[d]

∣∣∣γ(k)
ci,c j (I1)− γ(k)

ci,c j (I2)
∣∣∣

∑i, j∈[m],k∈[d]

(
1 + γ(k)

ci,c j (I1)+ γ(k)
ci,c j (I2)

) . (13)

3.3 Spatial-Chromatic Histograms

Spatial-chromatic histograms (SCHs) [3] are another alternative for representing
both colour and spatial information. They consist of a colour histogram
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h(k) =
|Ak|

n×m
, (14)

where Ak is a set having the same colour k, and n and m are the dimensions of the
image; and location information on each colour characterised through its baricentre

b(k) =

(
1
n

1
|Ak| ∑

(x,y)∈Ak

x,
1
m

1
|Ak| ∑

(x,y)∈Ak

y

)
, (15)

and the standard deviation of distances of a given colour from its baricentre

σ(k) =

√
1

|Ak| ∑
p∈Ak

d(p,b(k))2. (16)

The SCH is then given as

HSCH(k) = [h(k),b(k),σ(k)], (17)

and similarity between two SCHs calculated as

dSCH(I1, I2) = 2 (18)

−∑N
k=1 min(hI1(k),hI2(k))

(√
2−d(bI1

(k),d(bI2
(k))√

2
+

min(σI1
(k),σI2

(k))
max(σI1 (k),σI2(k))

)
.

4 Texture Features

Texture features do not exist at a single pixel but are rather a description of a neigh-
bourhood of pixels. Texture features often complement colour features to improve
retrieval accuracy in CBIR, and are also attractive since texture is typically difficult
to describe in terms of words.

4.1 Local Binary Patterns (LBP)

Local binary patterns (LBP) are a simple yet effective texture analysis technique [11].
It assigns, on a pixel basis, descriptors that describe the neighbourhood of that pixel
and then forms a histogram of those descriptors. In detail, let

B =

⎛
⎝g(−1,−1) g(−1,0) g(−1,1)

g(0,−1) g(0,0) g(0,1)
g(1,−1) g(1,0) g(1,1)

⎞
⎠ (19)

describe the 3×3 grayscale block of a pixel at location (0,0) and its 8-neighbourhood.
The first step is to subtract the value of the central pixel and consider only the result-
ing values at the neighbouring locations
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LBP1 =

⎛
⎝ g(−1,−1) −g(0,0) g(−1,0) −g(0,0) g(−1,1) −g(0,0)

g(0,−1) −g(0,0) g(0,1) −g(0,0)
g(1,−1) −g(0,0) g(1,0) −g(0,0) g(1,1) −g(0,0)

⎞
⎠ . (20)

Next an operator

s(x) =
{

1 for x ≥ 0,
0 for x < 0,

(21)

is assigned at each location resulting in

LBP2 =

⎛
⎝ s(g(−1,−1) −g(0,0)) s(g(−1,0) −g(0,0)) s(g(−1,1) −g(0,0))

s(g(0,−1) −g(0,0)) s(g(0,1) −g(0,0))
s(g(1,−1) −g(0,0)) s(g(1,0) −g(0,0)) s(g(1,1) −g(0,0))

⎞
⎠ . (22)

Each pixel of the 8-neighbourhood is encoded as either 0 or 1 and an LBP histogram
with 256 bins can be built as an image descriptor.

4.2 Co-occurrence Matrix

Co-occurrence matrices of an image I are defined by [6]

C(i, j) =
n

∑
x=1

m

∑
y=1

{
1 if I(x,y) = i and I(x + p,y + q) = j,
0 otherwise,

(23)

where i and j correspond to image (grey-level) values, and p and q are offset val-
ues. Typically, several (p,q) pairs are employed and from the corresponding co-
occurrence matrices several statistical features such as the entropy

∑
i j

C(i, j) logC(i, j)

calculated to form a feature vector.

5 Shape Features

Since true shape features would require segmentation, often global shape feature or
feature distributions are employed in CBIR. Shape features are often combined with
colour and/or texture features.

5.1 Edge Histograms

A simple yet effective shape feature can be derived by describing edge direction
information [9]. Following an edge detection step using the Canny edge detector [2],
a histogram of edge directions (typically in 5 degree steps) is generated, and then
smoothed. Since it is a histogram feature, it can be compared using e.g. histogram
intersection as in (4).
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5.2 Image Moments

Image moments of an Image I are defined by

mpq =
M−1

∑
y=0

N−1

∑
x=0

xpyqI(x,y). (24)

Rather than mpq often central moments

μpq =
M−1

∑
y=0

N−1

∑
x=0

(x− x̄)p(y− ȳ)qI(x,y) (25)

with
x̄ =

m10

m00
, ȳ =

m01

m00

are used, i.e. moments where the centre of gravity has been moved to the origin
(i.e. μ10 = μ01 = 0). Central moments have the advantage of being invariant to
translation.

Normalised central moments defined by

ηpq =
μpq

μγ
00

(26)

with
γ =

p + q
2

+ 1, p + q = 2,3, . . .

are also invariant to changes in scale.
It is well known that a small number of moments can characterise an image fairly

well. In order to achieve invariance to rotation, rather than using the moments them-
selves algebraic combinations thereof known as moment invariants are used that are
independent of these transformations. One such set of moment invariants are Hu’s
original moment invariants given by [7]:

M1 = μ20 + μ02, (27)

M2 = (μ20 − μ02)2 + 4μ2
11,

M3 = (μ30 −3μ12)2 + 3(μ21 + μ03)2,

M4 = (μ30 + μ12)2 +(μ21 + μ03)2,

M5 = (μ30 −3μ12)(μ30 + μ12)[(μ30 + μ12)2 −3(μ21 + μ03)2]+
(3μ21 − μ03)(μ21 + μ03)[3(μ30 + μ12)2 − (μ21 + μ03)2],

M6 = (μ20 − μ02)[(μ30 + μ12)2 − (μ21 + μ03)2]+ 4μ11(μ30 + μ12)(μ21 + μ03),
M7 = (3μ21 − μ03)(μ30 + μ12)[(μ30 + μ12)2 −3(μ21 + μ03)2]+

(μ30 −3μ12)(μ21 + μ03)[3(μ30 + μ12)2 − (μ21 + μ03)2]

which can be employed as a shape descriptor for CBIR.
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6 Conclusions

In this paper, we have reviewed several basic image features employed for content-
based image retrieval. In particular, we have looked at colour, spatial colour, tex-
ture and shape features in this context. Further details and other image features are
discussed in survey papers such as [17, 4], while more advanced CBIR topics are
discussed in [16].
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Content-Based Image Retrieval:
Advanced Topics

Gerald Schaefer

Abstract. Image collections are growing at a rapid rate, motivating the need for
efficient and effective tools to search through these databases. Content-based image
retrieval (CBIR) techniques extract features directly from image data and use these
to query image collections. In this paper, we focus on some more advanced issues in
CBIR, namely the extraction of image features from compressed images, the use of
colour invariants for image retrieval, and image browsing systems as an alternative
to direct retrieval approaches.

Keywords: image retrieval, image features extraction.

1 Introduction

While image libraries are growing at a rapid rate (personal image collections may
contain thousands, commercial image repositories millions of images [24]), most
images remain un-annotated [30], preventing the application of a typical text-based
search. Content-based image retrieval (CBIR) [42, 6] does not require any extra
data, as it extracts image features directly from the image data and uses these to
query image collections. Image features typically describe the colour, texture, and
shape ‘content’ of the images, and in a companion paper [37] we have reviewed
several well-known descriptors that are employed in CBIR. In this paper, we focus
on some more advanced CBIR topics. In Sect. 2, we show how image features can
be extracted directly from compressed image data. Section 3 discusses the use of
colour invariants as more stable image descriptors. In Sect. 4, we look at image
browsers as an alternative to direct retrieval approaches. Section 5 concludes the
paper.
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2 Image Features from Compressed Images

Due to limitations in terms of storage space and bandwidth, the vast majority of
images are compressed. However, CBIR techniques typically operate in the pixel
domain, i.e. on uncompressed data, and hence images need to be decompressed be-
fore feature calculation, leading to a computational overhead. Compressed-domain
retrieval techniques [20] allow CBIR to performed directly on the compressed image
data.

JPEG [44] is today’s de-facto standard for image compression. JPEG is a lossy
compression techniques, which means that in order to achieve high compression
rates (typically between 1:20 and 1:100) some of the original information is sac-
rificed and the compressed images show differences to their original counterparts.
These differences however are small compared to the gain achieved by the reduced
space requirements. JPEG is a transform-based coding technique. It first splits the
image into 8 × 8 image sub-blocks, then performs a 2-dimensional discrete cosine
transform (DCT) on each block yielding one DC and 63 AC coefficients for a block.
The DC coefficient describes the average of that block, while the AC coefficients
account for the higher frequencies. As images typically vary slowly over image re-
gions, most of the energy is concentrated in the DC and the lower AC coefficients
allowing the higher frequencies to be more crudely coded, which is achieved by a
quantisation step that favours lower frequencies over higher ones. This is the step
that makes JPEG a lossy technique as this quantisation is not uniquely reversible.
After quantisation, the DC coefficients are differentially coded, while the AC terms
(now consisting of many zeros) are run-length coded. Finally, entropy coding (usu-
ally Huffman coding) is applied to maximise the compression efficiency.

JPEG images are normally encoded in YCbCr colour space rather than the RGB
space itself. As in this colour space the achromatic and chromatic information are
separated, we can make direct use of this by extracting colour information from the
Cb and Cr channels while calculating texture characteristics based on the luminance
(i.e. grayscale) Y channel (since texture is considered a grayscale property, or rather
a property due to grayscale differences).

As mentioned above, the DC terms hold the mean values of each image block. In
other words, the DC components describe a lower resolution version of the original
image. It is therefore possible to build colour histograms [43]1, in particular chro-
maticity (CbCr) histograms of the DC coefficients to describe the colour content of
JPEG images [33, 34]. As there is only one DC term for every 256 (2 × 2 × 8 × 8)
pixels, building histograms of DC coefficients can be implemented even more effi-
cient than histograms of full images (also as the DC data is coded separately from
the AC terms). The colour histograms of two JPEG images are compared using
histogram intersection [43]2.

1 See also [37, Sect. 2.2].
2 [37, Eqn. (4)].
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For texture analysis in the JPEG domain, once can also use the DC terms only.
In particular, the LBP operator [23]3 can be applied on the DC terms of the lumi-
nance (Y) channel. As in [23], a 256-bin LBP histogram is generated. Again, the
histograms can be compared using histogram intersection.

Since both colour and texture features are expressed as histograms and compared
using histogram intersection (which, on normalised histograms, returns a similar-
ity score in [0,1]) it it easy to formulate a query based on both colour and texture
attributes by adding (and, optionally, weighing) the two intersection results.

3 Colour Invariants for Image Retrieval

As pointed out in [37, Sect. 2], colour features are the most widely used feature type
for CBIR. However, colour cues are not necessarily stable as they are not only a
measure of object reflectance but are also a function of imaging device and illumi-
nation. When this is not accounted for, colour-based CBIR can perform poorly [12].

An image taken with a device such as a digital colour camera is composed of
sensor responses that can be (in case of Lambertian surfaces) described by

px = ex ·nx
∫

ω
Sx(λ )E(λ )R(λ )dλ , (1)

where λ is wavelength, p is a 3-vector of sensor responses (RGB pixel values),
Sx is the surface reflectance at location x, E the spectral power distribution of the
illumination, and R is the 3-vector of sensitivity functions of the device. Integration
is performed over the visible spectrum ω . The light reflected at x is proportional to
Sx(λ )E(λ ), its magnitude is determined by the dot product ex ·nx where ex is the unit
vector in the direction of the light source, and nx is the unit vector corresponding to
the surface normal at x.

From (1) we can see that the sensor responses p are inherently dependent on
the illumination E(λ ). Consequently, two objects captured under different illumina-
tions E1(λ ) and E2(λ ), E1(λ ) �= E2(λ ), will produce different images I1 and I2

(the N response vectors p are stacked together to form an N×3 image I ), I1 �= I2.
Fortunately the differences in I1 and I2 are not arbitrary. Under reasonable condi-
tions [46], the following relation holds

I2 = I1D , (2)

where D is a 3-parameter diagonal matrix.
Colour invariants are colour features that do not change with a change in scene

illumination. In other words, colour invariants are features for which the elements
of D in (2) cancel. Several colour invariants have been proposed in the literature
and have been shown to work well for image retrieval [2, 18, 11, 12, 8, 15, 13, 19]4.

3 See also [37, Sect. 4.1].
4 It should be noted that the application of colour invariants may also lower retrieval perfor-

mance for image datasets where illumination differences are not an issue [35].
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However, these observations are limited to the case of calibrated images captured
under carefully controlled conditions and stored in linear form where image RGBs
follow a linear relationship with scene intensities. Under general circumstances,
these conditions are not met and these colour invariants have been shown not to
perform well enough [10].

It is however possible to identify colour invariants for uncalibrated images. A
simple invariant can be obtained by performing histogram equalisation on each
colour channel [9] and is based on the idea of ranking preservation. If one object
is more red than another object under one light, this relationship will also be true
under another light; that is, the ranking between the surfaces remains the same. His-
togram equalisation has been shown to outperform many other invariants such as
[2, 18, 11, 12, 8, 15, 13, 19].

4 Image Browsers

Image browsers provide an interesting alternative to direct retrieval approaches. The
main idea is to provide a (visual) overview of a complete image database together
with tools for interactive exploration of the dataset. To achieve this, images are ar-
ranged in such a way that visually similar images are located close to each other in
the display, where visual similarity can be established through any image features
or combination of images features (e.g., those mentioned in [37]). Such a similarity-
based arrangement has been shown to decrease the time it takes to find certain im-
ages [31]. Various approaches of image browsing have been introduced in recent
years [28]; in general we can divide them into mapping-based, clustering-based and
graph-based image database visualisation methods [26]. Once an image collection
has been visualised, interactive browsing allows full exploration of the complete
image repository [25].

Mapping-based approaches are based on the idea of reducing the high-dimen-
sional feature space into a low-dimensional visualisation space through application
of a dimensionality reduction technique. The simplest of these is principal compo-
nent analysis (PCA) which uses the eigenvectors derived from the covariance matrix
to plot the original data where image thumbnails are displayed at the co-ordinates
obtained through projection of the orginal feature data in the low-dimensional
space. Other possibilities include multi-dimensional scaling or non-linear dimen-
sionality reduction techniques. Examples of mapping-based image browsing sys-
tems are [32, 16, 21, 38, 40, 22].

Clustering-based visualisation methods group similar images together and sum-
marise groups through representative images. This way an initial overview even of
large image sets can be obtained. Clustering-based systems include [17, 4, 29, 1, 5,
14].

The advantages of mapping-based and clustering-based approaches can be com-
bined by performing clustering after dimensionality reduction. It is also possible to
reduce the computational complexity significantly by choosing simple image fea-
tures (so that dimensionality reduction is not necessary), and by quantising the
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visualisation space (eliminating the need for clustering). This approach has been
pursued in [39, 36, 41, 27] and has been shown to lead to effective and efficient
image database navigation.

Graph-based visualisations use, as the name suggests, a graph as a visualisation
(and browsing) structure, where the nodes of the graph represent images while the
edges link related images (e.g. visually similar images). Construction of the graph
and its visualisation can be performed e.g. using a mass spring model as in [7, 45],
while other possibilities include the use of Pathfinder networks as in [3].

5 Conclusions

In this paper, we have reviewed some more advanced topics in content-based image
retrieval. In particular, we have discussed how image features can be directly ex-
tracted from the compressed domain of images, how colour invariants can be used as
more stable colour descriptors, and how image browsing systems can be employed
as an interesting alternative to direct retrieval approaches. We refer the reader to the
references for more details on any of these topics.
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Multimedia Interface
Using Head Movements Tracking

Łukasz Kosikowski, Piotr Dalka, Piotr Odya, and Andrzej Czyżewski

Abstract. The presented solution supports innovative ways of manipulating com-
puter multimedia content, such as: static images, videos and music clips and others
that can be browsed subsequently. The system requires a standard web camera that
captures images of the user face. The core of the system is formed by a head move-
ment analyzing algorithm that finds a user face and tracks head movements in real
time. Head movements are tracked with a Finite State Machine. State transitions
are triggered by various spatial and temporal conditions. Whenever a state of the
machine changes, an event is sent to the GUI application supposed to react accord-
ingly. The system is immune to the presence of many faces in a video stream; only
one face is tracked. The application is especially suitable to standalone, multimedia
terminals where users may get acquainted with a company profile, situation layout
or a store offer in a fast and convenient way. The application may also be used by
disabled people.

Keywords: interface, multimedia, movement tracking.

1 Introduction

A contactless multimedia content browser for personal computers is presented,
where the user browses data using movements of his/her head only (Fig. 1). The
presented solution supports browsing static images, videos and music clips that can
be browsed subsequently and zoomed on demand. Video clips can be viewed and
paused. Additionally, a user may fast-forward or rewind the content. The same func-
tionality applies to listening audio files. Multimedia files are arranged in a multi-
level, hierarchical structure. A user navigates through the structure and displays an
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element by moving the head up, down, left and right. Keeping the head in a tilted
position for the longer time is also recognized. An action executed in the system
depends on the type of the content a user is viewing (e.g. moving the head to the
right selects the next picture or allows for fast-forwarding audio files). The content
for the multimedia browser is chosen and organized with a separate configuration
application that was also developed within the framework of the project.

Fig. 1 Application interface preview

2 Interface Description

Multimedia Browser is a standalone application developed within the Windows
Presentation Foundation technology, which is one of the newest Microsoft tech-
nologies. Net framework 3.5 as a base of WPF allows for getting full advantage of
graphics hardware acceleration using DirectX library. A rich user interface has been
created. Many visual effects and transformation has been implemented including
transparency animations, reflection effects, scale animations, and 3D path anima-
tions. Complex animations and high resolution multimedia content are presented si-
multaneously on the computer’s screen. The Multimedia Browser has been designed
using Model View ViewModel (MVVM) design pattern suited especially for WPF
technology. The most important aspect of WPF that makes MVVM a convenient
pattern to use is the data binding infrastructure. By binding properties of a view to a
ViewModel, we have got a loose coupling between the two entities. It was not also
necessary to write code in a ViewModel that directly updates a view. The view Layer
has been written in XAML language (eXtensible App Markup Language) whereas
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logic and model have been written in C# language. The system requires only one
hardware component—a standard web camera that captures images of the user face.
The core of the system is formed by a head movement analyzing algorithm that finds
a user face and tracks head movements in the real time. Face detection is based on
a cascade of boosted classifiers working with Haar-like features [Viola and Jones
2001]. Head (face) movements in vertical and horizontal directions are detected
by comparing the current face position to the mean face position over past video
frames [1].

3 Head Movement Detection

The core element of the head-controlled multimedia browser is constituted by the
head movement detection algorithm. It finds a user face in a video stream acquired
from a typical web camera and tracks head movements in the real time. The camera
field of view should contain both user’s head and torso. The head movement detec-
tion algorithm is presented in Fig. 2. It consists of three stages. In the first one, the
user’s face is localized in a video frame. Face position changes correspond to head
movements in vertical and horizontal axes. Additionally, it is necessary to distin-
guish head movements caused by head tilt/rotation from the movements resulting
from a user changing its position in the camera field of view. This task is covered
in the second part of the algorithm. In the last stage, head movement gestures are
generated for the GUI based on face position changes with a Finite State Machine.

Fig. 2 Head movement detection algorithm

3.1 Face Detection

A cascade of boosted classifiers working with Haar-like features is used to detect
a user’s face in images captured by a web camera [5, 4]. It is a very efficient and
effective algorithm for visual object detection. The face is searched iteratively in a
moving window that slides over the image with a given step and at different scales.
If a face is found in a window, its position is returned as the result. Each classi-
fier in the cascade consists of a set of weak classifiers based on one image feature
each. Features used for face detection are grey-level differences between sums of
pixel values in different, rectangle regions in an image window. Image features may
be computed rapidly for any scale and location in a video frame using integral im-
ages [5]. For each window, the decision is made whether the window contains a
face; all classifiers in the cascade must detect a face for the classification result to
be positive. If any classifiers fails to detect a face, the classification process is halted
and the final result is negative. Classifiers in the cascade are trained with AdaBoost
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algorithm that is tuned to minimize false negatives error ratio. Classifiers in the cas-
cade are combined in the order of increased complexity; initial classifies are based
on a few features only. This makes possible for the algorithm to work in the real
time because it allows background regions of the image to be quickly discarded
while spending more computation on promising regions.

Face detection algorithm finds locations of all faces in every video frame. In order
to assure correct algorithm behavior in case of a few faces present in a camera field
of view, the face in the current frame is searched near the face position found in
the previous video frame (lower square in Fig. 4). Additionally, it allows to increase
accuracy and efficiency of head movement detection as the face does not need to
be searched in the whole video frame. If there are still a few faces found, only the
largest one is used as being the closest to the camera. This approach assures that
persons appearing in the background have no impact on the interface behavior.

3.2 Distinguishing Head Movements from the Whole Body
Movements

Face (head) movement in a video stream may be caused by head rotating/tilting
(in this case the body stays motionless) or by a user moving in the camera field of
view (in this case the head movement is accompanied by the body movement). The
application assumes that user moves his head while standing still. Therefore, when
the body movement is detected, head gestures detection is halted until the movement
stops. The body movement detection is performed in a square region of a frame. The
region is located on a user torso; its position is set with respect to the face position
in the current frame (small square in Fig. 3). The region is compared with the same
region from the previous video frame. For this purpose, a dense optical flow using
Gunnar Farneback’s algorithm is calculated [2]. As a result, a set of vectors denoting
movements of each pixel in the compared regions is found. The vectors are averaged
in order to obtain the resulting vector. The body movement is detected when the
resulting vector length exceed a given threshold.

3.3 Head Gestures Detection

The algorithm detects four basic events related to the four possible directions of a
head rotation: up, down, left or right. Additionally, for horizontal head movements,
single and sustained variants are recognized. The former denotes an instantaneous
movement while the latter means that the gesture is locked for the longer time. When
the sustained gesture is activated, the user head may return to a neutral position. In
order to terminate the sustained gesture, the user must move his head once in an
opposite direction. Because of the ergonomic reasons, sustained gestures are not
active for vertical head movements. Head movements are analyzed with a Finite
State Machine [3]. Each state corresponds to one of the recognized head gestures.
Additionally, one state is correlated with the lack of the head movement and the last
one—with the situation, when no user face is detected in a video frame. Whenever
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a state transition occurs, a new state notification event is sent to the GUI. FSM with
all possible transitions is illustrated in Fig. 3. State transition is governed by a set of
spatial and temporal rules.

Fig. 3. Possible states and transitions of FSM used for head movement detection; arrows
denote head movement directions

Whenever the face is not detected in a video stream, FSM transits to ‘No face
found’, unconditionally. When the face is found again, ‘No head movement’ state
is entered. In order to detect head movements, d = (dx,dy) vector is acquired for
every video frame (small dash in Fig. 4). It corresponds to the instantaneous head
shift and is calculated as a difference between the current face position and the
reference face position (small dot in Fig. 4). The latter is defined as the mean face
position in the previous T video frames. This approach assures, that only quick,
decisive movements are detected while slow head repositioning is ignored. The head
movement magnitude (the length of d vector) and the direction of movement α are
calculated as follows:

‖d‖ =
√

d2
x + d2

y , f (n) =
{

atan2(dx,dy), ‖d‖ �= 0,
0, ‖d‖ = 0.

(1)

The direction α is quantized uniformly into four values denoting left, right, up and
down head movements. The head movement magnitude ‖d‖ is compared with two
thresholds: R1(α) and R2(α), R2(α) > R1(α). R1 and R2 values depend on the head
movement direction α . Because the mobility of a head is different with respect
to the movement direction, values of R1 and R2 for vertical directions are smaller.
Whenever the head movement magnitude ‖d‖ exceeds the threshold R1, FSM tran-
sits to ‘Head tilted’ state. While in this state, the reference head position is not
updated. When the strength ‖d‖ exceeds R2 threshold or falls below R1 threshold,
the FSM returns to the ‘No head movement’ state. Transition to the sustained state
is possible only the following condition is met for the given time T according to:

R1 < ‖d‖ < R2, (2)

While in the sustained state, the reference head position is not updated as long, as
the strength ‖d‖ is greater than R1. In order to exit the sustained state and return
to the ‘No head movement state’, the head must be moved in an opposite direction
to the sustained gesture direction with the strength ‖d‖ greater than R1 or in any
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direction with the strength ‖d‖ greater than R2. The direct transition from the sus-
tained state to the ‘Head tilted’ state is possible only when vertical head movement
in the vertical direction with the strength ‖d‖ greater than R1 is detected. In order to
minimize the possibility of false, unintended gestures detection, the transition from
the ‘No head movement’ state to the ‘Head tilted’ is possible only if the predefined
amount of time t has elapsed since entering the state. The interface behavior has to
be robust against the user distance from a camera. Therefore the values of R1 and
R2 are defined with respect to the current face width. Based on initial experiments,
the default value for R1 is 0.08 of the face width for horizontal and 0.05 of the face
width for vertical directions. In case of the R2 threshold, the appropriate values are
0.24 and 0.15 of the face width, accordingly. The default value for time thresholds
T and t is 1 s. All algorithm parameters can be adjusted by the user.

Fig. 4. Illustration of the head gestures detection algorithm: circle with center dot—current
face position, not centered dot—the reference face position, dash—head movement vector,
large square—face finding region, small square—the region for body movement detection

4 Conclusions

The system is able to distinguish head movements resulting from a tilt of the head in
vertical or horizontal direction from head movements caused by whole body motion.
No user adaption or calibration is required to work with the engineered system. The
application is especially suitable to standalone, multimedia terminals where users



Multimedia Interface Using Head Movements Tracking 47

may get acquainted with a company or a store offer in the fast and convenient way.
The application may also be used by disabled people.
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Eigengestures for Natural Human Computer
Interface

Piotr Gawron, Przemysław Głomb, Jarosław A. Miszczak, and Zbigniew Puchała

Abstract. We present the application of Principal Component Analysis for data ac-
quired during the design of a natural gesture interface. We investigate the concept
of an eigengesture for motion capture hand gesture data and present the visualisa-
tion of principal components obtained in the course of conducted experiments. We
also show the influence of dimensionality reduction on reconstructed gesture data
quality.

Keywords: graph, similarity measure, pattern analysis, automatic evaluation,
decision support.

1 Introduction

Human-computer interface (HCI) which uses gestures promises to make certain
forms of user interfaces more effective and subjectively enjoyable. One of important
problems in creating such interface is the selection of gestures to recognize in the
system. It has been noted [13] that choosing gestures that are perceived by users
as natural is one of decisive factors in interface and interaction performance. At
the same time, a large amount of research is focused on fixed movements geared
towards efficiency of recognition, not interaction [13].

We view the analysis of natural gestures as a prerequisite of constructing an ef-
fective gestural HCI. As a tool for this task, it is natural to use Principal Component
Analysis (PCA) [6]. PCA has been successfully applied for analysis and feature ex-
traction, i.e., of faces (the famous ‘eigenface’ approach [12]). For human motion,
PCA has been found to be a useful tool for dimensionality reduction (see [14]).
Eigengestures appear in a number of publications, e.g., [9], where they are used as

Piotr Gawron · Przemysław Głomb · Jarosław A. Miszczak · Zbigniew Puchała
Institute of Theoretical and Applied Informatics, Polish Academy of Sciences,
Bałtycka 5, 44-100 Gliwice, Poland
e-mail: {gawron,przemg,miszczak,z.puchala}@iitis.pl

T. Czachórski et al. (Eds.): Man-Machine Interactions 2, AISC 103, pp. 49–56.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2011

{gawron,przemg,miszczak,z.puchala}@iitis.pl


50 P. Gawron et al.

input for motion predictor. In [15] they are used for synthesis of additional training
data for HMM. In [2] eigengesture projection is used for real-time classification. We
argue, however, that the eigenvectors of human gestures–especially hand gestures–
should be investigated beyond the effect they have in improving data processing
(i.e., classification score); the structure of the decomposition may lead to important
clues for data characteristics, as it has been the case for images [5]. To the best of
authors’ knowledge, this is a still a research field with limited number of contribu-
tions: in [16] eigen-decomposition of 2D gesture images is only pictured without
discussion, whereas in [17] a basic analysis is done only for whole body gestures;
main eigenvector are identified with deictic (pointing) gestures.

The main contribution of this work is application of PCA to analysis of the data
representing human hand gestures obtained using motion capture glove. We show
the influence of dimensionality reduction on reconstructed signal quality. We use
the notion of eigengesture to the collected data in order to visualize main features
of natural human gestures.

This article is organized as follows. Section 2 presents the experiment method-
ology; the sample set of gestures, acquisition methods, participants and procedure.
Section 3 details the application of PCA to motion capture gesture data. Section 4
presents discussion the computed principal components. Section 5 presents visual-
ization of eigengestures. Last section presents concluding remarks.

2 The Proposed Methodology

For our experiment, we used base of 22 different type of gestures, each type repre-
sented by 20 instances—4 people performing the gestures, each of them made the
gesture 5 times (three with normal speed, then one fast following with one slow
execution). The gestures are detailed in Table 1. For discussion on gesture choice
the reader is referred to [3]. The gestures were recorded with DG5VHand motion
capture glove [11], containing 5 finger bend sensors (resistance type), and three-axis
accelerometer producing three acceleration and two orientation readings. Sampling
frequency was approximately 33 Hz.

The participants for the experiments were chosen from the employees of Insti-
tute of Theoretical and Applied Informatics of the Polish Academy of Sciences.
Four males were instructed which gestures were going to be performed in the experi-
ments and were given instructions how the gestures should be performed. A training
session was conducted before the experiment.

During the experiment, each participant was sitting at the table with the motion
capture glove on his right hand. Before the start of the experiment, the hand of
the participant was placed on the table in a fixed initial position. At the command
given by the operator sitting in front of the participant, the participant performed the
gestures. Each gesture was performed three times at the natural pace. Additionally,
each gesture was made once at a rapid pace and once at a slow pace. Gestures
number 2, 3, 7, 8, 10, 12, 13, 14, 15, 17, 18, 19 are periodical and in their case the
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Table 1. The gesture list prepared with the proposed methodology. Notes: a—We use the
terms ‘symbolic’, ‘deictic’, and ‘iconic’ based on McNeill & Levy [8] classification, sup-
plemented with a category of ‘manipulative’ gestures (following [10]), b—Significant mo-
tion components: T-hand translation, R-hand rotation, F-individual finger movement, c—This
gesture is usually accompanied with a specific object (deictic) reference

Name Classa Motionb Comments
1 A-OK symbolic F common ‘okay’ gesture
2 Walking iconic TF fingers depict a walking person
3 Cutting iconic F fingers portrait cutting a sheet of paper
4 Shove away iconic T hand shoves away imaginary object
5 Point at self deictic RF finger points at the user
6 Thumbs up symbolic RF classic ‘thumbs up’ gesture
7 Crazy symbolic TRF symbolizes ‘a crazy person’
8 Knocking iconic RF finger in knocking motion
9 Cutthroat symbolic TR common taunting gesture

10 Money symbolic F popular ‘money’ sign
11 Thumbs down symbolic RF classic ‘thumbs down’ gesture
12 Doubting symbolic F popular (Polish?) flippant ‘I doubt’
13 Continue iconicc R circular hand motion ‘continue’, ‘go on’
14 Speaking iconic F hand portraits a speaking mouth
15 Hello symbolicc R greeting gesture, waving hand motion
16 Grasping manipulative TF grasping an object
17 Scaling manipulative F finger movement depicts size change
18 Rotating manipulative R hand rotation depicts object rotation
19 Come here symbolicc F fingers waving; ‘come here’
20 Telephone symbolic TRF popular ‘phone’ depiction
21 Go away symbolicc F fingers waving; ‘go away’
22 Relocate deictic TF ‘put that there’

single performance consisted of three periods. The operator decided about the end
of data acquisition.

Input data consist of sequences of vectors gtn ∈ R
10,n ∈ {1,Ni} which are state

vectors of the measurement device registered in subsequent moments tn of time.
The time difference tn+1 − tn is almost constant and approximately 30 ms. Each
registered gesture forms a matrix Gi ∈ MNi,10(R). Acquisition time for every gesture
is different, therefore the number of samples Ni depends on the sample. We acquired
K = 22 different gestures, which are repeated L = 20 times.

3 Data Processing

Our chosen statistical tool was Principal Component Analysis (PCA). It has been
successfully applied in the domain of signal processing to various datasets such as
human faces [12], mesh animation [1].
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3.1 Principal Component Analysis

For the sake of consistency we start by recalling basic facts concerning Singular
Value Decomposition (SVD) [4] and Principal Component Analysis (PCA) [6].

Let A ∈ Mm,n has rank k ≤ m. Then there exist orthogonal matrices U ∈ Mm

and V ∈ Mn such that A = UΣVT . The matrix Σ = {σi j} ∈ Mm,n is such that
σi j = 0, for i �= j, and σ11 ≥ σ22 ≥ ·· · ≥ σkk > σk+1,k+1 = · · · = σqq = 0, with
q = min(m,n).

The numbers σii ≡ σi are called singular values, i.e., non-negative square roots
of the eigenvalues of AAT . The columns of U are eigenvectors of AAT and the
columns of V are eigenvectors of AT A.

Principal Component Analysis allows us to convert a set of observations of cor-
related variables into the so-called principal components, i.e., a set of values of
uncorrelated variables.

Formally, the i-th principal component is the i-th column vector of the matrix
V:,i ×σii obtained as a SVD of the data matrix. In order to perform PCA on the data
acquired in different units, the data need to be unified to a common units. In our case,
the initial vector of data is transformed by the studentisation, i.e., by subtracting the
empirical mean and dividing by the empirical standard deviation.

3.2 Organisation of Data

As the input of the algorithm we have K × L matrices Gi. Each matrix represents
a single realisation of a gesture. In order to perform PCA, the data are transformed
in the following way:

1. Re-sampling: for every signal indexed by s ∈ {1, . . . ,S = 10}: Gtn,s → G′
t′n,s,

where tn indexes time samples of the gesture as acquired from the capture de-
vice, t ′n ∈ {1, . . . ,N = 20} using linear interpolation.

2. Arranging into the tensor: Tk,l,t′n,s = (G′
t′n,s)k,l , where k ∈ {1, . . . ,K = 22} denotes

number of the gesture type and l ∈ {1, . . . ,L = 10} denotes individual realisation
of a gesture.

3. Double integration of signal from accelerometers to transform acceleration into
position variable.

4. Centring and normalisation: for every signal s: T′
k,l,:,s= (Tk,l,:,s −T:,:,:,s)/σ(T:,:,:,s).

The data are arranged into a matrix X(k,l),(tn,s) = T′
k,l,tn,s whose columns consists

of vectorised distinct realisations of gestures. Such a matrix is then feed into SVD
algorithm.

A sample of our data is visualised in Fig. 1a which presents the re-sampled,
centred and rescaled second realisation of the Cutting gesture described in our data
tensor by sub-matrix T′

3,2,:,:.
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Fig. 1. A sample of the gestures dataset. The data are normalised and centred. Single reali-
sation of Cutting gesture. Upper plot bending of fingers: T —thumb, I—index, M—middle,
R—ring, L— little; lower plot: dashed line—palm roll, dotted line—palm pitch, X Y Z—
palm position in space. (a) original data, (b) approximation reconstructed using only 20 first
principal components

4 Application of PCA to Data Exploration

One of the typical applications of PCA to the analysis of the data obtained from the
experiment is to reduce their dimensionality. Figure 2 shows mean quality of the
approximation of the original dataset in function of the number of principal com-
ponents used to reconstruct the dataset. The distance in the figure is scaled so that
the approximation using only the first principal component gives 1. It can be easily
seen that the dataset can be efficiently approximated using low rank approximation.

Fig. 2 Relative Euclidean
distance between the dataset
and its approximation ob-
tained using first n principal
components

A comparison of original data sample vs. its low rank approximation is shown
in Fig. 1b shows original data for Cutting gesture and Fig. 1b shows the same data
reconstructed using only first 20 principal components.
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Fig. 3. Visualization of two first eigengestures (principal components). On top: normalized
and centred plots of signals in time. Upper plot bending of fingers: T —thumb, I—index,
M—middle, R—ring, L—little; lower plot: dashed line—palm roll, dotted line—palm pitch,
X Y Z—palm position in space. At the bottom: shapes of hands in selected time moments.
View is from the perspective of a person performing the gesture. For the sake of the clarity of
the picture space position of the palm is omitted
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5 Visualization of Eigengestures

The coordinates in which the eigengestures are obtained are artificial. To create a
visualisation one needs to change the coordinates to suited for the hand presentation
model.

The change of coordinates is obtained by affine transformation acting indepen-
dently on each dimension (sensor data). The parameters of these transformations
(scales and translations) are obtained in the following way:

• The scale factor for each sensor (dimension) is a quotient of 0.05–0.95 quantile
dispersion of this sensor data and the dispersion of the sensor in the eigengesture.

• The translation is calculated in such way that each visualised eigengesture has
unified starting position.

In Fig. 3 the first two eigengestures (principal components) are shown. The first
eigengesture looks very natural and resembles gestures commonly used by humans
in process of communication. We found that higher eigengestures do not look very
natural especially because of the negative values of the finger bends. Due to or-
thogonality of left singular vectors obtained from SVD it can not be expected that
eigengestures will be similar to natural gestures performed by humans.

We observed that time plots of eigengestures around number 100 and higher are
very noisy.

6 Conclusions and Future Work

In this work our goal was to explore the space of human gestures using Princi-
pal Component Analysis. Visualisation of eigengestures is a tool that allows us to
understand better the dataset we acquired during the experiment. We have shown
that natural human gestures acquired with use of motion caption device can be effi-
ciently approximated using 50 to 100 coefficients. Additionally we have identified
the principal component of the gestures dataset.

Future work will consists of application of the obtained results to analysis of
quality of gesture recognition. We will compare PCA with Higher Order Singular
Value Decomposition [7] as data dimensionality reduction techniques.
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On Possibility of Stimulus Parameter Selection
for SSVEP-Based Brain-Computer Interface

Marcin Byczuk, Paweł Poryzała, and Andrzej Materka

Abstract. It is postulated that performance of brain-computer interfaces (BCI)
based on detection of steady-state visual evoked potentials (SSVEP) can be im-
proved by proper configuration of the visual stimulator. Preliminary results of exper-
iments are presented to confirm dependence of SSVEP characteristics on parameters
of the stimulus.

Keywords: alternate half-field stimulation, brain-computer interface, EEG, steady-
state visual evoked potentials.

1 Introduction

Brain-Computer Interface (BCI) is an alternative solution for communication be-
tween human and machine. In traditional interfaces user is expected to make vol-
untary movements to control a machine (e.g. movements of hands and fingers are
required to operate a keyboard). In contrast to commonly used human-machine in-
terfaces, BCI device allows sending commands from brain to computer directly,
without using any brain’s normal output pathways or peripheral nerves and mus-
cles [9]. This unique feature contributed to great interest in the study of neural engi-
neering, rehabilitation and brain science during last 30–40 years. Currently available
systems can be used to reestablish a communication channel for persons with severe
motor disabilities, patients in a locked-in state or even completely paralyzed people.

BCI device measures ongoing subjects brain activity, usually electroencephalo-
graphic (EEG) signals, and tries to recognize voluntary changes or mental states.
Extracted and correctly classified EEG signal features are translated into appropri-
ate commands which can be used for controlling a computer, wheelchair, operating
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a virtual keyboard, etc. The various systems differ in the way the intention of the
BCI user is extracted from her/his brain electrical activity. Among the approaches,
two groups of techniques are most popular, based on:

• identifying changes of the brain activity related to mental states, which are not
externally triggered,

• detecting characteristic waveforms in EEGs, so called Visual Evoked Potentials
(VEP), which are externally evoked by visual stimulus.

The class of VEP based BCI systems offer many advantages: easy system config-
uration, high speed, large number of available commands, high reliability and little
user training.

Visually evoked potentials can be recorded in the primary visual cortex which is
located at the back part of the human brain. VEPs reflect user’s attention on visual
stimulus which may be in the form of short flashes or flickering light at constant
frequency. VEPs elicited by brief stimuli are usually transient responses of the vi-
sual system and are analyzed in time domain. VEPs elicited by flickering stimulus
are quasi periodic signals, called Steady-State VEP (SSVEP), and are analyzed in
frequency domain.

Preprocessing
EEG

Recording Device
Feature

Extraction
ClassificationStimulation

Command 
Ouput

Computer

Fig. 1 Simplified block diagram of a typical VEP based BCI system

Figure 1 shows the simplified block diagram of a typical VEP based BCI system.
Each target (a letter, direction of a cursor movement, etc.) in a VEP based BCI is
encoded by a unique stimulus sequence which in turn evokes a unique VEP pattern.
A fixation target can thus be identified by analyzing the characteristics of the VEP: a
time of appearance (for flash VEP detection) or fundamental frequency (for SSVEP
detection).

2 SSVEP-Based BCI Systems

In majority of VEP-based BCIs, frequency encoding is used (interface operation is
based on SSVEP detection). Energy of SSVEP signals is concentrated in very nar-
row bands around the stimulation frequency and higher order harmonics, whereas
spontaneous EEG signal may be modeled as a Gaussian noise and its energy is
spread over the whole spectrum. Thus SSVEPs can be easily detected using fea-
ture extraction and classification algorithms based on spectral analysis. Moreover
neither system nor user requires any training since the EEG response to stimulus is
known in advance. This approach results in a minimal number of electrodes required
for proper operation of BCI, the ability of real-time operation and low hardware
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cost. Therefore, steady-state visual evoked potentials give raise to a very promising
paradigm in brain-computer interface design.

Currently, development of BCI systems for real-life applications is empha-
sized. Research teams still encounter many problems in changing demonstrations of
SSVEP-based BCIs into practically applicable systems [7]. Two major constraints
are: system capacity (a number of available targets or commands) and detection
time. They are directly related to speed and reliability of BCI. The overall perfor-
mance of the BCI system can be expressed numerically with information transfer
rate (ITR), which describes the amount of information transferred per unit time
(usually minute). ITR is defined as [1]:

ITR = s×
(

log2 N + P× log2 P+(1−P)× log2

(
1−P
N −1

))
, (1)

where s is the number of detections per minute, N is the number of possible selec-
tions, and P is the probability that the desired selection will actually be detected. It
is assumed that each selection has the same probability of being the one that user
desires and each of the other selections have the same probability of selection. ITR
of currently available systems usually varies from 10 up to 50 bits/minute.

System capacity is limited by the stimulation frequency band (number of avail-
able stimulation frequencies), which is directly related to brain electrophysiology
and visual information processing mechanisms [6]. Detection speed is limited by
signal-to-noise ratio (SNR), which may be decreased in subjects with strong spon-
taneous activity of the visual cortex.

Limitations described above can be addressed with different approaches:

• Research on stimulation methods that will increase interface capacity when using
a limited number of stimulation frequencies: time, frequency or pseudorandom
code modulated VEP stimulations [1], phase coding, multiple frequency stimu-
lation methods [5], etc. Advanced methods of stimulation can be used to design
interface with more commands available without need to extend stimulation fre-
quency band.

• Research on lead selection for the purpose of SNR enhancement performance or
even applicability of SSVEP-based system is limited due to individual diversity
of the user [8]. For subjects with different SSVEP source locations, optimized
electrode positions can help achieve high signal-to-noise ratio and overcome
SSVEP detection problems.

• Research on stimulation methods for the purpose of SNR enhancement for ex-
ample half-field alternate stimulation method described in [2].

3 Prototype BCI System

In our previous research we focused on SNR enhancement. The result of our work
was a novel technique of alternate half-field stimulation. The method was practi-
cally implemented and tested in the prototype BCI system [4]. The system can be
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Fig. 2 Block diagram of the prototype SSVEP-based BCI system

classified as a noninvasive, SSVEP-based, frequency encoded BCI. Simplified block
diagram of the prototype interface is depicted in Fig. 2.

The system was implemented as a virtual keypad. Visual stimulator consisted of
8 labeled targets (keys) flickering at different frequencies (Fig. 3a). Each target con-
tained three light-emitting diodes (LEDs): two LEDs for alternate stimulation (B)
and additional LED as a biofeedback indicator (A), which constantly provided real-
time information about amplitudes of measured SSVEP signals. Proper arrangement
of stimulation lights within single symbol ensures their images are positioned on the
left and right half of the visual field on the human retina. This leads to SSVEP re-
sponses (with opposite phases) in the left and right half of the visual cortex, respec-
tively. Differential measurement of the EEG signals from both halves of the visual
cortex allows significant SNR increase of the measured SSVEP signals.

System operation and usability was tested with contribution of 10 volunteers.
Tests showed it is much faster than conventional BCI devices based on SSVEPs.
For the user who achieved the best results, detection time was 1.5 s (40 detections
per minute) with 0 % error rate. In this case information transfer rate calculated
according to formula (1) equals 120 bits/minute.

High transfer rate of the interface was obtained mainly due to short detection
times (direct result of SNR enhancement). Communication speed of the designed
system would be sufficient for most applications but limited capacity makes its
usage as a full-alphabet keyboard difficult. Thus new methods for increasing the
number of available commands must be developed in order to design fully usable
computer interface.

Preliminary observations showed that amplitudes of detected SSVEP signals and
frequency band in which strong SSVEPs can be observed are dependent on some
parameters of the stimulation symbol, e.g. color, size, intensity, layout of stimulation
lights. Influence of these parameters on performance of SSVEP-based BCIs is the
subject of our recent research.

4 Experimental Setup

Two experiments were carried out using an alternate half-field stimulation tech-
nique. The EEG signal was measured differentially using two electrodes located on
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the left and right side of the occipital part of the scalp (positions O1 and O2 of
the international 10–20 system of EEG electrode placement) with a reference elec-
trode placed between them (position Oz). Amplified EEG signal was sampled at
frequency 200 Hz. The user was sitting on a comfortable ergonomic chair to mini-
mize activity of neck muscles which might produce EMG artifacts.

Visual stimulator used in experiments consisted of three LEDs which were pro-
jecting the stimulus on the screen (Fig. 3b). The stimulus was in the form of two
lights (left SL, and right SR) that flash with the same frequency, alternatively in
time. An extra light (F) was placed between two stimulating lights, slightly above
them. This light was used as a fixation point. Additionally, intensity of the light F
was changing according to the calculated SSVEP amplitude, what provided a feed-
back between the user and the system, and helped the user to concentrate his/her
attention on fixation light F.

(a) (b)

Fig. 3. (a) A view of stimulator targets: fixation point and biofeedback indicator (A), stim-
ulating lights (B). (b) A view of stimulating lights (SL, SR) and a fixation light (F) on the
screen of stimulator

Distance between the screen of stimulator and the user’s eyes was about 50 cm.
Two experiments were carried out using different sets of light, described in Ta-
ble 1. In both experiments diameter of fixation light F was 3mm and modulation
depth of stimulating lights was 100 %. Stimulation frequency was changing every
5–10 seconds within the range 20–50 Hz with step 0.78 Hz. Each experiment lasted
about 5–7 minutes.

Table 1 Stimulator parameters

Experiment 1 2
Diameter (D) 4mm 6mm
Color of lights SL and SR Green Red
Color of light F Red Green
Intensity of lights SL and SR Low High
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5 Results

For rough comparison of SSVEP amplitudes in both experiments, power spectral
density (PSD) of EEG signals were computed in sliding window of 1.28 s dura-
tion (256 samples). This window corresponds to the frequency resolution of about
0.78 Hz which equals a frequency step of stimulus. Measured signals were filtered
using comb filters prior to FFT calculation to minimize spectral leakage of Fourier
analysis [3]. Computed spectrograms are shown in Fig. 4a and Fig. 4b for experi-
ment 1 and 2 respectively.

(a) (b)

Fig. 4. A spectrogram of measured EEG signal with strong SSVEPPs in: (a) first and (b)
second experiment

A comparison of the spectra illustrated in Fig. 4a and Fig. 4b demonstrates dif-
ferent frequency ranges with strong SSVEP components. In experiment 1 strong
SSVEPs are visible in the range 20–40 Hz whereas in experiment 2 SSVEP com-
ponents may be observed at higher frequencies, in the range 30–50 Hz. It seems
that evoked potentials are easier to detect in Fig. 4a (because they have higher am-
plitude than SSVEPs in Fig. 4b), so stimulation settings used in experiment 1 are
better. However, it should be remembered that general frequency characteristics of
the EEG signal is similar to the characteristics of pink noise, that is, its compo-
nents have amplitudes inversely proportional to frequency. So weaker SSVEPs in
experiment 2 (which have higher frequencies) are understandable phenomenon. To
compare both experiments more objectively a signal-to-background ratio (SBR) for
each SSVEP component was computed. An SBR coefficient for frequency f is de-
fined as a ratio of the PSD at frequency f to the mean PSD value of N=10 adjacent
discrete frequencies:

SBR( f ) =
N ×PSD( f )

N/2

∑
k=1

(PSD( f − k×Δ f )+ PSD( f + k×Δ f ))
, (2)
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where Δ f = 0.78Hz is a frequency resolution of Fourier analysis applied for PSD
calculation. Maximum values of SBR coefficients for each SSVEP frequency were
collected and frequency characteristics for each experiment were estimated using
polynomial approximation. A comparison of both characteristics is shown in Fig. 5.

Fig. 5. A comparison of SBR frequency characteristics measured in experiment 1 (dashed
line) and in experiment 2 (solid line)

SBR coefficients obtained in experiment 2 have higher peak value than in ex-
periment 1, while Fig. 4b shows smaller SSVEP amplitudes than it is visible in
Fig. 4a. It means that EEG signal components other than SSVEP (so-called EEG
noise) have much smaller amplitude than SSVEPs in experiment 2 what results in
higher signal-to-background ratio. Characteristics presented in Fig. 5 confirm differ-
ent frequency ranges of strong SSVEP in both experiments, shown in spectrograms
(Fig. 4a and Fig. 4b). If detection of SSVEP was done by comparing SBR with
threshold value T = 30, frequency range of detected SSVEPs would be about 27–
40 Hz (13 Hz width) in experiment 1 and 37–48 Hz (11 Hz width) in experiment
2. Using different stimulation settings in BCI system for frequencies below and
above 38 Hz (a cross-point of both characteristics in Fig. 5) it is possible to increase
stimulation frequency range to 27–48 Hz (21 Hz width) and thus larger number of
commands would be achieved.

6 Conclusions

Steady-state visual evoked potentials are very promising paradigm in brain-computer
interface design. SSVEP-based BCI systems are the most effective solution, in terms
of speed and accuracy, when compared to other BCI classes. Experiments presented
in the paper show that characteristics of steady-state visual evoked potentials depend
on parameters of visual stimulus, thus performance of SSVEP-based BCI systems
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can be improved by proper configuration of the visual stimulator. Further research
will focus on distinguishing what parameters of stimulus (color, size, shape, etc.)
have the strongest influence on SSVEP characteristics.
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Solution Algorithm of Inverse Kinematics
Problem for Kuka KRC3 Robots

Tadeusz Szkodny and Michał A. Mikulski

Abstract. In this paper the solution algorithm of inverse kinematics problem for
KUKA KRC3 robots will be presented. Creating of this algorithm is fundamental
problem of future computational intelligence for these robots. The problem of com-
puting the joint variables corresponding a specified location of end-effector is called
inverse kinematics problem. This algorithm was derived and implemented into the
controller of the KUKA KRC3 robot. It allowed controlling these robots by using
the smart camera NI 1742, which specifies required location of the end-effector.
This required location makes it possible for the end-effector to approach a manipu-
lation object (observed by the camera) and pick it up. The controllers of these robots
have software fault, which prevents the correct cooperation with cameras. The fault
was eliminated with the use of solving inverse kinematics problem, which will be
presented in the this paper.

Keywords: robot kinematics, manipulators, intelligent robots, robot programming.

1 Introduction

The KUKA KRC3 controllers allow for the movement control [13] and program-
ming using KRL (KUKA Robot Language). The following commends: PTP, LIN
and CIRC can be applied to programming in Cartesian space. The aforementioned
commands require a start and end locations definition. These points can be defined
with the use of joint variables or robot global frame (ROBROOT). It is conve-
nient for the end locations observed by a camera to define them with the use of
global frame [12]. During such realization of movement implementation it occurs
that a robot stops before reaching the border area. The entrapment results when the

Tadeusz Szkodny · Michał A. Mikulski
Institute of Automatic Control, Silesian University of Technology,
Akademicka 16, 44-100 Gliwice, Poland
e-mail: {tadeusz.szkodny,michal.mikulski}@polsl.pl

T. Czachórski et al. (Eds.): Man-Machine Interactions 2, AISC 103, pp. 67–75.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2011

{tadeusz.szkodny,michal.mikulski}@polsl.pl


68 T. Szkodny and M. Mikulski

manipulator reaches a singular configuration or when the manipulator reaches the
boundary surface of the workspace. It is robot’s software fault, which prevents the
correct cooperation of KUKA KR C3 robots with cameras. The fault was eliminated
with the use of solving inverse kinematics problem, which is presented in this pa-
per. Manipulator singular configurations and workspace limitations were considered
in this algorithm. On the basis of the following algorithm a program CKinematics
KRC3 [2] was written, which was implemented to a KUKA KR C3 robot controller.
Moreover, the Ni1742 intelligent camera [5] was integrated with this controller. The
robot can independently reach noticed manipulation objects without the necessity of
preliminary reaching the manipulator to the object. The implemented CKinematics
KRC3 program with integrated camera constitutes, in the future, the basis for the
driver’s independent software programming regardless of a robots’ manufacturer.

2 Forward Kinematics Problem

Figure 1 illustrates the KUKA KR C3 manipulator. In this figure, manipulator’s
links are numbered. The base link 0 is fixed to ground and the other links 1-6 are
movable. The last link with number 6 will be called an end-effector. The gripper, or
other tool, is attached to this link. The neighboring links are connected by revolute
joint. Figure 1 also illustrates manipulator kinematics schema with a co-ordinate
systems (frames) associated with links according to a Denavit–Hartenberg notation
[6, 3, 1, 7, 9, 10]. The x7y7z7 frame is associated with the gripper. Position and
orientation of the links and tool are described by homogenous transform matrices.
Matrix Ai describes the position and orientation of the i-th link frame in relation to
i-1-st. T6 is a matrix, that describes the position and orientation of the end-effector
frame in relation to the base link. Matrix E describes the gripper frame in relation
to the end-effector frame. Matrix X describes the position and orientation of the
gripper frame in relation to the base link. Matrix Ai is described by [7, 9]:

Ai = Rot(z,θi)Trans(0,0,λi)Trans(li,0,0)Rot(x,αi), (1)

where θi, λi, li, αi are Denavit–Hartenberg parameters [7, 9]. The values of these
parameters are shown in [12, Table 1].

The range of variables θi were redefined and they are different than in techni-
cal documentation [4]. For further description of the kinematics θ ′

i variables will
be used. The variables θ ′

i = θi for i = 1,3,4,5,6 and θ ′
2 = θ2 − 90◦. For notation

simplicity following denotations will be used: Si = sinθ ′
i , Ci = cosθ ′

i , Si j = sinθ ′
i j,

Ci j = cosθ ′
i j , θ ′

i j = θ ′
i + θ ′

j. The matrix T6 is derived form [8]:

T6 = A1A2A3A4A5A6. (2)
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(a)

(b)

Fig. 1. (a) The KUKA KRC3 manipulator; (b) Kinematic scheme of the KUKA KRC3 ma-
nipulator, Denavit–Hartenberg parameters, joint variables and link frames
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The matrices E and E−1 have following forms:

E =

⎛
⎜⎜⎝

0 0 −1 l7
1 0 0 0
0 −1 0 λ7

0 0 0 1

⎞
⎟⎟⎠ , E−1 =

⎛
⎜⎜⎝

0 1 0 0
0 0 −1 λ7

−1 0 0 l7
0 0 0 1

⎞
⎟⎟⎠ , (3)

where λ7 = 55mm and l7 = −120.5mm are the parameters of the gripper. The ma-
trix X is obtained from:

X = T6E =

⎛
⎜⎜⎝

bx −cx −ax dx + l7ax + λ7cx

by −cy −ay dy + l7ay + λ7cy

bz −cz −az dz + l7az + λ7cz

0 0 0 1

⎞
⎟⎟⎠ , (4)

where ax ÷ dz are the elements of the matrix T6. Equation (4) allows to compute
the position and orientation of the gripper’s co-ordinates system x7y7z7 in rela-
tion to the base link’s co-ordinates system x0y0z0 for the given joint variables θ ′

i .
It is the forward kinematics problem of the manipulator. The KUKA KRC3 Robot
workspace, as well as an explanation of forward kinematics, has been described in
detail in [2, 11].

3 Inverse Kinematics Problem

Solving the inverse kinematics problem is a matter of computing the joint variables
θ ′

1 ÷ θ ′
6 for the given matrix Xreq. In a computations we will use a matrix method

[1, 3, 6, 7, 10], which involves the manipulator kinematics (1) ÷ (4).
The matrix E is independent of the joint variables, that’s why the inverse kine-

matics problem can be solved regardless the gripper structure. For this purpose we
will use the matrix T′

6req as described in:

T′
6req = XreqE−1Trans(0,0,−λ6) =

⎛
⎜⎜⎝

ax bx cx dx −λ6cx

ay by cy dy −λ6cy

az bz cz dz −λ6cz

0 0 0 1

⎞
⎟⎟⎠ . (5)

The matrix T6 described in (2) has a similar form as the same matrix for IRB-
1400 manipulator, described in [8]. For the IRB-1400 manipulator parameter l3 > 0.
This parameter equals zero for the KUKA KRC3 manipulator. Therefore, to solve
the inverse kinematics problem of KUKA KRC3 manipulator we may use formulas
for IRB-1400 manipulator, derived from [8], and closely explained in [11]. In short:

• For −90◦ ≤ ϕ ≤ 90◦, p = 1, and pp = 0: θ ′
1 = ϕ .

• For ϕ = −90◦ or ϕ = 90◦ and p = 1, and pp = 1: θ ′
1 = ϕ or θ ′

1 = −ϕ .
• For ϕ = −90◦ or ϕ = 90◦ and p = 0, and pp = 1: θ ′

1 = −ϕ .
• For ϕ = −180◦ ≤ ϕ ≤ −90◦ and p = 0, and pp = 1: θ ′

1 = ϕ + 180◦.
• For ϕ = 90◦ ≤ ϕ ≤ 180◦ and p = 0, and pp = 1: θ ′

1 = ϕ −180◦.
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θ ′
3 = 2arctan

b±√
b2 + c2

c
, (6)

w1 = −l2S2 + λ4(C2C3 −S2S3), w2 = −l2C2 + λ4(S2C3 −C2S3),

S2 = w1(l2+λ4S3)−w2λ4C3
−(l2

2+λ 2
4 +2l2λ4C3

, C2 = w1λ4C3−w2(l2+λ4S3)
−(l2

2+λ 2
4 +2l2λ4C3

, θ ′
2 = arctan S2

C2
.

(7)

The methodology of computing the variables θ ′
4 ÷ θ ′

6 depends on a sum AY 2 +
AZ2 elements of the matrix (8). This matrix has the form (similar to [11])

⎛
⎜⎜⎝

AX BX CX 0
AY BY CY 0
AZ BZ CZ 0
0 0 0 1

⎞
⎟⎟⎠ =

⎛
⎜⎜⎝

C23(C2cx + S1cy)+ S23cz

−S23(C1cx + S1cy)+ S23cz

S1cx −C1cy

0

C23(C1ax + S1ay)+ S23az C23(C1bx + S1by)+ S23bz 0
−S23(C1ax + S1ay)+C23az −S23(C1bx = S1by)+C23bz 0

S1ax −C1ay S1bx −C1by 0
0 0 1

⎞
⎟⎟⎠ .

(8)

Computing θ ′
4 ÷θ ′

6 for AY 2 + AZ2 > 0 for −180◦ ≤ θ ′
4 ≤ 180◦ have a following

form (corresponding to [8]):

θ ′
4 =

⎧⎪⎨
⎪⎩

θ ∗
4 or θ ∗

4 −180◦, for θ ∗
4 > 0◦,

θ ∗
4 or θ ∗

4 −180◦ or θ ∗
4 + 180◦, for θ ∗

4 = 0◦,
θ ∗

4 or θ ∗
4 + 180◦, for θ ∗

4 < 0◦,
(9)

θ ∗
4 = arctan

AZ
AY

. (10)

From (11) we can calculate −90◦ ≤ θ ′
5 ≤ 90◦:

θ ′
5 = θ ∗

5 = arctan
C4AY + S4AZ

AX
. (11)

From (13) we can calculate −180◦ ≤ θ ′
6 ≤ 180◦:

S6 = −S4BY +C4BZ, C6 = −S4CY +C4CZ, θ ∗
6 = arctan

S6

C6
, (12)

θ ′
6 =

⎧⎪⎨
⎪⎩

θ ∗
6 for C6 ≥ 0

θ ∗
6 −180◦ for C6 < 0 and S6 ≤ 0

θ ∗
6 + 180◦ for C6 < 0 and S6 ≥ 0

, (13)

Computing θ ′
4 ÷θ ′

6 for AY 2 +AZ2 = 0. In this case S5 = 0 [8]. For θ ′
5 in range of

−90◦ ≤ θ ′
5 ≤ 90◦ we obtain solution:
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θ ′
5 = 0◦. (14)

For the sum AY 2 + AZ2 = 0 we can calculate only a sum θ ′
46 = θ ′

4 + θ ′
6 [8]. This

situation causes the angles θ ′
4 and θ ′

6 to have infinite solutions. The sum −360◦ ≤
θ ′

46 ≤ 360◦ can be computed from (corresponding to [8]):

θ ∗
46 = arctan

−CY
CZ

, (15)

θ ′
46 =

⎧⎪⎨
⎪⎩

−360◦ or 0◦ or 360◦, for CY = 0 and CZ > 0,

θ ∗
46 or θ ∗

46 −360◦ or θ ∗
46 + 360◦, for CY �= 0 and CZ ≥ 0,

θ ∗
46 −180◦ or θ ∗

46 + 180◦, for CZ < 0.

(16)

4 CKinematics KRC3 Program

The computer program CKinematics KRC3 is calculating the joint variables for the
given matrix Xreq. We will present a description of this program in following steps:

1. The First Step: Loading the matrix Xreq and computing the matrices T6req and
T′

6req using (5). To test this program the user may load the value of link vari-
ables. For these variables the matrices T6req from (2) and T′

6req from (5) are
calculated.

2. The Second Step: Calculating the elements dx′ = dx − λ6cx, dy′ = dy − λ6cy,

dz′ = dz − λ6cz and x′ =
√

dx′2 + dx′2. Checking if point P(x′,dz′) and
P′(−x′,dz′) belong to the vertical workspace section. Setting the variables p and
pp to 0 or 1. For the point P belonging to this section p = 1, otherwise p = 0.
Similarly if P′ belongs to the section pp = 1, otherwise pp = 0.

3. The Third Step: Computing the angle ϕ from [11]. Sending information to the
user about the point outside the workspace and terminating the computations
when either p = 1 and pp = 0 and inequality is not satisfied, or p = 0. Sending
information to the user about an error and terminating the computations when
p = 0 and pp = 1.

4. The Fourth Step: Computing the variable θ ′
1 using ϕ . Computing the variable θ ′

3
using (6). Computing the variable θ ′

2 using (7).
5. The Fifth Step: Creating every possible set of (θ ′

1 ÷θ ′
3) from the variables com-

puted in the forth step, within their range of admissible changes. If any variable
exceeds their range it must be omitted during the creation of the set of solutions.
Calculating the matrix (8) for the solutions sets, and then computing the sum
AY 2 + AZ2 . If AY 2 + AZ2 = 0 go to step 8.

6. The Sixth Step: Computing the variable θ ′
4 using (9). Computing the variable θ ′

5
using (11). Computing the variable θ ′

6 using (13).
7. The Seventh Step: Creating every possible set of solutions (θ ′

1 ÷θ ′
6) from the vari-

ables computed in previous steps, within their range of admissible changes. If any
variable exceeds their range it must be omitted during the creation of the set of
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solutions, and the user should be informed about it. Computing the matrix T6

using (2) for every possible set of solutions. Checking the computation precision
by calculating

∣∣T6 −T6req
∣∣ , where T6 is the matrix computed in this step, and T6req

is a matrix computed in first step. Displaying the solutions sets, along with values∣∣T6 −T6req
∣∣ for every possible set of solutions, information that the computations

have been finished and finishing computations.
8. The Eight Step: Setting the variable θ ′

5 = 0◦, according to (14). Computing the
sum of variables θ ′

46 = θ ′
4 + θ ′

6 using (16). Creating possible sets of solutions
(θ ′

1,θ ′
2,θ ′

3,θ ′
5 = 0◦,θ ′

46) . If any variable, from among (θ ′
1,θ ′

2,θ ′
3 computed in

forth step or θ ′
46, exceeds their range is omitted during the creation of the set

of solutions, the user is inform about it. Computing the matrix T6 for possible
sets of solutions. Analytical form of this matrix is a result from (2). After sub-
stituting θ ′

5 in (2) and simplifications we receive the matrix T6 , which depends
only on the sum θ ′

46 = θ ′
4 + θ ′

6, and is independent from θ ′
4 and θ ′

6 separately.
Checking the computation precision, displaying every possible set of solutions
(θ ′

1,θ ′
2,θ ′

3,θ ′
5 = 0◦,θ ′

46), informing the user and finishing computations like in
the seventh step.

Fig. 2 Information display connected with the example

5 Conclusions

The inverse kinematics algorithm problem solution discussed in this paper allowed
for:

1. Writing CKinematics KRC3 program and its implementation to the KUKA
KRC3 robot’s controller.
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2. KUKA KRC3 Robot’s movement control to the manipulation objects noticed by
the Ni1742 intelligent camera without the necessity of the preliminary manipu-
lator reaching to the object.

3. The KUKA KRC3 robot reaching not one but all configurations corresponding
to multiple solutions of the inverse kinematics problem.

4. The elimination of software faults created by a KUKA KRC3 robot’s manufac-
turer.

These faults result in the undesirable robot’s entrapment while programming with
the use of the global frame. The entrapment occurs at the moment of manipulator’s
reaching singular configurations or at the moment of reaching boundary surface of
the workspace. Due to inverse kinematics problem solution algorithm, presented in
this paper, we can describe KUKA KRC3 manipulator singular configurations by
means of AY 2 + AZ2 = 0 sum, where AY and AX are the elements of the matrix 8.
Then, we obtain infinite number of solutions for the θ ′

4 and θ ′
6 variables resulting

from equations stated in the article. It was assumed, for the robot’s control, for the

following configurations that θ ′
4 = θ ′

46
2 and θ ′

6 = θ ′
46
2 . What is more, due to the ana-

lytical workspace locations described in [2], it is possible to check the manipulation
object immersion noticed by a camera in this space before robot’s movement.

The solution algorithm of inverse kinematics problem for IRB-1400 manipula-
tor presented in [8], used in this article, can be applied to contemporary manip-
ulators of the similar kinematic structure such as IRB manipulators series 1000,
2000, 3000, 4000, 6000; Fanuc manipulators M6, M16, M710, M10, M900; KUKA
manipulators KR3, KR5, KR6, KR15, KR16; Mitsubishi manipulators RV-1a, RV-
2A, RV-3S, RV-6S, RV12S and Adept manipulators s300, s650, s850, s1700. In
case of KUKA KRC3 robot, after writing and implementing to the robots’ con-
trollers appropriate software (corresponding to CKinematics KRC3 program), it is
possible to integrated them with vision systems likewise. The vision systems inte-
grated with robot’s controller allow for the computer intelligence development of
these robots independently from software faults-free, discussed above, designed by
manufacturers.
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Remote Control and Monitoring of AX-12
Robotic Arm Based on Windows
Communication Foundation

Michał A. Mikulski and Tadeusz Szkodny

Abstract. The paper proposes a service-oriented architecture system for control
and state monitoring of robotic manipulators. Experiments were performed with
the use of 4 degree-of-freedom AX-12 Robotic Arm manipulator with gripper and
laser effector, as well as a high resolution GoPro Hero HD camera and frame
grabber. Multimedia device management and video capture has been done via
DirectShow.NET libraries. The infrastructure is based on Windows Communica-
tion Foundation (WCF) for remote access, authorization, multimedia streaming and
servo control. Client manual control has been implemented with the use of 3 degree-
of-freedom DirectX compatible Joystick. The paper summarizes development expe-
riences and problems concerning the use of WCF in robotics.

Keywords: robot control, AX-12 Robotic Arm, Windows Communication Foun-
dation (WCF), Service-oriented architecture (SoA).

1 Introduction

With the rapid growth of Cloud Computing and web-oriented applications, Internet-
based control and information exchange is becoming more and more popular
[13, 12]. In the modern age, environments such as the medical sector are reaching
towards Internet oriented distributed systems. RIS (Radiology information system),
PACS (Picture archiving and communication system) and many other medical in-
formation systems are using the Internet as means of data transfer. With the growth
of robotics and their integration in Service-oriented architectures (SoA), medical
manipulators can perform tasks with the surgeon miles away. In this paper we
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present a robotic work station, controlled manually with a Joystick over the Internet,
using Windows Communication Foundation (WCF). The paper evaluates the use of
WCF for controlling manipulators as well as other types of robots. The article is
divided into sections: Section 2 describes the AX-12 Robotic Arm, as well as it’s
controller and Joystick teleoperation, Sect. 3 describes the vision system used for
video recording and streaming, Sect. 4 describes the details of WCF usage and SoA
control of the manipulator. Finally, Sect. 5 summarizes the results of the research.

2 AX-12 Robotic Arm

AX-12 Robotic Arm is a 4 degree-of-freedom serial manipulator with 7 AX-12+
Dynamixel servomechanisms constructed by CrustCrawler Inc. It consists of 4 rev-
olute joints named by the community as: base, shoulder, elbow and wrist, as well as
a gripper end effector, presented in Fig. 1.

Fig. 1 AX-12 Robotic Arm revolute axes
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AX-12 Servomechanisms are controlled with by a UART half-duplex single wire
Dynamixel Network [2]. Individual servomechanisms can be addressed by their
unique ID. The built in control circuits allow for a precise position control, mak-
ing AX-12+ servos a popular choice for many mobile robots, UAVs and simple
manipulators. Because RS232 PC ports allow for a maximal 115200 or 128000 bps,
USB2Dynamixel servo controller was used, presented in Fig. 2. USB2Dynamixel is
based on Future Technology Devices International (FTDI) FT232RL USB to UART
converter that allows for speeds beyond 1 Mbits [4], required by AX-12+ servos.

Fig. 2 AX-12 Servomechanism connection to a PC using USB2Dynamixel [2]

For common manual control of robotic manipulators, external Joysticks are used.
In the presented problem a 3-Axes Saitek Cyborg V1, displayed in Fig. 3 was used.
In case of 3 degrees-of-freedom manipulators, such Joysticks present a low-cost
direct kinematic reference, enabling a user to control each robotic join individually,
using a joystick axis.

Fig. 3 Saitek Cyborg V1 Axes

In case of manipulators with a higher degrees-of-freedom than the available joy-
stick, a kinematic simplification must be made. Most simplifications relate to the
problem, a manipulator must solve. Common solutions are shown below:



80 M. Mikulski and T. Szkodny

• With the problem, of positioning the laser end effector constantly pointing per-
pendicularly to the surface, a simplification was made, so that joystick’s X-Axis
rotation moves the X1 and X2 axes of the manipulator, aligning the effector per-
pendicularly to the ground. In this point, joystick’s Z-Axis corresponds to ma-
nipulator’s Z-Axis, and joystick’s Y-Axis is not linked to any movement of the
manipulator.

• Another way of simplification is simple omittance of one manipulator axis. Ex-
ample of which is that joystick’s X–Y–Z Axes correspond directly to X1–Y − Z
or X2–Y −Z manipulator axes.

• With the solution of inverse kinematics problem of the manipulator, joystick axes
can correspond to the position of gripper end effector in the base cartesian space
X–Y–Z, not related to any joint. Example of solved inverse kinematics problem
can be found in [8, 9].

With all the above methods of manual control, the joystick’s throttle corresponds
to the current speed of the joint. With θi being the rotation of the current ith joystick’s
axis, and νthrottle being the current throttle, the speed of the ith joint or pair of joints
νi can be calculated according to (1):

νi = θi ×νthrottle. (1)

With all the above variables νthrottle, θi and νi normalized to [0,1], 1 being the max-
imal set speed of the joint, and 0 being at a complete stop.

Joystick used in this research is a standard low-cost DirectX compatible USB
multimedia controller. It uses regular polling of each axis and button state, and up-
dates the revolute joint’s Goal Position and Current Speed variables according to [2].

3 Vision System

The vision system constructed for this research consists of a GoPro Hero HD cam-
era, enabling a continuous video streaming via Video Composite or HD Component
standard, due to Live Feed Output [10]. GoPro product was chosen because of it’s
small size, enabling a use not only in robotic manipulation, but also in unmanned
aerial vehicles, or mobile robots. The frame grabber used is a standard USB com-
patible STK1160 grabber. Video streaming, filtering, coding and decoding was done
using DirectShow.NET library. DirectShow.NET is a .NET port of a standard Mi-
crosoft Windows DirectShow library [6]. A .NET port was necessary, due to WCF’s
.NET roots.

4 Windows Communication Foundation

Since .NET 3.0, Microsoft has supplied an API designed especially for unified, ex-
pendable, object oriented communication layer—Windows Communication Foun-
dation (WCF) [1]. The main advantages of using WCF are [11, 1]:
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• universality—integrating HTTP, TCP, MSMQ and named pipes,
• interoperability—based on SOAP XML Messages,
• security—integrating security protocols of Win32 and .NET, WS-Security, WS-

Trust.

The complete system described in the article has the structure presented in Fig. 4.

Fig. 4 Device connection schematics
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Windows Communication Foundation libraries allow an object oriented data
transfer, and can allow access to local object directly to the remote user. While using
real devices and physical drives (such serial ports for servo control), the existing lag,
due to Internet connectivity, must be taken into account. WCF services must play a
role in message forwarding between the server and the client, and not allow a direct
access to physical resources, as shown in Fig. 5.

Fig. 5 WCF data flow

The WCF Service is using an interface consisting of the following core functions:

• int GetDataJoint(int index, int property): Gets the value of a property (Current-
Position, GoalPosition, MovingSpeed, CurrentLoad) for indexed joint.

• bool SetDataJoint(int index, int property, int value): Sets the value of a property
(CurrentPosition, GoalPosition, MovingSpeed, CurrentLoad) for indexed joint.

• bool StopDataJoint(int index): Stops any movement of a indexed joint.
• Stream GetImageStream(int divider): Requests a current image stream, captured

from the camera.

Due to the intention of global usage, a singleton model was implemented for the
service. Each client connecting to the server can access objects common to all other
clients. Unauthorized clients can request a vision stream and access the manipula-
tor properties. Only authorized users, after submitting a password can control the
movement of the manipulator. The service offers two types of endpoint bindings:

• wsHttpBinding—requiring Sessions and Windows credentials.
• mexHttpBinding—making a service visible through Metadata [7].

5 Conclusion

The research presented in this paper proves the usefulness of Windows Commu-
nication Foundation in remote control of robotic manipulators as well as mobile
robots in general. WCF presents a simple, intuitive method of communication with
remote devices, eliminating the need of low level data processing. The manipu-
lator has been tested in single and multiple client scenarios. The AX-12 Robotic
Arm workstation is only an example of robotic systems that can implement service-
oriented architecture for controlling machines. The reasoning shown in this article
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can easily be copied to mobile robots, both ground and airborne. Both the compos-
ite video and UART based telemetry can easily be sent wirelessly with the use of
video transmitters (e.g. [5]) and general purpose wireless transceivers (e.g. [3]). Due
to the research done with AX-12 Robotic Arm and remote control using Windows
Communication Foundation, a project for robotic control e-learning course has been
started. In the future, the workstation presented in this paper will become available
for the students of the Silesian University of Technology to use on-line. Another
area of further research is to implement the control methods for AX-12 Robotic
Arm, using the inverse kinematics problem. Achieving this, will allow to implement
a vision based control system for the workstation.

References

1. Andrew, T.: Pro C# 2008 and the.NET 3.5 Platform. Apress (2007)
2. CrustCrawler Inc.: Dynamixel AX-12 User’s Manual (2006)
3. Digi International Inc.: XBee/XBee-PRO ZB RF Modules Manual (2009)
4. Future Technology Devices International Ltd.: FT232RL USB UART IC Datasheet Ver-

sion 1.9 (2009)
5. ImmersionRC Ltd.: EzUHF R/C Control System—Overview & Operating Instructions

(2010)
6. Microsoft Developer Network: DirectShow documentation (2010)
7. Microsoft Developer Network: How to: Publish Metadata for a Service Using a Config-

uration File (2010)
8. Szkodny, T.: Kinematics of Industrial Robots. Silesian University of Technology, Gliwice

(2009) (in Polish)
9. Szkodny, T.: Kinematics of KUKA KRC3 Robot. In: Problems of Robotic, vol. 2, pp.

357–368. Warsaw University of Technology Publishing Company, Warsaw (2010)
10. Woodman Labs Inc.: HD HERO Camera Instruction Manual (2010)
11. Youxin, M., Feng, W., Ruiquan, Z.: Design of workflow engine based on wcf. In: WRI

World Congress on Software Engineering, vol. 4, p. 100. IEEE, Los Alamitos (2009)
12. Zhang, W., Cheng, G.: A service-oriented distributed framework-WCF. In: Proceedings

of the International Conference on Web Information Systems and Mining, p. 302. IEEE,
Los Alamitos (2009)

13. Zhang, W., Cheng, G.: Research and application of SOA based on current technologies.
In: Proceedings of the International Conference on Web Information Systems and Min-
ing, vol. 2, p. 359. IEEE, Los Alamitos (2010)



Influence of Receiver Parameters
on GPS Navigation Accuracy

Krzysztof Tokarz, Jarosław Paduch, and Łukasz Herb

Abstract. GPS navigation is the most frequently used technology for determin-
ing geographical position of objects. Despite of their popularity currently available
consumer GPS receivers do not offer good accuracy. At the Silesian University of
Technology the research was done for measuring errors and improving the accu-
racy of navigation devices. The special device which can be equipped with four
GPS navigation receivers has been developed for performing research on accuracy
of positioning.

Keywords: GPS, satellite navigation, navigation accuracy.

1 Introduction

Satellite navigation systems become very popular in every day life. System which
can determine user’s location in two or even three dimensions can be used in many
professional domains for example geodetic measurements [1, 2] or aviation. The
primary application of civil navigation devices is guiding people or vehicles [3].
Every kind of receiver should be optimized for the specific movement. It is much
easier to get good results when speed of moving object is greater then few kilo-
meters per hour. There exist four satellite navigation systems Beidou (Compass),
Galileo, GPS, GLONASS, with only two latter of them fully functioning. Currently
the most popular is GPS, system built primarily only for military use but now avail-
able for civil purposes. Many consumer electronic devices are equipped with GPS
navigation receiver. It can be found in special navigation devices as well as in mo-
bile phones and even still cameras. Its benefits have also been noticed by aviation
industry, but here the main disadvantage is accuracy that is not enough to perform
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safe starting and landing procedures. Section 2 of the article presents principles of
functioning of GPS system, Sect. 3 focuses on sources of errors and methods of their
minimizing. Section 4 presents description of the device built for determining influ-
ence of receiver on accuracy. Section 6 presents results of research and last chapter
summarizes the article.

2 GPS System

Global Positioning System (GPS Navstar) has been developed in USA in late 1970s
for military purposes. It consists of 30 satellites (at least 24 in use) and 12 ground
control stations [4]. Currently the GPS system is free to use, but with lower accuracy,
also for civil users. First civilian receivers were available in the mid-1980s and their
accuracy was initially intentionally degraded to 100 meters by dithering satellite
clocks. This technique called Selective Availability (SA) was turned off in 2000.
With SA off, common devices could reach the accuracy of 20 meters but in the
course of time it improved to 3–5 meters [5, 6]. To use the system, user must only
have GPS receiver.

Because of great popularity of GPS system, civil receivers are instantly improved,
but main disadvantage of whole system is still low accuracy of determined position.
Accuracy of measurement is acceptable when results are not critical [8] (as for the
tourist usage). For advanced applications, for example aviation, the accuracy of pop-
ular receivers is insufficient and special techniques must be used [7, 9] to improve
it. Military and other special purposes receivers, for example avionic ones, can use
signals with two different frequencies. These two signals, known as L1 and L2 are
transmitted with frequencies f1 = 1575.42MHz and f2 = 1227.6MHz. Signal L2 is
encrypted and is not available for civil users. Even with both signals receivers can
not obtain accuracy better then 1–1.5 meters so it is still object of research to reduce
the error. To do this the sources of errors should be known.

The Global Positioning System is made up of three subsystems called segments:
Space, Control and User. The Control segment consists of 12 stations placed on the
Earth. One of them is the Master Control Station that processes signals received
from 7 Monitor Stations and using 3 Antenna Stations send them back to the satel-
lites that form the Space segment. User segment are all receivers with capability of
receiving and processing signals from currently visible satellites. Satellites use the
carrier signal to send the navigation message to the receiver. This message carries
parameters, some correction data and information about the state of satellite. Send-
ing the whole message takes 12.5 minutes but important navigation parameters are
sent every 30 s. To allow all satellites to broadcast on the same frequency signals are
modulated using CDMA. Each satellite has its own set of codes used for distance
measurements and for identifying the satellite. Codes which are sent using L1 fre-
quency have the length of 1023 bits and the bitrate of 1.023 MHz. On L2 frequency
the codes are sent with higher bitrate of 10.23 MHz allowing better precision of
measurements.
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In GPS system, determining position is based on measuring pseudo-ranges
between satellites and receiver. They are calculated from a difference of the time
between the encoded signal sent from satellite reaches receiver and internally gen-
erated copy of the code. To create this copy receiver uses its own built-in clock.
Having pseudo-ranges from at least three satellites receiver using multilateration
method calculates its current position. As shown in the Fig. 1. by measuring the
distance to one point it is known that the position is on a circle around that point.
Measuring against second point narrows down the choices to the places where the
circles intersect. A third measurement singles out the position. In three dimension
space circles should be replaced with spheres. Larger number of satellites can be
used to obtain better accuracy.

Fig. 1 Trilateration method

3 Sources of Errors

Signals coming from satellites to receiver can influence several disadvantage phe-
nomena. They reflect from objects around user causing the multipath propagation,
they also interfere with other signals. Accuracy is also worsen by influence of iono-
sphere. Passing this layer of atmosphere can take different time, depending on cur-
rent conditions. Errors can also result from the noise of elements in the receiver and
other electronic devices placed near the receiver. These errors can be characterized
as follows.

Timing Errors

While satellites forming the space segment of the system are well synchronized by
atomic clocks, receivers use cheap, small and consuming little power quartz oscil-
lators. These oscillators are not so stable. Special techniques are used to correct the
clock frequency and synchronize it with the incoming signal but changes in such
factors as temperature and pressure influence the oscillator stability. Satellites use
the atomic frequency sources but they also have the drift that must be corrected by
the control segment. It calculates the current position of satellites and also predicts
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their position in the close future. This prediction is valid for some time and the error
increases in a time from the last update.

Ionospheric and Tropospheric Delay

Ionosphere slows passing radio signals. Propagation time depends on the length of
the path the signal must pass through the ionosphere and, what is even worse, on the
ionization. First phenomenon causes differences in the delay depending on elevation
of satellites. It can be reduced with some calculations. Ionization is caused mainly
by UV radiation from the Sun so it changes during the day and is strongly related to
the season and solar activity. GPS receivers use the model of the ionospheric delay
with parameters calculated in the central station and broadcasted by the satellites.
Use of both L1 and L2 signals could fix the error caused by ionospherical delay
but L2 signal is encrypted and available only for special users. Troposphere also
causes the delay but with smaller influence on accuracy than ionosphere. There is
no special signal broadcasted to reduce the tropospheric effect so receivers usually
use the model based on the current season and geographic position.

Multipath Propagation

The signal can be reflected by the ground or other objects, reaching the receiver
directly and passing some longer way. It causes that main signal interfere with its
own delayed copy. Although the reflected signal is less strong than the original one,
it can affect the amplitude and phase of the signal in receiver’s antenna. This factor
is especially important in environments with many high objects as buildings. The
solution used to lower the influence of reflection from the ground is shielding bottom
side of antenna. To avoid influence of reflections from other objects algorithms in
receiver calculate an average of the measurements.

Satellite Geometry

For the best results of calculations the most advantageous position of satellites is
when one satellite is directly above the receiver and three others equally spaced
around the horizon. The worse constellation is when the satellites are close to each
other. To describe the influence of current satellite geometry on the accuracy the set
of parameters called Dilution Of Precision (DOP) is defined.

All these errors can accumulate to cause position error ranging from the distance
below half a meter to even five meters as specified by Table 1. Attempts to improve
accuracy apply several techniques. One approach bases on statistical postprocess-
ing the data. Very good results can be obtained with measuring the phase of carrier
signal instead of the code but the devices using this technique are very expensive.
Differential technique is the most important one. It uses more than one GPS receiver.
One of them, stationary and placed in some known position, measures the current
error and sends the result to the other devices. This correction must be added to
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location currently determined by receiver. DGPS corrections can be sent by radio,
on different frequency than GPS signals. Such technique is used in marine naviga-
tions and is usually available in port towns. DGPS signal can be also provided by
satellites, other than GPS ones. Such systems are known as SBAS (Satellite Based
Augmentation System), and two most popular are:

• WAAS—available in North America,
• EGNOS—available in Europe and Asia.

Table 1 Typical positioning errors

Type of error Error in [m]
Ionosphere 5.0
Troposphere 1.0
Receiver clock 3.0
Satellite clock 2.0
Orbit errors 2.5
Multipath 1.0
Receiver noise 0.3

EGNOS consists of 34 measurement stations spread over Europe, and 4 stations
which are calculating corrections. Then corrections are transferred to 3 geostation-
ary satellites and broadcasted to users. Another possibility is using Internet to get
current corrections. ESA Sisnet is the sample of such system.

4 Device for Comparing Parameters of GPS Receivers

For testing differences in indications of receivers special device has been designed.
Its main tasks are:

• providing information about position of maximum four GPS receivers,
• determining the moment of time signal of every receiver (1 Hz frequency

impulses).

Moreover the station should be enable to configure settings of receivers and pro-
vide access to all their interfaces. Receivers that was used are GPS module NovAtel
Superstar II that communicate with the device by serial ports. One port is used
for configuration of the receiver and for reading time indications. Second port can
be used for sending correction data to the receiver. Modules available for the re-
search are supplied with 5 V or 3.3 V. Because of high resolution of measurements
is needed the whole system is based on fast FPGA (Field Programmable Gate Ar-
ray) module. The chosen array is Virtex4 XC4VFX12 as the main part of Xilinx
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ML403 development board. Programmable logic implements four 64-bit counters
clocked at 100 MHz, one for every receiver. Their goal is to accurately measure
the time between 1Hz pulses. The rising edge of the time signal causes the current
value of the counter latch in the register corresponding to a particular receiver. In
programmable logic has been implemented four independent serial port controllers
that receive indications from GPS modules. Other four serial port modules can send
differential correction data taken from the reference station.

The device is equipped with a memory card controller for CompactFlash type
II, which can be used for storing results of measurements. There is also USB port
available for connecting additional external data storage device (e.g., USB Flash
Drive). FPGA module is equipped with a PowerPC processor which is connected
to the other modules in the system. It had allowed to run the Linux operating sys-
tem that manages the serial communication ports, collects measurements and stores
them on the designated media. All files of the operating system are stored on the
CompactFlash card. Receivers are connected to programmable logic part with the
special interface. Its tasks are:

• power distribution,
• adjusting logic signal voltage levels,
• providing emergency power in case of main power failure,
• access interface configuration (jumpers, switches).

The block schema of the device is presented in Fig. 2.

Fig. 2 Block schema of the device
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5 Research

While performing time measurements all latch registers are read by the software
once per second. Every receiver has its own folder for storing two csv files. One
file is for time data and second is for localization data in GPGGA frames. Two GPS
modules have been connected to the device to perform research. Data from two
weeks of operation has been collected. Table 2 presents sample counter values and
calculated time from two receivers.

Table 2 Time data from two GPS receivers

GPS1 GPS2
Counter Time [s] Counter Time [s]

1801416874 1.00000879 1801849003 1.00000820
1901415996 1.00000878 1901848183 1.00000820
2001415118 1.00000878 2001847367 1.00000816
2101414257 1.00000861 2101846544 1.00000823
2201413379 1.00000878 2201845724 1.00000820
2301412501 1.00000878 2301844904 1.00000820
2401411623 1.00000878 2401844084 1.00000820
2501410744 1.00000879 2501843265 1.00000819
2601409866 1.00000878 2601842445 1.00000820
2701409005 1.00000861 2701841625 1.00000820
2801408127 1.00000878 2801840805 1.00000820
2901407248 1.00000879 2901839986 1.00000819
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Visible time drift, higher in the receiver GPS1 is caused probably by instability
of internal clock. In Fig. 3 the chart of localization measurements is presented.

6 Conclusions

The device can collect measurements from up to four GPS receivers. The main ad-
vantage is that all receivers work at the same conditions, so it is easy to compare their
errors. Making the assumption that all other sources of errors influence all receivers
the same way, the only difference between receivers is their internal parameters as
clock instability and noise. As can be seen in the results the time drift changes pe-
riodically but with different phase for different receivers so it must be the result of
some internal parameter of the receiver. This is main error that can not be reduced
with DGPS, so in applications that need precise results some other technique should
be used. In the future all four receivers are planned to be connected to perform more
research in longer period of time to get better knowledge about internal errors and
to develop methods of reducing them.

In the chart it is visible that both receivers influence high error in the same direc-
tion at the same time. Such error can be the result of external conditions as satellite
constellation or common electromagnetic noise. This kind of error can be reduced
with DGPS technique.
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Integrity Events Analysis at OLEG GNSS
Station in EGNOS Data Collection Network

Oleg Antemijczuk, Bartłomiej Szady, and Krzysztof A. Cyran

Abstract. The paper presents a decision support system required for proper func-
tioning of the EGNOS Data Collection Network. The system is designed to detect
unusual events such as, for example, integrity errors, whose occurence implies ne-
cessity of the thorough human analysis in search for their direct cause. This goal
is achieved by gathering data in the GPS SQL database, such as the one installed
at OLEG multiconstellation station located at Silesian University of Technology in
Gliwice, Poland. Presented decision support system is useful for tuning of the whole
EGNOS Data Collection Network and, in particular, it can support decisions about
modification of the software installed in the base stations in order to achieve more
accurate reporting of the EGNOS operation in the future.

Keywords: GNSS, EGNOS, integrity events.

1 Introduction

Until the European Global Navigation Satellite System (GNSS) Galileo enters the
fully operational phase, the European Community relies on American Global Po-
sitioning System (GPS). However, the accuracy distribution of GPS is not suffi-
cient for many high credibility situations such as those encountered in civil aviation.
Therefore, despite existence of the Galileo receivers [5], the European Geostationary
Navigation Overlay Service (EGNOS) has been launched to support the differential
GNSS [7]. It achieved pre-operational phase in 2005 and fully operational phase
in 2009. Since then, EUROCONTROL, the European Organisation for the Safety
of Air Navigation, has become interested in possibility of using the Satellite-Based
Augmentation System (SBAS) offered by EGNOS for applications in civil aviation.

Oleg Antemijczuk · Bartłomiej Szady · Krzysztof A. Cyran
Institute of Informatics, Silesian University of Technology,
Akademicka 16, 44-100 Gliwice, Poland
e-mail: {oleg.antemijczuk,bartlomiej.szady}@polsl.pl,
krzysztof.cyran@polsl.pl

T. Czachórski et al. (Eds.): Man-Machine Interactions 2, AISC 103, pp. 95–103.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2011

{oleg.antemijczuk,bartlomiej.szady}@polsl.pl


96 O. Antemijczuk, B. Szady, and K.A. Cyran

For this purpose, monitoring of the integrity and accuracy of the whole system has
become a crucial issue. In particular the influence of ionospheric and tropospheric
correction model [3] has to be monitored. This monitoring has been implemented
by the Pan-European EGNOS Data Collection Network (EDCN) developed under
supervision of EUROCONTROL by Catalan company Pildo Labs with premises in
Barcelona, Spain. As early as in 2009, the EDCN was established, and one of the
base station in this distributed over whole Europe system was OLEG multiconstel-
lation station equipped with PolaRx-3 receiver and located at Silesian University of
Technology, in Gliwice, Poland.

Within two years of participation in the EDCN project [2], the reference sta-
tion equipped with the PolaRx-3 GNSS receiver [1] and a decision support system
has been installed in the Institute of Informatics at Silesian University of Technol-
ogy. The operation of mentioned decision support system is based on continuous
(24/7) gathering EGNOS integrity data in the developed by the first author GPS
SQL database [4]. Using this system, the OLEG station has detected two impor-
tant integrity events1 which caused serious impact on the functioning of the whole
EDCN. The first event which occurred on 5-11-2010, has triggered the alarm event,
which required detailed human analysis. Special report for EUROCONTROL au-
thority was generated by Pildo Labs. team, using the data from the decision support
system presented. Hence, the operation of the system has significantly helped in
EDCN testing procedures, as described below.

2 Integrity Event 309 Detected on 5-11-2010 at OLEG Station

This event occurred at OLEG reference station on 05-11-2010 and generated the
event alarm at EDCN center located in Pildo Labs. The set of Figs. 1–4 shows
source raw data collected in GPS SQL database. Using Septentrio SBF analyzer,
Fig. 1 shows the main integrity event, which occurred at 4:29:19 GNSS time. All
recorded Dilution of Precision (DOP) (Fig. 1) values exceeded the critical level
causing EDCN system to trigger alarm sequence. The event is rendered on the
Doppler Rate Time Plot (Fig. 2). This plot was built for all satellite GNSS con-
stellations available in the reference station GPS, GLONASS and SBAS EGNOS.

The most of the traced satellites visible on the sky at this moment reported
Doppler error—G09, G12, G15, G17, G26 and G27 from GPS, R02, R10, R11,
R12, R20, R21 and R22 from GLONASS constellation. However, not all satellites
were responsible for this event. In particular, G11, G18, G22, G24 and R01 did not
report the Doppler error at all.

The Cartesian position Standard Deviation shows the positioning shift at this
moment (Fig. 3). Human inspection at the Carrier to Noise plot (Fig. 4) reveals no
changes to the received satellite signal. This means that distortion was not generated
by the remote radio signal and it has indeed the internal cause.

Interestingly, some additional investigations (including the use of consolidated
set of EGNOS messages) have been performed [6] and the comparison with the

1 The GNSS out of tolerance conditions.
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Fig. 1 DOP Integrity Event 309 detected at 05-11-2010

Fig. 2 Integrity Event 309—impact on the Doppler Rate for selected GPS and GLONASS
satellites

Fig. 3 Integrity Event 309—impact on the Cartesian Position Standard Deviation

PLD1 EDCN station revealed that such event did not occur there. To investigate
whether an error in the EGNOS messages detected by the receiver is the source of
the misleading information (MI), the data from the receiver has been reprocessed
with a consolidated set of EGNOS messages from PRN124 obtained from the SER-
ENAD FTP server. The obtained results, however, have been the same and thus an
error in recording of the EGNOS messages by the receiver was discarded as a possi-
ble source of the event. In line with this, the data has been also reprocessed using an
independent source of navigation data obtained from IGS (International GNSS Ser-
vice) and a consolidated almanac for the corresponding day as published by Navcen.
Similarly to the previous scenario, the results obtained have ruled out the possibility
of an error in the almanac or navigation data raising the MI event. In addition, at
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Fig. 4 Integrity Event 309—no impact on the Carrier to Noise
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least two different satellites were lost and recovered during the seconds before the
MI event (see Fig. 5a).

Surprisingly, all satellites monitored, have presented two jumps in the error mea-
surements in opposite directions during the same epochs that the satellites previ-
ously indicated as lost. It is worth to notice that in the Worst Case configuration,
the MI event was detected from 448161 until 448173, within the period between the
two jumps. Then, due to the effect of the smoothing filter, the value of the error is
reduced during the next 400 s approximately, 4 times the time constant of the filter,
until it reached its normal levels (see Fig. 5a).

Notably, this error pattern was not detected in any of the satellites tracked at
PLD1, another EDCN site located in Barcelona. It was also not observed by the
staff tracking the common satellites such as PRN18, PRN22 and PRN28. After
careful human analysis of the situation, the working hypothesis was formulated that
these jumps were probably the cause for the loss of tracking as well as the integrity
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event. This result corroborates with the fact that PRN18, PRN22 and PRN28 were
the satellites with the lowest C/N0 ratio. Regarding the first set of jumps, the most
plausible explanation of a jump is that a clock jump of the receiver’s clock has oc-
curred during pseudorange measurements at all satellites tracked. This would cause
the pseudorange distance for all satellites to increase the exact same amount. The
combination of all the errors of the pseudorange measurements caused an unusual
increase in the position error and the corresponding MI event. The second jump,
however, seems to correct the deviation of the first jump and set the situation back to
nominal conditions, both in terms of accuracy and integrity. This is due to the clock
handling of the Septentrio receivers and the way the Pegasus software treats it.

As stated in the receiver’s manual, the PolaRx-3 is designed in such a way that
the receiver time is kept as close as possible to the GPS system time. Internally,
the receiver time is kept in two counters: the time-of-week counter in milliseconds
and the GPS week-number. Because the internal clock of the receiver is less precise
that atomic clocks onboard the satellites, the receiver time normally drifts relative
to the GPS time. For that matter, each time when the clock bias is greater that a
certain number of milliseconds (manually configured by human at the receiver),
the receiver’s clock is synchronized with GPS time setting the clock bias back to
zero. This process is continuously repeated within the receiver’s firmware itself,
resulting in an evolution of the clock bias of the receiver saw-toothed shaped as it is
represented in Fig. 6a.
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Fig. 6 (a) Examples of the receiver’s clock drift with a synchronization threshold of 5 ms,
(b) Examples of pesudorange measurements with the clock drift corrected (both figures are
adapted from the Pildo report [6])

The resulting outcome is that the pseudoranges inevitably present the bias in the
form of a saw-tooth and it has to be corrected before using the measurements in
the position, velocity and time (PVT) computation. For that matter, Pegasus has
detectors based on thresholds that tackle this issue and correct the bias of the mea-
surements in order to provide the correct value of the pseudorange. Certainly, the
interaction which here occurs should be only between the system developer and
the system developed. This process should be transparent to the end user and the
pseudorange obtained in the end should be similar to the one presented in Fig. 6a.
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Note that if an unexpected clock jump is going to happen before the clock of
the receiver was synchronized, then the bias would be higher than expected until it
reaches the corresponding threshold and the clock of the receiver is synchronized
again with GPS’s. Then, the error provoked by the unexpected clock jump should
be also corrected. This is represented by the dotted line in Fig. 6a. In this latter case,
the bias of the receiver would not be completely transparent, since the Pegasus soft-
ware could not be able to remove the effect of the unexpected clock jump (i.e., the
error in the pseudorange measurements would be present until the synchronization
of the receiver’s clock). Hence, the error on the pseudorange measurements would
disappear and the receiver would be set back to the nominal conditions as shown in
Fig. 6b. This peculiar time handling of the PolaRx-3 receiver caused the second set
of jumps in all satellites, in opposed direction to the first one, and the end of the MI
event.

3 Integrity Event 338 Detected on 4-12-2010 at OLEG Station

Similar analysis was performed to investigate the integrity event detected on 4-12-
2010. The DOP plot shows that a series of events started at 13:00:41 GNSS local
time (Fig. 9). The impact on the Cartesian Position Standard Deviation shows the
position shift dX, dY, dZ up to 8–10 meters. The Height shift was more than 52
meters down as compared to the reference station height position which is located
at 296,457 m over the sea level (see Fig. 7). Looking at the Carrier to Noise Time
Plot (Fig. 8) the authors have observed that the OLEG station has received the ra-
dio signal distortion detectable from all satellites in all GNSS constellations (GPS,
GLONASS and SBAS EGNOS). Satellites G03, G06, G19, G22 from GPS con-
stellation and R02, R08, R17, R23, R24 from GLONASS were observed with the
highest distortion (Fig. 8). Satellites G11, G14, G18, G24 from GPS and S124, S126
from SBAS remained without visible changes in C/N0 ratio (Fig. 10).

Fig. 7 Integrity Event 338—impact on the Height Position
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Fig. 8 Integrity Event 338—impact on the Carrier to Noise for selected GPS, GLONASS and
SBAS satellites

Fig. 9 DOP Integrity Event 338 detected at 04-12-2010

Fig. 10 Integrity Event 338—no impact on the Carrier to Noise for selected GPS, GLONASS
and SBAS satellites
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4 Conclusions

As presented above, the use of the decision support system located at OLEG mul-
ticonstellation station has helped in maintanance of the the whole EDCN network.
This is demonstrated by detection of the Event 309, as described in section 2. Using
the detected event record, the conclusions have been formulated and sent to EU-
ROCONTROL [6]. The analyisis of the decision support system outcomes revealed
that the MI event, which has occurred at OLEG monitoring site of the EDCN net-
work during the 5th November 2010 was caused by a local problem and hence, it is
unrelated to the EGNOS SIS. The MI was a direct consequence of an unexpected
clock jump of the receiver’s clock, corrected a posteriori by the internal clock syn-
chronization of the receiver.

At the same time, the outcome of the decision support system, which has detected
the Integrity Event 338 on 4-12-2010, helped to find the cause with more serious
consequences. The event seems to be caused by distortion of radio signal in the
vicinity of the reference station. Therefore the paper shows how important for proper
functioning of the whole EDCN network is the decision support system such as that
installed at OLEG multiconstallation system. Furthermore, this system contributes
significantly to another important issue, the satellite signals monitoring. This issue
is relevant in particular for satellite navigation in civil aviation, where the analysis
of navigation signals integrity is one of the crucial factors implying the safe use of
GNSS in this area.
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The Mobile Personal Augmented Reality
Navigation System

Jakub Krolewski and Piotr Gawrysiak

Abstract. In this paper we present a prototype of a novel augmented reality navi-
gation system able to provide information about the public transport system within
a city via an AR interface on a mobile device. The system is able to provide point-
to-point directions including directions to tram and bus stops, real time monitoring
of public transport schedules and monitoring of user transit. Contrary to existing
other AR solution, the system that is described herein constantly monitors users’
journey and is able to ‘guide’ him in urban scenario with minimal interaction. The
functionality of the system has been tested in an urban environment. The system
AR engine and the data interfacing engine collecting and processing information
regarding public transport has been created from scratch for the purpose of this
system.

Keywords: augmented reality, mobile devices, navigation systems, GPS.

1 Introduction

At the turn of the 21st century the term virtual reality became very popular both
in scientific papers and in media. It is usually associated with the creation of a
synthetic, computer-generated world, in which human senses (most of all vision and
hearing) are stimulated by real-time-generated signals. The term augmented reality
(or AR for short) is not so easily recognizable and also seems to be more difficult
to define. Although there exists several formal definitions what augmented reality is
(like those in [5] and [6]), in this paper we will not try to list or compare them in
any way; we will focus only on the practical aspect of that technology in relevance
to our work. We will threat the augmented reality as a specific kind of the virtual
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reality, where artificial objects do not replace real objects, but coexists with them in
a one, coherent, half-real and half-virtual world.

Augmented reality applications are implemented in many different fields, such as
military (helmet mounted display in the F-35 Lighting II multirole combat aircraft),
education (virtual, paleontological showcase created by the National Science Foun-
dation), cinematography (virtual camera system used in production of the Avatar
movie), advertising (Toyota iQ Reality application, which allows users to interact
with a virtual car model) and navigation and information systems (prototype cam-
pus information system created in the Columbia University [4]). In recent years
focus of the research community has been oriented more and more towards more
personal and cheaper systems, that could benefit ordinary users and that could be
implemented with readily available technology (i.e. in car navigation systems or
mobile phones—what obviously presents more challenges to software design, as
demonstrated e.g. in [9] and [8]. Main uses of these system to date has been concen-
trated on ‘sightseening’ or in general—point description—applications, of limited
value to the end user, but relatively easy to implement.

Next stage, which our system represents probably in a small way, involves using
augmented reality as a more guidance system, giving user a constant assistance for
a given task, such as travelling using city public transport system.

2 Augmented Reality for Mobile Devices

Augmented reality technology is related in a natural way with wearable computing
and mobile devices. Most of the example applications mentioned in the previous
point were implemented on dedicated hardware platforms, which consisted of vi-
sual systems (cameras and displays), sensors and detectors required to ‘connect’ the
virtual world with the real one, and computers powerful enough to run the software.
Nevertheless, in order to create a new AR application it is not required to construct
such platform from scratch. Devices that are fully capable of running such software
are nowadays easily available in regular shops; these devices are PDAs and smart-
phones (‘intelligent’ mobile phones).

Contemporary smartphones are not just expensive gadgets, but extremely pow-
erful mobile computers. Newest models are equipped with a main processor with 1
GHz clock rate, which performance is greater than 10 MFLOPS. They also usually
have a dedicated graphical chipset and hundreds of megabytes of RAM memory.
What is more, nearly all smartphones have a camera, GPS module, accelerometers
and magnetic field sensors [3].

There are a lot of existing mobile AR applications for mobile platforms, mainly
for devices which are powered by Android or iPhone OS operating systems. Most
of such applications can be classified as navigation and information systems, like
Wikitude World Browser [7] and Layar [1]. The main idea of such applications
is relatively simple: a user looks at his surrounding using his device camera and
sees on the display not only real objects, but also some additional, virtual text boxes
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or markers, which provides information about what them. Figure 1 presents an ex-
ample of how such system can look like. Using this kind of applications may be
found much more convenient for finding nearby places than using traditional sys-
tems which are based on digital maps. They eliminate completely the problem of
coping abstract symbols on a map to the real-world objects; the only thing a user
should do to reach the location he wants is to follow a marker that is right in front
of his eyes.

Fig. 1 Augmented reality view generated by the NavAR application. The right marker indi-
cates the position of the last stop of the current line and the left marker indicates the position
of the destination location

3 Mobile AR—A Personal Mobile Navigation System

Mobile AR applications mentioned above have a real great potential in terms of
providing information. Their navigational capabilities are however quite limited.

3.1 Problem Description

Only few of the currently available mobile AR applications offer a point-to-point
(POI to POI) navigation; the majority of them can just track the location of the only
one (final) point.

The only exception is AugSatNav created by the Phyora group [2], which is a car
navigation system. What differs it from other similar software (e.g., Google Maps
or NaviExpert) is the fact that it can draw the whole way to a destination point
using the augmented reality technology. Another AR navigation application, called
Wikitude Drive, is being prepared by Mobilizy. The project started in the middle of
the year 2009 and should have been ready before the end of 2010.
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There is no reason why mobile AR navigation systems should be only targeted at
users who travel by car. The other group of people that could benefit from such kind
of systems are users of public transport. Although there are several AR applications
which help travelling through a city (e.g., Nearest Tube for iPhone [acrossair], which
shows locations of underground stations in London), none of them has the ability of
planning a journey and none of them offers a point-to-point navigation.

3.2 Application Fundamentals

The aim of the project described in that paper was to investigate how augmented
reality can enhance travelling speed and convenience in an urban environment. The
market is already overcrowded with car navigation systems, so it was decided not
to compete with them but rather focus only on alternative ways of travel, i.e. by
means of a public transport and on foot. In order to be a fully-operative navigation
system, the application should have the ability of finding the best way to the chosen
destination. It should also use AR markers to guide a user point-to-point (stop to
stop), so that he always knows where exactly he should go and which mean of
transport is most appropriate.

The system, which received a codename ‘NavAR’, was implemented as an ap-
plication for the Android platform. All routes calculations are performed by the
jakdojade.pl service. Jakdojade.pl is a web site, which allows planning journey
with public transport; currently, it supports eight major cities in Poland (available
from: http://jakdojade.pl/ as per December 2010).

3.3 Application Scenario

Consider the following scenario. The user equipped with a smartphone with the
NavAR application wants to travel to a place in the other part of the city. He only
knows the address of that place, but does not know its exact location. He types the
city name together with the street name and number into the NavAR search panel.
While he is typing, the application connects to a Google location service in order
to provide him with list of all known places that match the specified address. The
user selects the place which he means and chooses what optimization technique the
application should use to find the best routes: a) look for the fastest connections; b)
look for the most convenient connections (minimize the overall distance to walk)
and c) try to respect both of the above criteria.

The NavAR search module connects via Internet (GPRS, 3G connection or Wi-
Fi) to the jakdojade.pl service and fetches information about the most appropriate
routes. Each route is represented as the list of lines and each line consists of the
list of stops. The last stop of every line has exactly the same coordinates as the
first stop of the line that follows it. Walking parts of routes are treated as ordinary
lines, which mean of transport is described as ‘walk’. The user reviews the found
connections and chooses the one that will be used for navigation. The user holds the
device in front of his eyes and looks at the camera image visible on the display. As

jakdojade.pl
http://jakdojade.pl/
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he looks around, he can notice up to three virtual markers that show him the exact
location of key points at the route. These include: the closest stop, i.e. the line stop
to which the user should travel directly; the last stop of the current line, i.e. the place
where the user should change the mean of transport and the route destination, i.e.,
the place the user wants to reach.

Fig. 2 The NavAR application informing the user that he should change the communication
line

The number of rendered markers may be less than three in a situation when two
or three tracked key points are identical, e.g., when the closest stop is also the last
stop of the current line. The user is also provided with information about distances to
each of these locations and when he selects one of them (by touching an appropriate
marker), he gains an access to the location details: stop name, information about the
line which should be used to reach the location (name, direction and type), names
and types of alternative lines which can be used instead of the main line, estimated
time of arrival to the location and estimated time of departure from the location.

When the system detects approach to one of the tracked key points, it informs the
user about that event and automatically starts showing guidelines to a new location.
It also displays special messages, when an action is required from the user, e.g.
when he should change the line he is travelling with. When the user reaches the
route destination, he is prompted if he wants to exit navigation or continue until he
decides himself that he knows exactly where he is.

3.4 The Mobile AR Engine

The main part of the NavAR application is the augmented reality engine. The pur-
pose of that software module is to perform a real-time conversion of the geographi-
cal data about the positions of the user and a tracked location into screen coordinates



110 J. Krolewski and P. Gawrysiak

of an AR marker. The engine uses the following input signals: coordinates of tracked
object, received from an external data source; coordinates of the user, received from
a GPS module; azimuth, i.e. the angle between the direction the device camera is
pointing at and the geographical North, calculated using data from magnetic field
sensors; roll, i.e. the angle of rotation of the device around the axis of the camera,
calculated using data from accelerometers; inclination, i.e. the angle between the
direction the device camera is pointing at and the plane of Earth, calculated using
data from accelerometers.

The application uses the coordinates of the device and the tracked object to cal-
culate the bearing value. The x coordinate of an AR marker is calculated according
to the following formula:

x = (bearing−azimuth)/(camera_horizontal_viewing_range)/2HS + HS,

where HS is half of horizontal screen size. The origin of the used coordinate system
is placed in the top left corner of the screen. The X axis points right and the Y points
down.

The y coordinate is calculated in a similar way, i.e.

y = inclination/camera_vertical_viewing_range2VS +VS,

where VS is half of vertical screen size.
The last step of the algorithm is multiplying the screen coordinates vector with a

rotation matrix. The rotation value is equals to the device roll and the rotation pivot
is in the screen centre.

4 Project Evaluation

Field tests of the NavAR system were performed in Warsaw, Poland; it was used for
travelling on foot, by bus, by tram and by underground. The device used for tests
was HTC Desire smartphone (known also as T-Mobile G1), which was powered by
the Android 1.6 platform.

Virtual markers generated by the NavAR augmented reality engine merge coher-
ently with real-world objects captured by the device camera and they have only a
limited tendency towards oscillations. When a device moves slowly, all AR markers
change their positions smoothly and follow objects which are tracked by them. After
a rapid turn of a device, it may be noticed that virtual markers need some time (up to
1.5 seconds) to fix their position on the screen. The delay is caused by the low-pass
filter which is used to remove noise from signals generated by accelerometers and
magnetic field sensors.

The augmented reality engine of another mobile application, Wikitude World
Browser (version 9.04, the newest release available in October 2010) works in a
complete different way on the test platform. AR markers rarely keep their posi-
tion and have a strong tendency to oscillations. When a device is in move, all vir-
tual objects change their position randomly what completely disrupt the coherence
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between them and real objects. When a device is held still again, it takes up to 2.5
seconds for virtual markers to fix their position. The other top market application,
Layar (version 4.0, the newest release available in October 2010), has performed
much better on the test hardware. AR markers generated by it keep exactly their
position when a device is still and fix immediately their position after a rapid move.
The only noticed problem occurs when a device is moved slowly: virtual markers
do not move smoothly but with visible breaks. The most probable reason of that
behaviour is the fact that the Layar engine is not as lightweight as the one used by
the NavAR system, so the test device has problems with the performance.

The NavAR system was used on many routes in different parts of the city and
every time it allowed reaching chosen destinations in a fast and convenient way.
Although it is very difficult to keep a constant eye contact with a mobile device
display, this is not required to use the AR navigation system: it is enough to make
a quick glance once every few seconds. Apart from that, using application with an
augmented reality interface on a crowded pavement is much safer than navigating
with a traditional map-based software, because it lets controlling the way in front of
the user and reading navigation guides simultaneously.

The average accuracy of the information about the device position acquired from
a GPS module in an urban environment is usually better than 16 m and worse than
8 m. Such values are enough for an effective navigation and automatically detection
of approaching one of tracked stops.

However, the system does not work correctly in all conditions. The device de-
termines its orientation by means of accelerometers, so the signals are disturbed
when the smartphone is influenced by other accelerations type than gravitational,
e.g. when a bus breaks or turns rapidly. When such situation happens, user may
see that all AR markers—run out—from the screen and come back to their original
position after a few seconds.

The application has also major problems when a user wants to travel by under-
ground. First of all, the external data provider, jakdojade.pl, treats all stops as single
geographical points. That approximation is good enough for bus and tram stops,
which do not occupy large areas, but does not work at all for underground station,
which (in Warsaw) have up to 300 m length. As a result of that data inaccuracy the
system sometimes may suggest to its user that he should avoid the nearest entrance
to a station and go to another one on the opposite side. Apart from that, there is no
signal from GPS satellites in underground stations, so the system may rely only on
location information estimated using the identifier of the nearest base transceiver
station. The accuracy of such information is often worse than 1000 m, so it cannot
be used for precise navigation.

5 Conclusion

We describe the first mobile augmented reality navigation system for public trans-
port users, which offers a point-to-point navigation and which is able to guide
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a user throughout entirety of their journey (and not only on individual transit
points). The project showed that implementing an augmented reality interface into
mobile navigation systems can make them more user-friendly and enhance their
functionality.

Although the NavAR system proved its usefulness in a real urban environment,
it also indicated technical issues which such systems have to face:

• Virtual markers stability. The data from internal sensors is highly disturbed by
noise, what causes virtual markers position fluctuations, even if a device is held
still. In order to eliminate them, all signals should be filtered. The simple low-
pass filter seems to be appropriate in that case, but it causes delays in fixing
markers screen position, when a device is turned rapidly. Solution to that problem
would be modifying the filtration algorithm so that it does not treat as noise high
frequency changes which amplitudes are higher than a certain threshold.

• Susceptibility to accelerations. Information about a device inclination and roll
may be malformed when a user travels with public transport. In order to avoid
that problem, a detection of external accelerations should be implemented. When
the system detects that the overall acceleration has much different value than the
standard gravitational acceleration, it should freeze all virtual reality markers.

• Losses of GPS signal in underground. It is not possible to provide accurate nav-
igational information in underground, where there is no access to GPS data. In
such situations the position-based navigation should be supported with guidelines
in natural language, such as leave the station using the north entrance.

• Susceptibility to magnetic field variations. While travelling in an urban environ-
ment, the internal magnetic sensors of a device are affected by many magnetic
field sources (e.g., high voltage cables), which may influence the compass val-
ues. The application should detect any abnormal magnetic field changes and in
such cases ask a user to reset the sensors by drawing the number 8 in the air with
his device.
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Rapid Threat Detection
for Stereovision Mobility Aid System

Rafał Kozik

Abstract. The majority of solutions, dedicated for visually impaired persons, typi-
cally utilize obstacle detection mechanism without object recognition, therefore in
this paper an approach for rapid object/threat detection and identification for the
SMAS system (Stereo Vision Mobility Aid System) is proposed. The results ob-
tained during the experiments are promising and proving that this method is suitable
to be used as an real-time solution even for relatively slow portable devices.

Keywords: sterovision, object detection, computer vision, blind support.

1 Introduction

Nowadays the problem of BVIPs (Blind and Visually Impaired Persons) social ex-
clusion arises to one of the major problems of modern society. It is usually framed
in terms of accessibility to services like shops, theaters or cafeterias. The disability
is main barrier both for fully and partially blinded to become an active members of
the society. However, thanks to the growing progress in computer vision together
with increasing power of portable devices new opportunities and solutions appear.
Nearly real-time vision-based algorithms and knowledge-based systems start to help
visually impaired during daily activities increasing social inclusion ( [5, 1]). New
solutions for people with vision impairment are dedicated to support the user during
the decision process, giving the information about obstacles located in the environ-
ment. However, in many cases this information is still not enough for blind person
to have full situational awareness. Therefore the solution presented in this paper
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engages the stereo camera and image processing algorithms to facilitate its user
with object detection and recognition mechanisms.

This paper is a continuation of author previous work on the SMAS system and it
proposes an efficient threat detection and object recognition technique. The general
architecture and system performance with demo cases were previously presented
in [3, 4, 2]. Therefore in this paper the system is presented in a general level.

2 SMAS System Architecture

The proposed solution has client-server architecture. There are local and remote
CPUs. The local CPU is directly connected with the blind person and engages two
USB cameras to perform depth estimation and obstacle segmentation (see Fig. 1).
The cameras are binded together and calibrated. The depth map obtained from stere-
ocamera allows to get the information about the position and size of the surrounding
obstacles. This allows the system to plan the next step of blind person. For the near-
est obstacles object recognition task is started. This task is performed both on local
machine and remote servers. Further details will be presented in Sect. 3.

Fig. 1 General system architecture

When object is identified the prior expert knowledge (in ontology format) is
queried to identify threats. Basing on visual observations (names of detected ob-
jects) system tries to identify the user localization. It allows the system to perform
further reasoning like identifying the most severe threats connected with that local-
ization or proposing appropriate set of detectors. However this algorithm is out of
the scope of this paper and would not be described.
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3 Threat Detection and Object Recognition Algorithm

The object recognition and threat detection are two separate tasks that feed the
SMAS system. The idea is shown in Fig. 2. The treat detection aims at detecting
dangerous objects (or classes of objects) around the blind person. It engages detec-
tors that continuously scan the image regions that are in a dangerous distance. The
SMAS system is a stereovision one, therefore the foreground extraction is based
on depth map segmentation. Objects detectors both have to be rapid and robust to
perspective transformation, which usually implies complicated and long learning
phase. Detectors also have to be adapted to localization. In example there is no need
(and there is not enough computational power) to scan environment for car inside
the kitchen. To overcome these issues, additional object recognition algorithms are
adapted. These are using external database of the objects in order to perform object
recognition. This allows different users to add new instances to centralized database.
Unfortunately such approach can not be used for detectors, since they require multi-
ple images of one object (from different point of view) and relatively time expensive
learning phase. On the other hand, querying each frame large database via Internet
connection is impractical and generates huge traffic.

Fig. 2 Threat detection and object recognition

Both threat detection and object in the SMAS system analyze the foreground ex-
tracted via the stereovision camera (not the whole image). Using this information
only texture from left image is extracted and further processed. This allows to re-
duce the computation time and the number of false positives significantly. However
during the evaluation experiments, described in Sect. 5, the foreground extraction
was disabled in order to asses the proposed methods in more reliable way.
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3.1 Object Identification

There are different approaches to index images in large data base. However the most
promising and yielding high effectiveness and robustness to rotation and occlusions,
are methods named BOF (Bag Of Features). These extract characteristic points (typ-
ically maxima and minima of luminance) from the ROI (Region Of Interest). Each
of such points is described by individual feature vector. In this case the SURF de-
scriptors were used. Using this set of features (points with descriptors) the database
of known object is queried to find the closest match. The brute data base search
(computing distances to all instances in data base) is quite computationally expen-
sive, therefore using more efficient data structure such as inverted file system allows
to obtain the query results significantly faster. Also (as showed Sivic and Zisserman
in [6]) adopting the method of visual words increases searching efficiency. Accord-
ing to this approach the local descriptor are quantized into visual word (commonly
k-means clustering algorithm is adopted for that task). For particular image a his-
togram of visual words is created. This allows to compare histograms (rather than
descriptors) to find closest matches.

Tests with SMAS revealed that BoF methods can be very efficient but only for
highly textured object. When it comes to recognize low textured ones (like sink,
dishes, mugs) the effectiveness drops significantly. Some examples of properly iden-
tified objects are shown in Fig. 3.

Fig. 3 Refrigerator (left image—‘lodowka’ in Polish) and wash machine (right image—
‘pralka’ in Polish) recognized by SMAS system

3.2 Threat Detection

The threat detection algorithm, proposed in this paper, is a combination of object
detectors that use box functions to compute the features vector. The box functions
(that build Haar-like features) are widely adapted in mobile devices or cameras (e.g,.
face detectors) because they are very efficient and low computationally expensive.
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The advantage of Haar-like features is that they can be efficiently computed in short
and constant time at any scale or location thanks to the integral image (introduced
by Viola and Jones in [7]). However, in this paper, instead of Haar functions, two di-
mensional three-valued discreet functions are proposed to construct base of vectors
{v1,v2,v3, . . . ,vN} that will be used to project each of object image (pk) onto new
features space. In other words, it will be computed how much the particular object
is similar to vk (dot product akn):

akn = (pk · vn). (1)

The projection coefficients crate the feature vector:

wk = (ak1,ak2,ak3, . . . ,aKN). (2)

However, the key problem is to find (faster that Ada boosting approach) efficient
base of box functions that spans the feature space. This problem is highlighted in
next section.

4 PCA Feature Space Approximation

For feature space representation non-orthogonal or orthogonal functions can be
used. The most popular orthogonal basis used by computer vision algorithms are
Walsh transform, DWT and PCA. To solve the threat (dangerous object) detection
problem, stated in this paper, the PCA approach is used. However to compute the
PCA projection the dot product has to be computed. It can be computationally ex-
pensive if either the dimension of eigenvector (many floating point operation per one
eigenvector) or original image resolution is high (image row-by-row scanning in or-
der to find the object). Therefore this section focuses on representing the orthogonal
PCA base with non-orthogonal base of box functions.

In the proposed method, the eigenvectors are first computed using original PCA.
Each eigenvector is then normalized to have values within [−1,1] range. After that,
each eigenvector is approximated by set of box functions that either can have −1,
+1, or 0 sign. Two methods to solve the problem are proposed. First uses the Match-
ing Pursuit algorithm while the second engages the Genetic Algorithm to find the
suboptimal solution.

4.1 Matching Pursuit

Matching Pursuit (MP) is a greedy algorithm that sequentially selects (in k steps)
the base vector f from dictionary D = { f1, f2, . . . , fn} (and adds it to the solution set
Fk = { f1, f2, . . . , fk}), such that:
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|ci| = | < x−RFk−1(x), fk > | (3)

is maximized and RFk(x) = ∑k
i=1 ci fi is an approximation of x after k steps.

Fig. 4 The eigenvector of mug object and its approximation at each iteration of MP algorithm

4.2 Genetic Algorithm

The procedure engaging GA is straight forward. An approximated eigenvector is en-
coded as chromosome of one individual. First the population is randomly initialized.
Each individual encodes 25 box function using four values (box x, y, width, height
and sign). In each iteration of GA for each individual the SSD (sum of squared
differences) is computed as fitness function using:

SSD =
h

∑
i=0

w

∑
j=0

(X(i, j)−R(i, j))2, (4)

where X(i, j) is an eigenvector and R is its approximation.

5 Experiments and Results

For the experiments the database of both, positives (objects) and negatives (back-
ground) images was acquired. Currently the database contains only indoor dan-
gerous objects. The results are presented for tree example objects, which are mug
(224 instances in database), kettle (465 instances in database) and door handle (117
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instances in database). The effectiveness of proposed methods was evaluated using
the random split approach. The acquired database (containing positives and nega-
tives samples) was randomly divided into two sets: training (66% of the database)
and testing (remaining part of the database).

Quantitative results are presented in Table 1. The name of the used method (ap-
plied for different objects) is presented in first column while the False Positives,
False Negatives, Number of Instances (used for evaluation—both positives and neg-
atives) and Classification Error are presented in second, third, fourth and fifth col-
umn respectively. Each methods utilize vectors of length 80 (80 eigenvectors in case
of PCA and 80 approximated with box functions eigenvectors in case of Genetic Al-
gorithm and Matching Pursuit approaches) to describe objects. Some examples of
threat detector at work are shown in Figs. 5 and 6.

Fig. 5 Examples of properly detected dangerous objects—mug (upper row) and kettle
(bottom row)

Fig. 6 Examples of properly detected kettle (right) and mug objects (simple (left) and complex
(middle) background)

It can be noticed that estimating the eigen-space with box functions do not im-
pact the recognition effectiveness and allows to achieve comparable (almost the
same) results. In case of the GA-estimated masks, the results are the most promising,
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Table 1 Classification errors

FP FN Num. of Inst. CE [%]
Principal Component Analysis
mug 2 1 4753 0.06
kettle 0 20 4720 0.42
handle 5 22 4831 0.55
Matching Pursuit
mug 0 2 4753 0.04
kettle 1 5 4720 0.12
handle 4 8 4831 0.24
Genetic Algorithm
mug 4 0 4753 0.08
kettle 2 2 4720 0.08
handle 8 7 4831 0.31

because instead of time consuming (and rather single thread) MP-based approxima-
tion method, it is possible to adopt highly scalable and multi-thread GA method.

6 Conclusions

In this paper method for real-time threat detection utilizing efficient box functions
was presented. The author compared and analyzed two approaches for generating
the base of non orthogonal features. The results obtained during the experiments
phase are promising and showing that applying fast multi-thread GA approach
for features generation is almost as efficient as straight-forward Matching Pursuit
approach.
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In: Choraś, R.S. (ed.) Image Processing and Communications Challenges 2. Advances in
Intelligent and Soft Computing, vol. 84, pp. 315–322. Springer, Heidelberg (2010)



Rapid Threat Detection for Stereovision Mobility Aid System 123

5. Pelcztnski, P.: Travel Aid System for the Blind. Image Processing and Communications
Challenges, 324–333 (2009)

6. Sivic, J., Zisserman, A.: Efficient visual search for objects in videos. Proceedings of the
IEEE 96, 548–566 (2008)

7. Viola, P., Jones, M.: Robust real-time object detection. International Journal of Computer
Vision 57(2), 137–154 (2002)



Part IV
Bio-Data Analysis and Mining



Biomedical Sensor Analysis Using Mobile
Technologies for Cardiovascular
Disease Identification—A Case Study

Mariusz Chmielewski, Krzysztof Wilkos, Marcin Wilkos,
Jarosław Lewandowski, and Piotr Stąpor

Abstract. Paper will present developed method of analysing ECG signals fused
with available geodata collected from distributed mobile environment. Fusing hard-
ware biomedical sensors and mobile devices allow monitoring the health of a given
person, and detecting dangerous disorders by recognizing their patterns based on
specific domain knowledge. Semantic sensor data analysis is a key aspect of server
reasoning facilities. Deployed ontologies and logic reasoning mechanisms deliver
disease identification based on the symptoms described by the data instances gath-
ered from mobile sensors. Inference rules and domain knowledge prepared for car-
diovascular diseases are in fact stubs for designing automatic rule book for medical
expert systems. System utilises knowledge in terms of description logic axioms pro-
viding disease domain description directly connected with medical diagnostics.

Keywords: ECG, biosensors, ontologies, disease identification.

1 Introduction

Continuous civilization development, nutrition habits, lifestyle prove to have a bad
impact on our health. Life becomes faster, more stressful; incensing need for food
reduces its quality thus associates with more and more synthetic ingredients. Those
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aspects are proven [1] to cause dangerous diseases. On the other hand technical
development of medical diagnostics, genetic engineering and advances in the phar-
maceutics allow to significantly extending human life. Conducted by the WHO
long-term studies show that the most common causes of deaths worldwide are the
cardiovascular diseases (33.39 %), parasitic diseases and overall infections
(25,65 %), malignant neoplasms, cancers (13.77 %) and metabolic illnesses (5.65 %).
These disorders are caused mainly by genetic predispositions moreover in many
cases there are multiplied by the nutrition habits and sedentary lifestyle. Prevention
and above all, diagnostics proves to be the key aspect in medical care and assist. De-
scribed method and its implementation in form of system Pocket Usage Life Sensing
Environment is based on fusing hardware biomedical sensors and daily-use mobile
technology devices.

There is a growing body of evidence that demonstrates the potential of mobile
communications to radically improve healthcare services—even in some of the most
remote and resource-poor environments. Our analysis examines issues at the heart
of the rapidly evolving intersection of mobile phones and healthcare. It is almost ob-
vious that the availability of medical consultation can be of great importance when
it comes to underdeveloped countries. Identified health care needs in areas of remote
monitoring have been taken into account while developing biomedical sensor and
system architecture but most of all, our solution offers direct medical monitoring,
consultation and diagnostics. Presented method examines building blocks required
to make proposed services more widely available through sustainable implementa-
tions and finally, it calls for concerted action to help realize full potential of such
solution.

Available mHealth [2] solutions concentrate on simple signal processing which
is often conditionally analysed thus its simplification can be inadequate. Automa-
tion of mHealth processes brings along many positive economic aspects, provid-
ing real opportunity to access specialized consultations and above all supervision
over sparsely populated areas, where access to healthcare services is significantly
limited. Most visible and recognized area of mobile technology applications is the
remote monitoring of patients. Remote monitoring opens new possibilities for treat-
ing patients in an outpatient setting, a crucial capability where access to hospital
services is limited due to costs and overall development. Presented solution is a dis-
tinct representative of such idea, introducing designed and developed state of the
art technology ready for application in most remote locations with availability of
GSM network. Evidence shows that strict adherence to a medication regime is es-
sential for effective treatment of a variety of health conditions, from cardiovascular
diseases, diabetes and other immune disabilities. Research results prove that, moni-
toring patients at home for chronic conditions dramatically improves survival rates.

Data collection is another crucial component of public health programs. Poli-
cymakers and health providers at the national, district, and community level need
accurate data in order to gauge the effectiveness of existing policies and programs
and to shape new ones. Collecting Remote health information is particularly impor-
tant since many segments of the population are rarely able to visit a hospital, even in
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the case of severe illness. Gathering data where patients live is vital, and information
should ideally be updated and accessible on a real-time basis. The data collection
process is more efficient and reliable if conducted via smartphones, PDAs, or mo-
bile phones rather than paper-based surveys that must be submitted in person and
manually entered into the central health database.

Data collection programs have been deployed in multiple developing world coun-
tries, mainly as pilot projects. The most successful programs are scaling up and
beginning to be deployed in multiple countries or regions. Our concept is simi-
lar to these initiatives while it is closing the information gap that currently exists
for patient’s data, enabling public officials to gauge the effectiveness of health-
care programs, allocate resources more efficiently, and adjust programs and policies
accordingly.

2 Disease Recognition Using Logical Reasoning

For storing reasoning rules we use Description Logics [1, 3] language which is a
subset of First-Order Logic. Representative of this notation is Ontology Web Lan-
guage which is being used as a Semantic Web standard for describing domain mod-
els. Our method relies on knowledge dependent identification mechanisms which
realize process of identification in several steps:

1. recover elementary sensor data which often are stored in form of relative data;
2. identify the characteristics of the ECG signal by calculating QRS segment values

(later explained) and store that information in form of instance ontology data;
3. using DL class constructors and SWRL rules we confront the data comparing

acceptable estimated limits;
4. when the reasoning rule is activated the inference chain occurs which classifies

the sensor data measurement as normal situation, possible threat or life hazard;
5. identified measurements holds appropriate information on the other sensors state

such as three-axis accelerometer, thermometer etc. which is used as a last stage
verifiers;

6. after verification reasoner places information in form of event instance inter-
preted by system accordingly to severity of the health state.

Ontology model represents the semantics of medical domain in terms of dis-
eases, their causes and human characteristics. Inference is conducted in several as-
pects such as: personal profile classification (blood type, BMI, disease inclination),
biosensor data package classification (validation of QRS segments), symptoms iden-
tification, disease classification based on case and symptom association.

PULSE ontology consists of concepts describing human body along with the po-
tential birth defects and risk groups based on the individual features. Construction
of complex concepts (reflecting diseases and their symptoms) is achieved by ex-
plaining them in form of logic sentences that is restrains of concepts and relations.

Semantic models reuse the idea of association memory which resembles human
memory and its retention process. Like in linguistics, explanation of new concepts
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is done by introducing relationships (links) with already stored concepts or in form
of new axioms. Developed method of automatic disease identification benefits from
such domain description as we are able to automate model consistency check which
instantly validates terminology inside the domain but also instance data constrained
by the meta-model.

3 Biomedical Sensor and Data Fusion

PULSE utilizes ontologies as data fusion layer introducing unified language for sen-
sor data representation. Universal model for representing human biological signals,
allows filtering the conflicted, uncertain and imprecise data in order to calculate and
identify actual health state. System provides also a means of representing disease
patterns used in medical support module helping medical stuff to identify proper
treatment and medications.

Semantic patterns in analogy to medical doctor mind identify most complex
structures using rules and relations in order to propose closest suitable disease in-
stance along with proper treatment. Through expert’s manual input, the system’s
knowledge base, containing disease diagnostics rules, can be. Pulse introduces orig-
inal approach to sensor fusion, based on AI methods and signal analysis. Solution
has been equipped with state-of-the-art hardware used for sensing the biological
signals gathered from human body. Fully developed and integrated ECG sensor
provides heart signals used in health state diagnostics and cardiovascular disease
identification. Pulse ECG is used to store, transmit and analyze in real-time patient’s
biomedical signals, using compilation of technical solutions applied in modern mo-
bile phones and professional ECG loggers.

The design of device considered one of the best in class available hardware so-
lutions such as 32-bit microcontroller ARM7 Cortex-M3. MCU provides efficient
on-line signal processing and it storage them on 2 GB micro-SD card with simul-
taneous sending it over Bluetooth or USB 2.0 port. Personalized hardware design
helped increase the portability of device which dimensions are similar to actual mo-
bile phones. Available extensions consider several sensing functions: ECG measure-
ment, outdoor and body temperature measurement along with three axis accelerom-
eter, providing accurate position of patient and device. Mobility and reliability of
device require usage of design guidelines for power consumption. PULSE can be
powered by widely available power supply—ordinary AA batteries or rechargeable.
Developed solution provides also remote firmware upgraded through the mobile ap-
plication and server update manager which greatly extends software distribution and
maintenance of device.

PULSE AI analysis requires signal improvement using several methods and
among them Fast Fourier Transform based digital high frequency filter which re-
moves noise. Simultaneously, tool discards constant value of the signal to keep
measurement values fluctuation in the defined strip.
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Fig. 1 PULSE ECG Sensor device—electrical schema

QRS segments detection is the first stage of signal analysis. Typical described
detection algorithms consist of two stages:

1. make the transformation (arithmetic operations) on the input signal in order to
highlight the features of QRS, and filter unnecessary elements;

2. send signal through threshold detection process which uses defined function in
order to search for points where the QRS segments will be marked.

As a result of first step, PULSE calculates the detection function that exists on
the same subject (samples) as the input ECG signal. The function form characterizes
the QRS complex as the peak value which directly identifies searched pattern. The
basic characteristics for Holter test is Heart Rate Variability (HRV) analysis. PULSE
evaluates start with calculating R to R intervals. R position is local maximum in QRS
segment. HRV analysis time-domain methods are based on the beat-to-beat or NN
intervals, which are analyzed to give variables such as:

1. SDNN, the standard deviation of NN intervals. Often calculated over a 24-hour
period.

2. SDANN, the standard deviation of the average NN intervals calculated over short
periods, usually 5 minutes. SDANN is therefore a measure of changes in heart
rate due to cycles longer than 5 minutes.

3. RMSSD, the square root of the mean squared difference of successive NNs.
4. NN50, the number of pairs of successive NNs that differ by more than 50 ms.
5. pNN50, the proportion of NN50 divided by total number of NNs.
6. Decision support abilities.
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Fig. 2 The normal electrocardiogram, source: [4]

4 Decision Support Abilities

PULSE services offer patient situation awareness, increasing the speed and accuracy
of decision forming and most of all wireless enabled monitoring. System offers, cus-
tom made, user centric web portal to support operators and medical staff. Medical
analysis and personal data fusion is crucial set of services supported by time depen-
dent reasoning facilities running in form of background threads. Its accessibility and
efficiency is important for proper healthcare services, hence the server infrastructure
and additional monitoring. Using newly developed dedicated handheld browsers it
is even possible to extend the accessibility through mobile portal.

Reported data is stored on the server farm in form of optimized signal and
geo-files and accessed through any device connected to Internet. PULSE provides
mobile, desktop and browser based ECG analysis but most of decision support func-
tionalities are stored on the PULSE Web portal, which offers full geo-referenced
event database with signal identification patterns and reasoning facilities.

We have chosen also to support decision makers with communication subsystem
which allows rapid notification for emergency rescue and consultations, along with
knowledge base of disease taxonomies, their symptoms, treatments and medica-
tions dosages. Registered patient receives virtual folder containing the full registered
history of medical interactions and most of all medical tests and medication dosage
information. The repository offers also quick lookup services for Encyclopae-
dia, supporting doctors with proper queried illness description and its symptoms.
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Offering spatial services widens available decision support through the abilities to
visualize user routes, POI, hospitals and clinics their support range, but most of
all automatic route evaluation helping to identify the fastest way to react on symp-
tomatic events.

5 Architecture of PULSE Environment

End-user, in order to take full advantage of PULSE mHealth system, should be
equipped with two mobile devices: Windows Mobile based smartphone and a
PULSE ECG sensor. The ECG data collected from the sensor is transmitted through
Bluetooth (the sensor architecture allows the data to be sent through USB cable as
well) to user’s smartphone device. Received signal data, fused with GPS is further
transmitted to PULSE biomedical server through GSM or WiFi connection. The in-
corporation of smartphones in to the PULSE architecture helps to maintain a lower
sensor production costs. Instead of providing redundant sensor modules, PULSE
makes use of the functionalities already offered by the software and hardware of the
popular and widely used mobile devices.

The PULSE biomedical server serves as a core element providing medical his-
tory, personal information profile and collected sensor signals. All gathered data
are stored in Microsoft SQL database offering additional support for Reporting Ser-
vices. Alongside sensor data, server keeps information about medical facilities and
patients history of disease and drug treatment. Within the server, which is the node
with high computational power, the received user data can be analyzed with the use
of the logical inference mechanisms in order to identify a health threats. Created
knowledge base contains cardiac illnesses taxonomy extended with additional first
order logic rules stored as SWRL.

The sensor data and possible threat notifications can be accessed through web
portal. It has been designed to be easily operated with multi-touch screens support-
ing mobile equipment also for ER ambulance. The location of user and his route is
rendered on the GIS subsystem. In case of identified serious health threat, the system
will signal the operator which in response may contact the hospital (system supports
rerouting and pointing medical facilities in range). Systems utilizes available open
services in order to calculate the optimal ambulance route with time estimation and
considering available information about road network structure and traffic.

The portal itself is a Silverlight rich-client internet application supporting full
GIS features fused with knowledge based medical data and sensor information on
patient. Delivered rendering services are responsible for delivering rapid and touch-
screen oriented navigation with personalised medical signals presentation. Bing
platform supplies variety of services, allowing PULSE to take advantage of its ad-
dress transcription, vector data analysis and routing. Extremely usable component
built into portal is connected with patients’ medical history. It resembles folder with
medical files containing elementary diagnostic data (pictures, blood sample analy-
sis etc) consulted by specialists. Its main task is to organise simple, adequate access
to selected branch of diagnostic technique connected with patients’ hospitalisation
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Fig. 3 PULSE deployment architecture

history. Due to selected technologies, PULSE client-side communicates using WCF
based web services. Integration with reasoning facilities developed only as Java
based technologies could be performed only by service-to-service integration. This
layer is not accessible for manual interaction; it uses semantic query mechanisms to
deliver contents of knowledge base contents. In order to achieve reasoning support
we needed to deliver Protégé [5] based layer integrating Description Logic compli-
ant Pellet reasoner and JESS toolkit for SWRL support. The system layered struc-
ture is a result of identified solution abilities which involve AI mechanisms support
and wide variety of mobile technologies ported to this system.

At the bottom of architecture we distinguish model resources (database and the
ontology), further up is a business logic layer consisting of services (both commu-
nication and reasoning), acting as facades to encapsulated subsystems and top most
layer is responsible for data presentation using web-portal supported by geospatial
features.
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Fig. 4 Environment components and their relationships

6 Conclusions

Developed method offer automated biomedical signals analysis and delivers full
spectrum approach from hardware components (ECG, temperature, 3 axis accelerom-
eter) through mobile software (.NET Compact Framework application) up to server
side reasoning facilities. Implementation of the system is challenge itself at it re-
quires integration on many levels. We have considered not only technological issues
but also problems with semantics—that is patient health state awareness supporting
cardiovascular diagnostics. The reasoning rules applied, help to identify majority of
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critical health situations. We must point out that the toolkit itself is recommended
as a decision support system and it is not able to eliminate full medical verifica-
tion of encountered events. Demonstrated case study shows that patients equipped
with handhelds and lightweight sensors provide biomedical footprint which can be
used for further medical analysis, trend evaluation. Experiences collected during the
project helped to design optimized server services infrastructure, improve disease
identification accuracy and extend available wireless sensors like pulse oximeter,
glucose meter, etc. We also see other applications of the tool in area of toxicology
and military network centric operations for delivering some aspects of cyber-warrior
platform.
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ment have been recognised and rewarded on several exhibitions IWIS, IENA, and INNOVA.

References

1. Baader, F., Calvanese, D., McGuinness, D., Nardi, D., Patel-Schneider, P.: The Description
Logic Handbook: Theory, Implementation and Applications. Cambridge University Press,
Cambridge (2003)

2. Consulting, V.W.: mHealth for Development: The Opportunity of Mobile Technology for
Healthcare in the Developing World. United Nations Foundation-Vodafone Foundation
Partnership, Washington (2009)

3. Davies, J., Fensel, D., Harmelen, F.: Towards the Semantic Web: Ontology-driven Knowl-
edge Management. In: HPL-2003-173. John Wiley and Sons, Chichester (2003)

4. Jaakko Malmivuo, R.P.: Bioelectromagnetism: Principles and Applications of Bioelectric
and Biomagnetic Fields. In: Computing in Musicology. Oxford University Press, Oxford
(1995)

5. Noy, N.F., McGuinness, D.L.:http://protege.stanford.edu/publications/
ontology_developmentology101-noy-mcguinness.html

http://protege.stanford.edu/publications/ontology_developmentology101-noy-mcguinness.html
http://protege.stanford.edu/publications/ontology_developmentology101-noy-mcguinness.html


Correlation of Genes Similarity Measures
Based on GO Terms Similarity
and Gene Expression Values

Aleksandra Gruca and Michał Kozielski

Abstract. In this paper we present results of analysis if (and how) the functional
similarity of genes can be compared to the similarity resulting from raw experimen-
tal data. We assume that information provided by Gene Ontology database can be
regarded as an expert knowledge on genes and their function and therefore it should
be correlated with genes similarity obtained based on analysis of raw expression
data. We analyse several different measures of genes similarities in the Gene On-
tology (GO) domain and compare the obtained results with the genes similarities
observed in the expression level domain. We perform the analysis on three datasets
on different characteristics. We shows that there is no single measure which gives
the best results in all cases, and the choice of appropriate gene similarity measure
depends on sets characteristics. In most cases, the best results are obtained by Avg-
sum gene similarity measure in combination with Path–length GO terms similarity
measure.

Keywords: genes similarity measures, semantic similarity measures, gene ontol-
ogy, DNA microarray experiment, expression analysis.

1 Introduction

The Gene Ontology (GO) project is one of the most extensively developed source
of information on function of genes and gene products across species and databases
[1]. The information is provided in a form of directed acyclic graph where each node
is represented by a single Gene Ontology term (GO term) describing gene product
properties. GO database represents the knowledge on gene functions in three main
aspects: cellular component, molecular function and biological process.
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If a function of a gene, or more precisely a gene product is known, then this gene
product can be functionally described by appropriate GO terms. Such assignment is
called annotation, and any gene product can be annotated by one or more GO terms
and on any level of GO graph.

Although the main task of Gene Ontology database is to organize our knowledge
on function of genes and gene products, the GO annotation data that is provided
within the database is also often used in genes analysis where it can be regarded
as an expert knowledge that helps to interpret results of the biological or medical
experiments. For example, GO annotation data can be used to support functional
description of gene groups obtained by clustering genes based on their expression
levels [11]. In such a case, the genes composing the groups are described by their
corresponding GO terms. Thus, by computing frequencies of GO terms describing
each gene in a group, we can easily obtain functional description of analyzed group.
Another example of how the information from the Gene Ontology database can sup-
port expression data analysis is to combine the clustering of genes in two domains:
expression values and Gene Ontology domain. In such combination the expression
values are regarded as raw data resulting directly from the experiment and Gene
Ontology description is used as an additional expert knowledge gathered through-
out the years. Therefore, it is needed to verify how useful this expert knowledge can
be, what kind of information it can provide and whether it can improve the gene
analysis in expression values domain.

In this paper we compare how genes similarity in the Gene Ontology domain cor-
responds to genes similarity in expression values domain and look for the similarity
measure giving the best results. We compare several GO term similarity measures
(semantic and path based) and term based gene similarity measures. In case of se-
mantic similarity measures we focus on classical approaches which were broadly
analyzed [8].

This topic is still open as the two works known to the authors do not give its
proper solution. The work [12] presented nonlinear dependencies between the sim-
ilarities calculated in gene expression and Gene Ontology domains but no conclu-
sions on the quality of the GO based similarity measures were drawn. The work [10],
which was focused on semantic Gene Ontology similarity measures, pointed the
measure proposed by Resnik as giving the best results. However, the methods that
were used in order to calculate gene similarity in case of Lin and Jiang–Conrath
term similarity are not clearly defined. Moreover, there was performed an aggrega-
tion of gene expression similarity in order to improve the GO-expression correlation
and this process is also ambiguous.

The paper is organised as follows. Section 2 presents Gene Ontology term sim-
ilarity measures, whereas term based gene similarity measures are presented in
Sect. 3. In Sect. 4 the datasets, experiments and their results are presented. The
final conclusions are drawn in Sect. 6.
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2 GO Terms Similarity Measures

In this section we describe four measures for evaluation of GO terms similarity. First
three of the presented measures belong to the class of semantic measures and the last
one is based on the distance between two GO terms of Gene Ontology graph.

2.1 Semantic GO Terms Similarity Measures

Semantic measures are based on the concept of Information Content τ(a) of an
ontology term a ∈ A:

τ(a) = − ln(P(a)), (1)

where P(a) is a ratio of a number of annotations to a term a, to a number of analysed
genes.

The simplest similarity measure proposed by Resnik [9] takes under considera-
tion only the Information Content of the common ancestor τca(ai,a j) of the com-
pared terms ai and a j:

s(R)
A (ai,a j) = τca(ai,a j). (2)

More complex approach was proposed by Jiang–Conrath [6], where term dis-
tance is defined as:

d(JC)
A (ai,a j) = τ(ai)+ τ(a j)−2τca(ai,a j). (3)

The last measure based on information concept, was presented by Lin [7]:

s(L)
A (ai,a j) =

2τca(ai,a j)
τ(ai)+ τ(a j)

. (4)

2.2 Path Length GO Terms Similarity Measure

Another approach assumes that Gene Ontology is a graph, where each GO term is a
vertex of a graph. Therefore, one can define the distance between two terms ai and a j

as a length l(ai,a j) of the shortest path between them. Based on this assumptions,
the similarity of the two GO terms can be defined as exponential dependency on
l(ai,a j) [4]:

s(p)
A (ai,a j) = e− f l(ai,a j), (5)

where f is a constant.

3 Genes Similarity Measures

Computation of a GO terms similarity may be the first step of genes similarity eval-
uation. In this section we present several measures of genes similarity evaluation
that use the above GO terms similarity measures.
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The simplest approach which allows to evaluate the similarity s(gk,gp) between
genes gk and gp may by to select the maximal similarity value of term annotating
both genes:

sG(gk,gp) = max(sA(ai,a j)), (6)

where ai and a j belong to the term sets describing genes gk and gp respectively. This
approach is referred further as Max method.

The more complex approach, which will be further referred to as Avg-max, may
be found in [2]:

sG(gk,gp) = (mk + mp)−1

(
∑

i
max

j
(sA(ai,a j))+∑

j
max

i
(sA(ai,a j))

)
, (7)

where mk and mp are the number of annotations of genes gk and gp respectively, ai

and a j belong to the term sets describing genes gk and gp respectively.
Another method, which is further referred to as Avg-sum, was applied in [12]:

sG(gk,gp) = (mkmp)−1 ∑(sA(ai,a j)), (8)

where mk and mp are the number of annotations of genes gk and gp respectively, ai

and a j belong to the term sets describing genes gk and gp respectively.

4 Datasets

We analyzed two different datasets: Yeast [3] and Human [5]. Each of the dataset has
a different characteristics. Both datasets are composed by selected genes which cre-
ate functional groups defined by the authors of the experiments. Functional groups
defined for the Yeast datasets are well-defined and include genes performing similar
biological functions, as opposed to the Human dataset where we can observe much
more functional diversity among genes composing groups.

For the annotations we used genes from biological process aspect as we assume
that genes with similar expression patterns are likely to be involved in the same
biological processes. From all datasets we removed genes that were not described
by any GO terms.

Yeast dataset consists of 274 genes from budding yeast Saccharomyces cerevisiae
from ten top clusters from [3]. Expression profiles of each gene was measured in
several different DNA microarray experiments which resulted in obtaining 79 dif-
ferent expression values for each gene. We used Gene Ontology biological process
aspect to annotate each gene which resulted in obtaining a set of 645 GO terms.

Human dataset consists of 269 selected genes from Homo sapiens organism. Ex-
pression values of human fibroblast in response to serum were measured in 18 time
points, thus for each gene we have 18 different expression values. The genes are
described by 1711 GO terms.

Each dataset is divided into 10 functional groups. In Table 1 we present aver-
age values of genes expression similarity computed for each dataset. To compute
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Table 1 Average value of gene expression similarity. ALL—average similarity computed for
all genes from dataset; GROUPS—average similarity value of averages computed for each
separate group

Yeast Human
ALL 0.257 0.045
GROUPS 0.754 0.638

similarity of any pair of genes we used Pearson correlation coefficient. ALL values
were computed as the average of expression similarities of all genes pairs compos-
ing datasets. GROUPS values were computed as average value of average values of
expression similarities computed for each group separately. The average values of
expression similarity obtained for each group are present in Fig. 1. As we can no-
tice, the average similarity values obtained for Yeast dataset are slightly better than
average similarity measures computed for Human dataset which indicates that Yeast
groups are better defined than Human groups.
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Fig. 1 Yeast and Human datasets—histogram showing average similarity values in gene ex-
pression domain—analysis for separated groups

5 Results

To compare correlation of genes similarity measures in GO terms domain to genes
similarity measures in expression domain, we performed the following analysis
for both datasets (ALL approach) and for each group from both datasets (GROUP
approach):

1. Computing pairwise similarity of genes in expression values domain only.
2. Computing pairwise similarity of genes in the Gene Ontology domain only (we

analysed different combinations of GO terms and gene similarity measures).
3. Computing correlation of the similarities obtained in the both domains.

Gene expression similarity was computed using Pearson correlation coefficient.
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Gene Ontology annotations were introduced to the analysis by means of binary
array where ‘1’ represented annotation of a gene to a term. The annotation table was
constructed in such way that annotation of a gene to a term resulted in annotation of
that gene to all the parents of a given term.

GO term similarity was calculated by means of Jiang–Conrath (3), Lin (4),
Resnik (2) and Path length (5) (where f = 1) methods. Gene similarity was cal-
culated on the basis of term similarity by means of Max (6), Avg-max (7) and Avg-
sum (8) methods.

We did not analysed Max measure in combination with Jiang–Conrath, Lin, and
Path length GO similarity measures. Using mentioned measures in combination
with Max gene similarity measure we obtain value 1 in all cases. It results from the
fact that if two genes are annotated to the terms having common ancestor, then that
ancestor annotates both genes in the calculated annotation table. Calculating gene
similarity as a pairwise term similarity we have to calculate also self-similarity of
such common ancestor. The self-similarity of a term in case of Jiang–Conrath, Lin
and Path length similarity measures equals 1 and this is maximal similarity value
that can be calculated. In case of Resnik measure the self-similarity of a term is
equal to its information content and therefore it is possible to apply the Max method
in combination only with Resnik measure.

The absolute average value of a correlation similarity obtained for each pair of all
genes (ALL approach) and for separated groups (GROUPS approach) is the final re-
sult presented in Table 2. In the GROUP approach we computed average correlation
of expression and GO based similarities for genes from groups and then computed
the average value of obtained similarities.

The analysis of a correlation values in separated groups was inspired by the
known fact [10] that the dependency between gene similarity matrices based on
expression values and on Gene Ontology terms is not linear and the best correla-
tion between such matrices can be obtained when analyzing genes that are highly

Table 2 Absolute correlation of gene expression based and GO based similarity. ALL—
average similarity computed for all genes from dataset; GROUPS—average similarity value
of averages computed for each separate group

ALL GROUPS

Yeast Human Yeast Human

Max Resnik 0.257 0.006 0.525 0.232

Avg-max

Jiang-Conrath 0.420 0.089 0.448 0.270
Lin 0.368 0.075 0.419 0.222
Resnik 0.180 0.024 0.545 0.330
Path length 0.469 0.080 0.449 0.280

Avg-sum

Jiang-Conrath 0.383 0.117 0.624 0.356
Lin 0.352 0.089 0.582 0.292
Resnik 0.039 0.068 0.621 0.376
Path length 0.325 0.127 0.666 0.388
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similar in expression domain. The above statement is consistent with the intuition:
highly correlated genes composing the groups are involved in the similar biologi-
cal processes, thus among genes composing the groups we should observe a strong
similarity of GO terms describing them.

Analysis of correlation values presented in Table 2 shows that we cannot indicate
any single similarity measure which clearly outperforms other measures. However,
Avg-sum approach gives in general the better results than Avg-max approach. As
for the GO terms similarity measure, in most cases we obtained the best or almost
the best results using Path–length approach.

6 Conclusions

In this paper we compared correlation of genes similarity measures in Gene On-
tology domain to genes similarity in expression values domain. We analyzed four
different GO terms similarity measures in combination with three different genes
similarity measures. The result of analysis shows that none of the analysed mea-
sures clearly outperforms the others and the result depends on data characteristics.
For Human dataset which consists of groups which are not so well functionally de-
fined the obtained correlation values are worse than in the case of Yeast dataset. This
results from the fact, that human organism is much more complex then yeast organ-
ism. The number of Gene Ontologies describing human organism is also bigger
(645 GO terms describing Yeast genes versus 1711 GO terms describing Human
genes), thus the biological interpretation of human groups is more difficult than
yeast groups.

High correlation values are obtained for genes from functional groups, which
supports the hypothesis that genes composing these groups are involved in similar
biological processes. The detailed analysis of the correlation values obtained for
each group (which are not presented here due to a brevity of the paper) shows that the
best correlation is obtained for the groups that include small number of genes. This
can be explained by the fact that having more genes in a group results in having more
GO terms representing different biological processes in description of the group.

The analysis of genes similarity measures shows that the best results are given by
Avg-sum approach. In case of GO terms similarity measures, the measure based on
path length outperforms GO terms measures based on semantic similarity.
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A Deceiving Charm of Feature Selection:
The Microarray Case Study

Miron B. Kursa and Witold R. Rudnicki

Abstract. Microarray analysis has become a significant use of machine learning in
molecular biology. Datasets obtained from this method consist of tens of thousands
of attributes usually describing tens of objects. Such setting makes the use of some
form of feature selection an inevitable step of analysis—mostly to reduce the feature
set to manageable size, but also to obtain an biological insight in the mechanisms
of the investigated process. In this paper we present a reanalysis of a previously
published late radiation toxicity prediction problem. On that lurid example we show
how futile it may be to rely on non-validated feature selection and how even ad-
vanced algorithms fail to distinguish between noise and signal when the latter is
weak. We also propose methods of detecting and dealing with mentioned problems.

Keywords: gene expression, feature selection, random forest.

1 Introduction

The feature selection is the necessary step in many applications of the machine
learning algorithms. In many biological applications the set of the relevant features
is more important result of the study than the exact performance of the classification
algorithm. This is specially the case for analysis of the gene expression data, where
the number of variables is the number of genes and one is interested in particular
biological process that may involve only handful of relevant genes. Various feature
selection methods have been developed and applied in this field [4, 5, 3]. It has been
shown very early that improper application of the feature selection may result in
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completely useless models [1] and that the feature selection should be performed
within the cross-validation loop.

The feature selection protocol involving cross-validation has become standard,
nevertheless in some cases even the cross-validation may not be sufficient to prevent
from overfitting and drawing conclusions that are insufficiently supported by the
available data.

In the current study we present the findings of the reanalysis of the report on
the late radiation toxicity by Svensson et al. [9]. In that paper authors establish link
between the late radiation toxicity and several genes and report two models, one
based on the individual genes with claimed accuracy 63 % and one based on the gene
sets with the claimed accuracy 86 %. Those results were achieved using relatively
straightforward feature selection scheme and a simple nearest centroid classifier.
The initial goal of our study was to improve the results obtained by the original
authors using more advanced classifier and feature selection algorithm developed in
our laboratory [8, 7, 6]. To this end we have reimplemented original methodology
and compared it with our approach using cross-validation of the whole study.

In the following sections we first shortly describe the medical problem and the
methodology employed in the original study. Then we describe our implementation
of the original methodology, implementation of the machine learning variant includ-
ing feature selection based on wrapper algorithm and the cross-validation of scheme
of the entire protocol. Finally we describe the results obtained and discuss possible
explanations.

2 Materials and Methods

The hypothesis of the original study was that the risk of late radiation toxicity can be
assessed by analysing the changes in gene expression levels in patient’s T-cells sub-
jected to irradiation in-vitro. All the analysis have been performed on a HG-U133A
microarray data from a single experiment, comparing changes in gene expression
levels in T-cells after and before in-vitro irradiation for patients that either eventu-
ally developed or did not develop the late radiation toxicity. There were two mea-
surements of each gene expression—before and after irradiating T-cell samples with
2Gy dose of X-rays. Both measurements were normalised using MAS5 method and
then combined, so that the final dataset consisted of log2 fold changes of expression
level of a genes induced by irradiation. We will later refer to the fold change in ex-
pression of gene i for patient j as βi j. The final data consisted of 22283 genes for 54
patients, 28 of whom developed late radiation toxicity and 26 did not. The number
of patients is larger than in the original study, however, no significant differences
between first 38 and remaining 16 patients were observed. On the other hand the
increased number of patients was useful for the cross-validation purposes.

Authors of the original work have also analysed a preprocessed version of the
data; in that approach genes were first clustered into groups having same Gene
Ontology (GO) term annotation. Than, the redundant clusters have been removed by
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reducing all sets of similar clusters to single representatives; the similarity of
clusters have been assessed by a kappa statistic. So obtained clusters have been
described by an r parameter describing the proportion of up-regulated genes in
a cluster, defined as the difference between number of up- and down-regulated
genes in a cluster normalised by the cluster size. A gene was claimed up- or down-
regulated for respectively β > 0.4 and β < 0.4.

As a result of this procedure, the number of attributes was reduced to 1182. In
our reanalysis we have obtained a different result, 2515, but this is a result of GO
database growth since the time of the original study.

2.1 Original Methodology

In the original work, classification has been performed using nearest centroid method.
First, training set was scanned for a set of 50 ‘signature’ genes S, which β values
have the best Pearson’s correlation with the decision. Next, S was used to create a
centroid for each class—a corresponding vector of 50 mean β values. Finally, pre-
dicted samples were classified as class which centroid was closer (in a sense of a
simple squared distance) to the given samples’ β values for signature genes.

This feature selection-classification scheme was wrapped in a bagging-like pro-
cedure in which authors repeated it 500 times using different splits on train and
test set in each iteration. The results on each individual test set were merged using
simple voting and were reported as OOB approximation of error. Furthermore, the
signature genes selected in all iterations were used to create a global classifier used
to perform additional validation on external test set. To this end, authors selected
genes which were signatures in more than 20% of iterations and used them to build
a centroids using the whole train set.

The analogical procedure was performed for gene-sets data, only the β values
were replaced with r values.

2.2 Machine Learning Approach

As in the original work, machine learning analysis were performed on log expres-
sion quotients βi j as well as on gene sets ri j. However, in our approach Nearest
Centroid method was replaced by a random forest classifier [2]. The signature genes
selection was replaced by a search of all relevant genes performed with the Boruta
algorithm [8, 6, 7].

The random forest is an ensemble of decision trees. Each tree in the ensemble
is built on different bagging subsample (so called ‘bag’) of objects and each split
of the tree is constructed as a best split obtained on a randomly selected subset of
descriptive variables. The individual trees constructed in this way are weak classi-
fiers on their own, however, they are only weakly correlated. In classification task
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each tree casts its vote on the object class and the final decision is the class with
highest number of votes. The out of bag (OOB) error is a reliable estimate of the
classification accuracy, obtained by measuring misclassification rate for each object
using only those trees for which given object was not present in their training sets
(bags). Random forest also provides an estimation of variable importance computed
from the estimated accuracy losses caused by nullifying information contained in a
particular attribute.

The Boruta algorithm utilises the importance measure provided by random forest
algorithm to find all variables that are related with the decision in a non-random way.
To this end the statistical test comparing importance of the descriptive variables with
that of the randomised artificial contrast variables is performed using importance
scores obtained in multiple random forest runs.

Similar to the original work, machine learning workflow was also enclosed in
bagging scheme to improve and stabilise the results. To this end, first the data set
was split into a train and test set. Then Boruta was run on the train set and the
important attributes found were stored. Next, a new random forest classifier was
trained on a train set reduced to important attributes and used to predict the test set;
the forest itself was also stored for further use. This procedure was repeated 200
times.

Finally, the predictions on all test sets are merged using simple voting and the
result is used to obtain OOB approximation of error. The validation on an extended
set is performed analogically, namely by using all the forests built in bagging to
predict the validation set and merging the results by voting.

2.3 Benchmarking

In the original work, authors initially divided the data for 54 patients into a train
test consisting of 38 objects and a test set covering the remaining 16. We have
extended this methodology by repeating this procedure using different train/test
splits—this way performing a resampling cross-validation. For each fold and each
method (bagged NC and bagged Boruta/RF) we have gathered the error on test set
and its OOB approximation as well as selected important genes/gene sets. The pro-
cedure was repeated 30 times and this is computational job requiring considerable
resources. Single iteration involves repeating 200 times a feature selection algo-
rithm, that itself is quite demanding, since it is roughly equivalent with 25 runs of
the random forest classifier on a system with over 22 thousand features. The ele-
mentary grain of the algorithm, the single RF run for 36 objects and 25 thousand
variables takes about 2 minutes on a single core of a modern CPU and hence a single
run of Boruta takes about 50 minutes. Two hundred Boruta runs take roughly 170
hours and entire job used about 5000 CPU hours.

The computation performed with gene sets as descriptive variables are less de-
manding since they have about 10 times smaller number of dimensions. In compar-
ison the NC models are relatively less demanding, the 30 iterations take about 30
CPU hours.
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3 Results and Discussion

The results of single step of the classification procedure varies widely, see Fig. 1.

Fig. 1 Comparison of accuracies achieved by the NC and RF models. The upper part shows
the internal estimate of error, whereas the lower part the estimate obtained on the independent
test set

The internal estimate of the classification error for the NC method performed for
individual genes varies between 0.3 and 0.7, with the average value 0.50 ± 0.03.
Testing on the test set gives the same range of responses—the accuracy varies
between 0.33 and 0.67 and the average value is 0.53 ± 0.03. The result are not
improved by changing representation to gene sets. Also in this case the inter-
nal estimate of the model error varies between 0.33 and 0.69 with average value
0.49 ± 0.03. The test accuracy varies between 0.33 and 0.67, average value is
0.52 ± 0.03. The best accuracy obtained (0.69) is lower than that reported in the
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original paper for gene sets (0.86), however, this is probably due to changes in the
gene sets—application of the methodology described in the original article gives
significantly larger number of gene sets comprising larger number of genes.

More interesting results can be observed for models based on random forest clas-
sification. The internal estimate of accuracy for these models varies between 0.06
and 0.92, with average 0.5±0.10. The results are clustered in two regions—around
accuracy equal 0.3 and 0.7, one can notice that there are few dots on the plot close to
the 0.5 line. Apparently is is relatively easy to obtain non-random models, that either
predict classes fairly well (or even very well), or fairly badly (or even catastroph-
ically badly), but in either case non-randomly. However, this peculiar behaviour is
not carried over to the test set. There the accuracy varied between 0.22 and 0.77,
with average at 0.54 ± 0.04. Switching representation to gene sets is not helpful,
the average accuracy on the training set is 0.40±0.08 and varies between 0.03 and
0.83, whereas on the test set the average is 0.48±0.04 with individual cases varying
between 0.28 and 0.72.

The only case for which the average results on the test set are better than random,
at the significance level 95 % is the RF classification performed on full set of genes.

The results obtained in the current study strongly suggest that the original results
are not statistically significant.

It is interesting to note that in contrast to the the original protocol, where the al-
gorithm explicitly selects best 50 attributes and therefore is prone to the overfitting,
in RF-based protocol the wrapper feature selection should in principle find only the
truly relevant attributes. Nevertheless, it appears that the selected attributes are rele-
vant only in the context of selected subsample and this selection does not generalise
well. Our previous experiences with the Boruta algorithm have shown that it always
manages to find at least some relevant information—if present in the signal.

We can see two explanations of the results. First is trivial: the results suggest
the signal in the data—if present at all—is below the level of random fluctuations.
Nevertheless, an alternative explanation is possible based on the result of the fol-
lowing experiment that uses results of the cross-validation loop. For each object we
computed fraction of correct predictions made by the random forest trained on the
training set in the bagging loop, when given object was in the test set. Therefore for
each object we collected approximately 2000 votes. One should note that in the ran-
dom system the outcome of prediction should also be totally random, therefore the
fraction of correct answers should conform to binomial distribution with probabil-
ity of success dependent on class frequencies in the training and test sample. In the
present case the classes are almost equal and we can expect that the probability of
correct answer should be very close to 0.5 (0.5007). The variance can be computed
as a sum of variances of individual predictions that in turn can be approximated
with binomial distribution with p = 0.5 (the precise result should be the weighted
sum of binomial distributions with all possible probabilities, but the correction is not
significant in this case). The results are presented in Fig. 2, each circle represents
fraction of correct votes for single patient, the colour of the circle corresponds to the
deviation from the expected value. The horizontal line in the middle represents the
expected value, two parallel lines correspond to the theoretically derived three stan-
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Fig. 2 Fraction of correct OOB votes casted on each object by an RF classifier, collected over
all cross-validation folds. Black line show the performance of random classifier and its 3σ
confidence level

dard deviations from the expected values, so the probability that object falls beyond
these lines is 0.001 for a random system.

One can see, that the system is certainly non-random—multiple objects are con-
sistently classified either correctly or incorrectly in a non-random way.

The reasons for this unexpected result are unclear. One possible hypothesis is that
the late radiation toxicity involves two or more different mechanisms and their rep-
resentation in the sample is not equal. When the random sample contains sufficiently
large number of objects belonging to the less numerous class the classifier can learn
to discern properly these classes and the results in the training set are relatively good
(also due to the fact that the test sample contains relatively high proportion of mem-
bers of the more numerous class). On the other hand, when the number of object
belonging to less numerous class in the training set is too low, the classifier fails
to recognise them and the results on the test set are even worse. Alternative, more
complicated models are also possible, but their discussion is beyond the scope of
the current study.

Our results clearly show that feature selection in the systems with weak signal,
small number of objects and large number of variables is extremely prone to over-
fitting. While simple division between training and test set without repetition is in-
adequate to properly estimate the validity of the results, entire modelling procedure
should be performed within the cross-validation loop.
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Branching Processes in the Compartment Model
of RNA World

Dariusz Myszor and Krzysztof A. Cyran

Abstract. One of the most important factors of contemporary life is compartmen-
talization. At some level in the history of this process, primitive cells emerged from
the primordial broth. Significant parameter of these formation is the amount of
information (i.e., in the form of RNA strands) that can be hold by single entity.
This value can be denoted in laboratory experiments, mathematical models or com-
puter simulations. Laboratory experiments are expensive and takes time. Simulation
methods let us easily modify reproduced conditions and processes, however usually
require a lot of computational power and time. Mathematical methods are much
more faster, but often require some simplifications in model’s description. In this ar-
ticle we present hybrid simulation—mathematical model, which takes the best from
these two methods and is used to denote maximum number of different types of
primordial genes in primitive cell like formations.

Keywords: branching processes, protocell, RNA world, computer model.

1 Introduction

Mathematical and simulations models play important role in the research on life ori-
gins. It is easy to understand why: exact conditions on Earth in the time of life’s cre-
ation like: temperature, chemical composition of atmosphere, surface rocks, oceans,
influence of UV radiation are unknown [3]. There is number of theories concerning
these issues, however many experiments results lead to different conclusions.What
is more, early life might be very different from today’s one and could base on dif-
ferent substances and processes [1]. Moreover, probably no direct evidences of the
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process of life creation and representatives of early life forms survived to our times
(the oldest fossils are 3.5 billion years old [10] and process of life’s creation took
place about 4 billion years ago). Most researches base on set of assumptions. Usu-
ally there is a need to check behaviour of the model for many different conditions.
Simulation and mathematical model might greatly improve our understanding of
life’s creation process and prepare field to laboratory work.

The RNA world is currently the most popular theory concerning life origins [2].
Emergence of this hypothesis was connected with the discovery of catalytic ability
of RNA [6]. According to this hypothesis once there was a time when RNA acted as
information storage and chemical reaction catalyser. There are many possible proofs
that RNA world might exist, for example: ribosomes which are probably direct de-
scendants from RNA world era [11]. However, there are many questions still waiting
for an answer, for example RNA replicase—RNA strand that can efficiently and ac-
curately replicate RNA molecules [4]. At some point RNA strands were enclosed
by membranes and protocell was created. First cells probably were primitive for-
mations that might have walls composed of phospholipids. These substances might
easily self-assembly in the prebiotic conditions and create membranes. According
to current researches phospholipids were available at early Earth [12]. Primitive
cells did not posses complex control mechanism, therefore additional material was
gathered by permeation of molecules through compartment’s wall. When concen-
tration of material inside cell reached some critical level, cell might split into several
smaller compartments.

Computer model that simulates cell behavior in RNA world conditions was de-
scribed and created by Niesert [9] [8]. Later we re-implemented the model and in-
troduced some modifications: fluctuation of NORM parameter at the package and
environmental level [7]. This article describes simulation− mathematical method of
protocells’ populations analyze.

2 Model Description

The protocell is composed of a set of primordial genes enclosed by primitive mem-
brane. There are different types of genes in a compartment. The package might
contain many identical copies of the same type of gene. We assume that protocell
in order to be viable, must possess at least one representative of some minimal set
of different types of genes. Package might split into two progeny compartments in
fission process. We assume that in such primitive entities, there is no mechanism
that controls this phenomenon. During package fission, genes are being distributed
randomly between progeny packages. Laboratory experiments show that this pro-
cess is quite efficient and very little or even none genetic material is lost during the
compartment split. Package fission is triggered by genes concentration, when the
number of genes in the compartment reach significant level protocell is split in two.

Within the package genes are being replicated. Genes for replication are chosen
randomly. Each gene has the same probability of replication. Replication is con-
nected with very important parameter of the system NORM. It is the number of
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replicated molecules between package fission. In equations we denote NORM as N.
Mutation can occur during the process of replication. In the model we distinguish
two types of mutations: parasite and lethal. Parasite mutation leads to creation of
strand with disabled functionality, probability of parasite replication is denoted as
pp. Parasite genes do not have direct negative influence on the parent package how-
ever, they limit the number of health genes so there is lower probability of viable
progenies creation during the fission process. What is more parasite genes might
also be replicated so they lead to effective NORM reduction. Lethal mutation leads
to creation of gene that instantly kills the package. Probability of lethal mutation
is denoted as pl . Protocell might be a victim of some harmful event, for example
UV radiation or some chemical agents. It might cause package death. We call it an
accident, probability of accident is denoted as pa. The purpose of the model is to
denote maximal number of different types of genes (MDTOG) that can be possessed
by viable family of packages.

Branching processes model the behaviour of individuals’ population. For basic
branching process each individual in generation n, with probability pk might have k
progenies in the next generation, k >= 0, ∑Maxk

k=0 pk = 1. Progenies might be created
during individual’s lifetime or at the moment of individual’s death. Each member of
population has the same probability distribution of the number of progenies and be-
haves independently of all other individuals. Two processes developed from random
individuals are identical with each other and with the main process developed from
common ancestor of these individuals [5]. This approach leads to mathematical de-
scription: decomposition of main process into identically distributed sub-processes.
Usually we assume that branching population was initialized by one ancestor. The
important parameter of branching process is mean progeny count (μ). Bases on this
parameter we can denote the type of branching processes: supercritical (μ > 1), crit-
ical (μ = 1) and subcritical (μ < 1). For critical and subcritical processes population
extinct with probability equal to 1.

The number of packages in foster conditions might rise exponentially, it cause
troubles in computer simulations because protocells can take up all available com-
puter’s memory. The time of simulations also increases with the number of pack-
ages. In previous version of our researches in order to overcome these limitations,
we used prosperity coefficient to find packages with the worst genes configuration.
If the number of packages in the population went beyond limiting value, we artifi-
cially removed the worst ones. We assume that this limitation might have influence
on the results returned by the model. Currently we do not limit the number of genes
in the generation. Instead we created method that can limit the number of scenarios
for which we have to conduct computer simulations.

At the base of our approach there lies an observation that simulated process ful-
fills branching process conditions. All packages have the same probability distri-
butions of number of progenies and are independent from each other. We denote
p0,N,MDTOG, p1,N,MDTOG and p2,N,MDTOG as probability that package has respec-
tively zero, one or two progenies for given values of NORM and MDTOG param-
eters. For convenience we omit MDTOG in equations description. We assume that
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p0,N + p1,N + p2,N = 1. In order to count mean values we used probability generating
function (pgf) f (s) = ∑Maxk

k=0 pksk . In our model pgf has the following form:

fN(s) = p0,N + p1,Ns+ p2,Ns2 (1)

and mean value is equal to:

μ = fN(1)′ = p1,N + 2p2,N. (2)

Parasite mutations have negative influence on the number of health genes that can
be hold by the package. We conducted simulations in order to denote the number
of health and parasite RNA strands when parasite mutations are operating. During
this simulation we have two types of genes in the package: health ones and par-
asites. Simulation starts with one package. There is always only one package in
the population. Package splits after NORM genes replications, from two progeny
cells, to further simulation the package with more health genes is chosen. For each
NORM we conducted simulations for 100,000 generations and counted the mean
amount of health and parasite strands. Results are presented on the graph (Fig. 2).
Parasite mutations tend to limit the number of health genes in the package. The
number of parasite genes rises with NORM at the same time the number of health
gene representatives seems to be blocked. We can create a function of health genes
representatives h(N), where h(N) returns integer values.

Accidents operate at the level of the package, they lead to reduction of progenies
number, attained in the fission process. We can model this process directly through
modification of progenies probabilities before counting μ .

p0pa,N = p0,h(N) + p1,h(N)pa + p2,h(N)p2
a (3)

p1pa,N = p1,h(N) − p1,h(N)pa + 2p2,h(N)pa(1− pa) (4)

p2pa,N = p2,h(N) −2p2,h(N)(pa)(1− pa)− p2,h(N)p2
a (5)

p0pa,N, p1pa,N and p2pa,N are probabilities that the package will have 0, 1 or 2 pro-
genies after the package split. Index a stand for accident and index p for parasite.

If the package has only one viable progeny, this entity might be a victim of a
harmful event then resulting package has zero viable progenies. Therefore, we sub-
tract p1,h(N)pa from p1pa,N and add it to p0pa,N. If the package has two viable proge-
nies, one of them might be a victim of an accident resulting in one viable progeny so
p1pa,N increases by 2p2,h(N)(pa)(1− pa) and p2pa,N decreases by the same value. If
two progenies dies as a result of an accident (with probability p2a,h(N)p2

a) we achieve
zero progenies so we subtract this value from p2pa,N and add this value to p0pa,N .

Lethal mutations also act at the whole package level, when a lethal gene appears
in the protocell, it leads to cell death. There are NORM genes’ replications between
package fissions so the probability of lethal genes creation between package split
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is (1− (1− pl)N), lethal gene might be created from health or parasite gene. When
the lethal gene is being created it instantly kills the package, therefore it leads to
decrease in p1pal,N and p2pal,N and as a result increases p0pal,N . Based on these
assumptions we have the final version of probability equations:

p0pal,N = p0pa,N + p1pa,N(1− (1− pl)N)+ p2pa,N(1− (1− pl)N) (6)

p1pal,N = p1pa,N − p1pa,N(1− (1− pl)N) (7)

p2pal,N = p2pa,N − p2pa,N(1− (1− pl)N) (8)

3 Results and Discussion

In order to obtain μ values for NORM/MDTOG pairs, we have to run simulation
process and acquire probabilities of progeny number. We run 100 independent sim-
ulations of the packages population (for pa = 0, pp = 0 and pl = 0). Each simulation
started with one protocell. The first package has NORM RNA strands. A single sim-
ulation run ends when one of the following conditions is fulfilled: population reach
1000 generation; the number of packages in population excess 100 000 individuals;
all protocells become extinct.
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Fig. 1 MDTOG as a function of NORM. Results obtained from branching processes (+) and
from simulation with limited number of packages (o). pa = 0, pp = 0 and pl = 0

There are many ways of progeny number probabilities counting, for example
mean values of probabilities can be based on all simulation’s generations or only
on a few last simulation’s generations. The latter approach seems to be better (and
we use it) because at the beginning of simulation’s run population is stabilizing. We
should not take into account this stabilization period in our calculations because it
usually leads to increase in p1 and p2 probability.
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Fig. 2 Number of RNA strands as a function of NORM. Health genes (+) and parasites (o).
pa = 0, pp = 0.1 and pl = 0
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Fig. 3 MDTOG as a function of NORM. Results obtained from branching processes (+) and
from simulation with limited number of packages (o). pa = 0, pp = 0.1 and pl = 0
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Fig. 4 MDTOG as a function of NORM. Results obtained from branching processes (+) and
from simulation with limited number of packages (o). pa = 0.1, pp = 0 and pl = 0
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Fig. 5 MDTOG as a function of NORM. Results obtained from branching processes (+) and
from simulation with limited number of packages (o). pa = 0, pp = 0 and pl = 0.005
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Fig. 6 MDTOG as a function of NORM. Results obtained from branching processes (+) and
from simulation with limited number of packages (o). pa = 0.1, pp = 0.1 and pl = 0.005

We wanted to compare results obtained for simulations with protocells number
limitation, and results returned by our new approach. We created series of graphs
of MDTOG in the function of NORM. For simple case pa = 0, pp = 0 and pl = 0
(Fig. 1) branching method and simulation method return very similar results. How-
ever, when one type of special event: accidents, parasites or lethal genes is allowed
(Fig. 4, Fig. 3, Fig. 5), or all events are operating (Fig. 6) there is a possibility to
obtain higher MDTOG in the case without limitation of protocells number. It is espe-
cially visible(for wide interval of NORM parameter values) when all phenomenons
are operating.

4 Conclusions

We used simulation—mathematical approach to resolve problem of maximal amount
of different types of genes that can be possessed by protocells. Incorporation of
branching processes into the model speed up significantly the process of result
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generation. It allowed us to rule out artificial limitations from computer simulation
method.

Outcomes of our computations point out that limitation of the number of pack-
ages in the population might decrease maximal amount of different types of genes
that can be possessed by the package. Effect of limitation is especially visible in
the most realistic scenario with accidents and mutation operating. This additional
amount of information, that can be hold by the package, might make huge differ-
ence on the early stages of life’s creation and allow for emergence of this process.
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Biomass Specific Growth Rate Utilization
for Model-Based Process Control
and Supervision

Tomasz Strzępek

Abstract. Problems described in this paper are common for several types of pro-
cesses widely used at industrial scale. However, this work is focused on fermenta-
tion as it is representative for wide range of processes where live cells are used. A
model-based technique is proposed for process control and supervision. The aim of
this paper is to discuss an approach where a indirect measurement of the specific
growth rate is utilized for improvement of brewing fermentation process control
and supervision. The indicated solution is pretty simple against the others examples
from literature.

Keywords: model-based process control, fermentation, supervision.

1 Introduction

Every time when one or more of the process variables exceed its desired limits, the
batch is lost because the end product is out of specifications. This problem refers
to all processes, however it is strongly related with food and medicines production
where high quality and reproducibility is demanded. Avoiding the batch loss is also
of great importance because of the cost of components and installation startup. The
cause of such problems might be related to measurement interruptions, process con-
tamination, weak robustness of control algorithm, operator mistakes or any other
type of hazard which was not enough considered during process design phase. This
can be avoided by constant monitoring of key variables and applying some of them
as a control variables. Since in fermentation processes there are several variables of
high importance that are not measurable on-line, a method for estimation of these
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variables has to be developed [5]. A model-based techniques can be used for this
purpose as well as for process control and supervision. This paper discusses such
an approach where indirect measurement of specific growth rate plays a key role in
improving brewing fermentation process control and the process supervision.

2 Specific Growth Rate as a Controlled Variable

The specific growth rate ‘μ’ is one of the most important parameters that influence
the physiology of microbial culture. Its value is greatly impacted by intercellular
processes and the general condition of biomass. Other studies [8, 12, 11] show de-
pendence of final product biosynthesis yield on specific growth rate. In many in-
dustrial and laboratory scale applications [19] the μ value is set as constant and is
equal to (easily available [7]) the maximum value characteristic for particular pro-
cess (in terms of installation setup and culture strain type). This approach, however,
has some disadvantages as it is demonstrated below.

It has to be considered that the specific growth rate, in presented application,
is strongly dependant on (temperature) θ and (dissolved CO2) Cd. Those variables
are also used for other parameters control in process covered by this article. All
changes in process parameters that influence the μ value are in range that respects
their influence on the whole process [17].

The μ was calculated as expressed in [16]:

μ(θ ,Cd) = Kν exp(Kμθ (θ −θtyp)−KνC(Cd −Cdtyp)). (1)

3 Process Description

The process can be divided into four stages:

1. inoculation stage: when the actual process starts,
2. acceleration: rapid growth of biomass coupled with fast substrate consumption;
3. gradual inhibition stage: the amount of active cells start to decrease due to ethanol

accumulation,
4. abrupt inhibition stage: fermentation is slow due to substrate limitation, the

amount of dead and inactive cells increases.

The evolution of biomass growth in fermentation process can be described either
by CO2 production, ethanol concentration, fermentable sugars consumption, or by
oxygen uptake rate as well as by carbon dioxide production rate [17].

CO2 changes are good indicator of brewer’s yeast surge, sugars consumption and
ethanol production. Considering the above and the fact that CO2 measurements in
vent line are easily accessible (in contrary to other solutions, e.g. [10]) [14], the
carbon dioxide change was chosen for process description. It determines also the
choice of particular model [18] used in this paper.
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It was assumed that the temperature may vary between 10◦C and 16◦C (typical
for this kind of process [6]). Studies not described in this paper showed that the
process’s final product quality is strongly dependant on initial yeast concentration.
For this reason all runs were performed with the same X0 value.

4 Experiments

All parts of presented system (process, process model, controller and supervisory
system) were simulated using National Instruments LabView software.

The aim of process modeling is to establish a mathematical relations between
variables that characterize changes in process or its particular parts [9]. These rela-
tions are used for control law specification, so the desired trajectories of appropriate
controlled variables are achieved, hence defined characteristics of end product are
obtained.

Since the control goals may differ (depending on application and desired char-
acteristics), two values were chosen to compare the results: total process time and
diacetyl (C4H6O2) final concentration.

Diacetyl is a by-product of fermentation and it is impacting the flavor of end
product. As the diacetyl concentration should be as low as possible at the process
end, it can be considered as a quality indicator.

Mathematical model used for fermentation process simulation was formulated
by Trelea et al. [18]. It is comparatively complex model, derived by analogy with
classic biomass growth kinetics with limiting substrate and product inhibition. Fer-
mentation is described by equations that estimate the CO2 evolution:

Cp(t)
dt

= μ(θ (t),Cd(t))
S(t)

Ks + S(t)
1

1 +(E(t)/KE)2 (Cp(t)+ KX X0), (2)

where: Cp is the produced CO2 per liter of brewer’s wort, S is sugar concentration, E
is ethanol concentration, term ‘μKX X0’ represents initial speed of CO2 production
and X0 the initial yeast concentration. Component:

S(t)
Ks + S(t)

1
1 +(E(t)/KE)2 (Cp(t)+ KX X0) (3)

from (2) represents inhibition kinetics for single inhibitor (Yano and Koya equa-
tion [2]). Inhibitor concentration is represented by KE . Detailed description of all
variables and constants can be found in [18].

Model used in this work was designed to present changes of aroma influenc-
ing compounds in brewing fermentation. This model demonstrate high robustness
and can be considered as enough simple to be implemented in industrial scale
applications.
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Process control was assured by connected via TCP/IP PI controller that regulated
the reactor’s vent valve effective area ‘Z’ (Fig. 1). This was calculated in reference
to the inputs received from process model.

Simplified diagram of the control loop is shown on Fig. 1.

Fig. 1 Signal flow between
process, process model and
controller. Where: Θ SET,
CdSET are (respectively)
predefined temperature and
pressure curves. It is as-
sumed that estimated spe-
cific growth rate is equal the
real one: μ̂ = μ

 

 
Θ, Cd

μ ^

PI controller

Model

Process

Θ, Cd

Z ΘSET, CdSET

The controller receives data from process and from process model, and these
values are then used to set the controller’s output which is used either, for process
itself and for process model. The approach, which is proposed in this paper, is to
use the μ value to set the PI controller parameters.

5 Results

Several runs were performed under two setups of the specific growth rate:

• μ was equal to the μ max (0.55 [h−1]) during the process run;
• μ value was calculated as expressed in (3).

Other process values were constant for all runs. Fig. 2 shows the diacetyl con-
centration change.

The specific growth rate is changing during the process run (decreasing from
max. value at the beginning of process), because of dynamic changes that occur
inside live cells. If the μ value is set to be constant, it is influencing the process in
negative way: diacetyl value was 17% higher in comparison to process runs with
estimated μ .

If the μ value is set for its maximum it will not affect the process at the beginning.
Real specific growth rate decrease has to be considered when the gradual inhibition
stage of the process begins. However, if μ remains maximum, it will influence the
final product quality, because the controller’s output will not conform with the real
state of the process.
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Fig. 2 Diacetyl concentration changes during process run for fixed and estimated μ

In presented work final diacetyl concentration was 17% (Fig.2) higher for process
running with fixed μ value, but the overall process time was three hours shorter
(116 h, compared to 119 h for process with estimated μ) for that setup.

The simulation experiment was repeated several times to check the influence of
interferences in Cd and temperature measurements on the presented, relatively sim-
ple in comparison to [3, 4, 1, 20], process control. The interference was modeled as
randomly generated max. of 15 % changes in measurement data from the process,
as obtained data do not reveal the whole scale of the process [13]. In several runs the
process variables exceeded their limits so the process was shut down. Process con-
trol system was equipped with solution that prevent dramatic increase of pressure
inside the reactor. In case of uncontrolled pressure change, a fast opening ‘safety’
valve is used. This is common approach in many industrial applications.

6 Process Supervision

Process model can be utilized for supervision objectives. In such cases the model has
to be as simple as possible, but also enough complex to reproduce the process with
high accuracy. Some robust solutions do not fulfill this condition, e.g. [20]. When
constructing model, it has to be carefully considered what are the control variables
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and which inputs are important for supervision—considerably simple approach is
proposed by Stoyanov in [15].

Figure 3 shows, both the supervisory loop and control loop.

Fig. 3 Supervisory and
control loops in the system
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Supervisory system
(with process model)
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Dotted line in Fig. 3 represents the ‘optional’ signal which is established to sent
predefined ‘safe parameters’ to the process and its model. Solid lines represent sig-
nal used for normal process operation.

The supervisory loop is cooperating with controller to acknowledge the correct-
ness of its input. Once the controller receives input from process and process model,
those values has to conform with values computed in supervisory model. If the data
correctness is confirmed, the controller can proceed. In case of lack of confirmation
to the controller from supervision system two actions can be taken:

• the process is safely shut down;
• the predefined ‘safe parameters’ are applied to the process.

7 Conclusions

It has been demonstrated that use of fixed specific growth rate might lead to prob-
lems with quality. This is especially important nowadays, when competition be-
tween manufacturers demands constant increase of quality. Solutions which were
considered to be sophisticated even few years ago are now feasible. It was shown
that the fixed μ value leads to bad quality of final product and solution proposed in
this paper should be taken into account to avoid such situations. The new approach is
to use the μ value to set the controller parameters. A simple (compared to e.g. [3])
supervisory system for brewing fermentation process was proposed. This kind of
systems need to be considered in terms of quality assurance that is becoming more
restricted.
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Future work is the consideration of implementation of such as presented super-
visory systems in other industrial areas, where influencing but unmeasurable factor
can be found for particular process.
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The Robust Models of Retention
for Thin Layer Chromatography

Miron B. Kursa, Łukasz Komsta, and Witold R. Rudnicki

Abstract. We present an application of the machine learning methods for modelling
the retention constants in the thin layer chromatography. First a feature selection
algorithm is applied to reduce the feature space and then the regression models are
built with a help of the random forest algorithm. The models obtained in this way
have better correlation with the experimental data than the reference models built
with linear regression. They are also robust—the cross-validation tests shows that
the accuracy on unseen data is on average identical to the cross-validated accuracy
obtained on the training set.

Keywords: random forest, feature selection, thin layer chromatography.

1 Introduction

Thin layer chromatography (TLC) is a very important analytical procedure em-
ployed in chemistry and biochemistry for identification of compounds present in
the samples collected in various circumstances. It is widely used for example in
the forensic studies to identify possible drugs and poisons collected in the field, for
monitoring the reaction progress, preparative substance isolation and in many other
situations. The procedure is performed as follows: first experimental sample is dis-
solved in a special solvent and put on one end of the thin layer of the adsorbent
material spread on the chromatographic plate. Than, the solvent diffuses through
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the adsorbent by capillary action carrying dissolved molecules with it. Because of
the numerous complex interactions between molecules, adsorbent and solvent, the
effective speed of a molecule depends of its type; this way the compounds are finally
spatially separated when the procedure ends.

One of the fundamental issues in chromatography is the relationship between
structure of a compound and its retention in a particular chromatographic system.
The investigations of the quantitative structure-retention relationship (QSRR) are
widely established and often used in prediction of a retention for new solutes, find-
ing the most informative structure descriptors for retention explaining and checking
their compliance with the molecular theory of the separation [4, 3].

The QSRR investigations regarding to the thin layer chromatography resulted
in many equations able to predict the retention only for certain groups of analogs.
Most of them concern the retention in reversed-phase systems, where retention is
strictly correlated with the lipophilicity of the solute [11, 14, 2]. The lack of the
QSRR models useful for prediction of the retention on silica gel (where the reten-
tion mechanism is much more complicated) led one of the authors to pursue inves-
tigations on this subject. The previous work resulted in the prediction system based
on atomic contributions [7], and substituent groups [5, 6], with reasonable predic-
tive abilities for most studied systems. Nevertheless, there are several problems with
general linear models that limit their predictive power in some difficult cases. The
molecular systems are often described with hundreds, or even thousands of various
descriptors, whereas the experimental data on retention for TLC systems is limited
to hundreds of molecules at best. The standard statistical methods are developed for
systems where the number of data points is at least one order of magnitude higher
than number of descriptive variables. Furthermore, they don’t work well for systems
with large number of variables that may also be collinear. The previous work was
therefore performed using an a priori selected set of variables that are only a small
subset of all descriptors that can be used to describe the system. However, such
selection, even performed by the expert, is arbitrary and not necessarily optimal.

An alternative approach for modelling large experimental data sets with unknown
relationships between descriptive variables and response variable has been devel-
oped by the machine learning community. Machine learning is in principle similar
to statistical modelling, yet the generality is achieved by optimising the training
process so that the model will work well on previously unseen data rather than con-
straining the number of model’s degrees of freedom based on some assumptions.

The current study is devoted to exploring application of the random forest (RF)
algorithm [1] for modelling retention constants in thin layer chromatography. To this
end we selected two examples from the previously studied systems, and performed
extensive tests of the methodology. We show that random forest models of retention
in TLC systems are robust and have better accuracy than their linear counterparts.
Moreover, the feature selection algorithm that was applied to reduce noise, has also
chosen variables that make sense from the chemists point of view.
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2 Materials and Methods

Two algorithms were used in this study. The random forest algorithm was used for
predicting the retention coefficients and Boruta algorithm, which is a wrapper on
the RF, was used for feature selection.

The random forest is a machine learning algorithm proposed by Leo Breiman
[1]; it is an ensemble method grouping multiple classification and regression trees
(CARTs). Each tree in the ensemble is built on different bagging subsample (bag)
of objects and each split of the tree is constructed as a best split obtained on a ran-
domly selected subset of descriptive variables. All individual trees are weak clas-
sifiers, however, they are also only weakly co-correlated within the ensemble. In
a regression task the predictions of each CART are averaged to produce the final
prediction. During the training of an RF model, an out of bag (OOB) error approx-
imation is computed by measuring error rate for each object using only these trees,
for which given object was not present in their training sets (bags). Random forest
also provides an estimation of a variable importance. It is computed from the es-
timated accuracy losses caused by nullifying information contained in a particular
attribute.

The Boruta algorithm [8, 9] utilises the importance measure provided by the ran-
dom forest algorithm to find all variables that are related with the decision in a
non-random way. To this end copies of all descriptive variables are appended to the
system, with values of the variables randomly permuted between objects. Then the
random forest algorithm is run on this extended system, in order to compute ap-
parent importance of all variables. Finally the importance of the original variables
is compared with that attributed to the randomised ones. The entire procedure is
repeated multiple times to find out which variables consistently have higher impor-
tance scores that the highest score for a randomised variable.

In the previous studies one of the authors collected data on retention coefficients
for several hundred substances in 13 different solvents. This data was used to build
several linear models [5, 7] and also models utilising classification and regression
trees [6]. The quality of the linear models varied from system to system. Very good
results were obtained for system with mobile phase consisting from Methanol:n-
butanol (60:40) with 0.1 molL-1NaBr (TAF), whereas significantly worse results
were obtained for system with mobile phase consisting from chloroform:methanol
(90:10) (TC). Thus, these two systems were selected as the test cases for the current
study to test application of the machine learning for both easy and hard targets.

The retention coefficients for 465 compounds were collected in the case of TC,
and 335 for TAF system. Each compound was described with 1667 descriptors
based on their chemical structure, atomic composition, presence of specific func-
tional groups, the molecular graph, etc., obtained with E-Dragon software [13]. The
retention constants used for training and validation of models were extracted from
Clarke’s almanach [10].

To evaluate the proposed methodology, we have applied the following proto-
col for both chromatographic systems. First, all objects were randomly assigned to
train and test sets, with proportion 2:1. Then, Boruta algorithm was applied on the
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training set to find such descriptive variables that are related to the decision variable.
Train set reduced to only those attributes was used to train a random forest model,
which was then validated on the test set. This procedure was repeated fifty times. In
each round we collected root mean square error (RMSE) and a fraction of explained
variance (R2), both their OOB approximations and values obtained on test sets. We
also stored the list of important attributes in each round.

The final random forests comprised of 10 000 trees, whereas the forests within
Boruta comprised 1000 trees. The number of trees in Boruta runs was reduced for
increased performance, since a single Boruta run is roughly equivalent to 20-30 runs
of the random forest on the full system, and is therefore computationally demanding
part of the protocol.

The results obtained in this study are compared with that reported for the model
based on substituents [5]. Other previous model [7] was not directly comparable
since only RMSE for the leave-one-out cross-validation were reported. In [5] two
measures of the model quality are given: root mean square error and fraction of
explained variance, estimated in three ways, namely on the internal fit of the model,
cross-validated estimate obtained after the feature selection was performed and on
the test set. In the present study the OOB error of the forest obtained on the reduced
set of attributes is the equivalent of the cross-validated error in [5], whereas the
cross-validated error on the test set corresponds to the error on the test set in [5].

All computations have been performed using R language and environment for
statistical computing [12].

3 Results and Discussion

The average number of features deemed important in the single Boruta run was 96
for TAF system and 76 for TC system. The selected features varied between runs—
almost 400 features were deemed important at least once in 50 iterations of the
procedure, both for TAF and TC. Most of theses features were deemed important
in less than five instances (207 for TAF and 219 for TC). On the other hand of the
spectrum 16 variables for TAF and 6 variables for TC were deemed important in all
50 iterations of the procedure. 37 properties were deemed important in at least 45
(90 %) runs for TAF system, compared with 15 for TC system.

Table 1 Stability of feature selection showed as a number of attributes consequently found in
a given number of iterations

# attributes found
# runs 50 ≥ 45 ≥ 40 ≥ 35 ≥ 30 ≥ 25 5 4 3 2 1
TAF 16 37 47 57 66 77 13 21 18 43 112
TC 6 15 23 37 48 58 8 21 29 63 106
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Table 2 Comparison of the accuracy of linear and RF models

Linear RF OOB RF Test
internal CV test ave min max ave min max

Fraction of explained variance (R2)
TAF 0.608 0.548 0.435 0.655 0.583 0.704 0.611 0.366 0.715
TC 0.380 0.336 0.137 0.435 0.367 0.483 0.383 0.286 0.485

Root Mean Square Error (RMSE)
TAF 0.289 0.311 0.440 0.279 0.253 301 0.294 0.239 0.393
TC 0.376 0.389 0.493 0.362 0.347 380 0.379 0.334 0.424

The summary of the feature selection is given in the Table 1, while the estimates
of the prediction error are given in the Table 2. The results of the procedure pro-
posed in the current study are a significant improvement over the earlier models.
In the stark contrast with the linear models, the estimate of the model quality per-
formed on the external set is in a very good agreement with the OOB estimate; in
the TAF system more than 60 % of the variance is explained by the model and this
is also true for the external set, whereas in the linear model only 44 % of variance
is explained by the model on the external set. The cross-validated estimate of the
explained variance in the RF model is higher than that in the linear model in all 50
instances, the average estimate is 10 % higher, it is also 5 % higher than the estimate
derived from the internal fit.

The differences are even more pronounced for the external estimate; on average
it is almost 18 % higher for RF than for the linear model. One should note, how-
ever, that the variance of the estimate is significantly higher in this case and in one
instance (out of 50) the estimate of variance explained is slightly lower in the RF
model, see Fig. 1. The differences in RMSE are smaller, yet more consistent. The
average OOB estimate of RMSE in RF models is smaller than the estimate from
the internal fit in linear models, and even the highest RMSE observed in 50 runs is
smaller than the cross-validated value for the linear model. Also, the average RMSE
on test for RF models (0.294) is almost as good as the internal fit of the linear model
(0.289), whereas the estimate obtained on test for linear model (0.440) is almost
50 % higher, moreover, the highest estimate of RMSE for RF model in 50 instances
is 0.05 lower than the latter.

The differences in performance are even better visible for the TC model which
is rather poorly described with liner model and relatively well by the RF model.
This is best seen on the estimate of relative variance explained by the model—in
the linear case, when measured on the external test, only 14 % of variance can be
attributed to the model. On the other hand the the average number for RF model is
38 %, and even in the worst case it is 29 %. Also the RMSE is much smaller for the
RF models, the average RMSE measured on the test set for RF models is almost
equal to the RMSE of the linear fit for linear model. Even the highest RMSE on
the test is much smaller than in the linear case, moreover, it is also smaller that the
RMSE on test observed for the TAF model.
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Fig. 1 The comparison of RF models with the linear baseline model. The fraction of explained
variance is presented in the left panel and root mean square error (RMSE) on the right panel.
The results of the baseline model are shown as horizontal lines corresponding to the explained
variance (left) or RMSE (right) measured for internal fit, cross-validation and external test.
The box-plots for RF models show distribution of results for 50 models

The relatively large variance on the test set can be reduced when one combines
information on the feature importance from multiple runs because the results of fea-
ture selection are not stable due to presence of multiple correlated variables. How-
ever, by repeating the selection using different subsamples, one can obtain more
robust estimate of the feature importance—and so the consistently selected features
can be used to improve the quality of the classifier. To test this we built a series of
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classifiers using these consensus variables that were deemed important in at least
50, 45, 40, 35, 30 and 25 instances out of 50, respectively.

The result for consensus models built on a consensus variables obtained in 40,
45 and 50 runs are presented on Fig. 1. Models built on the variables that were
deemed important in 100 % of cases generally perform slightly worse than their
non-consensus counterparts; on the other hand lowering the consensus threshold for
variables improves both OOB and test accuracy of the consensus models, making
this approach profitable. The average OOB accuracy of consensus models is best
for threshold equal 90 % in the case of TAF and 80 % in the case of TC system,
and is identical to the average accuracy measured on the test set. Moreover, the ac-
curacy gain is mostly due to improvement of the worst cases, therefore increasing
the robustness of the modelling approach. These results hold also for lower thresh-
olds level for consensus variables, down to 50 %. One should note that the results
obtained on consensus variables have not been tested by cross-validation. However,
it is unlikely that the properties that are selected most often would change in any
significant way if the test were performed in the cross-validation loop. The consen-
sus sets at lower threshold levels contain multiple redundant attributes and eventual
fluctuations in the set due to particular choice of sample should have very limited
impact on the RF classifier.

4 Conclusions

In this study we have shown that application of the machine learning algorithms for
prediction of the retention coefficients in the thin layer chromatography yields very
good results. The accuracy of the RF models is higher that that of the previously
used liner models, moreover, the results obtained on the training set hold also for
the independent test set. The feature selection algorithm selects features that are
relevant for analytical chemist, without adverse effects on the RF accuracy. The
object subsampling may be used to stabilise the feature selection result and to obtain
even more accurate RF models. The work on extension of these results to larger
number of TLC systems is under way in our laboratory. We also consider utilisation
of the methodology developed here in other chemoinformatic applications.
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Nutrition Assistance Based on Skin Color
Segmentation and Support Vector Machines

Ermioni Marami, Anastasios Tefas, and Ioannis Pitas

Abstract. In this paper a new skin color segmentation method that exploits pixels
color space information is presented. We evaluate the discrimination strength of
features extracted from the RGB and HSV color space and also of a new descriptor
generated by combining both spaces. To facilitate our experimental evaluation we
have used a linear SVM classifier since it provides certain advantages in terms of
computational efficiency compared with its kernel based counterparts. Experiments
conducted in video sequences depicting subjects eating and drinking, recorded in
complex indoor background and different lightning conditions, where the developed
methods achieved satisfactory skin color segmentation.

Keywords: skin color segmentation, support vector machines, eating activity recog-
nition, drinking activity recognition.

1 Introduction

Skin color segmentation [4] is an important task for various applications such as face
detection, localization and tracking [5], skin color enhancement for displays [14]
and an essential initial step for many other applications, such as motion analysis
and tracking, video surveillance, hand and head gesture recognition [10], video-
conference [1], human computer interaction [13], image and video indexing and
retrieval [3].

The aim of skin color segmentation is to indicate the presence of human limb
or torso within an image or a video frame. Extracted masks, where body parts
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containing skin are indicated with different color from the background, can be used
as input for activity recognition algorithms [7]. The development of a system that
automatically recognizes eating and drinking activity, using video processing tech-
niques, would greatly contribute to prolonging independent living of older persons
in a non-invasive way aiming at patients in the early stages of dementia. Such a
system intends to identify nutrition abnormalities of these persons and assist them
primarily in their daily nutrition needs.

In order to preserve the anonymity not only of the final users but also of the par-
ticipants in training data recordings, privacy preserving human body representations
are required. More precisely, binary images where skin parts (silhouettes) appear in
white and the rest of the background in black are constructed. It has been noticed
that users, especially older persons, resist in having cameras monitoring their daily
activities at their home. Although, they were positive in the idea that the monitoring
system only analyzes their silhouettes.

In this paper a novel approach for skin color segmentation is proposed. It is based
on combining RGB and HSV color spaces and use them as features feeded to a linear
Support Vector Machine (SVM). Instead of using non-linear SVMs that increase the
computational cost the dimensionality of the RGB features is increased by adding
the H and S components which are considered non-linear functions of RGB. That
is, the RGB-HS feature space is created where the skin can be more efficiently
separated linearly from non-skin regions.

The remainder of the paper is organized as follows. The color spaces used for
skin segmentation are reviewed in Sect. 2 and the SVM classification is described in
Sect. 3. The skin color segmentation approaches examined, as well as the proposed
ones, are described in Sect. 4, where also the post-processing image transformation
using mathematical morphology is demonstrated. Experimental results are given in
Sect. 5 and conclusions are drawn in Sect. 6.

2 Color Spaces

Choosing a color space for skin color segmentation is a controversial issue within
the image processing field. Various color spaces with different properties are used
distinctly for pixel based skin detection, but sometimes a combination of them can
improve performance [8].

RGB (Red, Green, Blue) color space is the most widely used model for process-
ing, representing and storing pixel information of a digital image. In [9], it is stated
that the accuracy of the correctly identification of pixels in RGB can be increased if
another color space is used. However, RGB color space has been extensively used
in skin detection.

HSV (Hue, Saturation, Value) color space is a non-linear transformation of RGB
and can be referred to as a perceptual color space due to its similarity to the hu-
man perception of color [9]. HSV is widely used for skin detection and it has been
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found to outperform RGB model in various studies. Hue defines the dominant color
(e.g., red, green, purple or yellow) of an area, whereas saturation measures the col-
orfulness of an area in proportion to its brightness [12]. Value represents brightness
along grey axis (e.g., white to black), but is decoupled from the other two color
components. H, S and V components are obtained by applying a non-linear trans-
formation to the RGB color primaries:

H =

{
h, B ≤ G,

2π −h, B > G,

where

h = cos−1
1
2 ((R−G)+ (R−B))√

(R−G)2 +(R−G)(G−B)
, (1)

S =
max(R,G,B)−min(R,G,B)

max(R,G,B)
,

V = max(R,G,B).

3 Support Vector Machines

SVMs are kernel based classifiers, widely applicable in many pattern recognition
problems due to their excellent classification performance. Considering the binary
separation problem, SVMs aim to determine the separating hyperplane with maxi-
mum distance (margin) between the closest training points of each class.

Given a set S of l labeled training points S = {(y1,x1), . . . ,(yl ,xl)}, each
training point xi ∈ RN belongs to either of the two classes and is assigned a la-
bel yi ∈ {−1,1} for i = 1, . . . , l [2]. For the linearly separable case, suppose that
all the training data can be separated by a hyperplane that is represented by the
perpendicular vector w and the bias b such that:

yi

(
wT xi + b

)−1 ≥ 0 ∀i. (2)

Those training points for which the equality in (2) holds, are the support vectors
and their removal would change the solution found.

To form the Lagrangian function of the problem, we introduce positive Lagrange
multipliers ai, i = 1, . . . , l, one for each inequality constraint in (2) associated with
each training sample. Thus, the Lagrangian function LP is formulated as:

LP ≡ 1
2
‖w‖2 −

l

∑
i=1

aiyi
(
wT xi + b

)
+

l

∑
i=1

ai. (3)
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Requiring that the gradient of LP with respect to w and b vanish we get the
following conditions:

∂LP

∂w
= 0 ⇒ w = ∑

i
aiyixi, (4)

∂LP

∂b
= 0 ⇒ ∑

i
aiyi = 0. (5)

For non-separable data, we can relax the constraints (2) using positive slack vari-
ables ξi, i = 1, . . . , l [6]. The constraints become:

yi

(
wT xi + b

)−1 + ξi ≥ 0, ξi ≥ 0, ∀i. (6)

For linearly inseparable data, a non-linear separating hyperplane (non-linear
SVM) can be found if we first map those data to a higher dimension feature space
H , using a non-linear map function Φ: Rd �→ H , where we assume that data can
be linearly separated. According to this, the training algorithm would only depend
on the data through dot products in H , i.e., on functions of the form Φ(xi) ·Φ(x j).
A ‘kernel function’ K such that K(xi,x j) = Φ(xi) · Φ(x j) can be used. Some ex-
amples of kernels used in SVMs and investigated for pattern recognition prob-
lems are the polynomial and the Gaussian Radial Basis Function (RBF) kernel:
K(xi,x j) = (xT

i x j + 1)p, K(xi,x j) = e−||xi−x j ||2/2σ 2
.

It is clear that when linear SVMs are used, the testing procedure requires only a
multiplication of the input test vector x j with the perpendicular vector w given in
(4) and addition of the bias term b. Thus the predicted label y j is computed as: y j =
xT

j w + b. However, using non-linear kernels the computational cost in the testing
procedure depends on the number of support vectors which is prohibitive in many
cases.

4 Skin Color Segmentation Techniques

This section contains descriptions of the skin color segmentation approaches exa-
mined, as well as the proposed ones.

4.1 Thresholds in HSV Color Space

In order to define skin-like pixels in a digital image we used as a baseline method
predefined thresholds for H, S and V components. For every image pixel, each of
the three color components is compared with the corresponding thresholds to decide
whether a pixel is skin or not. The pixel that fulfills the limitations the thresholds set
is considered to be a skin pixel. According to this, a binary image is created where
white color (pixel value ‘1’) represents skin regions and black color (pixel value
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‘0’) other regions (e.g., clothes, background etc.). The thresholds used for every
component are according to [5]: 0 < H < 0.1, 0.23 < S < 0.68 and 0.27 < V . To
overcome the limitations of generic thresholds, two approaches are proposed. The
first one aims at finding person-specific skin regions by learning the skin distribution
inside the facial area whereas the second one uses a combined color space with
SVM, for improving the generic thresholds on HSV.

4.2 Adaptive Thresholds in HSV Color Space

In order to calculate person-specific thresholds for skin segmentation a face detec-
tor is used in each frame and the area inside the face is used for adjusting the HSV
skin thresholds. That is, at each video frame, face detection is applied and the Re-
gion Of Interest (ROI) depicting person’s face is obtained. The histogram of this
ROI for the HSV color space is then calculated. Expecting that most of the pixels
in the face’s ROI are skin colored pixels the person’s skin color can be approxi-
mated. This procedure provides a person-specific skin color detection. Furthermore,
as face detection techniques used are robust in illumination changes, the problem
concerning variable illumination conditions is efficiently tackled by this approach.
Afterwards, we estimate the peak of the histogram for the hue channel which is the
most important component. We use the width value of the peak to adjust properly
the predefined thresholds of hue parameter. The predefined thresholds for hue, sat-
uration and value parameters are used in order to decide whether a pixel is skin or
not. If a pixel’s value is between the modified thresholds, this is considered to cor-
respond to skin location. We check all the pixels of the image so as to get a binary
output.

4.3 SVMs Using Color Space Information

The second approach uses SVM combined with color features for skin color clas-
sification. A two-class linear SVM classifier was trained to correctly classify pixels
in skin and non-skin classes. For the skin class (class label ‘1’) we used pixels from
human skin regions (head, hands, neck, arms) and for the non-skin class (class label
‘-1’) we used pixels from other regions except human skin (background, clothes,
tables, windows). Firstly, for the training and testing process we used as feature ve-
ctor the RGB components of each pixel. For every frame of the video, during the
testing process, each pixel is classified to one of the two classes (skin, non-skin). A
binary image is created as output where skin pixels are represented with white and
non-skin pixels with black.

The same procedure was followed using color information from HSV color
space. Feature vector was consisted of S and V components. Due to the cylindri-
cal property of the hue component, instead of the H value we use the cosine of this
angle as the first feature of this vector. Considering the histogram representation of
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the three H, S, V components distribution, we also used a non-linear kernel to train
and test SVMs. A classical RBF was used as kernel for the non-linear classifier.

Finally, we propose a new descriptor generated by combining both spaces using
features extracted from RGB and HSV. To create a feature vector of each pixel for
the training and testing of SVMs we used five components: R, G, B, cosine of H and
S. V component is omitted due to its equality with one of the R, G, B components
(the maximum of them). The expansion of RGB to RGB-HS can be considered as
a non-linear dimensionality increase that allows for linear separation using linear
SVM. The resulted separating hyperplanes in the RGB-HS space are indeed non-
linear separating surfaces to either RGB or HS alone. That is, a non-linear separation
is obtained without explicitly using kernels.

4.4 Post-Processing Morphological Operations

In order to isolate individual elements, join disparate elements and remove noise
in the binary output images we apply morphological operations (dilations and ero-
sions) [11]. Dilation generally increases the sizes of objects, filling in holes and
broken areas, and connecting areas that are separated by spaces smaller than the
size of the structuring element. On the other hand, erosion decreases the sizes of ob-
jects and removes small anomalies by subtracting objects with a radius smaller than
the structuring element. The application of a dilation followed by an erosion corre-
sponds to a morphological operation named ‘closing’ and aimed mainly to connect
components (interesting parts). The reverse application, where erosion is followed
by dilation, is referred to as ‘opening’ and aims to noise removal.

5 Experimental Results

To compare the performance of the proposed techniques we apply them on data
derived for the project MOBISERV (http://www.mobiserv.eu) comprised
of 13 video sequences depicting older persons during a meal, performing eating and
drinking activity. Thresholds and adaptive thresholds in HSV color space did not
manage to provide clear enough binary masks for many of the tested videos. To
evaluate SVMs performance, we created a training dataset with 81,971 skin pixels
and 76,311 non-skin pixels selected from the first frame of each video. In order
to test the ability of the proposed methods to correctly classify skin and non-skin
pixels, a 10-fold cross-validation procedure was applied for a linear and a non-linear
SVM and for features from RGB, HSV or both spaces. For each experiment, this
procedure excludes one of the ten sets of patterns from the training set and uses this
set for validation. This procedure was repeated ten times and an overall accuracy
rate was calculated. Table 1 presents the classification accuracy rates (%) for each
case. We notice that non-linear SVMs achieve higher classification accuracy than
linear SVMs. However, since this improvement is minor, we prefer to use linear
SVMs which also decrease computational complexity.

http://www.mobiserv.eu


Nutrition Assistance Based on Skin Color Segmentation and SVMs 185

Table 1 Classification accuracy rates (%) for 81971 skin and 76311 non-skin pixels perform-
ing a 10-fold cross-validation

SVM RGB HSV RGB-HS
linear 93.46 89.69 96.11
rbf 94.41 92.11 96.69

Figure 1 illustrates binary masks extracted from video no. 2 using features from
RGB color space (first line), HSV space (second line) and from both color spaces
(third line). The features used in the third case were R, G, B components, the cosine
of H component and S component. The used classifier was a linear SVM. Column
(a) presents the initial classification output for each image pixel, while column (b)
shows the final binary masks obtained after morphological operations. Considering
an algorithm for eating and drinking activity recognition, the data information re-
vealed from the major ROIs, which include the head and palms regions, is required.
The linear SVM with features extracted from RGB color space was unable to define
all of these ROIs. Features from HSV color space highlighted irrelevant ROIs, while
using features from both color spaces the desired ROIs were accurately maintained.

Fig. 1 Binary masks extracted using a linear SVM with features from RGB, HSV or both color
spaces from video no. 2 (a) initial classification results, (b) binary masks after morphological
operations
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6 Conclusions

Experimental results revealed that thresholds in HSV color space are not effective
in all cases. Due to variations in illumination conditions, binary masks extracted
using this technique were not clear enough to be used. Using adaptive thresholds
in HSV color space is a technique that remedies the illumination problems but it
is person-specific and can not be utilized if the face detector used fails. However,
SVMs encounter difficulties arising from variations in lightning conditions due to
the diversity in pixels used in the training process and form a more generalized clas-
sifier. Final results demonstrate the effectiveness of the new descriptor generated
by combining both RGB and HSV color spaces. The conducted experiments veri-
fied that the combined descriptor generated most accurate skin color segmentation
binary masks compared with the ones attained by the other descriptors.
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Automatic System for Classification
of Melanocytic Skin Lesions
Based on Images Recognition

Paweł Cudek, Wiesław Paja, and Mariusz Wrzesień

Abstract. The main goal of our research was to elaborate and to present new ap-
proach to classification of melanocytic skin lesions based on medical images recog-
nition. Here, functionality, structure and operation of this approach is presented. The
main idea is based on well known ABCD formula, a very popular medical method
to prepare non-invasive diagnosis. In this paper we present progress in development
of our system and also explanation of applied approach.

Keywords: diagnosis support system, image recognition, teledermatology, Total
Dermatoscopy Score, ABCD formula.

1 Introduction

Melanoma is the most deadly form of skin cancer. The World Health Organization
estimates that more than 65000 people a year worldwide die from too much sun,
mostly from malignant skin cancer [5]. It is the cutaneous tumour with the worst
prognosis and its incidence is growing, because most melanomas arise on areas of
skin that can be easily examined. Early detection and successful treatment often is
possible. Most dermatologists can accurately diagnose melanoma in about 80% of
cases according to ABCD process [8]. Meanwhile the incorporation of dermato-
scopic techniques, reflectance confocal microscopy and multiespectral digital der-
matoscopy have greatly enhanced the diagnosis of this cutaneous melanoma. While
these devices and techniques could give dermatologists a closer look at suspicious
skin lesions. This, in turn, can help dermatologists find suspicious lesions earlier
than before and better determine whether a biopsy is needed. None of these devices
can confirm that a suspicious lesion is melanoma. It is, however, not yet possible
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to tell if a patient has melanoma or any type of skin cancer without a biopsy. It
is important to combine the classically ABCDs and biopsy to prevention and di-
agnosis of melanoma. In recent years there are a lot of available articles about in-
vestigation in the domain of non-invasive diagnosis support systems for melanoma
classification [7, 1].

In the domain of automatic skin lesion recognition there are some information
system available to use for dermatologists. The MoleExpert software [4] is an ex-
ample of such a system. This system was developed for the support of the diagnostic
identification. The system does not give a diagnosis, but instead provides measure-
ment results on expansion, color, net structure, globules and the border which can
be evaluated in comparison with many hundred lesions at any time. Another sys-
tem SkinSeg [10] is simple tool used for skin lesion segmentation. First image is
converted to intensity image and then the lesion edges are detected.

Presented approach is a part of complementary system for supporting of diagno-
sis of melanocytic lesions. This system provides user interface in form of a website
to get the access to its three working modules. The first one is dedicated to persons
without medical background, and serves to self-diagnosing. This module allows to
determine all symptoms required for correct classification of a given skin lesion.

The second module, called medical images recognition system, is based on auto-
matic analysis and recognition of medical images. This module is the main subject
of our paper. This approach consists of a system solution designed to analyze pho-
tographs of the patient’s injury by means of image processing techniques where the
dermatologists will capture the image of a melanoma using a digital dermatoscope,
and a set of algorithms will process the image and provide an output diagnosis in an
automated manner.

The third module enables to generate the exhaustive number of simulated images,
which considerably broaden the informational source database, and can be used in
the process of training less experienced medical doctors.

2 Melanocytic Skin Lesion Image Classification

One of the main task of our research was to extend the system with diagnostic
module based on automatic analysis of real digital images of melanocytic lesions
occurring on the skin. Created tool can be a supplement of diagnosing process and
may facilitate suitable medical procedures, giving an indication for the necessity
of the lesion’s surgical removal. After analysis of methods described in literature
[9, 2, 6], which are used by dermatologists in classification process of skin lesions
we decided to focus on Stolz algorithm. This algorithm is formally based on the
primary version of ABCD rule.

According to this method, four parameters are estimated: A (Asymmetry) con-
cerns the result of evaluation of lesion’s asymmetry, B (Border) estimates the char-
acter of lesion’s border, C (Color) identifies the number of colors (one or more,
from 6 allowed) present in the investigated lesion, and D (Diversity of structures)
identifies the number of structures (one or more, from 5 allowed). Values of ABCD
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elements are used to calculate TDS parameter (Total Dermatoscopy Score) [3] based
on:

TDS = (1.3×A)+ (0.1×B)+(0.5×∑C)+ (0.5×∑D). (1)

Depending on the TDS value, investigated lesion could be assigned to one of
four accepted categories: Begin nevus, Blue nevus, Suspicious nevus or Malignant
melanoma (see Table 1).

Table 1 Classification of melanocytic skin lesions depends on TDS value

TDS value Lesion classification
TDS < 4.76 and lack of color blue Begin nevus
TDS < 4.76 and color blue is present Blue nevus
4.76 ≤ TDS < 5.45 Suspicious nevus
TDS ≥ 5.45 Malignant melanoma

In this part of article we focus on automatic acquisition of ABCD parameters
which is not difficult from the standpoint of a medical specialist but automation of
this process is a great challenge.

3 Structure and Operation of the System

Developed an automated system for lesions classification provides the ability to ana-
lyze medical images in JPG, BMP, PNG, and TIF graphic formats. After the loading
of an investigated image (see Fig. 1) the preprocessing operation is performed. Next,
system is searching the lesion’s area. If the area of lesion is determined, system tries
to estimate the values specified in the ABCD formula. Finally, TDS parameter is
calculated and lesion is classified according to rules presented in Table 1. The gen-
eral structure of our automatic image recognition system is shown on Fig. 1. Details
about each operations are presented in next subsections.

3.1 Preprocessing Module

Preprocessing module is responsible for improving the quality of picture and creat-
ing the next version of the image used in subsequent stages. First of all algorithm
converts color image into grayscale according to:

Y = 0.299×R + 0.587×G+0.114×B, (2)

where: Y—pixel value in grayscale, R, G, B—components of RGB color value.
Next step of preprocessing is adaptive histogram equalization used to improve

the local contrast in the image. To achieve this, the Contrast Limited Adaptive His-
togram Equalization (CLAHE) method were applied. This method computes several
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Fig. 1 The general structure of automatic image recognition system

histograms, each corresponding to a distinct section of the image, and uses them to
redistribute the lightness values of the image. At this stage a blurred version of im-
age is also created. This version is used to prepare segmentation process.

3.2 Asymmetry Assessment

Asymmetry assessment in ABCD formula devotes to information about number of
symmetry axes located in lesion’s area. There is a three logical values of Asymmetry
attribute: symmetric spot (there are two perpendicular axes of symmetry), 1-axial
asymmetry (there is only one axis of symmetry) and 2-axial asymmetry (there is no
axis of symmetry). The numerical values used in the calculation of TDS parameter
for the above logical values are 0, 1, and 2 respectively.

The developed algorithm for evaluation of asymmetry (see Fig. 2) is based on the
analysis of the black and white image created as a result of segmentation. In this
image white dots belongs to lesion area and black dots represents an area of healthy
skin. In the first step a center of gravity (GC) is determined. Next, algorithm creates
an array containing the length of straights (radiuses) outgoing from the GC point
with angle in range between 0 and 359 degrees. Next task is to find straights, which
can be symmetry axis of lesion. For this purpose, for each of the 180 potential axis
of symmetry SFAα is calculated as a sum of similar radiuses inclined to the tested
axis at angles β and −β (see Fig. 3). The main axis of symmetry of the lesion is that
for which the SFA is the largest and exceeds the threshold value agreed in researches
(indicating axis as a symmetry axis).

3.3 Border Assessment

To estimate the character of a border of lesion, the image is divided into eight equal
parts by using four lines crossing in the center of gravity. Next, in each created part
of lesion the sharpness of transition between lesion and health skin is evaluated. For
this purpose, set of samples containing the pixel values in grayscale are collected
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Fig. 2 Diagram of algorithm for the evaluation of lesion’s asymmetry

Fig. 3 Comparison of radiuses for the potential axis of symmetry with an angle α = 0

within the area of crossing lesion to healthy skin. Thus, analysis of a single sample
acquired from an octal part of lesion apply the least squares method to determine the
slope factor a (see (3)) of the linear function passing through the collected values:

a =
n∑xiyi −∑xi ∑yi

n∑x2
i − (∑xi)2

, (3)
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where: xi—number of sample, yi—sample value in grayscale, n—number of all
samples. If the slope factor exceeds determined threshold the transition between
the lesion and the skin in a given sample then it is considered to be sharp border.
If most of samples in octal part was classified as a sharp transition then B value in
ABCD rule increased by one.

3.4 Color Assessment

In this research, all collected images are saved in the RGB color system. Thus, the
precise determination of the similarity between colors is not possible. Analysis of
literature has shown that the most appropriate and recommended color space for
colorimetric purpose is Lab system. Direct conversion of colors from RGB to Lab
is not possible and requires the transformation through the XYZ color space.

In the Lab space, the color value is defined by the brightness (L) with values
from 0 to 100, in turn component a specifies position on the green-red axis, and
component b specifies position on the blue-yellow axis. This color space is based
on the perception of color by the human eye and allows calculate the difference
between colors as the difference of points in three dimensional space. It is also
independent of the hardware device.

After performing transformation to Lab color space the identification of colors
is applied using k-means algorithm. In this algorithm difference between colors is
measured using city block distance. In the research central values of allowed colors
expressed in Lab value which are start points in k-means algorithm were determined.
Result of clustering allows to specify the number of colors presented in the area of
lesion and use it as a C parameter in ABCD formula.

3.5 Diversity of Structure Assessment

This part of the system is in the process of implementation and will be described in
future publications. The main goal of this approach is to build classifier, which for
selected area of lesion will be able to decide: if in the investigated area are known
type of structures. For this purpose, we intend to determine the vector of features of
the study area and build a neural network, which makes classification based on the
input vector. This new approach is one of the main advantage of described automatic
system. It should be stressed that most of known method use D parameter within
the mining of dimension of lesion. Our approach focuses on D as a diversity of
structures what is very difficult to recognize inside the image.

4 Results of Experiments and Conclusions

Initial results of our experiments were gathered using developed information sys-
tem for image recognition. These results are presented in Table 2. During experi-
ment 53 images of melanocytic lesions were investigated. Accuracy of recognition is
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presented in second column of Table 2. Most of cases are recognized correctly. Thus,
it could be said that applied methods are effective and should be developed by using
numerous of testing images.

Table 2 Percentage of correctly classified images

Investigated feature Correct classification
Asymmetry:

symmetric spot 94 %
1-axial asymmetry 92 %
2-axial asymmetry 91 %

Border 79 %
Color 72 %

According to physicians [8] correct classification of pigment skin lesions is pos-
sible using histopatological research of lesion. The newest trend of diagnosing
devoted to using non-invasive methods, has become cause of disseminating of in-
formation technology tools supporting this process.

In this paper, practical development of a new approach to diagnosis support was
described. This approach is based on automatic recognition of medical images gath-
ered during early examination by dermatologists. This automatic examination is
possible only by using images with proper quality and dimension acquired using
dermatoscopic devices. In this research, application of ABCD formula were dis-
cussed, but in the future research it could be extended to new algorithms or methods
of recognition.
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A Virtual Anatomical 3D Head, Oral Cavity
and Teeth Model for Dental
and Medical Applications

Georgios Moschos, Nikolaos Nikolaidis, Ioannis Pitas, and Kleoniki Lyroudia

Abstract. This paper presents a new hierarchical, modular and scalable mesh model
of the human head, neck and oral cavity created by using anatomical information
and computerized tomography (CT) data taken from the Visible Human Project.
The described model, which is an extension of the MPEG-4 head model, covers
the full geometry of the back of the head and the main organs of the oral cavity.
The modular nature of the model makes it adaptable as a whole or per module, to
any corresponding data of a specific human by means of a Finite Element Method
(FEM). Our publicly available model can be used for creating virtual dental patient
models as well as in other related applications in medicine, phonetics etc.

Keywords: anatomical head/oral cavity modelling, teeth model, finite element
method, virtual patient, synthetic human head model, anatomical node.

1 Introduction

Human head modelling techniques can be classified to automatic, semiautomatic
and manual ones, the latter being the most labor intensive.

The first attempt to model a human face was made by F.I. Parke [13]. The first,
publicly available, simplistic but accurate generic face model, namely the CAN-
DIDE model, was created by M. Rydfalk [15]. Its current version (CANDIDE-3)
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created by J. Ahlberg [1] incorporates new 3D vertices making the model more
realistic and almost compliant with the MPEG-4 standard. Starting from skeletal
muscle modelling using ellipsoids introduced by F. Scheepers [16], J. Wilhelms et
al. [18] extended this idea for anatomy-based modelling and animation of humans
and animals, using a multilayered structure consisting of bones, muscles and skin.
K. Kaehler et al. [7] have constructed virtual face muscle models using fiber ar-
rays (linear segments) for real-time physics-based facial animations. The Interactive
Modelling—Anthropometry method (reconstruction from feature vertices) utilizes
software tools for 3D ‘sculpting’ of a generic face mesh. After defining anthropo-
metric facial landmarks, either from a pair of orthogonal 2D photos [9] or from a
series of photographs [14], it uses an RBF-based interpolation for defining the rest
(non-landmark) vertices in the generic model. Moreover, the creation of face-head
models based on statistical data describing human face-head variations across indi-
viduals has been proposed [4].

All previously described modelling methods have focused on external head struc-
tures. O. Engwall [6] and M. Cohen et al. [3] have applied semi-automatic mod-
elling methods on Magnetic Resonance Image (MRI), Electropalatography (EPG)
and Electromagnetic Articulography (EMA) data, in order to obtain intraoral mod-
els for speech generation simulation. Using similar data sources, P. Badin et al. [2]
created a speech oriented vocal tract model, by connecting 2D midsagittal contours
of tongue and lips to create three-dimensional articulatory models. Stone et al. [17]
used tagged Cine-Magnetic Resonance Imaging (tMRI) data for tongue modelling,
while Y. Laprie et al. [8] utilized X-rays for this purpose.

None of the previously mentioned methods has produced a generic model for the
variety of tissues comprising the oral cavity (teeth, tongue, larynx, etc.), along with
the human head and neck, for use as an archetypal head-oral cavity model. To this
end, a first attempt is described in [11], where we presented such a combined model
created using real anatomical data for the inner anatomical structures and the well
known CANDIDE face model.

In essence, our aim was to create an extension of the MPEG-4 head model that
includes the oral cavity and the neck. Such an extension has the additional advantage
of ensuring back compatibility to the MPEG-4 standard. Facial Definition Parame-
ters (FDPs) and Facial Animation Parameters (FAPs) of the MPEG-4 were designed
to quantify and normalize essential facial features and motions. In this paper, a num-
ber of new Definition Parameters, related to the structures that are not included in
the MPEG-4 standard are proposed, as can be seen in Sect. 2. In addition to model
creation, we have developed a Finite Element Method (FEM) based technique for
registering the archetypal head-oral cavity model to 3D mesh or volumetric data
(target data), corresponding to a specific individual.

The paper is structured as follows. Section 2 describes our head modelling ap-
proach. Section 3 deals with the detailed modelling of the constituting parts of our
model. Section 4 describes the synthesis of the modules in a functional entity with a
proposed extension of the MPEG-4 FDPs to cover the oral cavity, while Sect. 5 de-
scribes a FEM based approach for the personalization and registration of our model
towards any given real person data. Conclusions follow in Sect. 6.
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2 Anatomical Head/Oral Cavity Modelling

This section presents the approach used for head modelling, the data, model princi-
ples and structure.

2.1 Source Data and Their Preprocessing

Our modelling source was the publicly available anatomical data of a male cadaver
originating from the Visible Human Project, National Institute of Health (NIH),
USA [12]. Due to the geometrical complexity and interconnections of the human
tissues to be modelled we adopted manual modelling, which allows the right selec-
tion of anatomically important vertices. The transversal 377 head slice images were
turned to a cubic volume by means of a linear interpolation along the Z axis by a
factor of 3 due to the different pixel spacing along this direction. After histogram
equalization we were able to visually identify the various internal tissues/organs and
by using the mouse, we have obtained the 3D coordinates of any internal or external
landmark point of interest.

2.2 Head Modelling Principles

In our oral cavity modelling procedure, the anatomical structures to be modelled
consist of various tissues (e.g. jaws, teeth, lips, cheeks). In order to accurately model
these tissues physically, one would have to represent all their inner substructures
(muscles, nerves, tendons, veins etc.) in detailed shapes and in the same arrange-
ment as they occur inside the human body. Obviously, this task requires an enor-
mous effort. However, for most target applications, such a detailed modelling is not
required. Thus, we have chosen to model only the external surface of the structures
of interest, which are of great importance in visual applications.

During modelling, we have assumed that any 3D surface of a prototype human
head tissue has planar symmetry with respect to the YZ plane in the neutral posture
and expression defined by the MPEG-4 standard. We enforced this symmetry by
proper small modifications of the acquired 3D model vertices in order to eliminate
naturally occurring asymmetries on the male cadaver head. This enforced symmetry
of the head organ surfaces is an adopted idealization of the reality, since our aim
was not to create a model of the real Visible Human male head and its organs, but
to produce a generic head model with generic organ models that are based on real
data that can be adapted to any head of the general population.

The number of vertices selected to model the various parts of the head was kept to
a minimum in order to express the basic anatomical geometry. This choice allows for
model compatibility with the CANDIDE/MPEG-4 external face models and ensures
low computational effort in handling its personalization. An overly detailed model
would be good for artistic visualization, but would be very difficult to personalize
and rather slow to animate.
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2.3 Hierarchical and Scalable Model Structure

Our proposed synthetic human head model structure is based on the notion of nodes
used in Virtual Reality Modelling Language (VRML). Each node, named Anatom-
ical Node (AN), is a 3D surface representation of a human head organ, which is
anatomically distinct from the neighboring ones. The 3D surface geometry of each
such node is given by a set of 3D vertices forming triangles. The anatomical nodes
can be combined to build more complex structures, i.e., other anatomical nodes, thus
creating a hierarchical model structure, as shown in Fig. 1. 3D vertices belonging
to anatomical nodes, that are uniquely identified in head image data and describe
the anatomical structure geometry are called Head Definition Parameters (HDPs).
Our model HDPs corresponding to MPEG-4 vertices are the same with the MPEG-4
FDPs, while new vertices describing the neck and oral cavity geometries are intro-
duced in section 3. The neck feature vertices complement the HDPs, while the oral
cavity feature vertices are called Oral Cavity Definition Parameters (OCDPs), as
described in section 3. Some of the FDPs shown in MPEG-4 are at the same time
also OCDPs (e.g., the tongue and teeth FDPs). The proposed head and oral cavity
model is a multiresolution one, i.e. its structure contains anatomy representations at
multiple levels of detail.

The top level head-neck-oral cavity node is called CEPHALE(), from the Greek
word ‘KEPHALI’ (meaning head). The hierarchical and modular nature of the
CEPHALE() model is depicted in Fig. 1, where we can see the names of the 11
nodes that comprise the model and are placed inside the parenthesis of the top level
node name.

3 CEPHALE Node Models

This section deals with the details of modelling for all the constituent parts.

3.1 Head Model

Using the MPEG-4 FDPs, we formed the anatomical node CEPHALE(Face), witch
consists of 106 3D vertices and 188 triangles that depict a face in the frontal pose
and neutral expression. Next, we have created the CEPHALE(BackOfHead-Neck)
node by defining landmark vertices on the skin outside the parietal, occipital and
temporal bones of a human head in such a way, so as to enforce symmetry with
respect to the Y Z plane. Subsequently, we have modelled the neck by selecting ver-
tices, so as to encompass the full length of CEPHALE(Larynx) node starting from
the perimeter vertices of the head (Sect. 3.4). The CEPHALE(BackOfHead-Neck)
and CEPHALE(Face) nodes form the CEPHALE(Head) node. The HDPs are shown
by bold dots. Their numbering is included in the CEPHALE() VRML file. The
same visualization approach will be used for all HDPs and OCDPs presented in this
section.
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Fig. 1 Head/oral cavity anatomical node hierarchy

3.2 Lower Jaw Model

The node CEPHALE(LowerJaw) comprises the mandible bone node CEPHALE
(Mandible), the lower gingiva node CEPHALE(GingivaMandible) and the teeth of
the mandible jaw node CEPHALE(TeethMandible).

For modelling gingiva, a gingival attachment model corresponding to the gin-
giva attached to each tooth was built. The mesh created by synthesizing these
building blocks for all teeth covers the entire gingival tissue of the gingiva of the
mandible (internal-external), thus generating the anatomical node CEPHALE (Gin-
givaMandible).

Although we have developed much more detailed teeth models [10], we have
decided to use crude teeth models, so that their level of detail is compatible with the
one of the rest of CEPHALE() model. Hence, we modelled the visible part (crown)
of any tooth uniformly (i.e. with the same topology), effectively anchoring it with
the gingiva part. Each tooth root was modelled as a pyramidal surface ending in a
square. Figure 2 shows details of the previously described modelling procedure.

Combining all the previously described tooth models, we have created the
anatomical node of the mandibular teeth node CEPHALE(TeethMandible). In to-
tal, the mandible anatomical node CEPHALE(LowerJaw) consists of 560 vertices
that form 854 triangles.
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(a) (b) (c) (d)

Fig. 2 (a) A close up view of the gingiva-teeth interconnection, (b) Gingival attachment detail,
(c) The model of a tooth with three roots (vertices can be seen as dots), (d) The dots suggest
the separation points of the roots

3.3 Maxilla Model

The node CEPHALE(Maxilla) comprises the upper external surface of the gingiva
and hard palate tissues, that form the anatomical node named CEPHALE(GingivaUp)
and the teeth of the maxilla forming the anatomical node CEPHALE(TeethUp).

The upper external gingival surface was modelled as previously described (3.2),
while the hard palate was modelled using a set of 31 perimetric vertices delimiting
the maxilla gingiva-crown attachment and another set of 32 vertices lying on two
elliptic curves, which run parallel to the perimeter line formed by the apex of the
tooth—gingival attachment along the dental arch. All these lines form a hat-like
structure which is gradually deformed at its back side, in order to form the back
end of the palatal bone, where the laryngeal entrance and the uvula are located.
For modelling the upper teeth, we followed a similar procedure to that of Sect. 3.2.
Due to anatomical particularities of the male cadaver (e.g., missing teeth), special
care has been taken, along with assistance from experienced dentists, in order to
correctly depict both the position and the convergence of the teeth along the dental
arch, thus achieving orthodontic accuracy. The final anatomical node of the upper
gingiva CEPHALE(Maxilla) is comprised of 490 vertices forming 788 triangles.

3.4 Modelling of Oral Cavity Organs

For modelling the internal surface of cheeks and lips, we followed the topology
of their corresponding external part depicted on the CEPHALE(Face) node. This
was achieved by taking vertices along the inwards pointing surface normal vectors
of the lower part of the CEPHALE(Face) node. The vertex set obtained this way
was enriched with a few more vertices at the perimeter of the internal cheek tissue,
in order to avoid hole creation when assembling the internal cheeks-lips surface
CEPHALE(CheeksLipsInternal) with each of the CEPHALE(GingivaMandible)
and CEPHALE(GingivaUp) surfaces.

Tongue, larynx and uvula play a special role in speech articulation. For mod-
elling their tube-like surfaces, we have used coronal and sagittal cross sections of
the respective organ, placed at characteristic surface curvature locations and we have
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(a) (b) (c)

Fig. 3 Models of the oral cavity organs with FDPs—FAPs (dots at the top in a) and OCDPs—
OCAPs (other dots) animation vertices for (a) Tongue, (b) Larynx and (c) Uvula

selected a number of vertices at their section borders. The models produced are de-
picted in Fig. 3 along with the newly introduced Oral Cavity Animation Parameters
(OCAPs) and OCDPs.

4 Overall Head—Oral Cavity Model and Its Animation
Parameters

By combining all the previously mentioned CEPHALE(“NodeName”) nodes we
have created the CEPHALE() node that depicts the archetypal human face, head,
neck and oral cavity anatomical structures, which consists of 1378 vertices that form
2217 triangles. Figure 4 shows the overall newly created CEPHALE() model.

(a) (b)

Fig. 4 The combined head—oral cavity model (CEPHALE()) with the outer surface (head)
depicted in wireframe for visualizing the inner structures: (a) front view, (b) side view
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(a) (b)

(c) (d)

Fig. 5 Coronal and transversal views of the Visible Human Male Head at various planes of
the oral cavity organ with superimposed the CEPHALE() node (contour lines)

For visualization purposes we superimposed the models on the cadaver head vol-
ume, as in Fig. 5. The CEPHALE() model accuracy is very good on the area en-
closed by the cheeks and lips, but is not so good on the cheeks and lips themselves,
due to the limited number of model vertices on these formations. This problem can
be remedied by using a twin-resolution CEPHALE() model, where the higher reso-
lution one will be matched to the head/oral cavity surfaces by employing deformable
models.

5 CEPHALE() Model Personalization Using a Finite Element
Method

In many instances, it is desirable to adapt the prototype CEPHALE() model, so
that it matches another 3D head surface model of similar geometry. In our case,
we have utilized a model adaptation method based on finite elements [5]. Given
‘target’ positions for landmark vertices (FDPs/HDPs/OCDPs) obtained by visual
inspection on any 3D facial/head data sets, our corresponding model developed,
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(a) (b)

Fig. 6 (a) CEPHALE(HeadBackNeck) and CEPHALE(Face) adapted to the Visible Human
Male head surface consisting of 49470 vertices by using 64 ‘driving’ vertices, (b) The same
model adapted to a 3D head wireframe model (Washington) consisting of 5828 vertices by
using 62 ‘driving’ vertices

e.g. the CEPHALE(Face) node, can be ‘adapted’ to it fast and seamlessly. Example
results of this procedure are given in Fig. 6.

6 Conclusions

In this paper, we have presented the new prototype CEPHALE() model of the hu-
man face and oral cavity, based on anatomical and CT data of a real male ca-
daver oral cavity (Visible Human Project). Our modular-hierarchical design greatly
enhances the flexibility of the final model, making it a useful tool in scientific
applications that involve the human head-oral cavity interaction, such as speech
articulation and pathology, virtual dentistry etc. The constructed model is freely
available to the scientific community in the form of VRML files at
http://poseidon.csd.auth.gr/.
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3D Hand Shape Modeling
for Automatic Assessing Motor Performance
in Parkinson’s Disease

Katarzyna Kaszuba and Bożena Kostek

Abstract. In this paper a method for hand pattern processing to create a 3D hand
model is presented. By applying a complete hand armature to the model obtained, an
interpolation of three motor tests for an individual Parkinson’s disease patient can be
performed. To obtain the 3D hand model the top view of the hand from a web cam
is analyzed. The hand contour is examined to find characteristic points that allows
for dividing hand image into three subareas: metacarpus, thumb and fingers. These
are processed separately to produce a list of necessary vertices. Then polygons are
modeled by grouping vertices into vectors of four values corresponding to the vertex
indices. The third dimension is introduced by adding z coordinate to each vertex.
The modeling results in a list of vertices and polygons that is then used for forming
the reference animation.

Keywords: Parkinson’s Disease, UPDRS, 3D modeling, animation, movement
analysis.

1 Introduction

Currently about 1% of people over age 60 suffer from Parkinson’s Disease (PD).
The development of the condition is monitored by clinicians, however most methods
used in a their practice do not provide an objective feedback about the PD progress.
The Unified Parkinson’s Disease Rating Scale (UPDRS) is employed to evaluate
various PD symptoms in a 5-point scale (0—normal, 4—severe). The problem may
appear when a doctor evaluates the same symptom differently from other clinicians
or when the patient’s visits are irregular, then it may be difficult for a doctor to eval-
uate the state of the patient in comparison to the previous visit. Therefore, there is
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a strong need for an objective classification of the PD patient’s state that overcomes
differences in human perception and judgments [2, 9].

This paper is devoted to the method that may objectify results of three hand
motor-related UPDRS tests. These are as follows: finger tapping, fist opening
and closing and alternating rapid movement tests (numbered UPDRS 23, 24, 25)
[1, 2, 7]. Since PD patients are often unable to perform the entire movement task
as prescribed in the UPDRS test, thus in the approach shown in the paper it was
decided that for an objective UPDRS evaluation a reference hand movement should
be created rating the patient’s performance in this context [2]. The presented ap-
proach proposes creating an individual 3D animation for each hand motor test, and
in addition this should be done individually for each patient. Such a strategy re-
quires a very simple, but at the same time sufficiently fast and reliable hand model
creation. Therefore, the main focus of this research is on engineering an individ-
ual hand model of a PD patient based on a single image of the hand top view. The
modeling is performed in two stages. First the image of top view of a hand is pro-
cessed in Visual C++ environment [10] to produce the list of vertices and polygons
for the model, then the model is generated in Blender environment with the use of
the Python script [3] and the bone structure is added to the model in this way. The
last stage is the movement interpolation. In the paper some preliminary results are
described and examples of the models engineered are given.

2 Image Processing and Vertex Generation

For the purpose of the model creation the top view of the hand is examined. An
upside-down picture of a size 320x240 px is processed. The algorithm chooses the
best frame from the 2-second long video sequence (30 frames) to be analyzed. The
hand should lie on the pad with fingers slightly spread and the thumb pushed away.
To obtain best results the contrast between the background and hand should be max-
imized [5]. The black pad is used to facilitate this process. The starting point is a
binary threshold algorithm utilized to obtain a picture which returns white hand and
image on the black background. The process of the best frame selection is presented
in the detail in Fig. 1.

Next the processing and the analysis of the obtained frame is performed to pro-
duce the list of the vertices and polygons required for the animated model. The
algorithm examines each of three regions to produce a list of vertices. The vertices
must be stored in a vector in a strictly specified order, as the polygons are then
modeled based on their indices [5]. The two dimensional coordinates of 97 points
are defined and then the third dimension is introduced. The entire process of vertex
generation is shown in Fig. 2.

The contour is extracted from the binary image according to:

∀y∀xout(x,y) =

⎧⎪⎪⎨
⎪⎪⎩

0 if p(x,y) = 0 and p(x−1,y) = 0,
0 if p(x,y) = 1 and p(x−1,y) = 1,
1 if p(x,y) = 1 and p(x−1,y) = 0,
1 if p(x,y) = 0 and p(x−1,y) = 1,

(1)
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Fig. 1 A scheme of the methodology of choosing the best fitted frame
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Fig. 2 The block-diagram of the vertex search
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where out(x,y) stands for a value of a pixel in the output image and p(x,y) represents
a value of a pixel in the analyzed image. The chosen binary image is then examined
along the x-axis to get the coordinates in the case when a pixel value changes from
0 (black color) to 255 (white color) and the other way round [10]. This is to define
a single pixel gapped contour of hand (GHC). Then this contour image is processed
to be divided into subareas. Figure 3 presents the process of such a division.

for each yLine in contour:

if(p(x)==1):

pixel_number+=1

marker vector[yLine]=pixel_number

for i in range(marker_vector.size()):

if(marker_vector[i]=2 and marker_vector[i+1]>2):

split_coords_metacarpus=marker[i]

if(marker_vector[i]=4 and marker_vector[i+1]<4):

split_coords_fingers=marker[i]

Fig. 3 Subarea extraction method

This contour is analyzed to locate lines along the y-axis where there is a change in
the number of white pixels from two to more and from four to less. These values are
then stored in the marker vector and are used to divide the image into subareas. To
close the gaps in the contour image further analysis of binary images is performed,
this time along the y-axis. A single pixel gapped contour and the finished contour
are presented in Fig. 4.

Fig. 4 Contour images of hand: (a) GHC (b) finished contour

The finished contour is then divided into three subareas: metacarpus subarea,
fingers subarea and thumb subarea according to the marker values. Each of them
is then processed separately to obtain a list of vertices for the model. The division
areas are presented in Fig. 5.
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Fig. 5 Division of the hand
contour into subareas Metacarpus

subarea

Thumb
subarea

Fingers
subarea

Then, the metacarpus region is processed. All obtained points are presented in
Fig. 6 and the method of calculating point coordinates along with those coordinates
is stored in Table 1.

DL(xDL ,yDL) DR(xDR ,yDR )
P1

DTh(xDTh,yDTh )ODTh(xODTh ,yDTh)

OTTh(xOTTh ,yTTh) TTh(xTTh,yTTh )

TR(xTR,yTR)

P2 P3

P4 P5 P.6 P7

P8 P9 P1 0

P12 P1 3P11

TL(xTL,yTL)

Fig. 6 Division of the hand contour into subareas

The algorithm located eight characteristic points marked as Down Left (DL),
Down Right (DR), Down Thumb (DTh), Opposite Down Thumb (ODTh), Top
Thumb (TTh), Opposite Top Thumb (OTTh), Top Left (TL) and Top Right (TR).
The names are corresponding to the coordinates as the (0,0) point is located in the
top-right corner of the image. All those points are marked in Fig. 6. The coordi-
nates of DL and DR points are known since they are the first two points from the
top of the image. Four points (TL, TR, OTTh and TTh) are localized by analyzing
lines described by the marker vector. The DTh vertex is described as the first white
pixel below the TTh point and the ODTh coordinates are defined by founding the
first white point at the left side from the DTh point. In the second stage points half
the distance between DL-DR and TTh-DTh are searched. Also two points located
in 1/3 and 2/3 ODTh-DTh distances are to be determined [6]. The remaining mesh
points are then characterized by reassigning the coordinates of these 11 characteris-
tic points. Additionally the search of the point located on the left side of the contour
in the TTh-DTh half distance line is searched.



212 K. Kaszuba and B. Kostek

Table 1 Metacarpus mesh points

Pointa Coordinates Additional description
DL, DR (xDR,yDR), (xDL,yDL) First down white pixel from the left and right
TL, TR (xTL,yTL),(xTR,yTR) Pixels described by marker vector index 2
TTh, OTTh (xTTh,yTTh),(xOTTh,yTTh) Pixels described by marker vector index 1
DTh, (xDTh,yDTh) Pixel below TTh
ODTh (xODTh,yDTh) First white pixel from the right from DTh
P1 (xDL +Δ1,yDL) Δ1 = (xDL +xDR)/2
P2 (xODTh +Δ2,yDTh) Δ2 = (xODTh +xDTh)/3
P3 (xDTh −Δ2,yDTh) Δ2 = (xODTh +xDTh)/3
P4 (xP4 ,yP5 ) First white pixel from the right of P4
P5 (xODTh,yDTh +Δ3) Δ3 = (xDTh +xTTh)/2
P6 (xP2 ,yDTh +Δ3) Δ3 = (xDTh +xTTh)/2
P7 (xP3 ,yDTh +Δ3) Δ3 = (xDTh +xTTh)/2
P8, P9, P10,. . . (xODTh,yTTh), (xP2 ,yTTh) (xP3 ,yTTh). . .

The most complex part is dedicated to determine finger vertices. At this point it
is crucial to define those points that would fully characterize finger shape but would
also properly define joints. Incorrectly localized joints could affect the motion mod-
eling and result in an unnatural finger bending. Firstly the contour is transformed
into a function and the optimum points in the finger image are found. The optimum
points are understood as ones that fulfil the following equations:

1◦ p(x,y) → y = f (x), (2)

2◦ x =
{

xmin ⇐⇒ f (x−1) > f (x)∧ f (x) < f (x + 1),
xmax ⇐⇒ f (x−1) < f (x)∧ f (x) > f (x + 1). (3)

The entire process of mesh point search is shown in the block- diagram presented
in Fig. 7.

Fig. 7 Finger mesh point search diagram
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Four maxima define the finger tips and three minima describe the space between
fingers and the finger bases. At this stage of processing these points are not yet cor-
rect vertices and each optimum must be converted into two separate points pushed
aside from the actual optimum. This is obtained by analyzing the square area of 10
pixel neighborhood of each optimum to find white pixels for which the difference
between y-coordinate of the optimum and a new point is greater than 4 pixels. Such
an approach guarantees that there would not be distortions in the model while bend-
ing fingers and tips of fingers are rounded. Still the slight loss in the finger height
can be observed. Both original and modified optimum points can be observed in
Fig. 8.

Fig. 8 (a) Original hand view, (b) Finished model

The last stage of finger modeling is defining the joint points. Each joint is de-
scribed by six vertices. The line between each finger tip and the middle of the finger
base is drawn and points located in the 0.3, 0.333, 0.366 and 0.6, 0.666, 0.7 length
of these lines are found [6, 8]. Then the algorithm creates the orthogonal line de-
termined by these points and the coordinates of points where this line crosses the
contour are treated as joints vertices. The thumb points are defined analogically to
the finger points, the only exception is that the tip of the thumb that is defined as the
first white point from the right in the image. Then, the third dimension is added to
the model. Since the hand top view contains no information about the hand thick-
ness, thus the anthropometric information is applied for this purpose. The thickness
of all five fingers is defined as the distances between joint points and the wrist thick-
ness is introduced as half the distance between DL and DR points. The remaining
thickness information is calculated as a descending value between wrist and fingers
thickness [6, 8]. The 3D raw hand model contains 194 vertices. The polygons are
modeled as vectors of indices of four neighboring vertices. This raw model still
needs some adjustments before being applied in the Blender environment [3].
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3 Model Verification

To be sure that vertices have properly been defined, a list of points is compared to the
reference model stored in the program. The algorithm eliminates the offset between
the raw model and the reference one. A distance between each vertex of these two
models is computed. Vertices in a raw model that are more distant from the reference
than the doubled mean value are treated as invalid. A correction algorithm is applied
for eliminating this problem [5]. For each of these points the previous and the next
point in order of their appearance in the contour are selected. The fragment of the
contour image limited by these points is processed to produce the function relation.
The least square approximation is performed to obtain the third order function that
describes this fragment of the contour [11]. Then the new point is searched. If the
distance from the reference is smaller than the mean value it substitutes the invalid
point. This step is repeated three times to eliminate all invalid vertices. Furthermore
the model requires scaling as the loss of the finger height and some distortions may
appear due to insufficient lighting. There are several distance dependencies in hu-
man hand that are constant [6]. To measure them 100 photos of human hand have
been examined and verified this hypothesis. All ratios are presented in Table 2.

Table 2 Constant distance ratio in human hand

Denominator Numerator
Base length of the little finger First and second joint length of little finger
Base length of the ring finger First and second joint length of ring finger
Base length of the middle finger First and second joint length of middle finger
Base length of the index finger First and second joint length of index finger
Base length of the little finger Joint length of thumb
Hand width Little finger length, Ring finger length, Middle finger length. . .

When a disproportion in the model is discovered the algorithm scales the part of
the hand accordingly.

4 3D Modeling and Motion Interpolation

The gathered list of vertices and polygons is exported to the file and the Python script
working with the Blender environment converts them into 3D mesh. The fourth level
subsurf modifier is applied to smooth and round the mesh. No skin structuring is
performed. The rendered model together with the original hand view are presented
in Fig. 8.

In the next step of the method presented the armature is applied. The armature
contains 20 bones [6]. The vertices are assigned to the corresponding bones. The
whole process is illustrated in Fig. 9.

Then the script switches to the Blender Pose mode and each bone is rotated within
the key frames to produce 2-second long motion animation. For the finger tapping
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Fig. 9 Armature structure and vertex assignment

test (UPDRS 23) the entire model is firstly rotated 90◦ clockwise and then the little,
ring and middle fingers are rotated −90◦ in base joints and −90◦ in the first joints
in the x direction. The thumb location is pushed down to make 90◦ rotation with the
metacarpus. This is the base position for this test. For the next key frame rotation
of the index finger and thumb bones is performed. The opening fist test (UPDRS
24) [7, 9] requires no change in the position of the model. The key frames require
only rotation of each bone in the fingers. The inverse kinematics to perform motion
is used in this case. The alternating rapid movement test (UPDRS 25) [4, 9] needs
only the entire model rotation. Due to the parent-child relations in the bone structure
only the rotation of the wrist bone must be performed. The frames obtained with the
presented method are presented in Fig. 10.

Fig. 10 Armature structure and vertex assignment in the mode
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5 Conclusion

As hands of elderly people could be deformed, the usage of a general hand model
would not provide a good basis for the gesture recognition. Also as far as the PD is
concerned, there is a need of full motion description, therefore the application for
the UPDRS rating should provide gesture recognition in each frame. Such approach
assumes that very similar gestures have to be distinguishable between each other.
Any additional information about individuals hand silhouette could increase the ef-
ficiency of gesture recognition, therefore the presented attempt tends to be a valid
addition for the developed system.

The model obtained via the described method is not perfectly realistic, but it is
sufficient to be used in the UPDRS tests. Still the method should be investigated fur-
ther to produce a better hand model and hand movement approximation. Additional
vertices have to be added and an appropriate skin texture should be applied to in-
crease realism when working with the application. Currently the preliminary steps
of the research are presented, however in the final application version the model-
ing Blender environment will be replaced with the dedicated C++ code utilizing the
abilities of the OpenGL library.

Further steps in this study require building a database of the rendered refer-
ence animations related to individual patients, on the basis of which an appropri-
ate parametrization should be defined, resulting in a feature vector. This vector is
needed as an input to the Support Vector Machine classifier. We expect that SVM-
based classification may guarantee an objective evaluation of the patients’ state.
The classification of each motion frame could be presented along the interpolation
curve. Such curves together with the stored hand model provide full motion descrip-
tion easily readable for the clinicians. The application will not overload the memory
of the PC computer, as no video files are stored and all data can be stored into a
simple text file.
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An Approach to Determining
Tinnitus Acoustical Characteristic

Piotr Suchomski, Piotr Odya, Józef Kotus, and Andrzej Czyżewski

Abstract. For many treatment methods, accurate estimation of Tinnitus (ringing
in ears) concerning sound type, level, and bandwidth or frequency is inevitable.
The proposed way of obtaining Tinnitus parameters is described in this paper. The
method employs sound synthesis, aimed at obtaining sound which is closest to per-
ceived Tinnitus. The proposed method assumes running a designed application on
a multimedia PC provided with a special graphical user interface to facilitate sound
generation and identification. Emphasis is put on issues related to the implementa-
tion of the proposed diagnostic procedure. The method was verified during prelimi-
nary tests in which people suffering from Tinnitus participated. The obtained results
are presented and discussed in this paper.

Keywords: Tinnitus, therapy, sound synthesis.

1 Introduction

The term ‘Tinnitus’ comes from the Latin word ’tinnire’ which means buzz or ring.
This is how patients often depict an auditory sensation that they perceive. There are
also descriptions such as humming, bumping, clicking, whistling and other types of
noise [10]. The main problem considering Tinnitus is the lack of any objective mea-
surement method. Therapists are completely dependent on subjective descriptions
and answers given by their patients.

The number of people who suffer from Tinnitus ranges from approximately 10 %
to 20 % according to research conducted in different countries [5, 9, 10]. The num-
ber increases with age. Furthermore, Tinnitus is often related to hearing loss thus
exacerbating difficulties of everyday life. Considering the fact that typically every
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e-mail: {pietka,piotrod,joseph,andcz}@sound.eti.pg.gda.pl

T. Czachórski et al. (Eds.): Man-Machine Interactions 2, AISC 103, pp. 221–228.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2011

{pietka,piotrod,joseph,andcz}@sound.eti.pg.gda.pl


222 P. Suchomski et al.

fifth case of Tinnitus is annoying for a patient and requires therapy, one can esti-
mate that on averagely the demand for diagnoses and effective therapy might reach
several dozen thousand persons.

2 Tinnitus Therapy

Many different Tinnitus therapy methods can be found in literature (e.g. [2, 6, 7, 8,
11]). Currently, the most popular and efficient method is TRT—Tinnitus Retraining
Therapy [3, 4, 5, 14]. Unfortunately, very often a method that guarantees complete
cure cannot be found. This also applies to pharmacological solutions. All methods of
Tinnitus treatment are preceded by tests and examinations. Typically, these include:
ENT examination, audiometric testing, tympanometry, otoacoustic emissions, ques-
tionnaires, identification of Tinnitus nature (tone or noise, etc.), determination of
Tinnitus frequency (or frequency range) and level [1, 15].

The basic problem with the diagnosis of Tinnitus is its diverse nature. Physicians
at this stage of diagnosis usually use a base of different sounds to determine the na-
ture of Tinnitus precisely. Unfortunately, sounds form the base cannot be changed
(frequency, bandwidth), what might be confusing for patients. The next stage of the
diagnosis is determining Tinnitus frequency. It is relatively simple from the techni-
cal point of view, especially in the case of a tonal Tinnitus and one ear. Typically
this measurement is done using a common audiometer. To ‘healthy’ (without Tinni-
tus) ear is emitted a tone and the patient is asked to approach a situation in which
the frequency of the generated tone and frequency of Tinnitus is identical (or the
difference is minimal). Such a test is usually repeated several times. The average
or median of individual measurements is considered the result [11, 16]. If Tinni-
tus is perceived in both ears, or hearing loss is experienced, the situation is more
difficult. In such a case a method based on Vernon and Fenwick idea [12] called a
two-alternative forced-choice (2AFC) is used to assess Tinnitus frequency. The pro-
cedure involves emission of two tones of different frequencies. The patient decides
which of the presented tones is closer to the frequency of Tinnitus.

Measuring Tinnitus level is usually made using Tinnitus Loudness Matching. The
method involves increasing the sound level progressively until the patient decides
that it matches the perceived level of Tinnitus. Levels obtained by this method are
low—typically 5–10 dB above hearing threshold [16].

3 Application for Tinnitus Synthesis

The Multimedia Systems Department has developed computer tools that can be
used relatively easily to make attempts of sound synthesis, which would correspond
to perceived Tinnitus and help to determine Tinnitus frequency. The application
is designed mainly for therapists and should be used under the supervision of the
therapist. This is crucial, since the application requires some technical knowledge,
e.g., how to describe and explain the concept of the pitch of a sound. The applica-
tion works on Windows system. Both the program code and the user interface was
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developed in the C++ Builder programming tool—one of the most popular Rapid
Application Development tools.

The idea of the tool for Tinnitus synthesis is based on a fairly simple sound gen-
erator with the following features: pure tone generation at any frequency and ampli-
tude, white noise generation and filtering, AM modulation of any sound, filtering of
any digital sound. The difficulty of implementing such a synthesis lies in designing
a proper user interface. The assumption for the interface design should be that users
with no knowledge or skills in the domain of audio processing will be able to make
the synthesis intuitively and correctly [13].

A central element of the designed interface is a color rectangle window with
axes at the bottom and at the left side (Fig. 1). The horizontal axis represents the
frequency of sound, and the vertical axis is the amplitude of sound. The amplitude
is a function of frequency, and the amplitude spectrum is displayed in the window.
In the panel on the right, are three icons. Each icon represents a different type of
sound, i.e. a pure tone, white noise, and sound samples. The user can choose the icon
and drag it to the above-described area. Moving the icons horizontally will change
sound frequency, while moving them vertically will alter its amplitude. Each band
of frequency is assigned a different color range: cool colors depict low frequencies,
and warm colors match higher frequencies. The intensity of a color represents the
amplitude of a sound (intensity)—the higher the sound level, the greater the intensity
of the color (more saturated). For pure tones, the user can modify their frequency,
whereas for noise and digital recorded sounds the user can adjust the frequency band
to which the sound is limited. In the latest case, a sound object can both be moved
and change its width correspondingly to the width of the frequency band to which
the sound is filtered.

Moreover, people suffering from Tinnitus can often specify whether the sound
has a constant characteristic or is periodically changed. Very often, a periodic
change is described by patients as a pulsing sound. This effect can be achieved by

Fig. 1 The user interface for Tinnitus sound synthesis
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amplitude modulation (AM). Therefore, when the user double clicks a sound object
the window displays, in which the speed, ‘throbbing’ and intensity (depth) can be
set. To facilitate the scaling, the slider was assigned certain labels such as slow or
fast and weakly or strongly. Users may use different sound sources during Tinnitus
synthesis; their number is not limited. For recorded sound samples, a database of
typical sounds (e.g. beeping, buzzing, ringing, the sound of shells, etc.) is provided.
In the current version of the module, only filtering is available, but ultimately an im-
plementation with the algorithm to transpose the sound spectrum is also considered.
The synthesized sound can be stored on a disk as a simple WAVE file format, as well
as a project file that can be re-loaded for further modification. It is recommended
to monitor the synthesis using the ear, where the Tinnitus does not exist. If Tinnitus
seems to occur inside the head or in both ears, then the process of synthesis could
become much more difficult.

The frequency of Tinnitus-related tones turns out to be quite difficult to deter-
mine, even if the perceived Tinnitus is more like a pure tone (e.g. squeak, whistle,
etc.). To determine this frequency in the developed module, the user can choose be-
tween a test signal of a pure tone and a narrowband noise (1/8 octave). Frequency
search can be done manually or automatically. In manual mode the frequency slider
is used (Fig. 2). The algorithm for automatic search is based on bisection (a method
for determining the roots of a polynomial), which is well-known in the domain of
numerical methods. The procedure begins with a random selection of a frequency.
Next, the user compares the frequency of the test signal with the frequency of his/her
Tinnitus. If the signal is of a lower frequency than the frequency of Tinnitus, the user
should select the ‘too low’ button, whereas when the test signal frequency is higher
than the frequency of Tinnitus, the user should select the ‘too high’ button. The next
frequency value is determined according to the bisection method, which is shown
in Fig. 3. At any time, the user can use the slider to manually search for Tinnitus
frequency. When the frequency of the test signal corresponds to Tinnitus frequency,
the ‘OK’ should be selected. In the case where the user can’t determine Tinnitus
frequency, he/she may abort the procedure by clicking on the ‘STOP’ button.

Similarly as in the case of Tinnitus synthesis, also in this case, the test should be
performed using the ear free of Tinnitus. Initially, a test signal of 10 dB above the
hearing threshold is presented. The user can modify the level of the sound with the
arrows available in the left or right panel.

4 Preliminary Tests

The aim of a preliminary test was to confirm assumptions made and to validate the
developed software. The task for a patient was to use the computer application to
find a sound most similar to his/her subjectively perceived Tinnitus and then to fill
in the questionnaire. The questionnaire answers were analyzed in order to obtain
information on the patient and tinnitus severity. The questionnaires did not serve to
determine specific parameters of tinnitus, e.g. frequency.
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Fig. 2 User interface for determining of Tinnitus frequency

Fig. 3 Illustration of frequency search algorithm based on the method of bisection

The questionnaire has two parts. The first one is for collecting basic information
about a patient’s hearing and Tinnitus. The questions cover issues such as how long
a person suffers from Tinnitus, whether a person suffers from hyperacusis, when
and for how long she/he hears Tinnitus, etc. The patient has to select one or more
answers, best matching his/her condition. Additionally, two questions (about Tinni-
tus severity and its impact on life) were prepared to be answered using a so-called
Visual Analogue Scale (VAS). In that case, a patient has to place a mark on a line.
There are only two values along the line—0 at the beginning, 100 at the end.

The second part of the questionnaire was prepared based on a well known and of-
ten used Tinnitus Handicap Inventory [17, 18], which is also utilized by physicians
to periodically assess progress in Tinnitus treatment. The questionnaire consists of
25 questions divided into three groups: the problems in daily life (Functional), the



226 P. Suchomski et al.

patient’s feelings (Emotional), and the degree of annoyance (Catastrophic). One
global scale and three subscales are obtained this way. The patients have to choose
one from three available answers (‘yes’, ‘sometimes’, ‘no’). Answer ‘yes’ is as-
signed 4 points, ‘sometimes’—2 points, ‘no’—0 points. The number of points is
strictly related to the severity of Tinnitus (the more points, the bigger the problem
is). The THI questionnaire is available in several languages, for the purpose of the
project it was also translated into Polish.

Six patients with Tinnitus were chosen to participate in preliminary tests, during
which it turned out that one of them has major difficulties with the computer ap-
plication usage. Thus, only the results of five other patients (two females and three
males aged between 36 and 57) were analyzed. All the patients had previously tested
hearing. Two people suffered from hyperacusis (increased sensitivity of hearing).
One person revealed suffering from Tinnitus for a year, three persons—for several
years. One was unable to tell for how long he suffers from Tinnitus. One person was
aware of Tinnitus all day, one person—for 50 % of a day, three—for 25 % of a day.
Three people have already tried different therapy methods (such as pharmacology
and TRT).

The answers about the annoyance of Tinnitus and the impact of noise on a present
day life (derived from the VAS scale) as well as THI results are summarized in
Table 1.

Table 1 Tinnitus influence on patients’ life

Patient No. 002 003 004 005 006
Q: To what extent Tinnitus disturbs you? 69 1 23 100 20
Q: To what extent is your life changed by Tinnitus? 0 1 16 100 5
THI—Global result 48 2 26 94 4
THI—Functional part 16 2 16 48 2
THI—Emotional part 14 0 8 28 2
THI—Catastrophical part 18 0 2 18 0

Table 2 shows the results of measurements and descriptions of Tinnitus given by
the patients. As can be seen in the case of patient No. 005, Tinnitus was extremely
disturbing. This was also evident in the behavior of the patient (nervousness, tics).
Two people (No. 003 and No. 006) stated that Tinnitus does not play any significant
role in their life and this is visible in the results.

Tests showed that patients may have some difficulties in determining the appro-
priate Tinnitus frequency. Tonal Tinnitus ceases to be heard while approaching its
frequency to the reference tone or noise. For patient No. 006 there was an octave
confusion observed between the results for the tone and for the narrowband noise.

For patients with Tinnitus of a more complex nature, it was virtually impossible
to measure the frequency. In such cases, the best results were obtained using the
designed application for Tinnitus synthesis. The biggest problems were to properly
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Table 2 Tinnitus parameters

Patient No. 002 003 004 005 006
frequency measured
by an audiologist

broadband
noise

tone, 8 kHz tone, 8 kHz no data no data

Tinnitus description grinding
noise,
wraps at
the end

squeak squeak,
sometimes
hissing

rumbling
fan, with
echo,
sound
of siren
(often)

sound
between
tone and
very nar-
rowband
noise

frequency—tone
measurement

impossible
to measure

impossible
to measure

7875 Hz impossible
to measure

5895 Hz

frequency—noise
measurement

2075 Hz impossible
to measure

9051 Hz 3805 Hz 11755 Hz

match patients’ descriptions with the generated sound parameters. In addition, pa-
tients often changed their mind during the test—the same sound once appeared to
be identical with Tinnitus and a few minutes later a patient might have reported that
it significantly differs. This might be due to the fact that Tinnitus is a phenomenon
generally difficult to describe.

5 Conclusions

The diagnosis of Tinnitus is a very difficult process. The preliminary tests clearly
proved it. A huge impact on the accurate diagnosis of hearing and Tinnitus in par-
ticular is the level of the patients’ cooperation during diagnosis. The idea of the tool
described in this paper was to find a way that will clearly describe the nature of
the patient’s Tinnitus. Taking advantages of the multimodal user-friendly interfaces
and intelligent data processing, it was possible to build the application which uses
the sound synthesis to produce the sound most similar to the patients’ Tinnitus. The
application will help therapists in choosing appropriate parameters for the therapy
in many cases, however not for all of them. Very often a key parameter for Tinnitus
treatment is the knowledge of the nature and frequency (or frequency band) of a
perceived sound. The developed application, together with the questionnaires (im-
plemented as a part of the software), will go soon to clinical trials, thus some further
improvements resulting from the extended experiments with patients are planned.
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Recognition of Author Gender for Literary Texts

Urszula Stańczyk

Abstract. Computational stylistics focuses on such description and quantifiable ex-
pression of linguistic styles of written documents and their authors that enable their
characterisation, comparison, and attribution. Characterisation of a text and its au-
thor can yield information about educational experiences, social background, but
also about the author gender which can be exploited within the automatic categori-
sation of texts. This is an example of a classification task with knowledge uncertain
and incomplete. Therefore, techniques from the artificial intelligence area are par-
ticularly well suited to handle the problem. The paper presents research on applica-
tion of ANN-based classifier in recognition of the author gender for literary texts,
with some considerations on the performance of the classifier when the reduction of
characteristic features based on elements of frequency analysis is attempted.

Keywords: computational stylistics, text mining, text categorisation, feature selec-
tion, ANN classifier.

1 Introduction

Within information retrieval domain automatic categorisation of texts is most of-
ten performed with respect to a topic as it serves for example the purpose of web
mining. Computational stylistics or stylometry offers another approach. Through
linguistic analysis it yields observations on writing styles of authors, expressed in
terms of quantifiable measures. These measures can be exploited for characteri-
sation of writers, finding similarities and differentiating features, as well as for
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authorship attribution [3], and in recognition of documents based on their linguistic
style rather than topic.

Author characterisation can be considered as the most basic aim of all three stylo-
metric tasks. Even though within the writing process authors use language features
in a way to some degree subconscious, still individual styles can be detected by
means of so-called authorial invariant, such markers that remain the same for texts
by one author and distinctively different for texts written by others. This is the fun-
damental concept of stylometry [7].

The choice of characteristic features describing analysed texts is one of crucial
decisions to be made, as there is no consensus within stylometric research com-
munity as to the preference of some descriptors over others. One of the proposed
approaches is to employ elements of frequency analysis [5]. For all samples there
are computed occurrence frequencies for individual features, leading to their order-
ing, and then either most or least frequent can be used. The set of attributes can also
be decided upon in some arbitrary way, that is without this initial analysis of texts
to be studied.

The paper proposes the combination of the two approaches. The base set of tex-
tual markers is constructed arbitrarily yet basing on the list of most common English
words, which resulted from the study associated with Oxford English dictionary.
This set of selected words is extended with punctuation marks. For this arbitrarily
selected set of features for all learning samples there was performed basic frequency
analysis, finding minimal, average and maximal frequencies for all textual descrip-
tors. This in turn led to three different orderings of attributes. For each order there
were performed tests to find out how reducing these features with highest and low-
est frequencies influence the power of the classifier based on an artificial neural
network.

Application of some artificial intelligence technique in this task is one of pos-
sible approaches while the other typically involves statistics-oriented calculations
that aim at reducing dimensionality. Artificial neural networks hold the established
position of efficient classifiers especially when the noise in incomplete data can
hinder recognition. In case of large data sets, the learning phase is also not so time-
consuming as if it would be for example for some rule-based system [9].

2 Computational Stylistics

Computational stylistics owes its name to the fact that all texts can be described
by some characteristic features of quantitative type. Thus something so subtle as
an individual writing style, which reflects human ability to express oneself by
subconscious habits of constructing sentences, can be defined by clearly defined
measures. These measures enable characterisation of authors by providing details
such as age, or educational experiences, but also allow for finding similarities be-
tween documents by different authors, and settling questions of dubious or unknown
authorship.
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Within authorship attribution analysis there is employed the concept of autho-
rial invariant, the set of characteristics sufficient for author recognition. Some re-
searchers propose to use lexical markers, which are statistics of occurrence for single
letters or certain words, distributions of word lengths and such. Syntactic descriptors
give the organisation of sentences by punctuation marks, while structural features
reflect the construction of texts from elements such as headings, paragraphs, annota-
tions. Content-specific markers are words or forms of special meaning within some
context [2].

As the corpus of texts is constantly growing and it is shared through popular web
services, the task of automatic categorisation of documents is not trivial. Usually it is
performed with respect to a topic researched but it can also take into account authors
themselves (then the focus in on authorship attribution), or some characteristic of an
author, such as gender [4].

One of two aims of the research described here was to check whether it is possible
to establish such textual markers that enable recognition of male and female writing
styles in literary works [11]. This problem requires subtle observation, taking into
account multiple writing styles, and information about their similarities is needed,
no matter what genre the works belong to.

While historical textual analysis had to rely on detection of most striking lan-
guage features, the use of modern computers with their computational powers en-
ables to exploit common elements that are employed less consciously. This is where
frequency analysis can be introduced in text processing, to facilitate or enhance
characteristic feature selection procedure [8].

Once descriptors are selected, the other important choice is that of the processing
technique to be applied. With the power of contemporary computers at hand, these
either come from the artificial intelligence area or are oriented for statistic compu-
tations [7]. Artificial neural networks used in the presented research belong with
the former, and the second aim of executed tests was an observation of the connec-
tionist classifier performance when some reduction of features, based on frequency
analysis, was attempted.

3 ANN-Based Classification

A specification of a neural network for a classification task comprises the definition
of the structure of interconnections among neurons and their organisation, weights
associated with these interconnections, activation functions and offsets for all neu-
rons, and the training rule employed.

The architecture used in the research presented was popular Multilayer Percep-
tron. It is a unidirectional, feedforward network, with neurons grouped into layers.
It is always constructed from the input and output layers, between which there can
be some number of hidden layers. Each neuron has weighted connections with all
neurons in the preceding layer, and sigmoid as the activation function. The learning
rule uses the classical backpropagation algorithm. Within this algorithm the vector
of weights is modified with respect to direction of the descent for the gradient.
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The number of inputs to the network corresponds to the number of character-
istic features to be taken into account in the recognition. The number of outputs
usually equals the number of defined classes. Such attitude enables to keep rela-
tively high testing tolerance. A particular classification task may or may not require
hidden layers to exist. It depends whether the problem is linearly separable or not.
When unsure, the most common approach is to try and test several structures and
then choose the best. The same attitude is employed for establishing the number of
neurons in these hidden layers as there is no general rule to be applied for all cases.

In the training phase artificial neural networks retrieve characteristics of learn-
ing samples and modify interconnection weights as to arrive at the correct recog-
nition [11]. This induced knowledge is sufficient for generalisation that allows for
classification of testing samples. At the starting point of training the weights are ran-
domly generated thus no two learning processes result in exactly the same solution.
Also, depending on this initial point the process can greatly vary, with the number
of runs needed for converging ranging from some hundreds to several thousands,
even ending in oscillations. To rectify that drawback usually there is employed mul-
tistarting approach—executing the learning phase not just once, but several times.

Artificial neural networks can be implemented by hardware, yet usually there is
used some simulation software. The one employed in the research described was
California Scientific Braimaker and for each configuration the simulation was con-
ducted twenty times, classification accuracies stored and then averages calculated,
and only these are presented in tables and figures.

4 Elements of Frequency Analysis

Frequency analysis is the study of occurrence frequencies for letters or their groups.
It is exploited within cryptography, to construct or break ciphers.

Basing on the wide corpus of texts of varied register and style for a language
it is possible to compute how often, in relation to all, particular letters and words
are used, which leads to ordering by their rank [6]. Once this order is known the
encrypted message can be read even when some substitution or transposition, or
some more complex ciphers are used.

Frequency analysis can also be employed in computational stylistics at the feature
selection stage. One of the approaches is to calculate frequencies of all words within
samples and build the set of markers by selection of some part, for example most
common or least frequent elements. Yet such attitude brings a danger of bias as
vocabulary to some extent depends on genre and subject topic. Thus the second
approach argues the use of some arbitrary wide set of features that is first tried
against the set of samples and later possibly reduced. This latter attitude was the
one employed within the experiments.

The base set of 60 features, given in Table 1, was constructed basing on the list
of most common English words associated with Oxford English Dictionary and per-
formed study of texts that encompassed literature, scientific journals, newspapers,
and even e-mails or blogs. From the list there were excluded words that could bias
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Table 1 Total set of textual markers
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recognition, that is all verbs apart from ‘be’, nouns, pronouns, and such. This set
was next expanded with punctuation marks [1].

Incidentally, or not so much so, the presented set already includes such elements
that are thought to be indicators of male/female writing styles, and among these
there are usually mentioned the use of undefined and defined articles, putting emo-
tional emphasis by ‘never’, ‘ever’, various negation forms, and significant difference
in exploiting the verb ‘be’ in its exact form.

5 Input Data Sets

To be reliable, textual markers have to be calculated over the sufficiently wide cor-
pus of texts, hence as the input data for experiments there were taken literary works
of selected writers from the XIXth century. To construct the learning set there were
taken parts of novels of seven male and seven female writers. For each writer there
were used three parts from four novels. This attitude led to the total of:

2 genders × 7 writers × 4 novels × 3 parts = 168 samples.
In the testing set there were considered four female and four male authors, each

represented by three parts from two novels, resulting in the total of:
2 genders × 4 writers × 2 novels × 3 parts = 48 samples.
Using parts of novels (instead of whole novels) as samples enables to provide

variety of frequencies of markers for all authors. The samples correspond to chapters
or their groups, which, depending on their character and placement within a novel,
can have much diversified characteristics, being rather descriptive or mostly dialogs.
Such attitude even with not very high number of samples makes the most of them,
provides as much information as possible.

Once both sets of samples were prepared, the frequencies of occurrence of all
attributes of the base set of 60 were calculated. Obtaining these data sets concluded
the initial, pre-processing phase of the research.

6 Experiments

Experiments performed started with finding the best structure (that is with the high-
est classification accuracy) of ANN-classifier for the intended task of author gen-
der recognition. There were conducted tests for several architectures, with varying
numbers of layers and neurons within them. Out of all trials finally for all other
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experiments there was selected the structure with two hidden layers and the total
number of neurons equal to the number of inputs, the first layer containing �3/4
number of inputs� neurons, the second �1/4 number of inputs�.

The average classification accuracy (given in Table 2) for all 60 features is not
very high, yet satisfactory and comparable to these typically obtained for this clas-
sification task [4]. Once this first aim of the research was reached, the second phase
could be started. It was an attempt to reduce some of attributes, excluding some
inputs from considerations, and observing how this influences the power of the con-
nectionist classifier. Firstly, to establish the significance of lexical and syntactic fea-
tures the two groups were analysed separately.

Table 2 Classification results for all attributes and with distinction of lexical and syntactic
characteristic features

Number of features Classification accuracy
All features 60 70.62%

Lexical 52 65.62%
Syntactic 8 48.33%

There are just 8 syntactic markers, hence as can be expected the classification
falls dramatically below 50 %. On the other hand, even though just 8 attributes were
excluded, the recognition based on lexical markers shows a drop as well. This ob-
servation led to the conclusion that more in-depth analysis of the significance of the
considered individual features is required.

Since computational stylistics cannot precisely answer the question which tex-
tual markers could be disregarded without undermining the power of the classifier,
or how otherwise this reduction of features reflects on the recognition ratio, for
dimensionality reduction some other techniques can be exploited [8]. In the past
research it was shown that relative reducts applied within rough set approach can
be successfully used in reduction of characteristic features for ANN-classifier while
preserving its performance [10]. The presented approach exploited ordering of con-
dition attributes based on their frequency of usage in relative reduct construction.
Yet with 60 features calculating relative reducts would take some undefined time,
hence instead frequency analysis of attributes themselves was employed.

For all attributes for all training samples there were found their minimal, average
and maximal occurrence frequencies. These statistics led to three different order-
ings of features. For an ordering there could be tried two procedures: excluding
attributes with the highest or the lowest values that further multiplied the number of
possibilities to be checked.

The ordering of features with respect to minimal frequency within samples is
presented in Table 3. It turned out that for high number of attributes the minimal
frequency is zero (meaning that in some samples these markers do not appear at
all), which brought the distinction of two groups. Both groups contain lexical as
well as syntactic features.
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Table 3 Ordering of markers with relation to their minimal frequencies

min = 0
this what ; :

! ( no such
any because or up
out about who whom

which then when just
these most never ever
even now after also
over only than into
some none

min > 0
there 0.000224 so 0.000680 in 0.006569

? 0.000289 on 0.000869 and 0.011454
by 0.000346 as 0.001446 a 0.012152
be 0.000352 at 0.001564 of 0.012512

from 0.000359 but 0.001867 to 0.014406
an 0.000377 for 0.002039 the 0.020582

one 0.000480 with 0.002887 , 0.027182
if 0.000490 — 0.002992 . 0.036153

not 0.000642 that 0.004186

The classification results for two networks given in Table 4 show that even though
there are more attributes with zero minimal frequency, they perform significantly
worse than those for which these frequencies are above zero, which confirms intu-
itive expectations.

Table 4 Classification results with relation to minimal frequency of attributes

Number of features Classification accuracy
Minimal frequency of features = 0 34 54.37%
Minimal frequency of features > 0 26 65.33%

Next there was studied the ordering of attributes with respect to their average
frequencies for all training samples (Table 5). In this case the division of markers
is not so straightforward as in the previous two situations, hence there were tested
10 networks constructed when omitting less frequently occurring elements, and 9
networks when reducing these more frequent.

The classification results plotted in relation to the number of attributes, ranging
from 56 to 8, are given in Fig. 1. Series Ci are those labelled ‘more frequent’, and
-Ci as ‘less frequent’.

Trends visible in the graph indicate gradual decrease of the classifier perfor-
mance, yet the higher classification ratio is generally obtained when keeping these
markers that occur more often. With this approach for the network with for example
around 30 inputs (half of the initial set) the classification is just slightly worse than
for the whole set of attributes.

For the last group of tests the markers were ordered by their maximal frequen-
cies (presented in Table 6). The performance of networks is depicted in Fig. 2. The
number of inputs changes from 56 to 8. The trend detected previously proves true
for these networks as well, that is again removing less frequently occurring features
better preserves the classification accuracy.

The study of the results obtained in all tests yields an observation that it is pos-
sible to remove almost 25 % of inputs before there is any decrease in the classifier
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Table 5 Ordering with relation to average frequency of markers

Feature Frequency
none 0.000212637

( 0.000286851
also 0.000341750

whom 0.000434315
C1 because 0.000693190

ever 0.000726167
most 0.000749256
these 0.000762429
even 0.000798333 -C9
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Feature Frequency
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Feature Frequency
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Fig. 1 Classification accuracy in relation to the number of features employed, their ordering
based on average frequencies of textual markers

performance. For a half of features left the classification accuracy is only slightly
worse than for the whole set. These results indicate that a careful analysis of features
is needed before their reduction could be attempted.

From the learning phase there is one more interesting observation. When the
number of inputs to the network is decreased below 20, for cases of keeping more
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Table 6 Ordering with relation to maximal frequency of markers

Feature Frequency
none 0.001874
also 0.002424

( 0.002970
ever 0.002971
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about 0.007253
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Fig. 2 Classification accuracy in relation to the number of characteristic features employed,
their ordering based on maximal frequencies of textual markers

frequent attributes networks have trouble converging yet they still give better recog-
nition than when they manage to learn all training samples.
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7 Conclusions

The research presented in the paper had two aims. The first was to find a set of char-
acteristic features that could be used in automatic categorisation of texts accordingly
to the gender of their authors, applying ANN-based classifier to this task belonging
to computational stylistics studies. The second aim was to provide observations how
disregarding some of features from the initial set of textual markers reflects upon the
power of the connectionist classifier. At the feature selection phase there were em-
ployed elements of basic frequency analysis for all descriptors under consideration,
resulting in their ordering with respect to minimal, average and maximal occurrence
frequencies. Within all considered approaches the best results in classification were
obtained when these more frequent features were kept as inputs to the classifier.

Acknowledgements. All processed texts are available for on-line reading and download
thanks to Project Guttenberg (http://www.guttenberg.org).
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Content-Based
Image Authentication Framework
with Semi-fragile Hybrid Watermark Scheme

Buddhika Madduma and Sheela Ramanna

Abstract. This paper presents a novel content-based image authentication frame-
work which embeds the semi-fragile image features into the host image based on
wavelet transform. In particular, a hybrid method which combines DCT (Discrete
Cosine Transform) and DWT (Discrete Wavelet Transform) is introduced to im-
prove the semi-fragile characteristic of the watermarking scheme. Zernike moments
of the original image are extracted as feature set and the quantized feature set is
embedded in the original image. In the watermark retrieval process, content modifi-
cation is identified by comparing the Euclidean distance of generated and extracted
watermark of the tampered image with predefined threshold. The experimental re-
sults demonstrate that the newly proposed DWT-DCT hybrid watermark embedding
algorithm is robust for JPEG compression and Gaussian noise up to certain limit.

Keywords: digital watermark, discrete cosine transform, discrete wavelet trans-
form, image authentication, Zernike moments.

1 Introduction

Watermarking is the process of inserting predefined patterns into multimedia data
in a way that the degradation of quality is minimized and remains at an impercepti-
ble level. Some transforms such as Discrete Cosine Transform (DCT) and Discrete
Wavelet Transform (DWT) are used for watermarking in the frequency domain. A
thorough comparison of the DCT and DWT can be found in [1]. Robust watermarks
are designed to withstand arbitrarily malicious attacks, such as image scaling bend-
ing, cropping, and lossy compression [6, 8]. In authentication, semi-fragile methods
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are adopted where the features are robust to commonly used incidental modifications
that preserve the perceptual quality while fragile to malicious manipulations [9]. The
distance between the detected watermark and the extracted features are compared
using a predefined threshold during the authenticity verification.

One of the applications of the watermarking is content authentication [3]. In this
paper, we propose to use Zernike moments to generate watermark message [12].
Of various types of moments defined in the literature, Zernike moments have been
shown to be superior to the others in terms of their invariance to all kind of gen-
eral image processing such as compression, rotation and robustness to the noise
addition during the network transmission [10]. Sobel edge features are generated in
order to find the tampered location. An important advantage of this watermarking
approach is that it can tolerate compression and noise to a certain extent while reject-
ing malicious attack such as image content modifications. The system is expected to
be robust to content preserved processing, such as JPEG compression Q < 40 and
Gaussian Noise variance Var = 0.3. The contribution of this paper is a semi-fragile
watermarking algorithm in a hybrid DWT-DCT domain to improve robustness to
JPEG compression.

This paper has the following organization. A brief discussion of research closely
related to our work is given in Sect. 2. In Sect. 3, feature extraction and a quantiza-
tion method which includes ZMM order and weight selection is explained. Standard
watermarking scheme used in this work is given in Sect. 3.1 followed by the pro-
posed hybrid DWT-DCT method in Sect. 3.2. A set experiments to illustrate the new
approach to content-based image authentication is given in Sect. 4.

2 Related Work

The earlier work on semi-fragile watermarking research mostly focused on detect-
ing whether an image was tampered with or not. However those techniques were not
able to identify the tampered locations [11]. The semi-fragile watermarking scheme
in [14] extracts a signature from the original image and inserts this signature into the
DWT coefficients. However, the signature itself is not robust to the normal image
processing [6]. Liu et.al [8, 9] propose a content based watermarking scheme which
extracts Zernike moment features from the original image and embeds the features
in the wavelet transform coefficients. But the performance of proposed block based
tampering localization technique in [8] is low compared with the method proposed
in [5]. Lin et.al [7] proposed a DCT based watermarking scheme but it does not
include a technique for tampering localization. Zhang et.al [13] proposed DWT
based semi-fragile watermarking scheme which is only robust to JPEG compression
Q = 90. A combined DCT-DWT hybrid digital image watermarking scheme was in-
troduced in [2] which is more closely related to our work. However this method is
not a content based image watermarking scheme.
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3 Content-Based Image Authentication Framework

In content-based watermarking scheme for image authentication, extraction of fea-
ture vector is one of the most challenging issues. Feature extraction is performed on
low frequency band of the original image which contains the important information.
To obtain the sub frequency bands, a 3-level DWT (Discrete Wavelet Transform) is
applied to the original image as shown in Fig 1a which results in 10 sub bands. The
Zernike Moment Magnitude (ZMM) feature extraction algorithm is applied on the
LL3 sub band to get the ZMMs vector WF. One important issue is to determine the
order of ZMs that need to be extracted from the original image to generate a water-
mark. Higher orders of ZMs can represent the image more accurately. However, a
large number of watermark bits will need to be embedded in the original image. This
will cause a degradation of the quality of the watermarked image. After several ex-
periments, we determined that 12-order Zernike moments achieve a good trade-off
between performance (detecting accuracy) and computation complexity.

Due to high dimensional nature of the ZMMs feature vector, it is necessary to
quantize the feature vector before embedding it in the original image. In other words,
it is necessary to determine the most significant bits of ZMMs that are adequate to
make correct decision of whether the manipulation is malicious or not. Through
experimentation with several images and different manipulations of image content
modification and content replacement with a JPEG compression quality (Q = 30)
and Gaussian Noise distortion (Variance = 10%), it was found that the most signifi-
cant 10bits of ZMM are sufficient to differentiate between malicious (tampered) and
non-malicious image. Euclidean distance between original and manipulted image is
measured for various manipuations to determine the requried minimum number of
bits of ZMMs. In addition to the primary watermark, 1

8 M × 1
8 N Sobel edge map is

generated as the secondary watermark to achieve the tampering localization. The
Sobel edge detector is applied on the LL3 sub band of the original image to gen-
erate the edge map EW. Edge map is used to identify which part of the image is
maliciously attacked. Both extracted WF and EW are used as embedded watermark
in the original image.

3.1 DWT Based Watermarking Scheme

The DWT based watermarking scheme shown in Fig. 1a is a form of a blind water-
marking scheme where the original image is not required for watermark extraction.
The binary watermark is embedded in the wavelet transform domain by modifying
wavelet coefficients of middle frequency sub bands LH2 and HL2. The quantization-
based watermarking approach divides a real number axis in the wavelet domain into
intervals with equal size at each scale and assigns watermark symbols to each in-
terval periodically. Assume that x is a wavelet coefficient, and q is the size of a
quantization interval. The watermark symbol, which is either 0 or 1, is determined
by a quantization function shown in (1).
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(a)

(b)

Fig. 1 Watermark Embedding and Retrieval System: (a) Embedding, (b) Authentication

quan(x,q) =

{
0, if tq ≤ x < (t + 1)q for t = 0,±2,±4, · · ·
1, if tq ≤ x < (t + 1)q for t = ±1,±3,±5, · · · (1)

Let w denote the target watermark value that is to be encoded in the wavelet co-
efficient x. The watermark bit w is embedded by modifying the wavelet coefficient x
so that is equal to w. The wavelet coefficient x is modified according as shown in (2)
where is the updated wavelet coefficient. All watermark bits of primary watermark
and secondary watermark (ZMMs and Sobel Edge map) are embedded through the
embedding algorithm and by applying IDWT algorithm, the watermarked image is
obtained.
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Watermark authentication process shown in Fig. 1b is almost same as the em-
bedding process. The selected order and quantization step size q are conveyed to
the watermark detector as side information. First 3-Level DWT is applied on the re-
ceived or suspicious watermarked image. Then ZMMs feature vector W ∗

F and Sobel
Edge map W ∗

E is generated from the LL3 sub band. The LH2 and HL2 sub bands are
fed to the watermark detector to extract the embedded watermarks. The watermark
detector extracts embedded watermark bits using structural detection as shown in (3)
where w̄ represents the extracted watermark bit, x̄ the encoded wavelet coefficient
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and q the quantization step size. After extracting all embedded watermark bits from
the LH2 and HL2 sub bands, W ∗

F and W ∗
E are obtained.

w̄ = quan(x̄,q) . (3)

The authentication step is performed by comparing Euclidean distance between
generated watermark W ∗

F and extracted watermark W F(shown in (4)) with a prede-
fined threshold thd . The threshold thd = 0.01 value was estimated through experi-
ments. The tampering localization is achieved by taking the difference of generated
and extracted binary edge map.

E
(
W ∗

F ,W F
)

=

√√√√Order

∑
i=0

(
ZMM∗ −ZMM

)2
. (4)

3.2 DWT-DCT Hybrid Watermarking Scheme

The proposed hybrid method in Fig. 2 is presented as a set of black boxes since
the steps used are similar to the DWT based scheme shown in Fig. 1. The main
difference is the introduction of the Discrete Cosine Transform (DCT) step between
Discrete Wavelet Transform (DWT) and watermark embedding process. In the DWT
based method, watermark bits were embedded by modifying wavelet coefficient of
middle frequency components LH2 and HL2.

Fig. 2 DWT-DCT hybrid

However, in proposed method, wavelet coefficients are divided into 8 × 8 non-
overlapping blocks and then DCT is applied on each and every block. Next, water-
mark bits are embedded in the first 4 DCT coefficients of each block. This is because
JPEG compression quantization is low for first 4×4 DCT coefficients. The embed-
ding algorithm is unchanged. IDCT is applied to x̄ and finally IDWT is applied to
reconstruct the watermarked image.

The watermark extraction process is same as the previous method and the only
difference is that DCT is applied on the wavelet coefficient of watermarked im-
age. The DCT coefficients are divided into 8×8 non overlapping blocks and water-
mark detecting algorithm is applied on each of the block to extract the embedded
watermark.
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4 Experimental Results and Analysis

In this section, we will outline the system platform details as well as give sample re-
sults with both the DWT method as well as the hybrid DWT-DCT method followed
by an analysis of the results.

The proposed system was implemented using MATLAB on Windows PC with
inbuilt functions such as Wavelet toolbox to perform the 3-level DWT, image pro-
cessing tool box to implement the proposed image watermarking scheme. However
the Zernike moment feature extraction and reconstruction functions were imple-
mented using basic functions in MATLAB. Standard image processing data set1

was used to test the system performance and accuracy. The system accuracy was
tested by modifying the content of a watermark image using the open source GIMP
Photo editing software2. Also watermarked images were compressed using JPEG
compression for various quality levels and system robustness was monitored. Ad-
ditionally the Gaussian noise was applied on the watermark images with different
level of variance to provide distortion. Figure 3 shows three sample images from the
data set that were tampered by adding a flower (to lena’s hat), text strip (on top of
the Baboon’s eye) and removing the logos on the aircraft as well the corresponding
tampered areas shown as white dots.

Flower D = .6 TextA D = 1.1 TextR D=.02

Fig. 3 Sample Results

In general, the tampered area should be continuous (shown in green). Hence the
scattered dots can be considered as noise. The results demonstrate that the algorithm
was not only able to accurately identify the malicious attack image but also the
tampered location. An important feature of the semi-fragile watermarking scheme
is robustness to all kind of common distortions such as JPEG compression quality
(Q) and Gaussian noise (GN) during image processing and network transmission.

Table 1 gives comparison of the semi fragile characteristics of both the DWT and
DWT-DCT methods in terms of Euclidean distances for various manipulations. We
consider one such illustration with JPEG(Q = 75).

Fig. 4 shows comparison between the original watermarked image and the JPEG
compressed watermarked image. It can be clearly seen that compressed bitmap is
totally different from the embedded bitmap since the wavelet coefficients of orig-
inal image and received images are markedly different. The JPEG compression is

1 SIMPLicity Image Data Set, http://wang.ist.psu.edu/docs/related/
2 GIMP Image Manipulation Software, http://www.gimp.org/

http://wang.ist.psu.edu/docs/related/
http://www.gimp.org/
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Fig. 4 Bit maps

Table 1 Euclidean distance values for various manipulations

Action L-DWT B-DWT L-DWT-DCT B-DWT-DCT

JPEG(Q=80) 2.09 2.54 0.27 0.44
JPEG(Q=70) 2.12 2.62 0.28 0.48
JPEG(Q=60) 2.14 2.69 0.42 0.89
JPEG(Q=50) 2.15 2.75 0.52 0.87
JPEG(Q=40) 2.17 2.77 0.89 0.80
JPEG(Q=30) 2.23 2.79 1.47 1.47
GN(Var =0.1) 1.13 1.25 0.09 0.20
GN(Var =0.3) 1.34 1.36 0.78 0.83
GN(Var =0.5) 1.88 1.90 1.29 1.32
Lena-Mirror(tampered) 0.92 N/A 1.03 N/A
Lena-Flower(tampered) 0.61 N/A 0.98 N/A
Babbon-Text(tampered) N/A 1.10 N/A 1.13

responsible for the change in the wavelet coefficient of compressed watermarked
image. This illustration demonstrates that the JPEG compression is affected in the
LH2 and HL2 middle frequency bands.

The experimental results in Table 1 show that the DWT based system is not robust
to JPEG compression. One can observe that the Euclidean distances (see columns
2 and 3 in Table 1) are higher for JPEG compression and Gaussian noise as com-
pared to malicious(tampered) images. However with DWT-DCT based method re-
sults shown in Table 1 the method is robust up to JPEG compression of Q = 40 and
against additive Gaussian noise attack of up to Variance = 0.3.

The proposed system was tested for both color and gray images (256 × 256)
test images for more than 20 images. The Peak Signal to Noise Ratio (PSNR) was
measured for different values of quantization (see Fig. 5). It is noteworthy that PSNR
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decreased with higher level of quantization steps. This was also observed in the
quality of the image itself. This leads to the conclusion that large quantization steps
make significant modification to the wavelet coefficients (see (2)). A quantization
step or interval size q=6 was chosen.

Fig. 5 Watermark quality. (Upper line denotes DWT-DCT)

5 Conclusion

In this paper, we have proposed a content-based watermarking scheme for image
authentication based on DWT-DCT hybrid method. We have used Zernike mo-
ment based feature vector of original image as a primary watermark message since
Zernike moments have been shown to have good robustness and discriminating ca-
pability for authentication. Sobel edge features of original image are used as the
secondary watermark to locate the attacked area.

The experimental results demonstrate that the proposed DWT-DCT hybrid wa-
termark embedding algorithm is robust for JPEG compression and Gaussian noise
up to certain limit as compared to the standard DWT method. As a part of our future
work, nearness measures [4] will be considered.

Acknowledgements. This research has been supported by the Natural Sciences and Engi-
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Home Butler
Creating a Virtual Home Assistant

Alexiei Dingli and Stefan Lia

Abstract. Virtual butlers, or virtual companions, try to imitate the behaviour of
human beings in a believable way. They interact with the user through speech, un-
derstand spoken requests, are able to converse with the user, and show some form of
emotion and personality. Virtual companions are also able to remember past conver-
sations, and build some sensible knowledge about the user. One major problem with
virtual companions is the need to manually create dialogues. We shall introduce a
system which automatically creates dialogues using television series scripts.

Keywords: virtual butlers, virtual companions, automatically created dialogues.

1 Introduction

A home butler, also known as a virtual butler or virtual companion, is developed in
order to help users perform a specific task or set of tasks. The home butler is able
to help the user in various ways, such as suggesting possible actions or searching
for a possible answer. Various uses for virtual companions have been found, rang-
ing from helping students to acting as social companions to elderly people and as
conversational partners. Given all these examples, a problem commonly found in
virtual companions, especially conversational ones, is the creation of the possible
dialogue the companion can take.

More often than not, the dialogue must be created manually. If the possible dia-
logue is limited, for example in direction asking in the Virtual Guide [5], this might
be possible. However, when the dialogue can take any possible form, this is much
harder to achieve. AIML can help achieve the required results, but these must be
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created and structured manually by human beings. This becomes a tedious and time
consuming process, with the probability that not all possible conversation states will
be covered.

In this document, we shall present a virtual companion whose dialogue is auto-
matically created using television series scripts. We shall explain the use of these
television series scripts and the process of how these are transformed from scripts
to possible dialogues.

2 Related Work

Many examples of virtual butlers exist. Of note is the COMPANIONS project,
whose aim is to not only create task-based companions, but also socially interac-
tive companions. The English Companion [3] created within this project is able to
handle conversations with users, whilst trying to match the user’s emotional state.
The SERA project also tries to create an interactive companion, but with a differ-
ent approach. The Virtual Receptionist, the Virtual Tutor, and the Virtual Guide [5]
are three examples of companions that emerged from this project. All three use dif-
ferent methods to interact with the user, ranging from asking questions, non-verbal
behaviour, as well as politeness levels.

Having achieved good results, the problem with these companions is still that
they cannot achieve free flowing conversations with a user. The conversation be-
tween the companion and the user is pre determined, with the user having to respond
with a specific sentence which has been included in the dialogue of the companion.
This limitation makes the experience to the user less believable.

3 Proposed Solution

We propose a solution where the possible dialogues are created automatically using
television series scripts. The system is connected to an external AliceBot, which is
used when the result returned from the television series scripts is not good enough.
We shall explain the use of television series scripts as the source for dialogues, the
process of creating the dialogues from the scripts, how the dialogues are stored, and
how the companion will then search the store for a possible response to a user input.

3.1 Television Series Scripts as a Source

Many forms of conversation sources are available. One of them is television series
scripts. In television series scripts, a number of characters are always speaking to
one another, creating a natural dialogue between two or more people. What we shall
aim to do is to extract the necessary information from these scripts and automatically
create the dialogue for the system to use. This dialogue will then be used to find an
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appropriate answer to the user’s input. Furthermore, these dialogues are easily ac-
cessible as text. The text is normally structured by first having the author and other
information, which is followed by the actual script. The script, apart from includ-
ing the actual conversation, also includes information such as the person currently
speaking, information to what the character is doing and camera movements.

Fig. 1 Example of a script from the Friends television series which shows how the script is
structured

Television series scripts are split into multiple scenes. In each scene, there can be
more than a single conversation taking place. Furthermore, a single conversation can
be split over multiple scenes. As humans, we can easily identify these conversations
automatically, however, this is much harder for a computerised system. The system
should be able to identify these conversations, both spanning over multiple scenes
and those within the same scene, and differentiate between them. This must be done
in order to be able to work on the entire conversations, not different parts of the
same conversation. This will ultimately lead to a better result.

Apart from television series scripts, other sources for dialogue are present, such
as film scripts, telephone conversations, and chat history. Film scripts are very close
in structure to television series scripts, however, due to the nature that television se-
ries span over many seasons, television series are the better option since they map
out the lives of the characters, and the story is continuous. In films, one does not
find this. To create a sufficiently good enough dialogue system with film scripts, one
would need to use a large number of scripts, which would introduce many different
stories and characters, which could be a potential problem if not handled correctly.
On the other hand, telephone conversation can be a very good source to automati-
cally create dialogue systems. The problem with telephone conversations is how to
acquire the conversations. With the limitations of speech recognition, there will be
many errors in the speech to text translation. Therefore, this source could become
unreliable. Using chat history was another possibility, however one has to consider
the implications of using personal data from users.
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3.2 System Architecture

The system architecture is displayed as in Fig. 2. Input is received via text from the
user. The dialogue manager is tasked with finding the best response out of the two
possible sources, the network manager (which uses the television series scripts) or
AliceBot. Once the best response is chosen, it is returned to the user via speech and
text.

Fig. 2 Overall system architecture

3.3 Creating the Dialogues

The dialogues will be represented in the form of networks, where each node rep-
resents an utterance of the script. Arcs going out of a node represent possible re-
sponses that the system can choose to return for that node. This structure will then
be indexed, in order to allow fast searching and retrieving of possible answers.

The extraction of information from the scripts is the first step in automatically
creating the dialogues. Scripts contain a structure which allows the easy identifica-
tion of data, such as scene boundaries, characters, utterances, and meta-data. Each
script is first split into scenes. Each scene must then undergo a process which strips
off any meta-data as well as extracting all the utterances from the script, and the
character which was speaking. This data will be used later to create the networks.
Each scene is then added to an inverted index [2] for the particular script.

An inverted index is built for each script in order to identify related scenes. If any
are related scenes are found, these are appended to each other. This is done in order
to preserve the conversation occurring within the two different scenes. Using the
inverted index, we also find the topic of each scene, which also helps in identifying
related scenes. The topic of the scene is found by extracting all nouns and verbs
by making use of the GATE framework [4], since these give the most meaning, and
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finding the highest rated noun or verb from the inverted index. Once the inverted
index is built, and the topic is found, we can search for related scenes. This is done
by calculating the cosine similarity between two scenes. If two scenes have the same
topic, their score is increased, since it is more likely that the scene has continued.
If the final score is greater than some threshold, these scenes are said to be related,
and therefore merged together.

The next step is to pass the script for network creation. It is important to re-
member that each scene will most likely include multiple conversations between
the characters involved. The process employed in this system tries to identify these
conversations and model the networks accordingly. The reasoning used in order to
find different conversations within a scene is as follows. Let us say that a particular
scene is made up of 5 different characters. The simplest form a conversation can
take is when two people are talking together, with not interruptions from anyone
else. This is illustrated in Fig. 3a. On the other hand, if the first character speaks,
and this is followed by two other speakers, followed by the first speaker, we can
assume that the conversation assumed the following pattern: the first person spoke,
the other two persons replied to that person, and the first person spoke again. This
is illustrated in Fig. 3b. However, if we take the same scene, but change the order
which persons speaks, we might get different results. If the first person speaks, but
does not speak for a number of turns, then it can be assumed that a second conversa-
tion was taking place. This is shown in Fig. 3c. We must therefore be able to model
these situations in order to have the best model and ultimately find the best reply to
the user.

Once the networks are created, we must then index these networks for fast re-
trieval. Each node holds an utterance, and all possible responses, represented as arcs
to other nodes. In the index, for each word in an utterance, we store which unique
node ID and unique network ID that word occurred in. This allows us to find the
related nodes to any user input very efficiently. When indexing an utterance, we re-
move any stop words and stem [6] all words before the actual indexing. It was noted
that without removing stop words, the index would be very large, thus leading to
slow responses from the system. The stemming of words also reduces the size of the
index.

3.4 Finding a Response to User Input

To return a response to some user input, the network index is used extensively. The
user input is first split into single words, and all nodes containing at least one of
these words is retrieved from the index. From these possible nodes, we calculate the
similarity between the utterance stored in the network and the user input by making
use of the Jaccard Index [1]. Further processing will occur on the node with the
highest similarity. If this node contains a single outward arc pointing to some other
node, then the utterance stored in that node will be returned as an answer. If the node
has more than one outward node, the returned response will be that which achieves
the highest sentence similarity. As a precaution, the system is also connected to an
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(a)

(b)

(c)

Fig. 3 Three possible structures of a network, given sample scripts: (a) Simple network, (b)
Multiple responses to a single utterance, (c) New conversation within the same scene
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existing AliceBot which is only used when the response found from the indexed
networks is not good enough.

4 Evaluation

The system was exposed via a website and a number of people were asked to eval-
uate the system based on the following criteria: response accuracy to what the user
said, natural word usage in responses, conversation handling, topic handling and re-
sponse to topic changes, and whether the system responded in a timely fashion. The
study showed that the weakest part of the system is conversation handling. The rea-
son for the system achieving low scores for conversation handling is the dialogue
manager. The dialogue manager implemented within this companion is a primi-
tive one, which does not, for example, collect information about the user and their
personality, or does not connect to an online question/answering system to answer
general knowledge questions. Another issue identified by evaluators was the use of
names as found in the television series scripts, which detracted from the experience
of the user.

However, when the user steered away from general knowledge questions, and
engaged the companion in a normal conversation, the responses were better suited,
more appropriate, more natural, and more enjoyable by the user. Evaluators posi-
tively commented on the fast retrieval of responses from the system, and the ability
of the system to detect a topic change and reply accordingly.

5 Conclusions and Future Work

We have shown with this system how to automatically create dialogues based on
television series scripts and how to store these scripts for later use. We have also
explained the process of how to query this storage of dialogues and how to choose
the best response to some user input.

As mentioned in previous sections, the system would greatly benefit from the
introduction of user profiling. At the moment, the system does not store any in-
formation about the user. The system should ideally be able to extract information
related to the user from the user’s input and store it for later use. Such information
can make the conversation seem more natural and be on a more personal level to the
user.

Another aspect of the system that can be improved is question answering by
having the system connected to an external question/answering systems. The system
would have the capabilities of sending requests to such systems, parsing the results
returned, and present the information back to the user. Such capabilities would be
used alongside the current dialogue management to provide a broader knowledge
base from which the system can find answers.

We would also like to include speech recognition, speech synthesis, and an avatar.
These components allow the user to interact with the system by using natural speech,
and also be able to look at the avatar whilst talking and listening. Once all three
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elements would be in place, we believe that the system has the potential to achieve
better results.
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Towards Intelligent Systems Supporting
Conceptual Design

Ewa Grabska and Grażyna Ślusarczyk

Abstract. This paper deals with an intelligent system which supports the conceptual
phase of design. The proposed system makes it possible to extract design knowledge
from the early solutions represented in the form of generic design drawings. This
knowledge is used to support rapid decision-making throughout the design process.
The drawings constitute a mean of human-computer interaction and are internally
represented with the use of graph-based structures, which encode both syntactic and
semantic aspects of design solutions. The design knowledge stored in graph struc-
tures is translated into logic formulas describing design drawings. The presented
logic-based reasoning mechanism enables the system to check whether designs sat-
isfy specified requirements and constraints. The proposed approach is illustrated by
examples of designing floor layouts, which are used to navigate robots in them and
test which layout elements are in the range space of cameras.

Keywords: intelligent systems, graph-based structures, logic reasoning.

1 Introduction

Intelligent systems have been applied to many stages of the design process, for in-
stance product planning, conceptual design, detailed design [8, 6, 1]. This paper
deals with the conceptual design stage which begins with understanding of design
requirements. To this end the designer often visualizes early conceptual solutions
before developing or combining them further. The intelligent system described in
this paper proposes an extension of the approach presented in [6, 4, 5]. Apart from
the spatial layout of designs, which has been considered so far, also the spatial
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context introduced by design elements is studied. The proposed system makes it pos-
sible not only to extract design knowledge from externalizations of designer’s ideas
but also to reason about design inconsistence. This knowledge is used to support
rapid and intelligent decision-making throughout the conceptual design process.

In the presented approach to a design-supporting computer intelligent system the
early solutions are represented in the form of generic design drawings created with
the use of a visual editor. These drawings constitute a mean of human-computer
interaction. Manipulating them influences the cognitive process and allows the de-
signer to reason, explore and revise solutions on the basis of the automated as-
sessment of drawings given by the system. To interpret the conceptual solutions
a semantically rich design knowledge representation is needed. The design draw-
ings are internally represented in the system with the use of graph-based structures,
which encode both syntactic and semantic aspects of design solutions. The design
knowledge stored in a proposed type of a graph is translated into logic formulas de-
scribing design drawings. The presented reasoning mechanism based on these for-
mulas enables the system to check whether designs satisfy specified requirements
and constraints, fit desired functions or principles governing they behaviour.

The proposed system can be used in many application fields. Its usefulness
is illustrated by examples of designing floor layouts which are used to navigate
robots in them and testing which layout elements are in the range space of specified
cameras.

2 Visualization of Design Solutions and Their Spatial
Functionality

Early design solutions in the proposed system are represented in the form of generic
design drawings. They are seen as simplified architectural drawings and are ele-
ments of a visual language by which the designer communicates with the system.
A vocabulary of the language used is composed of shapes corresponding to compo-
nents like rooms and walls, while rules specifying possible arrangements of these
components are determined by the syntactic knowledge. The designer has also the
possibility to place doors and sensors/cameras on walls. Therefore also functional
spaces of doors (the space occupied when the door is being opened and required to
pass through the door) and range space of sensors/cameras (the region of space that
lies within their scope), which do not correspond to any physical entities, are treated
as diagram elements [2]. Thus, the designer has the possibility to model constraints
involving spatial functionality of objects.

In the running example illustrating our approach to conceptual design aided by
computer, the visual language which enables the designer to create and edit floor
layouts is considered. A design diagram presented in Fig. 1 is composed of poly-
gons which are placed in an orthogonal grid. These polygons represent rooms of
a floor layout. Mutual location of polygons is determined by design criteria. The
adjacency relation between rooms is expressed by line segments representing room
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walls, while the accessibility relation is represented by line segments with small
rectangles located on them. Black dots located on line segments represent cameras,
while grey circle sectors correspond to spatial ranges of cameras. The sectors are
not drawn by the designer, but they are automatically generated by the system on
the base of the camera attributes specified by the designer while adding cameras.
The diagram shown in Fig. 1 is a result of the designer-system cooperation.

office2 office3

office4 office5

c1

bathroom

hall corridor

room office3 does not fulfill fire safety constraints
room office5 does not fulfill fire safety constraints

kitchen

office1stairs

c4

c2

c3c5

conference
room

Fig. 1 A floor layout with five cameras located on the corridor walls

3 Internal Knowledge Representation

Each design diagram has its internal representation in the form of an attributed lay-
out hypergraph. It has two types of hyperedges: the first type corresponds to lay-
out components, for instance in the case of designing floor layouts they represent
rooms and cameras, while the second type represents relations among fragments
of components. The former hyperedges are connected with latter ones by means of
hypergraph nodes which represent walls of rooms or fragments of cameras. Hyper-
edges of the layout hypergraph are labelled by names of components or relations.
We assume that the sides of each polygon are ordered clock-wise starting from the
top left-most one. The numbers assigned to hypergraph nodes representing walls
correspond to the order of polygon sides.

A hypergraph corresponding to the floor layout presented in Fig. 1 is shown in
Fig. 2. It contains 16 component hyperedges, where 11 of them represent rooms and
5 represent cameras. There are 11 relational hyperedges labelled acc and represent-
ing the accessibility relation between rooms, 6 relational hyperedges labelled adj
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Fig. 2 A hypergraph corresponding to the floor layout presented in Fig. 1

and representing the adjacency relation, and 5 relational hyperedges labelled on and
representing fastening of cameras on walls.

To represent features of layout components attribution of nodes and component
hyperedges is used. Attributes area and shape assigned to hyperedges representing
rooms determine their sizes and shapes, while the attribute range assigned to hy-
peredges representing cameras determines the sectors corresponding to their spatial
ranges. Attributes length, door_number, and loc_door assigned to nodes represent-
ing walls of rooms specify the length of a wall, the number of its doors and the
location of doors, respectively.

4 Design Knowledge and Reasoning

The considered intelligent system is equipped with the reasoning module, which
checks the conformity of the design drawing representing the created design task
solution with the specified design criteria. Then the conformity report is presented
to the designer through the design interface. The reasoning module system is based
on semantic and syntactic information encoded in the layout hypergraphs and trans-
lated to first-order logic formulas forming knowledge about created design solu-
tions. Additionally, in the system there exists the possibility to specify designer’s
own requirements and restrictions using a rule editor being a part of the design in-
terface. These formulas enable the system to support the user in creating admissible,
acceptable and safe layouts.
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In the reasoning process in the domain L of designing layouts a language of
first-order logic is used. The logic formulas are built with the use of the vocabulary
T = {C, blg, P}, where C is a set of constant symbols representing walls of rooms
and additional elements, as for example fragments of cameras, blg is a single argu-
ment function symbol, which determines a room to which a given wall belongs, and
P = {adj,acc,on} is a set of binary relation symbols representing adjacency and
accessibility between rooms, and the location of cameras on walls.

The set of terms is formed starting from constant symbols and variables possibly
along with subscripts and closing off under function application, i.e., if t is a term
then blg(t) is also a term. An atomic formula is either of the form t1 = t2 or of
the form p(t1,t2), where p ∈ P is a relation symbol and t1, t2 are terms. The set of
general logical formulas is built over atomic formulas using logical connectives and
quantifiers, and closed under the consequence relation.

The semantics of first-order formulas uses relational structures. A relational
structure consists of a domain of individuals and a way of associating with each
of the elements of the vocabulary corresponding entities over the domain [3]. A
relational T -structure L consists of a domain denoted dom(L), an assignment of a
relation pL ⊆ dom(L)k to each relation symbol p ∈ P, an assignment of a single argu-
ment function blgL : dom(L) → dom(L) to a function symbol blg, and an assignment
of a cL ∈ dom(L) to each constant symbol c.

A relational structure assigns nodes of hyperedges representing rooms or cameras
to constant symbols of C and relational hyperedges to relation symbols of P. The
interpretation of the function blg is an assignment of a component hyperedge to one
of its nodes. Given a wall, the function blg specifies the room to which this wall
belongs.

The next step to define the formal semantics of first-order formulas is specifica-
tion of an interpretation of variables. A valuation ω on a structure L is a function
from variables to elements of dom(L). Given a structure L and a valuation ω on L, ω
is inductively extended to a function that maps terms to elements of dom(L). Given
a relational structure L with a valuation ω on L, (L,ω) |= φ denotes that a formula
φ is true in L under the valuation ω .

In the running example three names of relations are used: acc, ad j and on. For
a given relational structure L with a valuation ω on L the relation acc(x1,x2) de-
fined between walls of rooms and assigned to the name acc is satisfied if there exist
two nodes being valuation of variables x1 and x2, respectively, and assigned to two
different component hyperedges and to the same relational hyperedge labelled acc.
The other two relations are defined in the similar way.

For a given hypergraph, an i-th node assigned to a component hyperedge e will
by denoted as lb(e).i, where lb(e) is a label assigned to the hyperedge e by the la-
belling function lb. Atomic sentences obtained on the basis of the relations which
hold between rooms and cameras of the layout presented in Fig. 1 constitute syntac-
tic knowledge about the designed floor layout being the result of a design process. In
the running example the syntactic knowledge related to the layout (Fig. 1) contains
atomic sentences concerning direct accessibility between rooms, adjacency between
rooms and the localization of cameras on the corridor walls. Each atomic formula
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is true under the given valuation in the considered hypergraph if there exists an ap-
propriate relational hyperedge with nodes which belong to hyperedges representing
rooms or cameras and correspond to the terms of this formula.

4.1 Examples of Design Knowledge Reasoning

The presented intelligent system has been tested on three different types of design
requirements related to the floor layout shown in Fig. 1. The considered require-
ments concern planning routs of a robot navigating inside a designed building [7],
checking Polish Fire Code [4], and surveying the entrances to all offices by cameras.

Example 1. The first example illustrating the proposed logic model of reasoning
concerns navigating a cleaning robot in the designed floor layout, which has to plane
its routs around the floor. It is equipped with a hypergraph representation of the floor
layout. Based on the knowledge encoded in this representation it can determine the
functions of spaces, their spatial arrangements and plan its routs. It can look for
the shortest paths between rooms but it is also able to find alternative ones. The
syntactic knowledge composed of atomic sentences related to a given floor layout
is automatically obtained on the basis of the hypergraph being the representation of
this layout. Searching its way the robot only takes into account formulas related to
the accessibility between rooms. We assume that all door open automatically.

Let assume that after sweeping the room labelled office4 it is to go and clean
the conference room. The existence of a path from the office number 4 to the
conference room can be expressed by the formula: ∃x1, . . . ,xn ∈ {wall}, blg(x1) =
office4, blg(xn) = conference_room, acc(x1,x2) ∧ . . . ∧ acc(xn−1,xn), where vari-
ables x1, . . . ,xn denote walls of rooms on the considered path. The reasoning module
finds two valuations, which specify two different paths. They are determined by the
following valuation of variables:

1. ω(x1) = office4.1, ω(x2) = ω(x3) = corridor.3, ω(x4) =
conference_room.1,

2. ω(x1) = office4.1, ω(x2) = corridor.3, ω(x3) = corridor.4, ω(x4) = hall.2,
ω(x5) = hall.3, ω(x6) = kitchen.1, ω(x7) = kitchen.2,
ω(x8) = conference_room.4.

The first path leads through corridor, the second one through corridor, hall, and
kitchen. The first valuation corresponds to the hypergraph presented in Fig. 3a, while
the second one to the hypergraph from Fig. 3b. The second path should be stored as
an alternative way for the robot in case when doors from the corridor to conference
room are closed.

Example 2. In the second example the conformity of the floor layout with the Fire
Code is checked. The regulations require that each evacuation route leading to a
staircase or an entrance door should not be longer than 30 meters. The formulas
checking this condition are shown in Fig. 4. The condition is not satisfied for the
doors of the office3 and office5, the message about it is shown in the bottom window
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Fig. 3 (a) A subhypergraph representing the shortest path from office4 to conference_room,
(b) a subhypergraph representing an alternative path

Fig. 4 A test checking the fire safety conditions

in Fig. 1. The situation can be easily corrected by moving doors or changing the
location of the staircase.

Example 3. The third type of requirements concerns the floor layout in which the
entrances to all offices should be surveyed by cameras. This requirement can be
expressed in the first order language as the formula: ∀t = office ∃c ∈ {camera} :
observed(t,c) ⇔ ∀x,x′ ∈ {wall},blg(x) = corridor ∧ blg(x′) = office ∧ acc(x,x′),
there exists i ∈ {1, . . . ,door_number(x)}, j ∈ {1, . . . ,door_number(x′)}, loc_doori

(x) = loc_doorj(x′) ∃c ∈ {camera} : on(x,c)∧ inrange(range(c), loc_doori(x)). The
predicate inrange(range(c), loc_doori(x)) is satisfied if the i-th door located in the
wall x are in the spatial range of the camera c. In order to test this condition the sys-
tem checks if the appropriate rectangle representing the door is inside the fragment
of the circle representing the range of the camera. In the layout presented in Fig. 1
the doors of each office are observed by one camera.
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5 Conclusions

The interface of the presented design-supporting system which enables the human-
computer interaction is based on the problem-oriented visual language. In the future
the externalization of design ideas could be also supported by means of shape gram-
mars. Such a dialogue with the system allows one to extend the approach to include
form-oriented designing. Object forms will be generated using 3D shape grammars.

References

1. Autodesk: Autodesk Revit Architecture (2010), http://www.autodesk.com/revit
2. Bhatt, M., Freksa, C.: Spatial Computing For Design: An Artificial Intelligence Perspec-

tive. In: Visual and Spatial Reasoning for Design Creativity (SDC10) (2011)
3. Fagin, R., Halpern, J., Moses, Y., Vardi, M.: Reasoning About Knowledge. MIT Press,

Cambridge (1995)
4. Grabska, E., Borkowski, A., Palacz, W., Gajek, S.: Hypergraph system supporting de-

sign and reasoning. In: Huhnt, W. (ed.) Proceedings of EG-ICE International Workshop,
Berlin, Germany, pp. 134–141 (2009)
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Graph Similarity Measure
in Automatic Evaluation of Designs

Barbara Strug

Abstract. In this paper several graph similarity measures based on frequent pattern
analysis are presented. As hypergraph-based representation is used as an underlying
structure for designs the measures are adapted to hypergraphs. An application of
the proposed measures to automatic evaluation of designs is also presented. The
measures proposed are compared and some experimental results are also presented.

Keywords: graph, similarity measure, pattern analysis, automatic evaluation, deci-
sion support.

1 Introduction

Graphs have been proved to be a very useful way of representing complex objects in
a number of different domains of computer science [12]. They are used in engineer-
ing, system modeling and testing, bioinformatics, chemistry and other domains of
science to represent objects and the relations between them or their parts [2, 3, 18].

In this paper a hypergraph-based representation is used [7]. Designing new arti-
facts requires a method of generating hypergraphs representing them. These meth-
ods researched include approaches using the theory of formal languages [12], in
particular the graph based representation jointly with graph grammars [2, 6, 5, 11],
and grammar systems [4, 13], but also evolutionary computations that were used in
different domains of design [2, 5, 11].

All generation methods result in building a large database of hypergraphs—or de-
signs. The main problem lies in the complexity and size of such a database. It makes
it difficult to automatically evaluate the quality of the hypergraphs (quality of a
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hypergraph being understood as the quality of the design it represents in respect to a
given design problem). Thus the process of evaluation usually requires the presence
of a human designer who can choose the best solution or give some numerical val-
ues to each design. The requirement of the presence of the human ‘evaluator’ limits
the number of possible solutions that can be analysed as all hypergraphs have to be
rendered to their graphical form, what may be very complex and time-consuming.

A possible method of eliminating the visualization step seems to be using a set
of hypergraphs representing designs for which a human ‘evaluator’ has defined a
quality value as a basis for evaluating other designs in the same design problem.
Such a set could correspond to the ‘prior knowledge’ or experience factor used by
the human designer.

As designs getting high quality evaluations very often are similar in some way,
i.e. they share some common elements, exploring this similarity by finding frequent
substructures in hypergraphs is proposed in this paper.

2 Design Representation

The methods used in CAD problems [10] usually allow for the geometry of an object
being designed to be coded but do not take into account the inter-related structure of
many design objects i.e. the fact that parts of an object can be related to other parts
in different ways. A representation taking relations into account is usually based
on some type of graphs. Different types of graphs have been researched and used
in this domain, for example composition graphs [6]. In this paper hypergraphs are
used.

Hypergraphs (HGs) consist of nodes and hyperedges. In simple graphs edges
always connect two nodes, hypergraphs, on the other hand, are composed of nodes
and hyperedges with different numbers of ordered tentacles, each of them linked
to a node. Hyperedges used in this paper can represent both design components
(component hyperedges) and relations among them (relational hyperedges).

Nodes and hyperedges in hypergraphs can be labelled and attributed. Labels are
assigned to nodes and hyperedges by means of node and hyperedge labelling func-
tions, respectively, and attributes—by node and hyperedge attributing functions. At-
tributes represent properties (for example size, position, colour or material) of a
component or relation represented by a given hyperedge.

3 Frequent Pattern Mining

Frequent graph mining techniques are developed on the basis of a more general
frequent pattern mining. Frequent pattern mining was first proposed by Agrawal et
al. [1] for market basket analysis in the form of association rule mining and later ex-
tended for various kinds of applications, from scalable data mining methodologies,
to handling a wide diversity of data types [9, 8].
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In this paper two algorithms, FFSM and gSpan, are considered. Both algorithms
can work on undirected graphs with labelled nodes and edges. They perform the
analysis of graphs in a depth-first order and can only find connected subgraphs.
These algorithms are formulated for graphs. In case of hypergraphs some modifi-
cations must be introduced. Firstly both the nodes and hyperedges are treated in a
way only nodes are treated in standard algorithm. Moreover the tentacles (shown as
‘links’ joining visually hyperedges and nodes) in a hypergraph are treated as edges
in the algorithm.

4 Design Evaluation

The approach to reasoning about designs used in this paper has been implemented
and tested on examples of a floor layout design. The process starts by coding a
database of floor layoutsconsisting of hypergraphs of size of 20 to 50 atoms, the
GraphML format and imported to the GraphSearcher application [19]. Then the set
of frequent patterns is generated and finally these patterns are used to evaluate new
designs.

A number of experiments with different values of support was carried out with
different support values and both FFSM and gSpan algorithms. As the gSpan algo-
rithm consistently generates more frequent patterns it is used as a basis for further
experiments. Moreover a support parameter is set to 100% in all experiments in this
paper. More detailed results obtained with the use of the FFSM method were pre-
sented in [16], and the results obtained with the use of the gSpan algorithm and a
comparison of both results were presented in [17].

Thus, let P = {P1, . . . ,PNP}—be a set of patterns found by the gSpan algorithm
and NP be the number of these patterns (subgraphs). Let FPEV(G) be the quality
value for a graph G, calculated as the proportion of frequent patterns that are a
subgraphs of G. Let P(G) = {Pi : Pi ⊂ G} be the set of frequent patterns found in G.
Thus

FPEV(G) =
|P(G)|

NP
. (1)

Some of patterns Pi found are depicted in Fig. 1a and b. One of the hypergraphs
representing new design is presented in Fig. 2. In all figures object hyperedges are
depicted as squares and relational ones—as circles. For a hypergraph depicted in
Fig. 2 the value FPEV(G) = 0.91.

However, two problems can be observed for the FPEV quality measure. Firstly,
the number of frequent subgraphs, even for high support parameters, is very high.
For the support parameter set to 100% there were 1021 frequent patterns found
by gSpan. As the evaluation of a hypergraph representing a new design consists in
checking how many of these frequent subgraphs are also subgraphs of the new hy-
pergraph a huge number of subgraph isomorphism checking operations is required.
Although the hypergraphs are labelled, what lowers the computational cost of these
operations, it still is a time consuming process.
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(a) (b)

Fig. 1 Examples of frequent patterns representing design requirements and meaningless rules

Fig. 2 Hypergraph representing a new design
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The second problem is the quality of rules represented by the frequent patterns
found. For example pattern depicted in Fig. 1a represents meaningful design rules
(accessibility of a room from an entrance. But the frequent pattern in Fig. 1b is
meaningless. Moreover the presence of many meaningless patterns affects the reli-
ability of the evaluation—a hypergraph containing many of such patterns could get
high quality value while representing an obviously bad design.

Two methods of reducing the size of this set were proposed in [15] and in [14]. In
this paper two methods of improving the quality and reliability of frequent patterns
used to evaluate designs are presented.

4.1 Using Negative Patterns

As it was mentioned above a number of frequent patterns does not represent any
meaningful design requirements. To eliminate some of these patterns and at the
same time improve the quality of patterns used in evaluation process a set of hyper-
graphs representing particulary bad designs was artificially generated. It consists of
hypergraphs representing floor layouts which are either impractical or break some
regulations. This set was also coded in GraphML and then frequent patterns were
searched for with the gSpan algorithm. Let PB = {PB1, . . . ,PBNB}—be the result-
ing set of patterns and NB be the number of these patterns. Then let PN = P ∩ PB
be the set of neutral patterns i.e patterns which are frequent in both good and bad
designs. Then let PPOS = P\PN and PNEG = PB\PN be the sets of positive and neg-
ative patterns, respectively. By generated the set of hypergraphs representing bad
designs artificially none of good design patterns (like those depicted in Figs. 1a
and b) are eliminated by subtracting neutral patterns. Thus set PPOS contains mainly
actual design requirements, while set PNEG contains patterns representing unaccept-
able elements in a design. An example of a negative pattern representing a room
without accesses is depicted in Fig. 3a and another pattern, in Fig. 3b, represents an
unacceptable existence of doors between the kitchen and a bathroom.

Let PPOS(G) = {Pi : Pi ∈ PPOS and Pi ⊂ G} be the set of positive frequent pat-
terns found in G. Let PNEG(G) = {Pi : Pi ∈ PNEG and Pi ⊂ G} be the set of negative
frequent patterns found in G. On the basis of these sets another quality measure is
defined by counting the number of positive and negative patterns in a given hyper-
graph G.

PosNegFPEV(G) =
|PPOS(G)|
|PPOS| − |PNEG(G)|

|PNEG| . (2)

It has to be noticed that this measure can give negative values, for a particulary
bad design that does not contain a single positive pattern but contains all negative
ones this measure will yield a value of −1.
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(a) (b)

Fig. 3 Examples of frequent patterns representing meaningless rules

4.2 Using Frequency of Patterns

Both measures defined above take into account only the number of frequent pat-
terns in a given hypergraph G. Thus the fact that a given frequent pattern occurs in
hypergraph G not once but many times has no influence on the quality value of G.

Let P = {P1, . . . ,PNP} be a set of patterns found by the frequent pattern mining
algorithm and NP be the number of these patterns, as used in equation 1, and let
Pi(G) be the number of times a pattern Pi occurs in G. Then a frequency based
measure can be defined in the following way:

FreqFPEV(G) =
∑NP

i=1 Pi(G)
NP

. (3)

4.3 Combining the Frequency of Patterns and a Negative Set

The fourth measure proposed in this paper is defined by using both the negative set
and the frequency of occurrences of both positive and negative patterns in a given
hypergraph G. Let PPOS = {P1

POS, . . . ,P
NPOS
POS } and PNEG{P1

NEG, . . . ,PNNEG
NEG } be the sets

of positive and negative patterns, respectively. Let Pi
X(G) be the number of times a

pattern Pi
X occurs in G, where X ∈ {POS,NEG}. Then a frequency based measure

with the use of negative set can be defined in the following way:

FreqPosNegFPEV(G) =
∑NPOS

i=1 Pi
POS(G)

NPOS
− ∑NNEG

i=1 Pi
NEG(G)

NNEG
. (4)
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Both measures using frequency of patterns can yield very large or small value, as
a given pattern can, theoretically, occur in a given hypergraph arbitrary many times.

4.4 Experimental Results

The measures defined above were tested on a small set of hypergraphs representing
designs. The set consisted of six hypergraphs, three of them represented good de-
signs (denoted by G in table 1, two moderately good but still acceptable (denoted by
M) and one very bad (denoted by B). Table 1 contains evaluation values calculated
for all test hypergraphs by each of the four quality measures.

Table 1 Experimental results for test hypergraphs

Measure FPEV PosNegFPEV FreqFPEV FreqPosNegFPEV
G1 0.92 0.92 1.17 1.17
G2 0.83 0.83 0.83 0.83
G3 0.91 0.81 0.91 0.78
M1 0.55 0.40 0.55 0.35
M2 0.62 0.31 0.62 0.22
B1 0.24 −0.35 0.24 −0.56

It can be observed that for hypergraph G2 all values are identical, what means
that it contains no negative patterns and all positive patterns that it contains occur
only once. But for hypergraph G3, which does not contain repeated positive pat-
terns but contains several repeated negative patterns the quality value yielded by
frequency based and negative set using measures is visibly lower not only from pos-
itive only measure for G3, but also from the quality value for G2 calculated by these
measures. Thus it can be inferred that, although G3 contains many frequent patterns
from the set found in good designs database and thus is highly evaluated by FPEV,
many of these patterns are most likely meaningless and were not taken into account
in PosNegFPEV. Moreover it contains some negative patterns. Similar situation has
been observed for hypergraphs M1 and M2. Thus using positive and negative pat-
terns improves the quality of the evaluation process, and thus its reliability.

At the same time using the frequency of patterns occurrence does not seem to
bring any new information, however it strengthens the relative ranking of designs.

5 Concluding Remarks and Future Work

In this paper four quality measures for hypergraphs representing design were
presented. These methods were tested on a set of hypergraphs representing floor
layouts. The results obtained suggest that while using a negative set improves the
quality of evaluation, the frequency based measures are more difficult to assess. The
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frequency based measures pose an additional problem in design domain. It is ob-
vious that for a given hypergraph containing a pattern representing for example the
existence of access between bedroom and hall is undeniably good and should con-
tribute positively to its quality evaluation. Yet, whether containing such a patterns
100 times (and thus having 100 bedrooms giving out to a hall) is good is difficult
to judge and would strongly depend on type of designs (it could be correct in hotel
layout design but not in a small house for example).

In the approach presented in this paper the size of frequent patterns is not taken
into account, but a large positive/negative pattern can bring more information then
a small one so some weighting of patterns is planned to be tested.
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Semantic Data Selections and Mining
in Decision Tables

Krzysztof Czajkowski and Mieczysław Drabowski

Abstract. This article concerns the integration of selected concepts and methods,
which are characteristic for rough sets, with techniques used in relational databases.
The aim is to improve the efficiency in the realization of complex computational
operations. In this paper we have presented implementations of algorithms of core
attributes selection, the method for finding reducts as well as determining decision
rules in the database system.

Keywords: rough sets, core, reducts, relational database, attributes, decision table.

1 Introduction

One of the possibilities to establish classification system is the use of the decision
rules created by using decision table. In many cases, decision tables may have large
number of attributes, therefore the reduction of attributes is so important to obtain
the subset consisting of only these attributes which are indispensable for the correct
classification. An application of rough sets theory for finding cores as well as reducts
of data sets can be useful.

In the traditional approach for rough sets, algorithms finding core and reducts are
characterized by large computational complexity. In many systems the computations
are executed by using simple flat files.

Krzysztof Czajkowski
Institute of Telecomputing, Faculty of Physics, Mathematics and Computer Science,
Cracow University of Technology, 31-155 Cracow, Poland
e-mail: kc@pk.edu.pl

Mieczysław Drabowski
Department of Computer Engineering, Faculty of Electrical and Computer Engineering,
Cracow University of Technology, 31-155 Cracow, Poland
e-mail: drabowski@pk.edu.pl

T. Czachórski et al. (Eds.): Man-Machine Interactions 2, AISC 103, pp. 279–286.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2011

kc@pk.edu.pl
drabowski@pk.edu.pl


280 K. Czajkowski and M. Drabowski

Proposals of improvement in the efficiency finding core attributes by integration
with relational database systems have appeared, e.g., Rough Set Data Miner [4].
They apply embedded SQL queries in order to use advantages of database tech-
niques. The approach proposed in [8] seems to be especially interesting. Basing
on database operations performed on sets, such as cardinality and projection, it in-
creases rapidity of finding core and reducts. It is possible to take advantages of such
effective solutions as indexing and sorting. Efficient implementations of SQL lan-
guage give the possibility to reduce the cost of the disc access and what is more,
they cope well with the large amount of data. Relational Database Systems offer
relatively simple, but mature data manipulation technology and use widely accepted
and intuitive knowledge representation in tabular form [9]. It seems justified to use
database systems to generate, transform and operate on the decision rules.

In this paper we discuss the method of attributes reduction in rough sets theory
as well as selecting decision rules with the use of the database and relational algebra
presented in [8]. The implementation of this method, showing an advantage of such
an approach as well as examples of its application, has been presented.

2 Rough Sets and Databases

In rough sets theory data can be shown as a decision table in which rows represent
objects, and columns represent attributes of these objects. Some of these attributes
make the set of decision attributes (represented by D) while the rest make the set of
conditional attributes (represented by C). Formally, the decision table is given as an
ordered 5-tuple [10]:

DT = (U,C,D,V, f ) (1)

where: C,D ⊂ A;C �= ∅,D �= ∅;C ∪D = A;C ∩D = ∅. U is a non-empty finite set
of objects called the universe of the decision table. f is called the decision function.
V =

⋃
a∈AVa,Va is called the value set of a ∈ A.

Let’s assume that B ⊂ C, the attributes set Q(⊂ B) is called the reduct of
the attributes set B relative to the decision attribute d (assuming that the deci-
sion attribute set has one element) when the attributes set Q is independent and
IND(B,d) = IND(Q,d). IND(B,d) it is indiscernibility relation relative to the de-
cision d, generated by the attributes the set B. The reduct is a minimal subset of
the entire conditional attributes set that has the same classification capability as the
original conditional attributes set.

The core (represented by CORE(B,d)) is called the set of all attributes which are
indispensable in set B, relative to the decision attribute d. The core is the intersection
of all reducts. The merit of the attribute is the measure of effects which can make
the removal of this conditional attribute. The value of the merit reflects the degree of
contribution made by the attribute to the dependency between conditional attributes
and decision attributes.

In the presented approach fundamental concepts from rough sets theory have
been defined with the use of concepts from the database theory. The aim of such a
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solution is the application of mechanisms which exist in databases in order to obtain
large efficiency in finding core attributes and relative reducts.

All core attributes are indispensable elements of each reduct [13] and thus the
most important problem is the possibility to find these attributes effectively. More
than one reduct may exist in the decision table. Finding all the reducts in decision
table is NP-hard problem [14]. However, there are some applications in which it is
not necessary to find all of them.

In the traditional approach, a popular method is to construct a decision matrix
first, and then search all the elements in such a matrix which has only one attribute
[1]. This method is characterized by unsatisfied efficiency, especially in the case of
systems that contain large amount of data.

In turn, other methods, which are not using decision matrix, e.g. [11], have time
complexity O(mn logn) (where n is the number of tuples and m is the number of at-
tributes). Presented approach has time complexity O(mn) [8] and it is being realized
without the calculation of the lower and upper approximation.

Let’s denote Count operation as Card, Projection operation as Π , and the set of
decision attributes as D, we can then write down that Cj ⊂ C is the core attribute if
it satisfies:

Card(Π(C −Cj + D)) �= Card(Π(C −Cj)). (2)

If the number of rows, which can be distinguished by using actual values in con-
ditional attributes (without given attribute) and decision attribute, is different from
the number of rows distinguished by the same subset of conditional attributes, but
without the decision attribute, it means that the removal of this particular attribute
from decision attributes causes partial loss of the possibility to identify objects—this
attribute is the core attribute.

It follows that it is possible to establish whether the given attribute is the core
attribute by using simple SQL operations. Only two projections are needed: the first
one on the attributes C−C j +D, and the second one on the attributes C −Cj. If the
cardinality of the two projections is different, it means that the given attribute is the
core attribute, otherwise it is dispensable.

3 Finding Core, Reduct, and Decision Rules

In the presented approach we assume that the decision table does not contain in-
consistent tuples. Two tuples are inconsistent if they have the same values on the
conditional attributes, but have different values on the decision attributes (they are
labelled as different classes).

It is possible to denote Algorithm 1 as an operation: Card(Π(X)), where X can
be: C, C − A, C − A + D. Using SQL, this operation can be denoted by SELECT
COUNT(*) FROM (SELECT DISTINCT X FROM T);.

As proved in [8], Algorithm 1 can be implemented with the time complexity
O(mn), where m is the number of attributes, and n is the number of rows (assuming
that tables are indexed).
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Algorithm 1

{Input: a decision table T (C,D)}
{Output: Core—the core attribute of table T }

1 Core ← (∅)
2 for each attribute A ∈ C do
3 if Card(Π(C −A+D)) �= Card(Π(C −A)) then
4 Core ← Core(∪)A
5 return Core

Fig. 1 Algorithm 1: Core Attributes Algorithm

Below, the greedy algorithm finding relative reducts in the selection and elimina-
tion process is presented.

Algorithm 2

{Input: Decision table T (C,D)}
{Output: A set of minimum attributes subset (REDU)}

1 Run Algorithm 1 to get the CORE of the table
2 REDU ← CORE
3 AR ← C −CORE

{Forward selection}
4 while K(REDU,D) �= K(C,D) do
5 for each Cj ∈ AR do compute Merit
6 Sort attributes in AR based on Merit values descending
7 Choose an attribute Cj with the largest merit value
8 REDU ← REDU ∪Cj; AR ← AR−Cj

{Backward elimination}
9 N ← ‖REDU‖
10 for j ← 0 to N −1 do
11 if a j ∈ CORE then compute K(REDU −a j,D)
12 if K(REDU −a j,D) = K(REDU,D) then REDU ← REDU −a j

Fig. 2 Algorithm 2: Compute a minimal attributes subset (reduct)

On the basis of the relative reduct, it is possible to generate the reduct table. Next,
by using this table, it is possible to make a classifier consisting of decision rules. The
decision rule is the combination of values of selected conditional attributes for which
the set of all cases (objects) having such values belongs to the same class (have the
same value of decision attribute). We can describe the rule as an implication:

r : Gi1 = Vi1 ∧Gi2 = Vi2 ∧ . . .Gik = Vi1k → D = di. (3)

The goal of rules generation process is to obtain rules as general as possible. To
achieve it, we have to remove from the given rule as many conditional attributes as
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possible without the loss of the rule correctness. In this way, we obtain rules which
represent the most general patterns existing in the data set.

It is possible to define an additional parameter SIG for each attribute in order to
simplify the algorithm. This parameter will describe the significance of the given
attribute [7]. The process of removal of attributes will be carried out in the order of
growing values of this parameter (at the beginning, attributes with lower significance
will be removed). SIG parameter for the given value of the conditional attribute
Cik = Vik is possible to write as: SIG(Cik = Vik) = P(Cik = Vik)× (P(D = di|Cik =
Vik) − P(D = di)), where P(Cik = Vik) is the probability of value Vik occurrence
for the attribute Cik, and P(D = di|Cik = Vik) is the conditional probability of class
D = di occurrence providing that value of conditional attribute Cik = Vik occurs.

Generated rules have to be filtered [12]. To avoid generating too specified rules,
it is possible to use Laplace test [7]. It gives the possibility to eliminate many rules
which cover few cases. The most general rules are preferred.

Laplace = (nc + 1)/(ntotal + k), (4)

where k is the number of the classes, nc is the number of tuples of the class c covered
by this rule, ntotal is the total number of tuples covered by this rule. Below the algo-
rithm generating the set of possibly the most general rules, on the basis of decision
table and reduct, is presented [7].

Algorithm 3

{Input: Decision table T (C,D), reduct REDU}
{Output: The set of the most general rules MGR}

1 Generate the reduct table RULES using projection of reduct REDU and decision attribute
D on decision table T (C,D)

2 MGR ← ∅

3 for each Cik = Vik ∈ RULES do compute SIG
4 for each ri ∈ RULES do
5 Sort the set of conditional attributes C in rule ri on the basis of SIG
6 for each Cik = V do
7 Remove value from ri

8 if ri is inconsistent with any other rule then restore removing value
9 Remove all rules from MGR, which are logically inc. in ri
10 MGR ← MGR∪ ri

11 for each ri ∈ MGR do compute Laplace(ri)
12 if Laplace(ri) < threshold then MGR ← MGR− ri

Fig. 3 Algorithm 3: Determining the set of the most general rules

4 Implementation and Tests

Algorithms were implemented in Oracle server, as the package of PL/SQL language.
The classifier is generated in the database as the database trigger. The trigger is being
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constructed dynamically on the basis of the table which concerns the classification
and the determined set of rules that makes up the classifier. In the moment of insert-
ing data which describe specific web pages, the trigger will execute the classification
and fill up inserted data with the value of the attribute describing object class.

The application of the integration rough set and database was presented in [2]
for the first time. In the application, which was the continuation of the research
concerning breast cancer classification [3], data set consisting of 683 samples was
used, from which each sample was characterized by 9 conditional attributes and 1
decision attribute. Wisconsin Breast Cancer Data Set from the UC Irvine Machine
Learning Repository [5] was used.

It is possible to use Rosetta (A Rough Set Toolkit for Analysis of Data) or RSES
(Rough Set Exploration System) environments in this case—in each reduct such an
attribute is present. Rosetta as well as RSES have implemented many different algo-
rithms to find reducts, but they do not interact directly with databases and data have
to be imported before processing. The time in which one reduct is being determined
in the described approach is significantly shorter than in Rosetta or RSES (but ob-
viously these systems have a lot of algorithms to determine reducts and have many
other options).

To verify the influence of the training data set size as well as Laplace threshold
value on the number of rules in the classifier and its efficiency, the set of experiments
was done. In tables below results of experiments with different size of training sets
were presented. The results of experiment 1—for training set consisting of 1/4 of
the whole data set (171 of 683 samples), and the test on the rest of attributes in data
set was done. The efficiency is the greatest in the case of Laplace threshold 0.5 for
11 rules and it is 0.857.

In the next cases, the training sets were larger and consisted of 1/2 (342 samples)
and 3/4 (513 samples) respectively. We can observe that with the increase of the
training set, the number of rules rises. It is due to the number of rows existing in
the reduct table after determining the reduct. On the larger reduct table, the larger
number of decision rules is calculated and the effectiveness of classifier is greater.
In the cases when the Laplace threshold value is low (lower then 0.5) there are too
many decision rules which are sometimes contradictory and as a result the efficiency
is smaller. After removing rules which value of threshold is smaller, we can obtain
a very effective classifier. The best value of Laplace threshold is between 0.5 and
0.75.

In the experiments 2 and 3, when the Laplace threshold equals 0, the efficiency
is smaller for the training size 3/4 than 1/2. It is due to the reduct which has four
attributes in both cases but consists of different attributes.

To verify this method on the larger data set we use the set concerning letter recog-
nition. This set derives from UC Irvine Machine Learning Repository as well. The
objective of this set is to identify each of the large number of black-and-white rect-
angular pixel displays as one of the 26 capital letters in the English alphabet. The
character images were based on 20 different fonts and each letter within these 20
fonts was randomly distorted to produce a file of 20,000 samples. Each sample was
converted into 16 primitive numerical attributes (statistical moments and edge



Semantic Data Selections and Mining in Decision Tables 285

Table 1 Results of experiments

Experiment Attributes Laplace Rules Efficiency [%]

1—training set: 1/4

3 0 21 0.818
3 0.25 21 0.818
3 0.5 18 0.857
3 0.75 13 0.836
3 0.9 10 0.830

2—training set: 1/2

4 0 38 0.929
4 0.25 38 0.929
4 0.5 35 0.935
4 0.75 27 0.932
4 0.9 10 0.924

3–training set: 3/4

4 0 38 0.888
4 0.25 37 0.941
4 0.5 34 0.941
4 0.75 28 0.947
4 0.9 12 0.929

counts) which were then scaled to fit into a range of integer values from 0 through
15 [6].

In Table 2 results of classifier made with the different size of training set were
presented. With the increase of the set size, the number of attributes in reduct grows.
It is due to the number of rows existing in the reduct table.

Table 2 Results for Letter data set

Samples Number of attributes in reduct
1000 7
2500 8
5000 9

10000 11
15000 11
20000 12

5 Conclusions

An integration of rough sets with databases gives the possibility to use efficient so-
lutions existing in database management systems. It may increase the application
efficiency of rough sets theory for large data sets. Using SQL, commonly known
and embedded in each database system, gives the possibility of relatively easy im-
plementation. Operations such as counting, projection, and selection, can be effec-
tively realized even for a large amount of data. The implementation, which was
presented in this work, uses PL/SQL language embedded in the Oracle database
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system which is universal and can be applied for any decision tables. The efficiency
of SQL and PL/SQL languages are continuously increasing (by much better integra-
tion as well), thanks to that, it is possible to expect a much better effect in the future.
Further works in this area are justified, especially those leading to verify the effi-
ciency of the method and the implementation of other aspects of rough sets theory
in database systems.
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Fuzzification Operator for Rough Sets
in Image Segmentation

Dariusz Małyszko and Jarosław Stepaniuk

Abstract. Recent advances in computer science and information systems design
have shifted the requirement into the domain of the intelligent information systems.
In the last decades, many new data analysis tools and methodologies have been de-
vised in order to keep abreast with the massive increase in data amount and types.
Rough Extended Framework has been recently introduced in the domain of employ-
ing rough sets based data analysis in the unified framework of fuzzy and statistical
analysis. Much effort in the area of REF Framework is focused on the data structure
exploration by the means of examining of metric dependencies between analyzed
data and the reference set, most often composed of certain number of clusters or
thresholds that are selected objects of the input data space. In the paper, in the Rough
Extended (Entropy) Framework, a new generalization of the concept of RECA sets
has been presented by means of fuzzification of the RECA sets. The introduced so-
lution seems to present highly robust and detailed theoretical and mathematical tool
during examining internal data structure.

Keywords: rough sets, rough measures, fuzzification operation.

1 Introduction

Data analysis based on the fuzzy sets depends primarily on the assumption, stat-
ing that data objects may belong in some degree not only to one concept or class but
may partially participate in other classes. Rough set theory on the other hand assigns
objects to class lower and upper approximations on the base of complete certainty
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about object belongingness to the class lower approximation and on the determina-
tion of the possible belongingness to the class (upper approximation). Probabilistic
approaches have been developed in several rough set settings, including decision-
theoretic analysis, variable precision analysis, and information-theoretic analysis.

Data clustering routines have emerged as most prominent and important data
analysis methods that are primarily applied in unsupervised learning and classifi-
cation problems. Most often data clustering presents descriptive data grouping that
identifies homogenous groups of data objects on the basis of the feature attributes
assigned to clustered data objects. In this context, a cluster is considered as a collec-
tion of similar objects according to predefined criteria and dissimilar to the objects
belonging to other clusters.

Rough Extended Framework presents extensively developed method of data anal-
ysis [1, 2]. In the paper, a new family of the fuzzified rough (entropy) measures has
been introduced.

The operation of the fuzzification of the crisp, fuzzy and probabilistic measures
seems to present promising area of data analysis, particulary suited in the area of
image properties analysis.

This paper has been structured in the following way. In Sect. 2 the introductory
information about rough sets in the context of developed Rough Extended Cluster-
ing Framework has been presented. In Sect. 3 the concepts of RECA fuzzification
operator have been described.

2 Rough Extended Clustering Framework—C-REF

In this section, we recall some basic definitions of rough set theory in the context of
developed Rough Extended Clustering Framework.

2.1 Basic Notions of Rough Set Theory

Let U denote a finite non-empty set of objects, to be called the universe. Further, let
A denote a finite non-empty set of attributes. Every attribute a ∈ A is a function

a : U → Va,

where Va is the set of all possible values of a, to be called the domain of a. In the
sequel, a(x), a ∈ A and x ∈ U, denotes the value of attribute a for object x.

Definition 1. A pair IS = (U,A) is an information system.

Usually, the specification of an information system can be presented in tabular form.
Each subset of attributes B ⊆ A determines a binary B − indiscernibility rela-

tion IND(B) consisting of pairs of objects indiscernible with respect to attributes
from B. Thus, IND(B) = {(x,y) ∈ U ×U : ∀a∈Ba(x) = a(y)}. The relation IND(B)
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is an equivalence relation and determines a partition of U , which is denoted by
U/IND(B). The set of objects indiscernible with an object x ∈ U with respect to B
in IS is denoted by IB(x) and is called B− indiscernibility class. Thus, IB(x) = {y ∈
U : (x,y) ∈ IND(B)} and U/IND(B) = {IB(x) : x ∈ U}.
Definition 2. A pair ASB = (U, IND(B)) is a standard approximation space for the
information system IS = (U,A), where B ⊆ A.

The lower and the upper approximations of subsets of U are defined as follows.

Definition 3. For any approximation space ASB = (U, IND(B)) and any subset X ⊆
U , the lower and upper approximations are defined by

LOW (ASB,X) = {x ∈ U : IB (x) ⊆ X} ,

UPP(ASB,X) = {x ∈ U : IB (x)∩X �= /0} .

The lower approximation of a set X with respect to the approximation space ASB is
the set of all objects, which can be classified with certainty as objects of X with re-
spect to ASB. The upper approximation of a set X with respect to the approximation
space ASB is the set of all objects which can be possibly classified as objects of X
with respect to ASB.

It is possible to express numerically the roughness R(ASB,X) of a set X with
respect to B by assigning

R(ASB,X) = 1− card(LOW(ASB,X))
card(UPP(ASB,X))

.

In this way, the value of the roughness of the set X being equal 0 means that X is
crisp with respect to B, and conversely if R(ASB,X) > 0 then X is rough (i.e., X is
vague with respect to B). Detailed information on rough set theory is provided in [5]
and [6].

The rough entropy formula is given as

RE(ASB,{X1, . . . ,Xk}) =
k

∑
l=1

− e
2
×R(ASB,Xl)× log(R(ASB,Xl)),}

where R(ASB,Xl) represents roughness of the cluster Xl , l ∈ {1, . . . ,k} indexes the
set of all clusters (

⋃k
l=1 Xl = U and for any p �= l and p, l ∈ {1, . . . ,k} Xp ∩Xl = /0).

The numerical value of e truncated to 3 decimal places is 2.718.

2.2 Clustering Rough Extended Framework C-REF

In general Rough Extended Framework data object properties and structures are an-
alyzed by means of their relation to the selected set of data objects from the data
space. This reference set of data objects performs as the set of thresholds or the set
of cluster centers. In this context, Rough Extended Framework basically consists of
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two interrelated approaches, namely thresholding Rough Extended Framework and
clustering Rough Extended Framework. Each of these approaches gives way devel-
opment and calculation of rough measures. Rough measures based upon entropy
notion are further referred to as rough entropy measures [4, 1, 2].

Rough measures, considered as a measure of quality for data clustering gives pos-
sibility and theoretical background for development of robust clustering schemes.
These clustering algorithms incorporate rough set theory, fuzzy set theory and en-
tropy measure. Three basic rough properties that are applied in clustering scheme
include

1. selection of the threshold metrics (crisp, fuzzy, probabilistic, fuzzified probabi-
listic)—tm,

2. the threshold type (thresholded or difference based)—tt,
3. the measure for lower and the upper approximations—crisp, fuzzy, probabilistic,

fuzzified probabilistic—ma.

Data objects are assigned to lower and upper approximation on the base of the
following criteria

1. assignment performed on the basis of the distance to cluster centers within given
threshold value, see Table 1,

2. assignment performed on the basis of the difference of distances to the cluster
centers within given threshold value, see Table 1.

Table 1 Difference and threshold based measures and related algorithms—RECA

Difference metric based measures
Algorithm Measure Threshold Condition

(C, F, P, FP) FC-DRECA mcr(xi,Cm) crisp |dcr(xi,Cm)−dcr(xi,Cl)| ≤ εcr

(C, F, P, FP) FF-DRECA mcr(xi,Cm) fuzzy |d f z(xi,Cm)−d f z(xi,Cl)| ≤ ε f z
(C, F, P, FP) FP-DRECA mcr(xi,Cm) pr |dpr(xi,Cm)−dpr(xi,Cl)| ≤ εpr

Threshold metric based measures
Algorithm Measure Threshold Condition

(C, F, P, FP) FC-TRECA mcr(xi,Cm) crisp dcr(xi,Cm) ≤ εcr

(C, F, P, FP) FF-TRECA mcr(xi,Cm) fuzzy d f z(xi,Cm) ≥ ε f z
(C, F, P, FP) FP-TRECA mcr(xi,Cm) pr dpr(xi,Cm) ≥ εpr

2.3 RECA Standard Similarity Measures

Standard similarity measures can be considered crisp, fuzzy, or probabilistic.

Crisp RECA Measures

In crisp setting, RECA measures are calculated on the base of the crisp metric.
In rough clustering approaches, data points closest to the given cluster center or
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sufficiently close relative to the selected threshold type, are assigned to this clus-
ter lower and upper approximations. The upper approximations are calculated in
the specific, dependant upon threshold type and measure way presented in the sub-
sequent paragraphs. Standard crisp distance most often applied in many working
software data analysis systems depends upon Euclidean distance or Minkowsky dis-
tance, calculated as follows

dcr(xi,Cm) =
(

Σd
j=1(xi j −Cm j)p

) 1
p

(1)

with xi j denoting j coordinate of the xi data object, and Cm j denoting j coordinate
of the cluster center Cm.

Fuzzy RECA Measures

Fuzzy membership value μCl (xi) ∈ [0,1] for the data point xi ∈ U in cluster Cl is
given as

d f z(xi,Cm) =
d(xi,Cl)−2/(μ−1)

∑k
j=1 d(xi,Cj)−2/(μ−1)

, (2)

where a real number μ > 1 represents fuzzifier value and d(xi,Cl) denotes distance
between data object xi and cluster (center) Cl .

Probabilistic RECA Measures

Probability distributions in RECA measures are required during measure calcula-
tions of probabilistic distance between data objects and cluster centers. Distance
for data point xi ∈ U to cluster center Cm is based upon Gauss distribution and is
calculated as follows

dpr(xi,Cm) = (2π)−d/2|Σm|−1/2 exp

(
−1

2
(xi − μm)T Σ−1

m (xi − μm)
)

, (3)

where |Σm| is the determinant of the covariance matrix Σm and the inverse covariance
matrix for the Cm cluster is denoted as Σ−1

m . Data dimensionality is denoted as d. In
this way, for standard color RGB images d = 3, for gray scale images d = 1. Mean
value for Gauss distribution of the cluster Cm has been denoted as μm.

Table 2 Approximation measures

Approximation Distance Value
Cr mcr(xi,Cm) 1
Fz m f z(xi,Cm) μCm

Pr mpr(xi,Cm) |dpr(xi,Cm)
FP m f p(xi,Cm) |d f pr(xi,Cm)
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2.4 RECA Fuzzified Similarity Measures

In this subsection fuzzified similarity measures are presented in the crisp, fuzzy, or
probabilistic setting.

Fuzzified Crisp RECA Measures

In Fuzzified crisp RECA measures, the crisp distances for data point xi to all clusters
are fuzzified by means of the following formulae applied to the set Dcr of crisp
distances

Dcr = {dcr(xi,C1), . . . ,dcr(xi,Ck)},
where k equals to the number of clusters. Fuzzified membership value of crisp dis-
tance μ(cr)Cl (xi) ∈ [0,1] for the data point xi ∈ U in cluster Cl is given as

d f z−cr(xi,Cl) = log

(
dcr(xi,Cl)−2/(μ−1)

∑k
j=1 dcr(xi,Cj)−2/(μ−1)

)
, (4)

with index l = 1, . . . ,k, according to modified (1).

Fuzzified Fuzzy RECA Measures

In Fuzzified fuzzy RECA measures, the fuzzy distances for data point xi to all clus-
ters are fuzzified by means of the following formulae applied to the set D f z of fuzzy
distances

D f z = {d f z(xi,C1), . . . ,d f z(xi,Ck)},
where k equals to the number of clusters. Fuzzified membership value of probabilis-
tic distance μ( f z)Cl (xi) ∈ [0,1] for the data point xi ∈ U in cluster Cl is given as

d f z− f z(xi,Cl) = log

(
1.0−d f z(xi,Cl)−2/(μ−1)

∑k
j=1 1.0−d f z(xi,Cj)−2/(μ−1)

)
(5)

according to modified (2).
Fuzzification of fuzzy distances requires the additional subtraction of the value

1.0 for the distances of the D f z set. This operation results from the fact, that fuzzy
distances should be maximized in order to obtain most similar values.

Fuzzified Probabilistic RECA Measures

In Fuzzified probabilistic RECA measures, the probabilistic distances for data point
xi to all clusters are fuzzified by means of the following formulae applied to the set
Dpr of probabilistic distances

Dpr = {dpr(xi,C1), . . . ,dpr(xi,Ck)},



Fuzzification Operator for Rough Sets in Image Segmentation 293

where k equals to the number of clusters. Fuzzified membership value of probabilis-
tic distance μ(pr)Cl (xi) ∈ [0,1] for the data point xi ∈ U in cluster Cl is given as

d f z−pr(xi,Cl) = log

(
1.0−dpr(xi,Cl)−2/(μ−1)

∑k
j=1 1.0−dpr(xi,Cj)−2/(μ−1)

)
(6)

according to modified (3).
Fuzzification of probabilistic distances requires the additional subtraction of the

value 1.0 for the distances of the Dpr set. This operation results from the fact, that
probabilistic distances should be maximized in order to obtain most similar values.

3 RECA Fuzzification Operator

This section contains description of the concepts of RECA fuzzification operators.

3.1 Fuzzification Definition

The fuzzification operation is defined as application of the fuzzy metrics to the set
of crisp, fuzzy or probabilistic distances. Generally, the fuzzification operation per-
tains to the transform of the input distances (crisp, fuzzy and probabilistic) from the
selected data object to the particular reference set (to the reference set centers).

These distances, for example crisp, fuzzy and probabilistic distances may be fur-
ther transformed into fuzzy distances, by making them fuzzy or so called fuzzified
distances.

3.2 Fuzzification Fz(Cr)

The fuzzification of the Cr data thresholds depends upon the simple fuzzification of
the crisp distances. The Cr-type fuzzification takes an input k crisp distances from
the CS cluster centers. Then, the distances fuzzification is performed, by means of
employing the calculation of the fuzzy membership values by (4).

3.3 Fuzzification Fz(Fz)

The fuzzification of the type of fuzzy data thresholds depends upon the simple fuzzi-
fication of the fuzzy distances. The Fz-type fuzzification takes an input k fuzzy dis-
tances from the CS cluster centers. Then, the distances fuzzification is performed,
by means of employing the calculation of the fuzzy membership values by (5).

In Fig. 1 the fuzzified fuzzy distances from selected three cluster centers for
BD86000-R0B image have been presented (see [3] for details).
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(a) (b) (c)

Fig. 1 Berkeley dataset image BD86000: (a) fuzzified Fz2(Fz) (of order 2) (b) fuzzified
Fz5(Fz) (of order 5), (c) fuzzified Fz8(Fz) (of order 8)

3.4 Fuzzification Fz(Pr)

The fuzzification of the type of probabilistic data thresholds depends upon the sim-
ple fuzzification of the probability distances. The Fz-type fuzzification takes an in-
put k probabilistic distances from the CS cluster centers. Then, the distances fuzzi-
fication is performed, by means of employing the calculation of the fuzzy member-
ship values by Equation 6.

(a) (b) (c)

Fig. 2 Berkeley dataset image BD86000: (a) fuzzified Fz0(Pr) (of order 0) (b) fuzzified
Fz2(Pr) (of order 2), (c) fuzzified Fz3(Pr) (of order 3)

In Fig. 2 the fuzzified probabilistic distances from selected three cluster centers
for BD86000-R0B image have been presented (see [3] for details).

3.5 Higher Order Fuzzifed Rough Sets

The higher order fuzzified rough sets are obtained by the repetition of the selected
fuzzification operator for the rough set. In this way, the following fuzzified RECA
rough sets are defined:



Fuzzification Operator for Rough Sets in Image Segmentation 295

1. fuzzified crisp RECA set of n order: Fzn(Cr),
2. fuzzified fuzzy RECA set of n order: Fzn(Fz),
3. fuzzified probabilistic RECA set of n order: Fzn(Pr).

4 Conclusions and Future Research

In the study, the definition, detailed analysis and presentation material of the RECA
fuzzification operator of rough sets and fuzzification transformations have been
presented. The combination of fuzzification of the crisp, fuzzy, probabilistic and
fuzzified probabilistic rough measures together with application of different notions
based upon rough sets theory created robust theoretical framework in design, im-
plementation and application of algorithmic procedures capable of high quality data
segmentation.

Acknowledgements. The research is supported by the grant N N516 377436 from the Min-
istry of Science and Higher Education of the Republic of Poland.
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Neuro-Fuzzy System for Large Data Sets

Krzysztof Simiński

Abstract. The paper describes the neuro-fuzzy system for large data sets. The large
data set is split into subsets and independent submodels are elaborated. The models
are then merged. The described approach enables realisation of incremental learning
paradigm. The paper proposes new measure of rule quality based on the logical
implications and measure for similarity of rules in neuro-fuzzy systems. The theory
is accompanied by experimental results.

Keywords: neuro-fuzzy systems, rules similarity, rule quality, large data sets.

1 Introduction

The crucial part of fuzzy inference system is the fuzzy rules base. Commonly the
rule base is automatically extracted from the presented train data. Sometimes in
practical applications the necessity of merging of fuzzy rule base occurs. Three
situations can be enumerated. The first one is the supernumerosity of rules in the
rule base. This often happens when grid partition is used to extract the rules from
presented data. The fuzzy models created with this approach often need removal of
useless rules. The second reason is the incremental input of data [10, 1]. Non all
data are available and after arrival of new data the model should be corrected. The
third reason are the large data sets. For them the extraction of rules no always can
be conducted, mainly for memory reasons. In such situations the model has to be
created partially.

The supernumerosity of rules in rule base is widely analysed in the literature.
In [11] the problem of rule base simplification and reduction is discussed. Two

Krzysztof Simiński
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problems appear: reduction of attributes in rule premises and reduction of rule base.
Some examples of systems with grid partition and subsequent removal of unnec-
essary rules are described in [2, 11, 14]. The problem of supernumerosity of rules
can be solved by applying scatter partition (clustering) [3, 6] or hierarchical parti-
tion [9, 12, 13] of the input domain. In our system the clustering is applied.

The large sets cannot be handled in the hitherto existing ways. The idea of incre-
mental creation of fuzzy rule model is arisen. The models are created basing on the
parts of the data set and then the models are merged into one. This approach is also
valid when not all data are available (streaming data from industry measurements)
and the model has to be created basing only on a part of data and when the next
part of data is available has to be refreshed. This approach is also useful when some
coarse model is needed and waiting for all data to be processed is not satisfactory.

2 Similarity of Rules

The rules building up the fuzzy rule base in neuro-fuzzy systems are fuzzy implica-
tions R : p � q, where p and q denote fuzzy premise and consequence respectively
and squiggle arrow stands for fuzzy implication. Many implication have been pro-
posed, most of them (Łukasiewicz, Fodor, Reichenbach, Zadeh, Kleene–Dienes)
have the property expressed by formula

p � 0 = 1− p. (1)

The above property is not valid for some implications as Goguen, Gödel or
Rescher ones [6].

The similarity of rules is often understood as a similarity of subspaces determined
by rules’ premises. The premise of each rule is composed of fuzzy sets cutting a
subspace out of the domain universe. Thus the methods used to compare fuzzy sets
are applied for elaborating the rules’ similarity [11]. Three classes of methods are
used: geometrical, feature analysis and set-theoretical similarity. The first approach
takes into account the geometrical proximity of the fuzzy sets. The approach based
on feature selection is taken from the pattern recognition: the feature vectors are
extracted from the fuzzy sets and further analysed. The set-theoretical approach is
based on the fuzzy set theory. The measure of similarity for fuzzy sets A and B is
proposed in [4]:

S(A,B) =
|A∩B|
|A∪B| =

|A∩B|
|A|+ |B|− |A∩B|, (2)

where | · | denotes the cardinality of the fuzzy set. Some more complicated measures
have been proposed by [15].

In our approach the similarity of rules is understood in a different way. Instead
of analysis of rules’ premises or consequences, the analysis of fuzzy implications is
conducted.
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Fig. 1 The schema of the neuro-fuzzy system with parametrised consequences with two rules
and two attributes in each. The firing strength is the left operand of the fuzzy implication.
The right hand operand is the B fuzzy triangle set, the location of which is determined with
formula 4. The result of the ith fuzzy implication is fuzzy set B′(i). The fuzzy results of
the implications are then aggregated without the non-informative part (grey rectangular in
picture) and y0 is the crisp answer. Figure taken from [3] modified

3 Fuzzy Model

For the brevity of the paper the ANNBFIS system will not be described in detail.
For further information see [3, 7]. The ANNBFIS system is a neuro-fuzzy system
with parametrised consequences and logical interpretation of fuzzy rules. The rules
base (fuzzy model) is composed of fuzzy rules (fuzzy implications)

Ri : x isAi � yi isBi, (3)

where x = [x1,x2, . . . ,xN ]T and yi are linguistic variables, N stands for number of
attributes. A and B are fuzzy terms. The variable Ai represents the premise of the ith
rule (the ith region of the input domain). The variable Ai j (Ai for jth attribute of the
ith rule) is defined with Gaussian membership function μAi j(x j). The firing strength
Fi of the ith rule is defined as T-norm (here the product T-norm is used) of mem-
bership function values of all attributes. The term B in formula 3 is represented by
an isosceles triangle with the base width w and altitude equal one. The localisation
of the core of the triangle fuzzy set is determined by linear combination of input
attribute values:

yi = pT
i · [1,xT]T

= [pi0, pi1, . . . , piN ] · [1,x1,x2, . . . ,xN ]T . (4)

This is why ANNBFIS is called a ‘system with moving consequences’.
The result of the fuzzy rule is the value of the fuzzy implication—fuzzy set B′.
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B′(x) = F(x) � B(x). (5)

The premise is the firing strength F and the consequence is the triangle set B with
base width w and core location y (4). The results elaborated by all rules are aggre-
gated with the MICOG method [3]. In this method the non-informative part of the
B′ set is not taken into further consideration. The non-informative part is the part of
the B set where the consequence is equal zero. Because of the property expressed by
formula 1, the height of the non-informative part is 1−F . The aggregation without
non-informative parts is done with MICOG procedure. This can be expressed as

y0 = ∑I
i=1 g(Fi(x),wi)yi(x)
∑I

i=1 g(Fi(x),wi)
. (6)

The function g depends on the fuzzy implication. In the system the Reichenbach
implication is used so g(x) = w

2 F(x).
The scatter partition of the input domain (FCM clustering [5]) is used for creation

of premises of fuzzy rules. The consequences are elaborated in tuning procedure.
The tuning procedure applies two method: gradient method for premises and least
mean square error procedure for linear parameters in consequences (4).

4 Our Approach

The rules of two models are added into one rule base. Then this one rule base is
pruned and merged. Pruning is based on removing of rules of low quality. Some-
times two good rules are almost identical. Such rules will not be removed in pruning
and this leads to keeping abundant rules in the rule base. This is why the model is
also merged. That means that from s pair of similar rules the worse rule is removed
and the better one is preserved in the rule base. The rules are not modified, they are
treated atomically—retained or removed. The quality of the rules is elaborated as an
error of the rules for presented data tuples. As it has been mentioned in Sect. 3 the
rule returns the fuzzy set as a result. For elaboration of the quality of the rules the
results returned by the rule are aggregated with MICOG procedure. Before aggre-
gation each fuzzy set is moved by distance |y− yi|, where y is the expected output
for the presented datum and yi is the location of the core for this datum calculated
with formula (4). The procedure is similar to calculating the output of the systems,
so (6) is modified and becomes

e =
∑K

k=1 g(F(xk),wk) · |y− y(xk)|
∑K

k=1 g(F(xk),wk)
, (7)

where K stands for the number of data tuples. The error e is a crisp number. The
larger is value, the less precise the rule. If the error is zero, the cores of all answer
sets perfectly fit the expected answers. In this approach both the precision of the
answer and the firing strength of the rule are taken into account.
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The similar rules are removed during merging of the rules. The similarity of
rules is based on set-theoretical approach and is calculated with (2). Because of the
presence of the non-informative part in the set B, the cardinality of the set is infinite
if only firing strength is less then one. This is why the non-informative part of the
set is partially removed. It is not removed totally, so the information in imprecision
of result should not be lost. Instead the new set B∗ is proposed:

μB∗(x) =

{
μB′(x), μB′(x) � 1−F(x),
0, μB′(x) < 1−F(x).

(8)

This approach preserves the information about imprecision of the rule’s result.
The similarity of two set (the answers of the rules) with high firing strength (the an-
swer is more precise) is lower than in case when the rules have lower firing strength.
In latter case the answer of the rules are less precise and the similarity grows. This
situation is depicted in Fig. 2.

B1
* B2

*

B3
*

B4
*

f3

Fig. 2 The figure presenting the influence of rule’s firing strength on the similarity of rules.
The gray area denotes the intersection of sets. In the right pair the firing strengths of rules are
higher, so the answers are more precise and the rules are less similar

5 Experiments

The experiments were conducted for the data sets generated with Mackey-Glass
differential equation [8]. The generated data enable preparing of data tuples with
template

x(k) = [x(k−18),x(k−12),x(k−6),x(k),x(k + 6)]. (9)

The last attribute in the tuple is the predicted one.
Two series of data have been prepared. One containing the data sets with 500,

1000, 2000, 5000 and 10000 tuples. The data sets were divided into subsets with
100 tuples. The last subset may contain less than 100 tuples. The latter series is
prepared basing on the 10000 tuple set. Each data set contains the same number of
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data tuples but is divided into different number of subsets: 200 subsets à 50 tuples
each, 100 subsets à 100, 50 subsets à 200, 20 subsets à 500, 10 subsets à 1000 and
5 subsets à 2000.

The elaboration of fuzzy models is done with ANNBFIS system. The model cre-
ated for the first data subset is tested with the second data subset. Then the model for
the second subset is elaborated, added to the previous model and tested with the third
subset. In each step the (i+ 1)-st subset is used to test the model created by adding
of previous i models. The last nth subset is used to test the model created by adding
of n − 1 models. This paradigm is used for testing knowledge generalisation (KG)
ability. For data approximation (DA) the train and test sets are the same. The merg-
ing of fuzzy models created in experiment steps are conducted in two paradigms.
In the first one the rule bases of both models are added, then a quarter of rules are
pruned and then a quarter—merged. In the second one, the rules are first merged
then pruned. The comparative experiments with ANNBFIS system without merging
were also conducted. In this case the subsets 1 till n−1 served as training data and
the last nth subset as test data.

The results are gathered into Tables 1 and 2.
Table 1 presents the results elaborated by simple ANNBFIS system and modified

system with partial model creation. The data series contains the same number (10000

Table 1 The results elaborated for the series containing the same number of data (10000 tuples
in each data set) divided into various number of data in subsets. Abbreviations: MP—first
merge, then prune, PM—first prune, then merge, A—only ANNBFIS, RMSE—root mean
square error, KG—knowledge generalisation, DA—data approximation

no. of data time [s] RMSE—KG RMSE—DA
tuples in subset MP PM A MP PM A MP PM A

50 90 87 0.140 0.522 – 0.158 0.493 –
100 134 121 – 0.044 0.055 – 0.023 0.019 –
200 190 210 – 0.045 0.038 – 0.044 0.036 –
500 434 563 – 0.040 0.039 – 0.037 0.037 –

1000 1251 940 – 0.040 0.041 – 0.038 0.038 –
2000 1232 1362 – 0.040 0.033 – 0.039 0.031 –

Table 2 The comparison of results elaborated for the series containing constant number of
tuples in each data subset (100). The abbreviations used—cf. Table 1

no. of data time [s] RMSE—KG RMSE—DA
tuples in set MP PM A MP PM A MP PM A

500 4 4 5 0.101 0.095 0.045 0.036 0.039 0.033
1000 12 9 38 0.090 0.082 0.039 0.040 0.037 0.031
2000 20 21 183 0.059 0.063 0.035 0.028 0.024 0.029
5000 57 56 – 0.061 0.042 – 0.057 0.039 –

10000 134 121 – 0.044 0.055 – 0.023 0.019 –
20000 245 232 – 0.083 0.051 – 0.098 0.062 –
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tuples) in each data set, and the data set is split into various number of subsets. The
results of experiments with data subsets containing 10 and 20 tuples are not present
due to numerical problems in elaborating model for so few data. The results for
ANNBFIS cannot be presented because of problems with allocation of memory for
the whole data set at once (ANNBFIS needs all data to create model). The error
of MP and PM procedures achieves some minimum and does not change when the
number of data in subset grows. The time of model creation shows without doubt
that the system is more efficient for smaller subsets. But if the subsets are too small
some numerical problems may occur and the error of the model is large. Quite good
results were obtained for subsets being approximately 1% of the whole data set.

Table 2 presents the results elaborated by the systems for the series containing
constant number of data tuples in each subset (the whole data set is split into various
number of subsets). The results show that creation of model with subset merging
paradigm takes less time, and time is approximately linear function of number of
data in set. For bigger data sets ANNBFIS system is not able to produce models
due to memory allocation problems. It is worth mentioning that merging paradigm
can produce model of similar precision for data approximation, but less precise for
knowledge generalisation.

The results show that it is better first to prune the model (remove the weak rules)
and then to merge similar ones. The reverse order (first merge then prune) produces
model with poorer prediction ability.

6 Conclusions

The large data sets require special treatment. Splitting the data set into subset may
enable quicker creation of fuzzy model with reasonable precision. This approach
also produces models for very large data sets when other systems fail. The partial
elaboration of models can give quite good one in shorter time, because the whole
data set need not be processed. The merging of models may lead to growth in num-
ber of rules in rule base. To avoid keeping abundant rules the model should be
pruned—rules of poor quality should be removed—and merged—the similar rules
should not be multiplied. The novel measures for rule quality and rules similarity
have been proposed in the paper.
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Multiobjective Differential Crisp Clustering
for Evaluation of Clusters Dynamically

Indrajit Saha, Ujjwal Maulik, and Dariusz Plewczyński

Abstract. In this article, a crucial issue for finding the number of clusters dynami-
cally is raised. Recent research shows that researchers have been devoted all of their
time to investigate an algorithm for dynamic clustering on single objective criteria.
However, multiobjective clustering for fixed number of clusters has an edge over
the single objective clustering. This fact motivated us to present a new Dynamic
Multiobjective Differential Crisp Clustering algorithm that encodes the cluster cen-
ters in its vectors and simultaneously optimizes the well-known DB index and CS
measure for finding global compactness and separation among the clusters. In the
final generation, it produces a set of non-dominated solutions, from which the best
solution is selected by computing the Minkowski Score. The corresponding vector
length provides the number of clusters. Results are demonstrated the effectiveness
and superiority of the proposed algorithm both quantitatively and qualitatively.

Keywords: Crisp clustering, multiobjective optimization, differential evolution,
cluster validity indices.

1 Introduction

Image segmentation is a technique of dividing an image space into a number of
non-overlapping meaningful homogeneous regions. These regions usually have a
strong correlation with the objects in the image. The extent of homogeneity of the
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segmented regions can be measured using some image property (e.g. pixel intensity
[7]). For this purpose, clustering is an important tool that can be defined as the
optimal partitioning of a given set of n data points into k subgroups, such that data
points belonging to the same group are as similar to each other as possible whereas
data points from two different groups share the maximum difference.

Although, for fixed number of clusters, a plethora of papers on several single ob-
jective evolutionary clustering techniques has been reported in [7, 11, 10]. However,
very little research has been undertaken so far towards the application of evolution-
ary multiobjective optimization algorithms for pattern clustering [2]. For finding
number of clusters dynamically, researchers were mostly concentrating on single
objective optimization [4, 1]. Hence, these facts are motivated us to present a new
dynamic clustering algorithm on the MOO framework. Recently, we have shown
that differential evolution based multiobjective framework for fixed number of clus-
tering [12] works better over the few existing multiobjective clustering. Thus, for
the proposed algorithm, differential evolution based multiobjective framework [12]
is extended for dynamic clustering.

2 The Proposed Dynamic Multiobjective Differential Crisp
Clustering

This section describes the proposed dynamic multiobjective differential crisp clus-
tering (DMODCC) technique in detail.

2.1 Vector and Masker Representation

Here the each vector is associated with one masker. The vectors are made up of real
numbers which represent the coordinates of the cluster centers, while the maskers
contain binary numbers of 0 and 1, indicating the corresponding cluster center is
valid (i.e., to be really used for classifying the data) or not. For example, If a vector
encodes the centers of K clusters in d dimensional space then the length of vector
and masker will be K ×d and K, respectively. Figure 1 shows a vector that contains
six cluster centres in three dimensional space and a randomly generated masker of
size same as the number of cluster centres. The valid centres have circled in Fig. 1
where the value of the corresponding masker cell is 1. Rest of the centres in that
vector is not participated during crisp clustering.

2.2 Population Initialization

During the initialization phase of population two important issues are taken care
off. One is that the number of 1′s in the masker should be more than or equal to 2.
Hence, the entire data set can at least be partitioned into two groups. Another issue
is that a vector can only be valid if there is no data point occurs more than once.
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Fig. 1 Vector encoding scheme in the proposed method. A total of six cluster centres have
been encoded for a data set. Only the valid cluster centres have been shown as circles

The population is initialized by generating P such random strings (containing both
vectors and maskers), where P is the population size and it is fixed.

2.3 Fitness Computation

Two well-known external cluster validity indices, called DB index [5] and CS mea-
sure [3], are used to compute the objective functions simultaneously for active cen-
ters of each vector. Both the indices are a function of the ratio of the sum of within-
cluster scatter to between-cluster separation. However, according to Chou et al., the
CS measure is more efficient in tackling clusters of different densities and/or sizes
than the other popular validity measures, the price being paid in terms of high com-
putational load with increasing K and n. Thus, we have motivated to test both the
objective simultaneously.

2.4 Other Processes

After evaluating the fitness of all vectors, it goes through mutation (described in
[12]) to generate the new offspring and crossover (described in [12]) for increasing
the diversity of the mutant vector. The created offspring pool combined with its
parent pool in the next step for performing the non-dominated sort [6]. Thereafter
the selection process has been performed basing on the lowest rank assigned by
the non-dominated sort as well as least crowding distance [6]. These processes are
executed for a fixed number of generations. In each generation, masker is updated
with random binary values.

2.5 Selection of Single Solution from the Non-dominated Set

In the final generation, DMODCC produces near-Pareto-optimal non-dominated set
of solutions. Hence, it is necessary to choose a particular solution from the set
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of non-dominated solutions. In this article, a popular intra cluster validity index
Minkowski Score (MS) [8] is used for this purpose. To obtain the final solution,
for each non-dominated vector, first the active centers encoded in it is extracted and
then the corresponding cluster labeling has performed. Thereafter the MS value cor-
responding to that solution is calculated. The solution providing the lowest value
is chosen to be the final clustering solution. The number of clusters is the number
of active cluster centers encoded in the vector. Thus, DMODCC generates both the
number of clusters as well as the clustering solution.

3 Experimental Results

In this section results of the performed experiments are given and commented.

3.1 The Test-Suite for Comparison

The proposed algorithm is compared with automatic crisp clustering using differen-
tial evolution (ACDE) [4] and variable string length Genetic K-means (GCUK) [1]
for three gray-scale images of varying complexity. The test images are marked as
test_image_1 to 3. The images are mono-spectral and comes in 256 × 256 pix-
els. The test images are real life images taken from the Berkeley segmentation
dataset [9]. Note that the manually segmented and hand-labeled ground truth of im-
ages is available for all the three test images used here. Hence, both the quantitative
and visual validation has done for all test images.

3.2 Input Parameters and Performance Metric

The DMODCC algorithm is executed for population 100 generations with popula-
tion size 20. Input parameters for ACDE and GCUK algorithms are same as used
in [4, 1]. The performance of the clustering methods are evaluated by measuring
Minkowski Score (MS) [8] and Overall Accuracy.

(a) (b) (c)

Fig. 2 Segmentation results for Test_Image_1 (a) Original Image (b) Manually Segmented
Image (4 Classes) (c) Segmented by DMODCC (4 Classes)
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(a) (b) (c)

Fig. 3 Segmentation results for Test_Image_2 (a) Original Image (b) Manually Segmented
Image (4 Classes) (c) Segmented by DMODCC (4 Classes)

(a) (b) (c)

Fig. 4 Segmentation results for Test_Image_3 (a) Original Image (b) Manually Segmented
Image (5 Classes) (c) Segmented by DMODCC (5 Classes)

3.3 Performance

In this study, the proposed DMODCC has been compared with two automatic image
segmentation algorithms. To make the performance evaluation/comparison mean-
ingful and effective, all of our test images are real-life images and for each one of
them, a manually segmented counterpart (the ground truth image) exists. A segmen-
tation result obtained through the grouping of the pixels, can be considered as good
if it closely matches the ground truth image. Here we adopted two well-known in-
ternal cluster validity measures (the minkowski score and overall accuracy) for eval-
uating the similarity between the reference image and the final segmentation results
in each case.

Table 1 contains the mean and standard deviations of the number of classes ob-
tained by the three automatic clustering algorithms (DMODCC, ACDE and GCUK),
averaged over 50 independent runs. It also shows the percentage of runs that man-
aged to yield the correct number of classes for each image. In Table 2, we report
the mean value (and standard deviations) of the MS index and the overall accuracy
(in %), all of which were calculated over 30 successful runs of the four automatic
clustering algorithms. It is very clear from the results that the proposed approach
outperforms the state-of-the-art ACDE and GCUK algorithms for all the three test
images.
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Table 1 Mean number of classes found (with standard deviation) and percentage of successful
runs obtained by the three automatic clustering algorithms over 50 independent runs on three
real life gray-scale images

Images Optimal no. DMODCC ACDE GCUK
of clusters

Test_Image_1 4 4.08 ± 0.014 / 88% 4.38 ± 0.152 / 78% 4.78 ± 0.225 / 44%
Test_Image_2 4 4.02 ± 0.063 / 96% 4.33 ± 0.504 / 75% 4.97 ± 0.847 / 49%
Test_Image_3 5 5.16 ± 0.101/ 90% 5.89 ± 0.137/ 61% 4.95 ± 0.295 / 43%

Table 2 Mean number of classes found (with standard deviation) and percentage of successful
runs obtained by the three automatic clustering algorithms over 50 independent runs on three
real life gray-scale images

Images Cluster validitymeasures DMODCC ACDE GCUK
Test_Image_1 Minkowski Score 0.2707 (0.0362) 0.3452 (0.0867) 0.5372 (1.4203)

Overall Accuracy (%) 81.28 (0.0821) 76.47 (1.0937) 65.378 (1.7036)
Test_Image_2 Minkowski Score 0.3102 (0.0104) 0.3795(0.0048) 0.4577 (0.0861)

Overall Accuracy (%) 92.22 (0.0022) 84.32 (0.0837) 80.09 (0.1083)
Test_Image_3 Minkowski Score 0.2828 (0.0172) 0.3514 (1.0263) 0.4902 (1.5027)

Overall Accuracy (%) 86.84 (0.0476) 78.83 (1.2463) 59.82 (1.8232)

4 Conclusions

This article posses the multiobjective crisp clustering for evaluation of clusters dy-
namically. In this regards, the framework of multiobjective differential evolution
is used which does not require the a priori specification of the number of clusters
present in a data set. Two cluster validity measures DB index and CS measure are
optimized simultaneously to get the proper clustering results. The effectiveness of
the proposed algorithm is shown for three gray-scale images. Moreover, the superi-
ority of the proposed technique has also been demonstrated over recently proposed
automatic crisp clustering using differential evolution and variable string length
Genetic K-means algorithms for both quantitatively and visually.

Acknowledgements. This work was supported by the Polish Ministry of Education and Sci-
ence (grants N301 159735, N518 409238, and others).
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An Application of Fuzzy Clustering Method
to Cardiotocographic Signals Classification

Michał Jeżewski and Jacek Łęski

Abstract. Cardiotocographic monitoring based on analysis of fetal heart rate, uter-
ine contractions and fetal movements is a primary method for diagnosis of fetal
state and prediction of fetal outcome. Visual assessment of signals is very difficult
and characterized by intraobserver and interobserver disagreement. In the presented
paper, a fuzzy clustering method was applied to cardiotocographic signals classi-
fication for fetal outcome prediction. The classifier’s fuzzy if-then rules are cre-
ated based on obtained prototypes. A cross-validation procedure using 100 pairs of
learning and testing subsets was applied to validate the results. The obtained results
(classification error equal to 21 % and sensitivity index equal to 76 %) were better in
comparison to the Lagrangian SVM method, which is modified version of the best
known classification algorithms—Support Vector Machines.

Keywords: fuzzy clustering, signal classification, fetal monitoring.

1 Introduction

Cardiotocographic (CTG) monitoring is a primary method for assessment of fetal
state during pregnancy and prediction of fetal outcome. It is based on acquisition
and analysis of three signals: fetal heart rate (FHR), fetal movements and uterine
contractions. Typically, visual assessment of CTG signals is very difficult, even im-
possible, because of their complex shape. The assessment is not objective, because
it depends on clinician’s experience. What is more important, it is characterized by
high intraobserver and interobserver disagreement. One clinician variously assesses
one signal, the same signal is variously assessed by different clinicians. Fetal heart
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rate variability contains the most important diagnostic information, which is hid-
den for a naked eye. The repeatable and objective assessment of fetal state is of
particular importance for high risk pregnancy, when thanks to the early diagnosis,
appropriate medical treatment can be carried out. For these reasons, computerized
fetal monitoring systems are very popular nowadays. They compute parameters of
quantitative description of signals, but new methods for diagnosis support based
on them are searched. Computational intelligence methods are often used for car-
diotocographic signal classification, mainly neural networks [7] and support vector
machines [9]. Methods using fuzzy rules seem to be used rarely and have disadvan-
tages. For example, in [10] large number of rules (equals 64) was applied and the
used cross-validation procedure was simple (only seven subsets).

Clustering consists in finding groups (clusters) of similar objects in dataset.
Members of the same group are more similar to one another than to the members of
other groups. Cluster is characterized by its center (prototype). Results of cluster-
ing of N element dataset into c clusters are presented with a help of two matrices:
(c×N)-dimensional partition matrix U, which describes memberships of N objects
to c clusters, (t × c)-dimensional prototype matrix V, which describes location of c
prototypes in t-dimensional feature space. In fuzzy clustering object may partially
belong to more than one cluster. Clustering plays an important role in many en-
gineering fields, mainly in pattern recognition [3]. A fuzzy clustering method with
application to classification algorithms was proposed in [5, 6]. Its goal is to find pro-
totypes placed near the classes boundary. The method may be called FCB (Fuzzy
Clustering finding prototypes near Boundary between classes). The classifier fuzzy
if-then rules are created based on clustering results. In the work, classification qual-
ity of the obtained classifier is verified by cardiotocographic signals classification
for fetal outcome prediction.

2 Methodology

The proposed fuzzy clustering method (FCB) is based on minimization of the fol-
lowing criterion function

J (U,V) =
c

∑
i=1

N

∑
k=1

(uik)
m d2

ik + α
c

∑
i=1

(
N

∑
k=1

uikyk

)2

, (1)

with the constraints

∀
i=1,2,...,c

N

∑
k=1

uik = L, L > 0, (2)

where uik is the element of partition matrix, dik denotes Euclidean distance be-
tween the ith prototype and the kth object. The yk is class label which indicates
assignment of the kth object xk = [xk1,xk2, . . . ,xkt ]

T to one of two classes ω1

(yk = +1) or ω2 (yk = −1). The N element learning subset may be denoted as
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X = {(x1,y1) ,(x2,y2) , . . . , (xN ,yN)}. Usually clustering represents unsupervised
learning methods, because only objects features are taken into consideration.

The presented method takes into consideration assignments of object to classes
(yk). Therefore, it may be regarded as a clustering with partial supervision, but in
another meaning than the one proposed by Pedrycz [12]. According to the assumed
constraints, the fuzzy cardinality of each group should be equal to L. The goal of
the first component of (1) is to create clusters with minimal Euclidean distances be-
tween objects and prototypes. The second component of (1) is responsible for creat-
ing clusters, which include objects from both classes with similar memberships. The
square of the sum of products uikyk is necessary, because for two identical samples
(from the membership point of view): cases 1. ui1 = 0.85,y1 = −1;ui2 = 0.15,y2 =
+1; 2. ui1 = 0.85,y1 = +1;ui2 = 0.15,y2 = −1; case 1. be more favorable. Proto-
types of such clusters should be placed near the classes boundary. The parameter α
determines the proportion between both components of criterion (1). The parameter
m influences a fuzziness of the clusters—a larger m results in fuzzier clusters. Usu-
ally m = 2 is chosen, (because there is no theoretical basis for the optimal selection
of m), and such value was assumed. The values of the other two parameters (α , L)
were determined experimentally.

The Lagrange multipliers were used for minimization of the proposed criterion
function. The following solution was proposed: the membership of any tth object xt

to sth cluster (u∗
st) is determined by membership of any rth object xr to this cluster

(u∗
sr). The formula for u∗

st depends on classes, that objects xt and xr belong to. There
are possible three cases [5, 6].

Case 1. If objects xt and xr belong to the same class, then

ust
∗ = usr

∗ d2
sr

d2
st

, (3)

where 1 ≤ s ≤ c and t,r denote any objects from the same class.

Case 2. If object xt belongs to ω1 class and object xr belongs to ω2 class, then

∀
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Case 3. If object xt belongs to ω2 class and object xr belongs to ω1 class, then

∀
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∀
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The indices from 1 to N1 (from N1 + 1 to N) denote objects from ω1 (ω2) class,
respectively. The equation determining elements of partition matrix has the final
form (6). The equation determining cluster prototypes [1] is given with the formula
(7). Detailed description of criterion minimization procedure and its implementation
is presented in [5, 6].

∀
1≤i≤c

∀
1≤k≤N

uik =
L uik

∗
N
∑

k=1
uik

∗
. (6)

∀
1≤s≤c

vs =

N
∑

k=1
u2

skxk

N
∑

k=1
u2

sk

. (7)

The classifier’s fuzzy if-then rules are created based on the FCB results. Our re-
search showed, that not all of the obtained prototypes are placed appropriately. For
this reason the following procedure was assumed (Fig. 1).

LS
ANTECEDENTS

parameters

CONSEQUENTS

parameters

Modified

Ho-Kashyap algorithm

Takagi-

Sugeno-

Kang

fuzzy

if-then

rules

Clustering
ci

intermediate

prototypes

FCM c final

prototypes

Fig. 1 Determining classifier fuzzy if-then rules

The learning subset (LS) is clustered by FCB into ci groups in order to obtain
intermediate prototypes. In the next step, the obtained intermediate prototypes are
clustered by the fuzzy c-means method [1] (FCM) into c clusters. The obtained
c prototypes are final prototypes used for determining the values of parameters
of the Takagi-Sugeno-Kang fuzzy if-then rules [2]. The fuzzy sets in antecedents
have Gaussian membership functions, the consequents have linear functions. The
antecedents parameters are determined directly based on the final prototypes, in
particular the final prototypes are established as centers of Gaussian functions. The
consequents parameters are determined with a help of modified Ho-Kashyap algo-
rithm [8]. The Ho-Kashyap algorithm is a method of determining weight vector for
linear classifier. The minimized criterion of its modified version includes additional
component related to reducing classifier complexity and controlled by regularization
parameter.
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The following values of FCB clustering parameters were established: m = 2,
α = 5000, L = 10. The experiments for ci = 50,200 or 1000 intermediate proto-
types were performed and the classifier with 2,3, . . . ,8 rules was designed. Two
ways of application of modified Ho-Kashyap algorithm were performed (global or
local learning). In global learning parameters values for all rules are obtained si-
multaneously, in local learning parameters values for each rule are obtained inde-
pendently. The obtained classification quality was compared with the Lagrangian
SVM method (LSVM) [11] with Gaussian kernel. The LSVM method is a modi-
fied version of one of the best classification algorithms—Support Vector Machines
(SVM). The LSVM method was chosen due to the fact, that its computational cost
is lower in comparison to the standard SVM method, whereas the LSVM results
outperform the SVM method [11].

Two-stage cross-validation procedure using 100 pairs of learning and testing sub-
sets was applied to obtain a good generalization ability. In the first stage, the values
of classifier parameters (number of rules, learning type, regularization parameter
value) obtaining the lowest classification error for the first 10 pairs of learning and
testing subsets are chosen. Using these values, in the second stage, the final result
(mean values and standard deviations of classification error and prognostic indices)
for all 100 pairs of learning and testing subsets is obtained. The LSVM parameters
values were also determined using the first 10 pairs of learning and testing subsets.

The research material included 685 cardiotocographic signals registered from
189 patients and was obtained from the archive of the computerized fetal monitor-
ing system MONAKO [4]. The signals were assigned to two classes corresponding
to a real fetal outcome: normal or abnormal. Fetal outcome was assessed by clin-
icians just after the delivery according to four attributes: newborn’s birth weight,
Apgar score, umbilical artery pH and umbilical artery base excess. The abnor-
mal fetal outcome was assumed if at least the value of one attribute was outside
the physiological range. There were 251 (37 %) signals for abnormal fetal out-
come. Seventeen parameters of quantitative description of signals were used as fea-
tures. The parameters were: 2 parameters describing the FHR baseline, 5 long-term
variability indices, 6 short-term variability indices, frequencies of: accelerations,
decelerations, uterine contractions, fetal movements. The classifier output was the
predicted fetal outcome: normal or abnormal. The features values were normalized
to obtain the mean value equal to 0 and standard deviation equal to 1. the dataset was
randomly divided into 100 pairs of learning (230 signals) and testing (455 signals)
subsets. There was constant proportion between the number of signals for normal
and abnormal fetal outcome.

In case of medical databases, the appropriate description of classification quality
is very important. Medical databases are usually characterized by smaller number
of abnormal cases. The analysis of the classification error only is insufficient. There
is possible a situation, when all abnormal cases will be misclassified, whereas the
classification error will be at low level. For this reason we expressed the obtained
classification quality by prognostic indices: sensitivity, specificity, positive (PPV)
and negative (NPV) predictive value. The most important index is sensitivity, which
describes classification correctness of abnormal cases.
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3 Results

Table 1 presents the classification error for the first 10 testing subsets obtained in
the first stage of cross-validation procedure for 50 intermediate prototypes (the best
final result was achieved for 50 intermediate prototypes).

Table 1 Results of the first stage of cross-validation procedure (∗)—mean value (standard
deviation))

c
Classification error

Global learning Local learning

2 22.68 (2.18)∗) 21.10 (2.07)
3 22.68 (1.53) 21.08 (2.03)
4 25.78 (6.37) 21.03 (1.96)
5 24.57 (4.64) 20.97 (1.85)
6 26.26 (3.32) 20.79 (1.68)
7 29.71 (5.53) 21.03 (1.96)
8 27.41 (5.55) 20.77 (1.67)

It is easy to observe, that global learning type provided a much higher classifica-
tion error. In the case of local learning, the lowest classification error was achieved
for 8 rules. However, the values of parameters for different number of rules were
very similar. The final results were obtained using 8 rules and are presented in Ta-
ble 2 (right part).

Table 2 Final results of cardiotocographic signals classification (∗)—mean value (standard
deviation))

LSVM Presented classifier

—
ci = 50 ci = 200 ci = 1000
8 rules 4 rules 3 rules

Classification error 22.10 (1.64)∗) 21.01 (1.54) 21.02 (1.54) 21.02 (1.54)
Sensitivity 72.40 (5.76) 76.08 (6.39) 76.02 (6.32) 76.00 (6.39)
Specificity 81.15 (2.97) 80.75 (2.97) 80.76 (2.95) 80.78 (2.98)
PPV 68.96 (3.10) 69.56 (2.70) 69.56 (2.72) 69.57 (2.72)
NPV 83.71 (2.94) 85.56 (3.31) 85.53 (3.27) 85.52 (3.29)

The results for 200 and 1000 intermediate prototypes were also obtained using
the local learning type, but for smaller number of rules. Left part of Table 2 sum-
marizes the classification quality provided by the LSVM method. For each number
of intermediate prototypes the results obtained by us were better in comparison to



An Application of Fuzzy Clustering Method to CTG Classification 321

the LSVM. We achieved not only a lower classification error, but a higher values of
three prognostic indices. In several cases the values of standard deviations were also
lower. What is more important, the best improvement was noticed for the most im-
portant prognostic index—sensitivity (76 % in comparison to 72%), which describes
the classification correctness of abnormal cases. The graphical comparison of prog-
nostic indices values obtained for the best case (for 50 intermediate prototypes) and
for the LSVM is presented in Fig. 2.
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Fig. 2 Prognostic indices values obtained in presented work (bars on the right) and for LSVM
method (bars on the left)

4 Conclusions

In the work, fuzzy clustering method (FCB) with application to classification
algorithms was used to cardiotocographic signals classification for fetal outcome
prediction. The classifier’s fuzzy if-then rules were created based on the obtained
prototypes. The fuzzy c-means method and the modified Ho-Kashyap algorithm
were also used in rules determining process. The cross-validation procedure using
100 pairs of learning and testing subsets was applied to validate the results. The
obtained result were better in comparison to Lagrangian SVM method, which is a
modified version of one of the best classification algorithms—Support Vector Ma-
chines. We achieved not only a lowest classification error, but what is more impor-
tant, a much higher value of the most important prognostic index—sensitivity. Such
approach may enable for knowledge exchange with human experts (clinicians). The
obtained classification quality seems to confirm, that the FCB clustering method is
appropriate for application in classification algorithms.



322 M. Jeżewski and J. Łęski
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8. Łȩski, J.: An ε-margin nonlinear classifier based on fuzzy if-then rules. IEEE Transac-
tions on Systems, Man, and Cybernetics, Part B: Cybernetics 34(1), 68–76 (2004)

9. Magenes, G., Pedrinazzi, L., Signorini, M.: Identification of fetal sufferance antepartum
through a multiparametric analysis and a support vector machine. In: Proceedings of the
26th Annual International Conference of the IEEE Engineering in Medicine and Biology
Society, vol. 1, p. 462–465 (2004)

10. Magenes, G., Signorini, M., Sassi, R.: Automatic diagnosis of fetal heart rate: compar-
ison of different methodological approaches. In: Proceedings of the 23rd Annual Inter-
national Conference of the IEEE Engineering in Medicine and Biology Society, vol. 2,
pp. 1604–1607 (2001)

11. Mangasarian, O.L., Musicant, D.R.: Lagrangian support vector machines. Journal of Ma-
chine Learning Research 1, 161–177 (2001)

12. Pedrycz, W., Waletzky, J.: Fuzzy clustering with partial supervision. IEEE Transactions
on Systems, Man, and Cybernetics, Part B: Cybernetics 27(5), 787–795 (1997)



A Distributed Genetic Algorithm
for Graph-Based Clustering

Krisztian Buza, Antal Buza, and Piroska B. Kis

Abstract. Clustering is one of the most prominent data analysis techniques to struc-
ture large datasets and produce a human-understandable overview. In this paper, we
focus on the case when the data has many categorical attributes, and thus can not
be represented in a faithful way in the Euclidean space. We follow the graph-based
paradigm and propose a graph-based genetic algorithm for clustering, the flexibil-
ity of which can mainly be attributed to the possibility of using various kernels. As
our approach can naturally be parallelized, while implementing and testing it, we
distribute the computations over several CPUs. In contrast to the complexity of the
problem, that is NP-hard, our experiments show that in case of well clusterable data,
our algorithm scales well. We also perform experiments on real medical data.

Keywords: graph-based clustering, genetic algorithms.

1 Introduction

Since the middle of the twentieth century, computers are applied for data analysis
and decision support. In some cases, like systems that select which products should
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be advertised for users, an automatic decision, without any detailed explanation,
might be sufficient. In more serious tasks, such as the ones in engineering, industry
or medicine, a human-understandable explanation is crucial in order to justify semi-
automatic decisions, and in order to turn the data into stable, transferable and well-
founded knowledge. One of the most prominent analytic tasks, that contribute to
knowledge discovery in the above sense, is clustering. In case of clustering, the
computer is aimed at structuring a large set of data by producing groups of similar
objects. From the user’s perspective, such groups, called clusters, allow for more
understandable and more transparent representation of a large datasets.

Throughout the analytic process, man-machine interaction is crucial in at least
two steps: (i) when the user describes her requirements to the computer (e.g., what
kind of groups would be beneficial in the underlying application, when should two
objects be considered to be similar), and (ii) when the result of the analysis is pre-
sented to the user. In many cases, the user is unable to formulate her requirements
in a completely exact way (e.g., in terms of logical formulas), but she has some
intuition, e.g., regarding the number of objects in a group and variance of their
attribute-values, etc. Through the usage of kernels, our approach allows the user to
set such requirements for (a) the clustering as a whole, (b) each cluster, and (c) the
similarity of two objects.

In the most simple (and most studied) case, a dataset consists of vectors of real
numbers. Such data is usually considered as points in the Euclidean space. In con-
trast, in many applications (e.g. medical and psychological surveys), large amount
of categorical attributes are present, and therefore the data can not be represented in
a natural and faithful way in the Euclidean space.

In this paper, we focus on the above case and follow the graph-based data rep-
resentation paradigm [9]. In particular, we propose a flexible graph-based genetic
algorithm for clustering. Kernels, that allow for flexibility, are one of the core com-
ponents of our approach. Therefore, we study kernels and identify the class of
effective kernels (limited change kernels). As our approach can naturally be par-
allelized, while implementing and testing it, we distribute the computations over
several CPUs. In contrast to the complexity of the problem, which is NP-hard, ex-
periments show that in case of well clusterable data, our algorithm scales well. We
also perform experiments on real medical data that provides further evidence about
the applicability of our approach.

2 Related Work

By developing our algorithm and especially by its thorough analysis, we aim at bet-
ter understanding clustering problems in general. Such goal has been followed by
many authors recently. After Kleinberg [10] introduced his criteria for clustering,
Ackerman and Ben-David [2] presented a refined theory. The stability of clustering
was analyzed in e.g. [3] and [4], while Shamir and Tishby related the rate of conver-
gence to model selection [13]. From the complexity point of view, several clustering
problems were shown to be NP-hard. In order to alleviate computational expenses,
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sampling was proposed [8, 11, 12, 14]. Ackerman and Ben-David developed the no-
tion of ‘clusterability’ and showed, that ‘the more clusterable a data set is, the easier
it is (computationally) to find a close-to-optimal clustering of that data’ [1].

As an alternative of the widely-used vector representation, algorithms working on
graph-based representation were proposed [9]. Most closely related to our work is
Brown’s genetic algorithm for clustering [6] which, similarly to our approach, uses
an external objective function. However, in contrast to [6], we do not focus on the
chemical domain, furthermore our distributed implementation is a unique property
of our approach.

3 Graph-Based Genetic Algorithm for Clustering

High dimensional Euclidean spaces suffer from many problems, the conglomeration
of them is known as the curse of dimensionality. These problems are amplified in
case of categorical, due to the presence of a natural and faithful mapping to ordered
values, see [9] for an excellent illustration.

Therefore, we follow the graph-based data representation paradigm [9], where
each record (object) of the original data corresponds a vertex of a graph and similar
objects are connected by edges. (We define similarity later.) In our approach, we
build on the genetic strategy, as genetic algorithms are powerful in finding (approx-
imate) solutions to optimization and search problems [5], which is also justified by
the fact in AusDM 2009, a recent data mining challenge, a genetic algorithm based
solution won.1

Basically, our approach searches for an appropriate set of cutting vertices nodes
in the graph representing the data. This search is performed with a genetic algorithm.
After removing the nodes of the found cutting set, the components of the remaining
graph correspond to the clusters.

What an ideal clustering is, highly depends on the underlying application. In
order to allow for generality, in our algorithm, the ideal clusters can be characterized
with an external cluster quality function, that we call kernel. This is in line with the
direction followed in [6].

3.1 Definitions, Notations, and Problem Formulation

Let c be a function which assigns a positive real number to a sub-graph (a potential
cluster). Let h be a function which assigns a real number to any set of real numbers,
e.g., h({1,3,10}) = 8. Functions c and h together constitute our two-component
clustering kernel, i.e. the external quality function used to measure the goodness of
a clustering: first the function c is applied for each cluster, and the returned values
are aggregated by h. Then quality of the clustering is characterized by the value

1 See also: http://www.tiberius.biz/ausdm09/
AusDM09EnsemblingChallenge.pdf

http://www.tiberius.biz/ausdm09/
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returned by h. (We suppose that the functions c and h assign greater value to better
clusters and clusterings, respectively.)

Each set of vertices corresponds to a clustering of the graph: the vertices of the set
are removed, the remaining components constitute the clusters. The clustering task
is to find the cutting set of vertices at which the function h has its maximal value:
Let g0 denote the graph that is to be clustered. Let V (g0) be the set of vertices of g0.
Let g1Cg2 denote that the graph g1 is a component of the graph g2. Let X ⊂ V (g0).
Let g0\X denote the graph which is derived from graph g0 by removing the vertices
in X. (As usual, the corresponding edges are also removed.) The clustering problem
is to search for the set of nodes X ⊂ V (g0) that maximizes h:

argmaxX (h({c(g′)|g′C(g0\X)})). (1)

We introduce the concept of limited change kernels (LCK) which we use in our
analysis later on. If a cutting vertex set gives a good clustering, a slightly different
vertex set is also likely to give a good clustering. Therefore, the cluster quality, i.e.
the value returned by h should be similar for similar vertex sets, which allows for
the genetic algorithm to find a close-to-optimum solution efficiently. Let us call the
operation of inserting or removing an element into or from a set as an editing step.
The distance between two sets m1 and m2, denoted by dist(m1,m2), is the minimal
number of the editing steps required to transform m1 to m2. Given a graph g0 a
clustering kernel consisting of the functions c and h is a limited change kernel, if for
any number ε > 0 there is a finite threshold d so that:

∀m1 ⊂ V (g0),∀m2 ⊂ V (g0) : (2)

dist(m1,m2) < ε =⇒ |h({c(g′)|g′K(g0\m1)})−h({c(g′)|g′K(g0\m2)})| < d

Note, that (2) generalizes the notion of continuous functions for the case of graph
kernels. Throughout the paper, we denote the number of vertices and edges in a
(sub)graph g with |V (g)| and |E(g)| respectively.

3.2 Complexity Analysis

Theorem 1. The clustering problem (see (1)) is NP-hard.

Proof. In a complete graph, two arbitrary vertices are connected by an edge. Let
function c be the following:

c(g) =
{ |V (g)| if the graph g is complete,

0 otherwise.

Let h be the maximum-function: h({x1,x2, . . . ,xn}) = max(x1,x2, . . . ,xn).
We allow the cutting vertex set to be the empty set. This way the ‘clique-problem’

(search for the maximal full sub-graph) is reduced to our clustering problem: h is
maximized exactly when one of the clusters is the maximal clique. If an algorithm
solving our problem outputs a clustering where one of the clusters corresponds to
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the maximal clique, one can easily select this cluster in a postprocessing step. As
the ‘clique-problem’ is NP-complete [7], our problem is NP-hard. (Note that even
if the cutting vertex set is not allowed to be the empty set, the clique-problem can
still be reduced to our problem by simply checking in the first step whether g is
complete.) �

In general, special cases of NP-hard problems may be much simpler. Our problem,
however, is NP-hard even in case of limited change kernels:

Theorem 2. Let

c(g) =
{

1− 1
|V (g)| if the graph g is complete,

0 otherwise

and let h be the maximum-function. This is a limited change kernel.

Proof. For any graph g,0 ≤ c(g) < 1 and 0 ≤ h(. . .c(g) . . .) < 1. Thus, any d > 1 is
an appropriate change threshold in (2). �

Corollary: On the analogy of Theorem 1, using the kernel of Theorem 2, the clique-
problem can be reduced to our clustering problem (Equation 1). Thus our clustering
problem is NP-hard for limited change kernels too.

3.3 Our Approach: Genetic Algorithm for Clustering

From now on, we assume that the clustering kernel is a limited change kernel.
Genetic algorithms iteratively simulate the biological evolution. We followed one

of the usual ways to start this process: we begin with a population of randomly gen-
erated individuals. Individuals are vertex sets in our case. The fitness of a given
individual is the value returned by the clustering kernel when partitioning the graph
according to that individual. In each iteration the fitness is calculated for each indi-
vidual of the population. In order to form the new population (i) according to their
fitness some individuals are selected from the current population, and (ii) descen-
dants of the selected individuals are formed (by their recombination and mutation).
In the first step we select the N best individuals from the current population of 2N
individuals. In the second step we form further N descendants of the selected in-
dividuals. Then the new population (for the next iteration) consists in total of 2N
individuals again. The algorithm terminates, if the best individual becomes stable,
i.e. the same individual is the best for kstop iterations.

The descendant s3 of two individuals (vertex sets) s1 and s2 is computed as fol-
lows. In the description, g0 denotes the graph to be clustered:

1. Put all vertices of s1 ∩ s2 into s3.
2. Each vertex in s1\s2 and s2\s1 have the same chance to be included in s3, i.e. put

each vertex from s1\s2 or s2\s1 into s3 with a probability of 0.5. This way the
algorithm is unbiased with respect to the size of sets.
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3. Add/remove some random vertices to/from s3. First, we decide whether add or
remove vertices, the probability of both cases is 0.5. Then each v ∈V (g)\ s3 will
be added (removed respectively) with probability p.

Steps 1 and 2 realize crossbreeding, step 3 realizes mutation.
According to our observation, the most time-consuming phase in the genetic al-

gorithm is the calculation of fitness, i.e. the calculation of the value of the clustering
kernel for each individual. In our implementation, we parallelized these computa-
tions by letting different CPUs to calculate it for different individuals in a distributed
environment.

Note that we are concerned with the exploration of the high-level structure of the
data (graph) by finding characteristic groups of objects (vertices). For this reason,
we allow our to omit the vertices in the cutting vertex sets. If, however, it is relevant
to which clusters (components) these objects (vertices) belong, they can be assigned
to clusters in a postprocessing step.

4 Experiments

This section reports results of performed experiments and their discussion.

4.1 Scalability Experiments

In the first experiment, our approach was tested on three types of artificial bench-
mark graphs:

1. The star consists of k complete graph components of the same size and an addi-
tional vertex, called central vertex, that is connected with one vertex from each
component.

2. The tricky star is similar to star, but all vertices of all components are connected
to the central vertex.

3. The ring consists of k complete graph components of the same size and additional
k edges that connect these components.

For each of the benchmarks we performed experiments in two versions: in the
first case the number of components k was varied at fixed component-size of 20,
while in the second case we varied the size of the components at fixed k = 5 . We
set the parameters of the genetic algorithm N = 200, p = 0.2, kstop = 10 and used
the following clustering kernel:

c(g) =
2|E(g)|

|V (g)|(|V (g)|−1)
+

(
1− 1

|V (g)|
)
, h({x1, . . . ,xn}) =

x1 + · · ·+ xn

n
.

In all these test cases the algorithm found an appropriate cutting vertex set. Ta-
ble 1 shows the numbers of iterations of the genetic algorithm averaged over 3 runs.
Although the set of all possible solutions grows exponentially, we observed moder-
ate growth in the number of required iterations.



A Distributed Genetic Algorithm for Graph-Based Clustering 329

Table 1 Average number of generations in the genetic algorithm (a—total number of vertices,
without the central vertex in case of Star and TrickyStar)

Size of the grapha Graph Type
STAR I T.STAR I RING I STAR II T.STAR II RING II

100 21.00 19.33 18.66 20.00 19 28.5
200 25.00 24.67 32.66 26.00 24 33
300 27.67 27.00 41.00 27.00 25 40
400 29.67 28.33 43.66 30.00 30 40.5
500 31.00 29.33 56.00 30.50 30.5 40.5

. . . . . . . . . . . . . . . . . . . . .
1000 36.00 36.00 44.33 36.50 35 53

4.2 Experiments on Real Data

For our experiments we used a subset of WHO Europe’s dataset of the Country-
wide Integrated Noncommunicable Diseases Intervention (CINDI). This contains
persons’ answers to various questions about their health status. We selected those
887 persons who did not visit the doctor and the attributes that were most interesting
for the domain expert like the indicators for high blood pressure or diabetes.

In this case, vertices of the graph correspond to persons. In order to determine
the similarity of two persons (which allows us to decide whether or not they are
connected in the graph), we used the following formula:

s(r1,r2) =
∑

i∈C
f (i,r1,r2)+ ∑

j∈I

(
1− |r1. j−r2. j|

|max( j)−min( j)|
)

|C ∪ I| ,

where C is the set of categorical attributes; I is the set of numeric attributes; r1,r2 are
records of the database (persons); max( j),min( j) stands for the maximal/minimal
value of the numerical attribute j and f (i,r1,r2) = 1− v

nsize
if the values of the i-th

attributes of the records r1 and r2 are equal; f (i,r1,r2) = 0 otherwise; here v is the
number of the records for which the value of the attribute i is equal to r1.i and nsize

is the total number of the records in the data set. Thus, for categorical attributes: a
rare value being equal for two objects counts more, as if a frequent value would be
equal.

In the graph we connected two vertices (persons) if s(r1,r2) > 0.1, which resulted
in total in almost 200,000 edges. We used the following kernel:

c(g) =
2|E(g)|

|V (g)|(|V (g)|−1)
+

|V (g)|
4000

, h({x1, . . . ,xn}) =
x1 + · · ·+ xn

n
.

Further parameters of our algorithm were set to N = 500, p = 0.2,kstop = 10.
Our algorithm produced an easily interpretable clustering. Three clusters were

identified, the fist one corresponds to healthy persons, the second one corresponds
to persons having at least one disease (in the most cases backache), in the third
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cluster we found persons that consequently did not answer to any questions.
We clustered the same data with k-Means and FarthestFirst from WEKA
(http://www.cs.waikato.ac.nz/ml/weka/) as well. Using k-Means one
of the clusters was poorly established. FarthestFirst categorized almost all the pa-
tients into one cluster, except 17 patients. Thus our clustering algorithm promisingly
outperformed these two methods.

5 Conclusions

In this paper we proposed a new clustering method based on the search for cut-
ting vertex sets using a genetic algorithm, that can easily be customized for various
tasks by the choice of clustering kernel. We analyzed the complexity of our prob-
lem, experimentally investigated the scalability of our method and demonstrated its
applicability on real-world data. Graph-based clustering is not limited to the studied
problem, therefore we hope that it will be applied in other domains in the future.
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The Forecasting Model Based on Wavelet
Support Vector Machine and Multi-Elitist PSO

Jerzy Martyna

Abstract. In this paper, we present a forecasting model for many practical applica-
tions, such as time series prediction, seasonal character of some selling prices, sales
time series, etc. By using the modified support vector machine (SVM) and specially
prepared multi-elitist particle swarm optimization (MEPSO), we obtained a new
model for time series forecasting. As the kernel function we used the wavelet func-
tion which provides a better approach to the random curve than the existing support
vector kernel. Also, the MEPSO algorithm allows us to selection the best parame-
ters of the wavelet support vector machine (WSVM) than the traditional solutions.
The results of application in stock forecasting show that our approach is effective
and feasible. This was also confirmed by the forecasting measures obtained for the
examined data sets.

Keywords: wavelet support vector machine, time series prediction.

1 Introduction

Support vector machine (SVM) was developed by N. Vapnik and his colleagues [11,
12]. In general, the SVM is a new kind of classifier’s method on statistic theory. The
classical training algorithm used in this method is equivalent to solving quadratic
programming with linear and inequality constraints. The simplicity of the SVM
promotes this this method in several problems, such as pattern recognition [2], three-
dimensional object recognition [10], face detection [7], web page classification [3],
etc.
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However, in many practical applications the SVM method can not used in any
curve in L2(Rn) space (quadratic continuous integral space). This is due to the kernel
function, which is not the complete orthonormal base. Similarly, the SVM method
can not approximate every function.

Therefore, we need use the new kernel function which should be more horizontal
floating and flexing than others. A wavelet kernel function belongs to this new kind
of kernel function. This kernel function allows us to simulate any curve in quadratic
continuous integral space. This was presented in some in some papers written by
several authors, including by Khandoker et al. [8], Widodo and Yang [13], etc.

The appropriate parameters in the forecasting model based on the WSVM can en-
hance the approximating degree of the original series. Therefore, the proper method
for selecting these parameters is needed in use. In this paper we propose a new
method for finding the optimal parameters in the forecasting method.

Two key goals of this paper are the following: (a) a new model for forecasting
based on the advanced method to which the WSVM technique belongs, (b) a novel
application of a multi-elitist particle swarm optimization algorithm. Our forecasting
model demonstrates that our proposed approach provides an efficient solution to
time series prediction.

The rest of the paper is organized as follows: Sect. 2 describes the WSVM method
and identifies the wavelet kernel function, Sect. 3 presents our forecasting model
based on WSVM method and MEPSO algorithm, Sect. 4 provides a forecasting
performance evaluation of the proposed method, Sect. 5 presents some discussions
about the results obtained and indicates further works.

2 Wavelet Support Vector Machines and Their Kernels

Wavelet support vector machine (WSVM) is based on the wavelet kernel function.
We recall that a kernel function is generally a nonlinear mapping function from the
input space X onto the feature space Z. The kernel function is in the form k(x1,x2) =
φ(x1) ·φ(x2), where · is an inner product and φ is nonlinear mapping.

The wavelet kernel function is defined by

K(x,x′) =
l

∏
i=1

lΨ
(

xi − x′
i

ai

)
, (1)

where a(a > 0) is a so-called scaling parameter, Φ(x) is the ‘mother wavelet’, l is a
dimension.

In our approach we will use the Mexican hat wavelet defined as follows:

K(x,x′) =
l

∏
i=1

2√
3

π− 1
4

(
1− ‖ xi − x′

i ‖
a

)2

exp

(
−‖ xi − x′

i ‖2

2a2

)
. (2)

This wavelet kernel function is an allowable support vector kernel function. It is
obvious that this wavelet kernel function satisfies the Mercer’s theorem [9].
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To build the wavelet support machine (WSVM) we can combine the wavelet
kernel function with the classical SVM. We define the WSVM as follows:

minimize τ(w,ξ �,ε) =
1
2

(
‖ w ‖2 +C · 1

l

l

∑
i=1

(ξi + ξ �
i )

)
(3)

subject to
(w · xi + b)− yi ≤ ε + ξi, (4)

yi − (w · xi + b) ≤ ε + ξ �
i , (5)

ξ �
i ≥ 0, ξi ≥ 0, ε ≥ 0, b ∈ ℜ, (6)

where ξi and ξ � are the slack variables corresponding to the size of the excess
positive and negative deviation, respectively. w and xi are a column vector with
a d dimension, C > 0 is a penalty factor.

The problem given by (3) is a quadratic programming (QP) problem. By using
a Lagrangian function with introduced Lagrangian multipliers α∗ = {}, its differ-
entiating with respect to w,b,ε,ξ (�) and use of the Karush-Kuhn-Tucker (KKT)
condition, we can obtain the corresponding dual form of the original optimal
problem.

Thus, for the construction of the QP problem of the WSVM and the solution
of this problem, we calculate parameters α(�). Parameter b can be computed after

selecting αi(αi ∈ [0, l/C]) and α(�)
i (αi)� ∈ [0, l/C]), namely

b =
1
2

(
yi + yk −

(
l

∑
i=1

(α�
i −αi)K(xi,x j)+

l

∑
i=1

(α�
i −αi)K(xi,xk)

))
. (7)

The regression function of WSVM can be given by

y =
l

∑
i=1

(αi −α�
i )

(
l

∏
i=1

(
Ψ

x j − x j
i

ai

)
+ b

)
. (8)

3 The Forecasting Model

The proposed forecasting model is comprises of following steps:

1. Initialize the original data by normalization.
2. Construct the WSVM.
3. Construct the QP problem of WSVM.
4. Set the MEPSO parameters including number oof swarm particle swarm particles

(n), swarm particle dimension (d), number of maximal iterations (kmax), fitness
value ζ , inertia weight (ω), acceleration constants (C1,C2), growth rate (γ), etc.

5. Optimize the parameters αi and compute the regression coefficient b given by (8).
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Input
data

� Normali-
zation

� WSVM � Forecasting
results

�MEPSO

Accuracy
analysis

�

Fig. 1 Flowchart of the WSVM-based forecasting algorithm for the time series forecasting
by means of the SVM and the MEPSO methods

6. Compute the forecasting result.

The flowchart depicted in Fig. 1 illustrates the forecasting process. It consists of
the following procedures: (a) normalization, (b) the WSVM with loopback, and (c)
accuracy analysis. The activity of all cited procedures is presented bellow.

3.1 Data Normalization

Normalization involves scaling all values for a given attribute so that they fall within
a small specified range.

We used the following normalization:

ys
i =

xi −min(xs
i |li=1)

max(xs
i |li=1)−min(xs

i |li=1)
, s = 1,2, . . . ,n, (9)

where l is the index of sample, xs
i and xs

i are the original value and the normalized
value of the s sample, respectively.

3.2 The MEPSO Algorithm

In this subsection we discuss a modification of the classical particle swarm op-
timization (PSO) referred to as the multi-elitist swarm optimization (MEPSO).
The canonical PSO was at first introduced by Eberhart and Shi [6] and Clerc and
Kennedy [4]. In the PSO, a population of conceptual ‘particles’ is utilized with a
random position Xi = {xi1,xid , . . . ,xim} and velocities Vi = {vi1,vi2, . . . ,vim}, where
i = 1,2, . . . ,n;d = 1,2, . . . ,m. The swarm consists of m particles. Each particle
moves through a m-dimensional search space towards its best previous position and
towards the best particle in the swarm. At each time step positions and velocities
are adjusted to the new coordinates. We define a growth rate γ for each particle.
The basic update equations for the d-th dimension of the i-th particle in the PSO are
given as follows:
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vid(k + 1) = ω · vid(k)+C1φ1(ploc
id − xid(k)+C2φ2(pg j − xid(k)) (10)

xid(k + 1) = xid(k)+ vid(k + 1) (11)

where φ1,φ2 are random numbers uniformly distributed in [0,1]. C1,C2 are called
acceleration constants, ω is called the inertia weight, ploc

id is the local best solution
found so far by the i-th particle, pg j represents the positional coordinates of the
fittest particle found so far in the entire community.

The MEPSO algorithm [5] avoids the local minima in the first phase of search-
ing. When the fitness value of a particle of the k-iteration is higher than that of the
particle of the (k − 1)-iteration, the γ will be increased. After the local best of all
particles are decided in each generation, the search process moves the local best,
which has a higher γ , into the candidate area. Then the global best is replaced by the
local best with the highest growth rate γ . Thus, the fitness value of the new global
best is always higher than the old global best.

The pseudo-code of the MEPSO algorithm is given in Fig. 2. The MEPSO algo-
rithm is terminated with a maximal number of generations or else the best particle
position of the entire swarm cannot be further improved. The proposed MEPSO
algorithm is used for determining the parameters of the WSVM.

for 1 = 1 to kmax do
if k < kmax then
for j = 1 to N do { swarm size is N }
if the fitness value of particle j in the k-th time-step > that of particle j

(k−1)-th time-step then γk = γk +1;
endif
update local best j;
if the fitness of local bestk > that of global best now then

choose local bestk put into candidate area
endif;

endif;
calculate γ of every candidate and record the candidate of γmax;
update the global best to become the candidate of γmax;
else

update the global best to become the particle of highest fitness value;
endif

endfor

Fig. 2 The MEPSO algorithm

3.3 The Accuracy Analysis

In order to evaluate the quality of a forecasting, an appropriate accuracy function
can be used. We have designed it as follows:
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accuracy =
1
l

l

∑
i=1

( | ŷi − yi |
yi

)
, (12)

where ŷi denotes the forecasting value of the selected sample, yi is the original date
of the selected sample, l is the size of the selected sample.

The proposed MEPSO algorithm is used for determining the parameters of the
WSVM. The different parameters of the WSVM are adapted for the sake of fore-
casting the time series. The most adequate WSVM with optimal parameters is used
in the final forecasting.

4 Computational Experiments

We describe in this section the results that were achieved using the WSVM and the
MEPSO methods for the optimization of the SVM parameters. We have used the
script with both these methods which was included to Oracle Data Mining Soft-
ware. To perform an evaluation of the proposed forecast method, the accuracy of
prediction of the time series by means of the ARIMA method was studied. We take
into consideration the stock of the PKO B.P. bank noted in the Warsaw Stock Ex-
change [1]. The comparison of the forecasting result obtained by WSVM with the
MEPSO optimization algorithm and ARIMA methods of the PKO B.P. stock with
the real value for twelve months starting from 10 November 2008 is given in Fig. 3.
It can be seen that the MEPSO can improve the global searching ability of the par-
ticle swarm optimization algorithm.

Fig. 3 The comparison of the forecasting result obtained by WSVM and ARIMA methods
of the PKO B.P. stock with the real value for the twelve months starting from 10 November
2008
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The WSVM using the Mexican hat wavelet kernel function has three parameters
as follows:

C ∈
[

max(xi j)−min(xi j)
l

×10−3,
max(xi j)−min(xi j)

l
×103

]
,

a ∈ [0.2,3].

We observed that the MEPSO is convergent with the minimal value. For the min-
imal value of the fitness function, the following values of the parameters: C = 8700,
a = 95 are obtained. To compare the performance of forecasting the underlying
WSVM, two performance measures are calculated, the root mean squared error
(RMSE) and mean relative error (MRE). For day i to each data set, we define

RMSEi =

√
1
m

m

∑
j=1

(ŷi j − yi j)2,

MRE =
100
m

m

∑
j=1

| ŷi j − yi j |
yi j

,

where ŷi j is the forecast for yi j, m is the time interval.
The Mean RMSE and Mean MRE (%) of the forecasted time series are then

calculated for the given data sets. For each forecasting method, Fig. 4 plots the
empirical cumulative distribution function (CDF) of the Mean RMSE calculated
on the data sets by means of WSVM and ARIMA methods, respectively. The true
data is indicated in the legend using a triangle. In both cases, our solution based on
WSVM and MEPSO methods is competitively close to the true data.
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Fig. 4 Comparison of empirical CDF of Mean RMSE and Mean MRE (%) for rate forecast-
ing. The true data is indicated using a triangle
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5 Conclusions

In this paper, a new forecasting model for time-series prediction was proposed.
This model, referred to WSVM, was based on the combination of the wavelet the-
ory and the support vector machines. Additionally, in the new forecasting model,
multi-elitist particle swarm optimization was used to the selection the parameters
of WSVM. The proposed forecasting model does not require any prior knowledge
on the analytic property of the generalization measure. It can use a finite number of
samples to determine hyper-parameters at the same time.

The forecasting performance of the proposed model was evaluated by comparison
with the ARIMA model. For both models the following measures were calculated
and compared: root mean squared error (RMSE) and mean relative error (MRE).

In future work, we will test our forecasting model in the selection of parameters
in the MEPSO algorithm, such as the maximal number of swarm generations, the
maximal number of the best particle positions of the entire swarm, etc.
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Correcting Streaming Predictions
of an Electricity Load Forecast System
Using a Prediction Reliability Estimate

Zoran Bosnić, Pedro Pereira Rodrigues, Igor Kononenko, and João Gama

Abstract. Accurately predicting values for dynamic data streams is a challenging
task in decision and expert systems, due to high data flow rates, limited storage and
a requirement to quickly adapt a model to new data. We propose an approach for
correcting predictions for data streams which is based on a reliability estimate for
individual regression predictions. In our work, we implement the proposed tech-
nique and test it on a real-world problem: prediction of the electricity load for a
selected European geographical region. For predicting the electricity load values we
implement two regression models: the neural network and the k nearest neighbors
algorithm. The results show that our method performs better than the referential
method (i.e. the Kalman filter), significantly improving the original streaming pre-
dictions to more accurate values.

Keywords: data stream, online learning, prediction accuracy, prediction correction.

1 Introduction

The main goal of the supervised learning models is to model the learning data accu-
rately while also achieving the best possible prediction accuracy for unseen exam-
ples that were not included in the learning process. The field of online learning
from data streams is particularly challenging, since the sources of the data are
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characterized as being open-ended, flowing at high-speed, and generated by non-
stationary distributions [8, 7]. Online learning algorithms should process examples
at the rate they arrive, using a single scan of data and fixed memory, maintain-
ing a decision model at any time and being able to adapt the model to the most
recent data [4]. In such demand-intensive environment, one does not have a lux-
ury (in terms of time) of online testing and choosing among different models or
iteratively optimizing them. The described situations may call for an alternative ap-
proach which can be applying a corrective mechanism to improve the accuracy of
the predictions.

In this work we propose an approach for correcting individual predictions of an
online learning system. We apply the approach to the problem of predicting the
electricity load demand, which requires an incremental model to continuously make
predictions in real time [5, 3]. For correcting the system’s regression predictions, we
compare two approaches: (i) correcting using the locality-based reliability estimate
CNK [1] and (ii) correcting using the Kalman filter [6]. We empirically evaluate the
performance of both approaches using two regression models: neural networks and
k nearest neighbors. The experiments were performed for three different variations
of the basic problem, i.e. predicting the electricity load for the next hour, the next
day (24 hours) and the next week (168 hours).

The paper is organized as follows. Section 2 summarizes the relevant work from
the areas of online learning and individual prediction reliability estimation. Sec-
tion 3 describes the proposed and the referential corrective mechanism, and Sect. 4
gives an overview of the experimental methodology and presents the results. Sec-
tion 5 provides the conclusions and ideas for further work.

2 Related Work

This section reports the relevant work from the areas of online learning and individ-
ual reliability estimation.

2.1 Correcting Regression Predictions

For the evaluation of prediction accuracies, the averaged accuracy measures are
most commonly used, such as the relative mean squared error (RMSE). Although
these estimates evaluate the model performance, they provide no local information
about the expected error of an individual prediction for a given unseen example. To
provide such information, the reliability estimates (i.e. estimates of prediction error
for yet unseen examples) are of a greater use.

In the previous work, Bosnić and Kononenko [2, 1] proposed and evaluated sev-
eral different reliability estimates for regression predictions. Among nine proposed
model-independent (i.e. the algorithms treat an underlying model as a black box) re-
liability estimates, the estimate CNK, which estimates the prediction error by mod-
eling it locally, is particularly interesting. This estimate is efficient to compute and
the sign of its value provides information about the direction of the error.
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In this work we use the reliability estimate CNK to estimate the prediction error
of data stream and modify its predictions to more accurate values. Our motivation
stems from the previous work which presented some initial experiments that indi-
cated feasibility of correcting predictions using some reliability estimates.

2.2 Reliability Estimation of Predictions in Data Streams

For solving the described electricity load prediction problem, the online neural net-
work has already been applied [9]. In the previous work, Rodrigues et al. [10] have
supplemented the bare data stream predictions with some of the sooner mentioned
reliability estimates based on the bagging variance and the local sensitivity analysis.
The application of reliability estimates in an online learning environment has indi-
cated some promising results. In this paper we continue this work by implementing
the correction of online predictions, which is a further step to only estimating their
reliabilities.

3 Correcting Online Predictions

In this section there are described the proposed and referential corrective mecha-
nisms.

3.1 Correcting Predictions Using the CNK Reliability Estimate

The reliability estimate CNK for estimation of regression prediction error for a given
example is defined as a local estimate of error. Let us denote with CNK the general
reliability estimate (i.e. the concept of the reliability estimation approach) and with
CNKi an estimate value for some particular i-th example. For offline learning set-
ting, the estimate CNK was defined as follows. Suppose we are given a learning set
of n examples L = {(x1,C1), . . . ,(xn,Cn)} where xi, i = 1 . . .n denote the attribute
vectors and Ci, i = 1 . . .n denote the true target values of the examples (their labels).
In our scenario, we are given an unseen example (xu, ) for which we wish to com-
pute a prediction and supplement it with the reliability estimate CNKu.

The computation of CNK proceeds as follows. First, we induce a regression
model on L and output the prediction Ku for the example (xu, ). To compute CNKu,
we first localize the set of the k nearest neighbors N = {(xu1,Cu1), . . . ,(xuk,Cuk)} of
the example, N ⊆ L. CNKu is then defined as the difference between the average
label of the nearest neighbors and the example’s prediction Ku:

CNKu = ∑k
i=1 Cui

k
−Ku (1)

hence also the name CNK (average C of Neighbors minus K of the example). In
the above equation, k denotes the number of neighbors, Cui denotes the neighbors’
labels and Ku denotes the example’s prediction.
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In our work we adapt this definition of CNK to the online learning scenario, i.e.
we use an incremental online model instead of the model which learns from the the
stationary learning set L. Since the storage of examples is of a limited size, only the
most recent examples in the buffer B can participate as the nearest neighbors (ei-
ther for computation of CNK or for predicting with the k nearest neighbors model),
therefore N ⊆ B.

Note, that CNK is a reliability estimate that can be easily influenced by local
noise and subject to local bias. To robustly transform the value of CNKu to the value
of predicted error Cu − Ku, we apply a linear regression model for this task. The
linear model f (CNKi) = (Ci − Ki) is built using the estimate values and the pre-
diction error values of all examples in the buffer, of which the true target outcomes
are already known (required for computation of the prediction error). The corrected
prediction is finally computed as KCNKu = Ku + f (CNKu) .

3.2 Correcting Predictions Using the Kalman Filter

The Kalman filter [6] is a general and the most widely used in engineering for two
main purposes: for combining measurements of the same variables but from dif-
ferent sensors, and for combining an inexact forecast of the system’s state with an
inexact measurement of the state [9]. We use the Kalman filter to combine the pre-
diction Ku for an example (xu, ) with the expected most correlated value Ku from
the previous time point (depends on the prediction problem variant) and gain a cor-
rected prediction KKalmanu :

KKalmanu = Ku + Fu · (Ku −Ku), (2)

where Fu is the filter transition weight which controls the influence of the past
prediction [6].

4 Experimental Evaluation

This section gives an overview of the experimental methodology and presents
results.

4.1 Electricity Load Data and Predictive Models

For the purpose of experimental evaluation, the streaming data was converted into
the relational form, which is appropriate for supervised learning, where a buffer is
used to keep recent historical data. The examples represent the electricity load val-
ues for points in time1, with a resolution of 1 hour. The data consists of 10 attributes
which include 4 cyclic variables (couples of sin and cos values which denote the

1 Original data is confidential, but was previously described and used in [9].
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hourly and weekly periods) and 6 historical load attributes. These attributes are spe-
cific to three variations of the problem:

• the next hour prediction problem consists of 16200 examples and includes at-
tributes describing load for t minus {1, 2, 3, 4, 168, 336} hours,

• the next day prediction problem consists of 16200 examples and includes the
historical attributes for t minus {24, 144, 168, 169, 192, 336} hours,

• the next week prediction problem includes the attributes for t minus {168, 169,
312, 336, 360, 504} hours. The data set consists of 15528 examples.

For all three problem variations, a buffer size of 336 was used, which corresponds
to last 14 days of examples. For computation of the CNK estimate, 2 nearest neigh-
bors were used (in the buffer of 14 days, the 2 examples from the same days in
previous weeks are expected to have the most correlated prediction error). Follow-
ing the previous work [10], the expected most correlated value used in the Kalman
filter was the example from the last hour for the first problem and the example from
the previous week (168 hours) for the last two variants of the problem.

Our correction approach was tested using two different online learning models:

• neural network: consisting of 10 input neurons, a hidden layer of 5 neurons and
1 output neuron. The tansig activation function was used in the hidden neurons
and the linear activation function in the output neuron,

• k nearest neighbors: k was chosen as 336 (all the examples in the buffer), the
examples were inversely weighted by their distance to the query example.

4.2 Model Evaluation

In the online learning setting, the typical definitions of the averaged accuracy mea-
sures over all examples (such as the mean squared error—MSE) cease to be appro-
priate. Namely, when averaged across the number of examples that increases over
time, the measure becomes increasingly stable (each new example represents only
small contribution to the sum of the errors) and as such it provides no information
about the current model accuracy which corresponds to the current model adaptation
to the data.

A possible approach to measuring how model accuracy evolves over time is to
use the α-fading mean squared error statistic (αMSE) which is recursively updated
and emphasizes the model behavior on the most recent data.

For comparative performance assessment of two algorithms A and B on a stream,
a Q statistic should be used [4], which is defined as a log ratio of αMSE statistics
of A and B. The value of the Q(A,B) statistic is easy to interpret: its negative values
denote the better performance of the algorithm A and its positive values denote the
better performance of the algorithm B.
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4.3 Experimental Results

In our experiments, we have computed the electricity load predictions for three vari-
ations of the problem (load prediction for the next hour, next day and next week).
Figure 1(top) shows a sample data segment of a next day problem for a period of
four days, i.e. from Friday to Monday (only a short segment of data is shown to fa-
cilitate easier visual comparison of the curves). The true values in the figure reflect
lower electricity consumption during the weekend.
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Fig. 1 Top: Comparison of the true stream values, initial prediction (neural network) and
both corrected predictions on a segment of four days. Bottom: Values of the Q statistic for
comparing accuracy of the original predictions with two versions of corrected predictions
(with the estimate CNK and with the Kalman filter)

Along with the true load values, predictions using the neural network are shown,
for which it can be seen that they fit the true curve well. In parallel with predicting
the electricity load, corrected prediction values using estimate CNK and using the
Kalman filter were computed as well, and are shown in the figure. The comparison
of curves reveals that in many cases, both corrected predictions are closer to the true
value than the original prediction.

To evaluate the benefits of corrective approaches thoroughly, we evaluated
performance of all three predictor using the fading αMSE measure. Based on the
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computed performance measures, a Q statistic was computed for comparing the per-
formance of the original model (αMSE) with the accuracy of each of the corrective
approaches (αMSECNK and αMSEKalman). The computed values of the Q statistic
for the neural network are shown in Fig. 1(bottom). The figure reveals the domi-
nantly positive values of the Q statistic for corrected predictions with the reliability
estimate CNK, which clearly speaks in favor of this approach, whereas the perfor-
mance of Kalman filter is not as clear.

Table 1 thus presents more detail statistical comparison of both corrective ap-
proaches for neural network and k-NN predictor. The t-test was used to compare
the means of three Q statistics. The displayed values show that all means of the Q
statistics are positive if we compare the original predictions with the predictions,
corrected with the estimate CNK. All the means are different from zero with a high
level of significance (p<0.001); the gain in accuracy with this type of correction
(CNK) was always significant. On the other hand, a gain in accuracy with the refer-
ential method (the Kalman filter) was less conclusive. Namely, the results show that
the statistical accuracy improvement with the Kalman filter correction was achieved
only with neural network and in the next day and the next week problem. The re-
maining results indicate either that the original model was better (where μ < 0 and
p < 0.001) or that the predictions are statistically equally accurate (p = 0.106).

Table 1 Results of the t-test for testing the equality of the Q statistic (for comparison of the
original and the corrected predictions) to the value 0. The table cells show the average values
of the Q statistic for the three problem variants and for two regression models. The average
values of the Q statistic and the p-values for H0 are given

Problem Model
t-test for H0 : t-test for H0 :

Q(original,corr.w/CNK) = 0 Q(original,corr.w/Kalman) = 0

next hour
nn μ = 0.617, p < 0.001 μ = −0.012, p < 0.001
knn μ = 0.438, p < 0.001 μ = −0.109, p < 0.001

next day
nn μ = 0.463, p < 0.001 μ = 0.021, p < 0.001
knn μ = 0.575, p < 0.001 μ = −0.007, p = 0.106

next week
nn μ = 0.575, p < 0.001 μ = 0.337, p < 0.001
knn μ = 0.596, p < 0.001 μ = −0.046, p < 0.001

5 Conclusion

Accurately predicting values for dynamic data streams is a challenging task in
decision and expert systems due to high data flow rates, limited storage and a re-
quirement to quickly adapt a model to new data. In contrast to extensive online
comparison and selection of models, the use of corrective prediction mechanism
introduces less burden on the stream computational demands.

We have tested two such corrective approaches: using the reliability estimate
CNK and using a referential method—the Kalman filter. The proposed approach
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was tested on the electricity load data stream, which is a real-world case that has
a requirement for good prediction accuracy. The results show that our method per-
forms better than the Kalman filter, significantly improving the original predictions
towards more accurate values.

Our further work shall include the evaluation of the proposed approach on the
other real-world data streams. Additionally, several other online regression mod-
els shall be included in our evaluation (e.g. linear regression). The third correction
approach (using a sensitivity analysis based reliability estimate [2]) shall be imple-
mented as well.
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Support Vector Regression as a Classification
Problem with a Priori Knowledge
in the Form of Detractors

Marcin Orchel

Abstract. In this article, we propose a reformulation of ε-insensitive Support Ve-
ctor Regression as a classification problem with a priori knowledge in the form of
detractors. So we can use the one general solver for Support Vector Machines clas-
sification and regression problems. Moreover, we can apply all the applications for a
priori knowledge in the form of detractors also for ε-insensitive Support Vector Re-
gression. These are manipulating of the regression function and creating improved
reduced models by removing support vectors. Indeed, the experiments show that the
new reformulation of Support Vector Regression leads to an effective application of
detractors for regression problems. The tests were performed on various regression
data sets and on stock price data from public domain repositories.

Keywords: Support Vector Machines, a priori knowledge.

1 Introduction

One of the main learning problems is a regression estimation. Vapnik [10] proposed
a new regression method, which is called ε-insensitive Support Vector Regression
(ε-SVR). It belongs to a group of methods called Support Vector Machines (SVM).
For estimating indicator functions the Support Vector Classification (SVC) method
was developed. The SVM were invented on a basis of statistical learning theory.
They are efficient learning methods partly for the reason of having the following im-
portant properties: they lead to convex optimization problems, they generate sparse
solutions, kernel functions can be used for generating nonlinear solutions. Recently,
the generalized SVC—with additional weights was proposed [6] [7]. It has been
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already used for incorporating sample a priori knowledge for manipulating the re-
sult curve and creating reduced models.

In this article, we propose a reformulation of ε-SVR as a generalized SVC prob-
lem. So we can use the one general solver for Support Vector Machines classifica-
tion and regression problems. Recently, an alternative regression method based on
pure SVC (without additional weights) was proposed, called SVCR [8, 5], but the
theoretical generalization performance of the method has not been evaluated yet.
Another difference between the reformulation of ε-SVR and SVCR is that SVCR
leads to a classification problem in m+ 1 dimensional space (m is a dimension of a
regression problem) while the reformulation of ε-SVR proposed in this article leads
to a classification problem in m dimensional space.

Using the proposed reformulation, we can apply all the applications for gen-
eralized SVC also for ε-SVR. These are manipulating of the regression function
proposed as a manipulation of the decision curve for classification problems in [6]
and creating improved reduced models by removing support vectors proposed for
classification problems in [7]. The former was also investigated for the SVCR [8].
Various methods for reducing the complexity of the output model were widely in-
vestigated [3]. In particular, the reduction by removing support vectors was also
analyzed in [2] for regression problems. In this article, we create improved reduced
models by removing support vectors and using sample a priori knowledge in reduced
models. The knowledge comes from the solution of the original problem obtained
before the reduction. It is also possible to extract the knowledge from any source in
the form of analytical function. Particularly, it could be the solution of an alternative
regression method.

1.1 Introduction to ε-SVR

In a regression estimation we consider a set of training examples ai for i = 1..l,
where ai =

(
a1

i , . . . ,a
m
i

)
. The i-th training example is mapped to yi

r ∈ IR. The m is a
dimension of the problem. The ε-SVR soft case optimization problem is

OP 1. Minimization of:

f (wr,br,ξr,ξ ∗
r ) = ‖wr‖2 +Cr

l

∑
i=1

(
ξ i

r + ξ ∗i
r

)

with constraints: yi
r −g(ai) ≤ ε + ξ i

r , g(ai)− yi
r ≤ ε + ξ i∗

r , ξr ≥ 0, ξ ∗
r ≥ 0

for i ∈ {1..l}, where g(ai) = wr ·ai + br.

The g∗ (x) = w∗
r · x + b∗

r is a regression function. Optimization problem 1 is trans-
formed to an equivalent dual optimization problem. The regression function be-
comes

g∗ (x) =
l

∑
i=1

(α∗
i −β ∗

i )K (ai,x)+ b∗
r , (1)
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where αi, βi are Lagrange multipliers of the dual problem, K (·, ·) is a kernel func-
tion, which is incorporated to a dual problem. The most popular kernel functions
are linear, polynomial, radial basis function (RBF) and sigmoid. The i-th training
example is a support vector, when α∗

i − β ∗
i �= 0. It can be proved that a set of sup-

port vectors contains all training examples which fall outside the ε tube, and some
of the examples, which lie on the ε tube. The conclusion is that a number of support
vectors can be controlled by a tube height (the ε).

1.2 Introduction to Generalized SVC

A 1-norm soft margin SVC optimization problem for ai with example weights Ci is

OP 2. Minimization of

f (wc,bc,ξc) =
1
2
‖wc‖2 + Cc ·ξc

with constraints: yi
ch(ai) ≥ 1− ξ i

c, ξc ≥ 0 for i ∈ {1..l},
where Cc � 0, h(ai) = wc ·ai + bc.

A generalized SVC has additional example weights ϕ in constraints

OP 3. Minimization of

f (wc,bc,ξc) =
1
2
‖wc‖2 + Cc ·ξc

with constraints: yi
ch(ai) ≥ 1− ξ i

c + ϕi, ξc ≥ 0 for i ∈ {1..l},
where Cc � 0, ϕi ∈ R, h(ai) = wc ·ai + bc.

The weights ϕ are only present in constraints. When ϕ = 0, the OP 3 is equivalent
to the OP 2. A functional margin for a point p is defined as a value yph(p). A
value v in functional margin units is equal to v/‖wc‖. For the example with ϕi > 0,
called a detractor, 1 + ϕi can be interpreted as a lower bound on a distance from
the example to a decision boundary measured in functional margin units. In this
article, we extend the possible values of the ϕi to negative ones. For 1 + ϕi < 0
and for incorrectly classified example and omitted slack variables for simplicity, we
get −yi

ch∗ (ai)/‖w∗
c‖ ≤ −1 − ϕi/‖w∗

c‖ therefore |1 + ϕi| in this case is an upper
bound on a distance from a detractor example to a decision boundary measured in
functional margin units and it is alternatively called for this case an attractor.

2 Reformulation of ε-SVR

We reformulate the OP 1 in the following way. Every regression training example is
duplicated, Fig. 1. Every original training example gets 1 class, and the duplicated
training example gets −1 class and therefore we get
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OP 4. Minimization of

f (wc,bc,ξc) =
1
2
‖wc‖2 +Cc

2l

∑
i=1

ξ i
c

with constraints: yi
ch(ai) ≥ 1− ξ i

c + ϕi, ξc ≥ 0
for i ∈ {1..2l}, where h(ai) = wc ·ai + bc, ϕi = yi

cyi
r − ε −1.
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Fig. 1 In the left figure regression data (’+’ points) transformed to classification data (’x’
points) are depicted. In the right figure the interpretation of an attractor as a hypersphere is
depicted. The attractor is located in (2,1)

The difference from OP 1 is that we added a constant 1/2. The OP 4 is a special
case of OP 3. Instead of using a decision curve of OP 4 we use a regression function

2l

∑
i=1

yi
cα∗

i K (ai,x)+ b∗
c = 0 → g∗ (x) =

2l

∑
i=1

yi
cα∗

i K (ai,x)+ b∗
c .

In a typical scenario ϕi < 0, because ε is close to 0 and yi
r is less than 1 and there-

fore an interpretation of the ϕi is similar to an interpretation of the slack variables,
but with a difference that a sum of slack variables is minimized additionally. For
incorrectly classified i-th training example and ϕi < 0, |ϕi| can be interpreted as a
radius of a hypersphere in functional margin units with a center in the i-th point that
must intersect a margin boundary yih(x) = 1, Fig. 1. Note that for ϕi > 0 the inter-
pretation was described in [7]—ϕi can be interpreted as a radius of a hypersphere
that must not intersect a margin boundary yih(x) = 1 (in more than one point). The
detractors lead to the new type of support vectors that can lie outside the margin [7].
In turn, attractors presented in this article could lead to examples which lie on the
wrong side of the margin (in particular which are incorrectly classified), but they
do not belong to support vectors. Moreover, attractors could lead to the new type
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of support vectors—which have slack variables equal to zero and do not lie on the
margin. We can notice the following property of the OP 4. Because every training
example is duplicated, for every possible solution, l training examples will be al-
ways incorrectly classified except those lying on a classification decision boundary.
An efficient solution of the OP 4 based on Sequential Minimial Optimization [9] is
the same as described in [6, 7].

3 Reduce a Model by Removing Support Vectors

We use a method of removing support vectors to decrease the ε-SVR model com-
plexity. Reduced models are more suitable for further processing, e.g. decrease time
of testing new examples. However, reduced models have the disadvantage that gen-
eralization performance could be worse than for the original full models. The one of
possibilities of improving the performance is to incorporate a priori knowledge to
the reduced models. The reduced models based on removing support vectors were
recently proposed for SVC [7] and for ε-SVR [2]. In this article, we propose creat-
ing reduced models using a priori knowledge in the form of detractors for regression
problems. This method was already proposed in [7] but for classification problems.
Because we have already reformulated the ε-SVR as a classification problem with
a priori knowledge in the form of detractors, creating a reduced model is similar
to described in [7]. First, we solve the OP 4 and then detractors are automatically
generated from the solution by setting

ϕi = yih
∗ (ai)−1 (2)

for all training examples. Note that all training examples have already set the param-
eter ϕi therefore the method adjusts these values according to the found solution.

A reduced model is generated by removing a bunch of support vectors – ran-
domly selected support vectors, with maximal removal ratio of p% of all training
vectors, where p is a configurable parameter. Finally, we run the reformulated ε-
SVR method with incorporated a priori knowledge and reduced data. The reduced
solution is used for testing new examples.

4 Experiments

In the first experiment, we verify our algorithm solving OP 4 by comparing results
for selected data sets with LibSVM package for solving ε-SVR [1]. As expected, we
found similar results for selected data sets for both algorithms. In the second exper-
iment, we show that the reduced models with knowledge in the form of detractors
have better generalization performance than without that knowledge for various p.
The first method does not use knowledge in the form of detractors in reduced mod-
els, the second one use it. In the third experiment, we show that the reduced models
have much better time of testing new examples which mainly depends on a num-
ber of support vectors. Note that for purposes of fair comparison training data of a
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Table 1 Comparison of time of testing new examples for an original and reduced model with
detractors. Column descriptions: a name—a name of the test, a function—a function used for

generating data y1 = ∑dim
i=1 xi, y2 =

(
∑dim

i=1 xi
)kerP

, y3 = 0.5∑dim
i=1 sin10xi +0.5, simT—a number

of random simulations, where training examples are randomly selected (or generated), results
are averaged, ker—a kernel (pol—a polynomial kernel), kerP—a kernel parameter (for a
polynomial kernel it is a dimension, for the RBF kernel it is σ ), trs—a training set size, all—
a number of all data, it is a sum of training and testing data, dm—a dimension of the problem,
s1—an average number of support vectors for the original method, s2—an average number
of support vectors for a method with detractors, im1—improvement as a percentage between
the method with detractors over the without one for training data, im2—improvement as a
percentage between the method with detractors over the without one for testing data, t1—a
time of testing for an original model (in s), t2—a time of testing for a reduced model (in s)

name fun simT ker kerP trs all dm s1 s2 im1 im2 t1 t2

synthetic1 y1 10 lin — 180 300000 4 173 53 1 0.7 3.5 2
synthetic2 y2 10 pol 3 180 300000 4 162 52 1.5 2.4 17 9
synthetic3 y3 10 rbf 0.25 180 300000 4 153 53 8.8 4.2 12 7
abalone1 — 10 lin — 180 4177 8 81 40 5.4 5.2 0 0
abalone2 — 10 pol 3 180 4177 8 155 47 24.3 18.1 0.2 0.1
abalone3 — 10 rbf 0.125 180 4177 8 159 53 14 10.7 0.2 0
cadata1 — 10 lin — 180 20640 8 144 53 7.6 8.6 0.5 0.2
cadata2 — 10 pol 3 180 20640 8 140 53 9.8 0.2 2.2 0.7
cadata3 — 10 rbf 0.125 180 20640 8 147 54 7.7 5.1 2 0.4
housing1 — 10 lin — 180 506 13 66 44 24.2 21.8 0 0
housing2 — 10 pol 3 180 506 13 166 53 76.7 68.5 0 0
housing3 — 10 rbf 0.077 180 506 13 177 54 0.2 0.6 0 0
djia1 — 10 lin — 180 1351 10 74 16 4.5 5.2 0 0
djia2 — 10 pol 3 180 1351 10 121 50 45.5 29.2 0 0
djia3 — 10 rbf 0.1 180 1351 10 166 24 4 2.3 0.2 0

reduced model is the same for both methods. We use the author implementation of
reformulation of the ε-SVR for both methods.

For all data sets, every feature is scaled linearly to [0,1] including an output. For
ε we use a grid search method for finding the best values.

4.1 Comparing Generalization Performance of Reduced Model

The synthetic samples were generated from particular functions with added Gaus-
sian noise for output values. The real world data sets were taken from the Lib-
SVM site [1] [4] except stock price data. They originally come from UCI Machine
Learning Repository and StatLib DataSets Archive. The stock price data consist of
monthly prices of the DJIA index from 1898 up to 2010. We generated the sample
data set as follows: for every month the output value is a growth/fall comparing to
the next month. Every feature i is a percent price change between the month and
the i-th previous month. In every simulation, training data are randomly chosen,
the remaining examples become test data. For p = 70, C = 0.1 the method with
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Fig. 2 A comparison of two methods of removing support vectors for the cadata1 test case
from Table 1 for variable p. On x axis there is a p parameter as a percentage, on y axis there
is a percent difference in misclassified training examples in the left figure, and misclassified
testing examples in the right figure between the original method without removing support
vectors, and the method with removing procedure applied. The line with ’+’ points represents
a random removing method, while the line with ’x’ points represents proposed removing
method with knowledge in the form of detractors

knowledge in the form of detractors has better performance in all tests with similar
number of support vectors (columns im1 and im2), Table 1. The testing performance
improvement varies from 0% to 68%. For variable p the proposed method is also
superior, example results for the cadata1 test are depicted in Fig. 2.

4.2 Comparing Testing Speed Performance of Reduced Model

Testing speed of new examples depends mainly on a number of support vectors.
With less support vectors we achieve testing time reduction. We can see testing
speed improvements (columns t1 and t2) for all tests in Table 1.

5 Conclusions

We derived a reformulation of the ε-SVR as a classification problem with additional
weights. We show experimentally that knowledge in the form of detractors allows to
construct reduced ε-SVR regression models with better generalization performance
than models without that knowledge. Moreover, we show that reduced models lead
to a simpler formulation of a regression function and therefore decreased time of
testing new examples.
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A Parallel GPU-Designed Algorithm
for the Constrained Multiple Sequence
Alignment Problem

Adam Gudyś and Sebastian Deorowicz

Abstract. Modern graphical processing units (GPUs) offer much more computa-
tional power than modern CPUs, so it is natural that GPUs are often used for solving
many computationally-intensive problems. One of the tasks of huge importance in
bioinformatics is sequence alignment. We investigate its variant introduced a few
years ago in which some additional requirement on the alignment is given. As a
result we propose a parallel version of Center-Star algorithm computing the con-
strained multiple sequence alignment at the GPU. The obtained speedup over the
serial CPU relative is in range [20,200].

Keywords: constrained sequence alignment, GPU General Processing.

1 Introduction

Moore’s law shows how the computational power of the top central processing units
(CPUs) has been growing in the past four decades. Currently to sustain this law
CPU vendors use parallelization, as the performance of a single CPU core grew
only slightly in the last decade. Therefore, modern CPUs consist of 4–8 cores and
this number is expected to grow in the near future.

An intensive development of graphical precessing units (GPUs) led to the sit-
uation in which the computational power of a GPU is much larger than the com-
putational power of a CPU. An introduction of CUDA library [13] and OpenCL
language [12] made this power available widely. Moreover, contemporary GPUs
are designed not only for efficient processing of graphics but also (or even primar-
ily) for easy application in general purpose computations. E.g., the 1st, 3rd, and 4th
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places of the Top 500 list of supercomputers from November 2010 occupy machines
composed in part of NVidia’s GPUs.

The algorithms designed for GPUs were proposed for various problems, some of
them in the field of bioinformatics (e.g., [5, 6, 7, 8, 9, 11, 14, 15]). We investigate a
problem of constrained multiple sequence alignment (CMSA), which is a multiple
sequence alignment (MSA) problem with an additional requirement on the result.
To the best of our knowledge there is no CMSA-solving parallel algorithm for the
GPU. The CMSA is used instead of MSA when we have some prior knowledge on
how the alignment should look like. The CMSA problem was formulated in [16] to
compare RNase sequences.

The paper is organized as follows. Section 2 defines the CMSA problem. In
Sect. 3, tools for using GPU computational power for general processing are dis-
cussed. In Sect. 4, we show Center-Star algorithm [1] which is often used to solve
the CMSA problem. In Sect. 5, we introduce a parallel Center-Star algorithm for
the GPU. Section 6 shows the experimental results. The last section concludes the
paper.

2 Constrained Multiple Sequence Alignment Problem

Let all the sequences from the set S = {S1,S2, . . . ,Sk} be over a finite alphabet
Σ . The elements of Σ are called symbols. The length of each sequence Si is
the number of symbols it contains and is denoted by ni or |Si|. Let si

j be the jth
symbol of Si.

An alignment of two sequences S′ and S′′ is defined as a pair of equal-length
sequences S′ and S′′ such that S′ and S′′ can be obtained from S′ and S′′ respectively
by inserting at some positions special symbols ‘–’ called gaps. Given a distance
function δ (x,y) defined for x,y ∈ Σ ∪ {−} the pair-wise score of two sequences
S′ and S′′, both of length n is defined as ∑1≤ j≤n δ (s′j,s′′j ). The values δ (x,−) =
δ (−,x) = wg for any x ∈ Σ , where wg is a gap cost.

A multiple sequence alignment (MSA) of S is a set of equal-length sequences
possibly with inserted gaps: S = {S1,S2, . . . ,Sk}. There is many more than one
‘quality’ measure of a multiple sequence alignment. In this paper we use the most
popular sum-of-pairs (SP) method (see [3] for other possibilities) in which the
total MSA score is a sum of sequence alignment scores for all sequence pairs:

∑1≤i′<i′′≤k ∑1≤ j≤n δ (si′
j ,s

i′′
j ), where n means the length of each of aligned sequences.

In a constrained variant of the MSA, there is an additional, constraining, se-
quence P = p1 p2 . . . pr. It is required that there exists an increasing integer sequence
x1, . . . ,xr (1 ≤ x1 < · · · < xr ≤ n) such that ∀1≤ j≤r,1≤i≤ksi

x j
= p j. Thus, if the aligned

sequences are typed one above the other, as an MSA is usually presented, the col-
umn of index x j contains only p j, for all valid js.

The constrained multiple sequence alignment (CMSA) problem is to find the con-
strained alignment of maximal score. For the case of k = 2 the problem can be solved
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in O(n1n2r) time [1], but in a general case of unbounded number of sequences it
is NP-hard, so it can be solved exactly only for very small values of k and short
sequences. Therefore, various approximate algorithms were proposed. These algo-
rithms were often inspired by MSA-solving methods.

The first approximate algorithm was proposed by Tang et al. [16]. It is a pro-
gressive method, which can be summarized as computing a sequence alignment
(SA) for each pair of sequences (without a constraining sequence) and then merging
the alignments in some way to obtain the CSMA. Its worst-case time complexity
is O(rkn4∗), where n∗ is the longest input sequence length. Center-Star algorithm
by Chin et al. [1] (see Sect. 4 for details) is much faster and gives better scores
also. Its worst-case time complexity is O(Ckn2∗), where C is the total number of oc-
currences of the constraining sequence in all main sequences. Yet other algorithm
was presented in [10]. There were also approaches on exact computation of the
CMSA [1, 4] but they are rather useless for large data due to the worst-case time
complexity O(2krnk∗).

3 General Processing at GPU

CPUs and GPUs are processors of rather different architecture. CPUs are composed
of a few identical and independent cores. Each core has some levels of cache mem-
ory units. The total cache size in a CPU is in order of megabytes, while the global
memory is shared by all cores and is of size of a few gigabytes.

GPUs are composed of multiprocessors.1 Each multiprocessor contains from a
few to a few tens of cores. The cores within a multiprocessor work in a SIMD-like
manner, i.e., each core processes the same instruction on different data. The global
memory is shared by all cores but access to it may be very slow (as is often un-
cached). Moreover, the accesses to the global memory should be made according to
some scenario to maximize performance. There is also a small local memory sepa-
rate for each multiprocessor. It is fast and cached. Finally, the number of registers
per multiprocessor is large (e.g., 32,768 in NVidia GTX 400 series).

The basic execution unit is called a thread. The threads are gathered in blocks
(only the threads from the same block can cooperate). Each block works on a single
multiprocessor but a few blocks can share the multiprocessor. A single execution of
a kernel (a program for a GPU) consists of many blocks, and a thread scheduler al-
locates the blocks to the multiprocessors. The programmer should only prepare the
blocks and pass them to the scheduler. The total number of threads running at a time
should be at least as large as the number of cores but to maximize the performance
it should be a few times larger (which means even 104 threads).

The GPU programming is significantly different than CPU programming (even
for multicore architecture). Therefore, the algorithms for GPUs are usually designed
from scratch rather than are adaptations of serial relatives.

1 There are some differences between the GPUs designed by two dominating vendors: NVidia
and AMD but the big picture is the same.
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Nowadays, there are several alternatives to program the GPUs for general pur-
poses. The most mature is NVidia’s CUDA C/C++ library.2 The main drawback of
CUDA is its low portability. In 2010, the first specification of the OpenCL language
was presented and then implemented by GPU vendors. The OpenCL is a language
for computations in heterogeneous environment which becomes a popular solution.

4 Serial Center-Star Algorithm

The popular Center-Star algorithm [3] for the MSA problem has known approxima-
tion ratio 2(z−1)/z < 2, i.e., the obtained score of the MSA given by this algorithm
is guaranteed to be at most 2 times worse than the score of the optimal (unknown)
MSA. The same holds for Center-Star algorithm by Chin et al. for the CMSA prob-
lem [1], which works as follows:

1. For a candidate sequence S′ ∈ S find all r-tuples 〈x1,x2, . . . ,xr〉, where 1 ≤ x1 <
· · · < xr ≤ |S′|, such that s′x1

s′x2
. . . s′xr

= p1 p2 . . . pr. Then, compute a tuple-score
for each r-tuple as a sum of constrained alignments scores between S′ and all
other sequence S′′ ∈ S . The rule for score calculation is:

D(i, j,γ) = max

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

D(i−1, j −1,γ −1)+ δ (s′i,s′′j ), if xγ = i,s′i = s′′j = pγ ,

D(i−1, j −1,γ)+ δ (s′i,s
′′
j ),

D(i−1, j,γ)+ δ (s′i,−),
D(i, j −1,γ)+ δ (−,s′′j ),

(1)

for 0 < i ≤ |S′|, 0 < j ≤ |S′′|, 0 ≤ γ ≤ r. The boundary conditions are: D(i,0,γ) =
D(0, j,γ) = −∞, D(0, j,0) = j×wg, D(i,0,0) = i×wg for 0 < γ ≤ r, 0 ≤ i < |S′|,
0 ≤ j < |S′′|, where wg is a gap cost. The best r-tuple is the one with maximum
tuple-score.

2. Repeat step 1 for each S′ ∈ S and find a sequence S∗ ∈ S of maximal tuple-
score and the related r-tuple. This is the center sequence.

3. Merge the other sequences with the center sequence (see [1] for details).

The most time-consuming part of Center-Star algorithm is finding the center se-
quence (steps 1–2). In the following subsection, we show how this process can be
parallelized.

5 Our Parallel Algorithm

At the beginning of our parallel Center-Star algorithm, all valid r-tuples for each
sequence of S are determined. This is made at CPU, since this step is very quick.
Then, the descriptions of all possible tasks, each specified by a candidate sequence,
r-tuple and other sequence, are stored in an array and passed to the part of the
algorithm executed at GPU.

2 See www.nvidia.com for a catalog of more than a thousand applications of CUDA.

www.nvidia.com
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Below we show how the score for a single task is determined at GPU. The
nthr threads compute the constrained sequence alignment (CPSA) score of two se-
quences with assumed positions of constraining symbols in one of these sequences
(specified by r-tuple). To compute the score a 3-dimensional dynamic programming
matrix according to (1) needs to be computed. It is, however, easy to notice that due
to the assumed positions of the constraining symbols the space of the dynamic pro-
gramming matrix are effectively reduced and for each pair of coordinates (i, j) the
value of D(i, j,γ) for exactly one γ must be computed, so we can conceptually treat
D as a 2-dimensional matrix. Moreover, because we are interested only in the score,
not the complete alignment, the necessary space for computations is O(|S′|+ |S′′|).

The 2-dimensional matrix is split into strips of sizes |S′| × |S′′|/nthr and each
thread is responsible for computation of a single strip. Due to the dependences in
the dynamic programming matrix the strips must be computed in an anti-diagonal
manner, i.e., if D(i, j,γ) and D(i, j + 1,γ) belongs to different threads the thread
computing D(i, j + 1,γ) must wait until D(i, j,γ) is known. Figure 1 shows an
example.

Iter. 1
Iter. 2

Iter. 2

Iter. 3
Iter. 3

Iter. 3

Iter. 4
Iter. 4

Iter. 4

Thread no. 1 Thread no. 2 Thread no. 3

Fig. 1 Illustration of the order of computations made by threads computing a dynamic pro-
gramming matrix (only the start of threads is shown). Note that consecutive threads start
computations with a delay

One of the limitations on the number of threads per a single block is a size of
fast local memory. Our algorithm uses blocks of maximal possible size. This size
depends on the number of threads designated to work on a single task and the length
of the sequences. A block of threads usually solves more than one task. The value
nthr is a parameter of the algorithm, so we can even set nthr = 1.

6 Experimental Results

The experiments were performed on a computer equipped with Intel Q6600 CPU
clocked at 2.4 GHz and NVidia GTX 480 clocked at 1.4 GHz with 1.5 GB of
global memory and 480 cores. The implementation was prepared in OpenCL lan-
guage. We performed two sets of experiments. In the first, we used the randomly
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generated main sequences of lengths: 100,150, . . . ,350, where the numbers of se-
quences were 4,5, . . . ,10, and the constraining sequence lengths were 2, 3, 4, 5.
Symbols from Σ were uniformly distributed along sequences but the main sequences
were guaranteed to contain a constraint. The obtained results are presented at Fig. 2.
The parallel algorithm was run for various number of threads per single task and
this number appended to GPU- string in figures shows the actual value of nthr.
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Fig. 2 Experimental results for the artificial sequences
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The results show how many times our parallel algorithm for GPU is faster than
the serial CPU algorithm. The observed speedups are in the range from 20 to 200. In
general, the larger the data the better the speedup. It is caused by two facts. Firstly,
the larger number of sequences means much more tasks to compute at GPU and the
computational power of GPU can be better utilized. Secondly, the larger the main
sequences the lesser is the relative waste caused by the delayed startup of threads in
the anti-diagonal computations of a dynamic programming matrix. We can also note
that the speedup for nthr = 1 was rather moderate. In this special case, the number of
threads that can be allocated per each block is small, often smaller than the recom-
mended minimal value and the computational power of multiprocessors is partially
wasted. The best results are usually obtained for the case of nthr = 16.

In the second experiment we used the real data of RNase sequences, the same
as used in [1]. For the characteristics of the data please consult [2]. The results are
presented in Table 1. The observations are similar here. The best is to take 16 threads
for computation of each task and the speedups for this case are from 36 to 109.

Table 1 Experimental results for the real-data set. Times are in ms. Speedups (typed in bold)
are calculated according to serial algorithm for CPU

Serial Parallel (GPU)
(CPU) 1 thr. per set 8 thr. per set 16 thr. per set 32 thr. per set
time time speedup time speedup time speedup time speedup

data set ds0, P = HKH (7 sequences, 732 tasks)
157.15 8.93 17.6 4.46 35.3 4.12 38.1 4.33 36.3

data set ds1, P = HKH (6 sequences, 1850 tasks)
695.68 31.63 22.0 8.80 79.1 16.09 43.2 14.23 48.9

data set ds2, P = HKSH (6 sequences, 2185 tasks)
625.62 20.91 29.9 11.31 55.3 11.01 56.8 11.62 53.8

data set ds3, P = HKH (5 sequences, 3188 tasks)
3153.82 365.38 8.63 41.53 75.9 28.92 109.0 28.56 110.4

data set ds4, P = DGGG (7 sequences, 8034 tasks)
1280.12 59.45 21.5 33.04 38.7 34.83 36.8 39.09 32.7

7 Conclusions

We presented the algorithm that computes in parallel at GPU the first and second
(most time-consuming) stages of Center-Start algorithm for the constrained multiple
sequence alignment problem. The experimental results show that in practice our
algorithm is tens times faster (even up to 200 times) than the serial algorithm for
a CPU. The results look very promising and we plan to parallelize also the last
step of Center-Star algorithm to obtain a fully parallel Center-Star algorithm for the
GPU.

Acknowledgements. This work was partially supported by the European Community from
the European Social Fund.
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Using the Artificial Bee Colony Algorithm
for Determining the Heat Transfer Coefficient

Adam Zielonka, Edyta Hetmaniok, and Damian Słota

Abstract. In this paper we present an application of the Artificial Bee Colony (ABC)
algorithm for solving the inverse heat conduction problem, consisting in determin-
ing the state function and some of the boundary conditions. The ABC algorithm
belongs to the group of swarm intelligence algorithms and is inspired by the tech-
nique of searching for the nectar around the hive by the colony of bees. We propose
to use this algorithm for minimizing the proper functional, which allows to recon-
struct the value of heat transfer coefficient in the successive cooling zones.

Keywords: Swarm Intelligence, ABC algorithm, Inverse Heat Conduction
Problem.

1 Introduction

Swarm Intelligence is a group of algorithms representing a part of the artificial in-
telligence. The expression was formulated by Gerardo Beni and Jing Wang in 1989,
in the context of cellular robotic systems [4] and it denotes the collective behavior
of decentralized, self-organized, natural or artificial individuals. A group of such
individuals can be, for example, the swarms of insects, behavior of which became
an inspiration for inventing such algorithms like the Artificial Bee Colony algorithm
(ABC) or Ant Colony Optimization algorithm (ACO).

The Artificial Bee Colony algorithm imitates the technique of searching for the
nectar around the hive by colony of bees. After localizing some good source of food,
the bee—scout collects a sample of the nectar and returns to the hive for informing
the other bees about the position of the available source. The informing process
happens with the aid of a special waggle dance. Direction of the waggle dance,
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distance of the dance and intensity of the bee’s body vibration during the dance
inform about the location, distance and the quality of the source of food. After the
dance, the bees—viewers leave the hive and fly in the direction of the discovered
source of nectar, whereas the bee scout can stay in the hive or leave it for searching
a new source of food or exploring the discovered one. More detailed knowledge
about the natural inspiration of the ABC algorithm can be found in [10, 9].

The inverse heat conduction problem means the heat conduction problem with
the incomplete mathematical description and it consists in determination of the state
function and some of the boundary conditions [2, 1]. The inverse problem is much
more difficult for solving than the direct heat conduction problem in which the ini-
tial and boundary conditions are known, only the temperature needs to be found.
However, some methods for solving the inverse problem are proposed, like for ex-
ample the Monte Carlo method [6], method applying the Green function [3], molli-
fication method [11], methods based on the wavelets theory [12] or on the genetic
algorithms [13, 14]. Moreover, some non-classical methods of solving the heat con-
duction problems are also proposed in [5]. In papers [8, 7] the authors have applied
the ACO and ABC algorithms, respectively, for minimizing a functional, being an
important part of the proposed method of solving the inverse heat conduction prob-
lem with reconstructing the boundary condition of the second kind. In the current
paper we want to repeat the approach but in order to reconstruct the form of heat
transfer coefficient, which appears in the boundary condition of the third kind.

2 Artificial Bee Colony Algorithm

Let us consider the function F(x), defined in the domain D. We do not need to make
any assumptions about the function, neither its domain, which is one of the ba-
sic advantages of such kinds of algorithms. Points of the domain—vectors x—play
the role of the sources of nectar. Value of the function in the given point—number
F(x)—designates the quality of the source x. Since we are looking for minimum,
as smaller is the value F(x) as better is the source x. Thus, initialization of the
algorithm is the following.

1. Initial data:

• SN—number of the explored sources of nectar (= number of the bees—
scouts, = number of the bees—viewers);

• D—dimension of the source xi, i = 1, . . . ,SN;
• lim—number of ‘corrections’ of the source position xi;
• MCN—maximal number of cycles.

2. Initial population—random selection of the initial sources localization, repre-
sented by the D− dimensional vectors xi, i = 1, . . . ,SN.

3. Calculation of the values F(xi), i = 1, . . . ,SN, for the initial population.
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In the first part of the main algorithm, the bees-scouts explore the domain and
type some number of the points—candidates for the sources of nectar. Every scout
makes some control movements around the selected point to check whether there is
any better source in the neighborhood. After that, the scouts return to the hive for
informing the bees-viewers and wait there for the next cycle.

In the second part of the algorithm, the bees-viewers select the sources with the
given probabilities (as greater as better is the quality of the source), among the
sources discovered by the scouts in the first part. After that, the viewers explore the
selected points by making some control movements around. The operation ends by
choosing the best point—the best source of nectar—in the current cycle.

1. Modification of the sources localizations by the bees—scouts.

a. Every bee—scout modifies the position xi according to the formula:

v j
i = x j

i + φi j

(
x j

i − x j
k

)
, j ∈ {1, . . . ,D},

where: k ∈ {1, . . . ,SN},k �= i and φi j ∈ [−1,1] are randomly selected numbers.
b. If F(vi) ≤ F(xi), then the position vi replaces xi. Otherwise, the position xi

stays unchanged. Steps a) and b) are repeated lim times. We take lim = SN×D.

2. Calculation of the probabilities Pi for the positions xi selected in step 1. We use
the formula:

Pi =
fiti

SN
∑
j=1

fit j

, i = 1, . . . ,SN,

where: fiti =
{ 1

1+F(xi)
, if F(xi) ≥ 0,

1 + |F(xi)|, if F(xi) < 0.

3. Every bee—viewer chooses one of the sources xi, i = 1, . . . ,SN, with the proba-
bility Pi. Of course, one source can be chosen by a group of bees.

4. Every bee—viewer explores the chosen source and modifies its position accord-
ing to the procedure described in step 1.

5. Selection of the xbest for the current cycle—the best source among the sources
determined by the bees—viewers. If the current xbest is better that the one from
the previous cycle, we accept it as the xbest for the whole algorithm.

6. If in step 1, the bee—scout did not improve the position xi (xi did not change), it
leaves the source xi and moves to the new one, according to the formula:

x j
i = x j

min + φi j

(
x j

max − x j
min

)
, j = 1, . . . ,D,

where: φi j ∈ [0,1].

Steps 1–6 are repeated MCN times.
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3 Formulation of the Problem

The considered problem is described by the following heat conduction equation

cρ
∂u
∂ t

(x,t) = λ
∂ 2u
∂x2 (x, t), x ∈ [0,d], t ∈ [0,T ] (1)

with the initial and boundary conditions of the form

u(x,0) = u0, x ∈ [0,d], (2)

∂u
∂x

(0,t) = 0, t ∈ [0,T ], (3)

where c is the specific heat, ρ denotes the mass density, λ is the thermal conductivity
and u, t and x refer to the temperature, time and spatial location. On the boundary
for x = d the boundary condition of the third kind is assumed

−λ
∂u
∂x

(d,t) = α(t)(u(d,t)−u∞), t ∈ [0,T ], (4)

where u∞ describes the temperature of environment and α(t) denotes the heat trans-
fer coefficient depending on time. We assume that the heat transfer coefficient takes
three values αi, i = 1,2,3, in the successive cooling zones. Another sought element
is the distribution of temperature u(x, t) in the considered region. If we set the value
α of heat transfer coefficient the problem, defined by (1)–(4), turns into the direct
problem, solving of which gives the values of temperature ui j = u(xi,t j).

In the approach presented in this paper we propose to solve the direct heat con-
duction problem, described by (1)–(4), by taking the value of heat transfer coef-
ficient as an unknown parameter α . Solution ũi j = ũ(xi,t j) received in this way
depends on the parameter α . Next, we determine the value of α by minimizing the
following functional:

P(α) =

√
m

∑
j=1

(
u(d, t j)− ũ(d, t j)

)2
, (5)

representing the differences between the obtained results ũ and given values u on the
boundary for x = d. For minimizing the functional (5) we use the ABC algorithm.

4 Numerical Example

Presented method will be illustrated by an example with the following values: c =
1000 [J/(kg×K)], ρ = 2679 [kg/m3], λ = 240 [W/(m×K)], T = 1000s, d = 1m,
u0 = 980K and u∞ = 298K. In the inverse problem the values of three parameters
αi, i = 1,2,3, are reconstructed, which describe the value of heat transfer coeffi-
cient in the successive cooling zones. Exact values of the sought parameters are the
following:
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α(t) =

⎧⎨
⎩

250, for t ∈ [0,90],
150, for t ∈ [91,250],
28, for t ∈ [251,1000].

In calculations we are using the measurement values of temperature located on
the boundary for x = 1, read in five series: at every 1 s, 2 s, 5 s, 10 s, and 20 s. For
every series three values of the heat transfer coefficient are reconstructed, one for
each cooling zone. At the start we assume that, for every j = 1,2,3, α j ∈ [0,1000]
and we evaluate the experiment for number of bees SN = 5,10 and 15 and for max-
imal number of cycles MCN = 15. Because of the limited size of the paper we will
present only the results for SN = 5 and for two frontier series, at every 1 s and 20 s.
The approximate values of reconstructed parameters are received by running the
algorithm 30 times and by averaging the obtained results.

Figures 1 and 2 present the relative error of reconstructed values of coefficients
αi, i = 1,2,3, in dependence on the number of cycles, determined according to the
formula:

Δαi = 100
|αi − α̃i|

αi
, i = 1,2,3.

Additionally, for estimating the quality of reconstructed values of state function
ũ(1,t j) in points where the exact values u(1,t) are known, we calculate the absolute
and relative errors of this reconstruction by using the formulas:

δu =

√
m

∑
j=1

(u(1,t j)− ũ(1, t j))2, Δu =
δu√

∑m
j=1 u(1, t j)2

,

where m = 1000,500,200,100,50. Errors Δu for series of control points at every 1 s
and at every 20 s, in dependence on the number of cycles, are displayed in Fig. 3.

2 4 6 8 10 12 14
0

10

20

30

40

cycles

Δ
α

i

Fig. 1 Relative error of reconstruction of coefficients αi (� for α1, � for α2, � for α3) for
the successive cycles—series of the control points with the step 1s

Figure 4 shows the comparison of exact values of state function u(x, t) on the
boundary for x = 1 with the reconstructed values calculated for the series with step
20 s and for 1 and 10 cycles, respectively.
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Fig. 2 Relative error of reconstruction of coefficients αi (� for α1, � for α2, � for α3) for
the successive cycles—series of the control points with the step 20 s

Finally, in Table 1 there are compiled the errors of reconstruction of the coef-
ficients αi and values of the state function in given control points received in the
successive cycles for the number of bees SN = 5 and for the series with step 1 s and
20 s.
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Fig. 3 Relative errors of reconstruction of the state function in control points for the succes-
sive cycles—series with the step 1 s (top) and with the step 20 s (bottom)
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Fig. 4 Comparison of the given u(1,t j) (dots) and reconstructed (solid line) values of the state
function received for 1 cycle (top figure) and for 10 cycles (bottom figure) for the series with
the step 20s

Table 1 Errors of reconstruction of the coefficients αi and values of the state function received
in the successive cycles for SN = 5 and for the series with step 1 s and 20 s

step 1 s step 20 s
cycles maxΔαi [%] δu[K] Δu[%] maxΔαi [%] δu[K] Δu[%]

1 13.41274 252.19404 0.00829 13.41274 163.21137 0.00537
2 3.52306 172.57908 0.00568 3.52306 72.27678 0.00238
3 0.77487 61.39577 0.00202 0.77487 36.79589 0.00121
4 0.17617 27.62271 0.00091 0.17617 18.38554 0.00060
5 0.02276 7.74394 0.00025 0.02276 10.55098 0.00034
6 0.00748 3.53197 0.00012 0.00748 8.25272 0.00027
7 0.00435 1.37580 0.00006 0.00436 7.62810 0.00025
8 0.00077 1.76568 0.00006 0.00076 2.24038 0.00007
9 0.00025 0.53387 0.00002 0.00025 0.81687 0.00003

10 0.00007 0.22568 7.42×10−6 0.00007 0.65820 0.00002
11 0.00003 0.10736 3.53×10−6 0.00003 0.66265 0.00002
12 6.12×10−6 0.07920 2.61×10−6 6.12×10−6 0.28356 9.33×10−6

13 3.28×10−6 0.05577 1.83×10−6 3.28×10−6 0.19937 6.56×10−6

14 4.54×10−7 0.00437 1.44×10−7 4.54×10−7 0.12926 4.25×10−6

15 1.90×10−7 0.00514 1.69×10−7 1.90×10−7 0.13664 4.49×10−6
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5 Conclusions

In this paper we have presented the method of determining the heat transfer coef-
ficient by using the ABC algorithm as a tool of minimizing the proper functional,
which is a crucial part of the proposed approach. Results received for the example
in which three values of the unknown coefficients in three successive cooling zones
were reconstructed are satisfying for five series of control points with different step
and for different numbers of bees in the algorithm. The obtained results show that
the similarly good reconstruction of the unknown coefficients and of the state func-
tion values can be received for the dense series of measurement points (at every 1 s)
as well as for the rare series (at every 20 s) and even for relatively small number of
bees SN = 5 (for SN = 10 and SN = 15 the results are, certainly, also very good, but
calculation time is longer).

Additionally, it is worth to mention that an indisputable advantage of the ABC
algorithm is, besides the effectiveness and relative simplicity, its universality. The
only assumption needed by this algorithm is the existence of solution.
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Parallel Independent Simulated Annealing
Searches to Solve the VRPTW

Bożena Wieczorek

Abstract. The vehicle routing problem with time windows (VRPTW) is a combi-
natorial optimization problem in which the number of vehicles and the total distance
travelled by the vehicles are to be minimized. The objective of this work is to im-
prove the parallel algorithm of independent searches to get a better accuracy of
solutions to the problem. The accuracy of solutions is measure by their proximity to
the best solution found so far. The algorithm of independent searches with constant
length of the cooling stage (ISC) is proposed. The computational experiments were
carried out on the R109, R110 and R202 test instances by Solomon.

Keywords: parallel simulated annealing, vehicle routing problem with time win-
dows, bicriterion optimization, parallel computing.

1 Introduction

The vehicle routing problem with time windows (VRPTW) considered in this work
is a variant of the classical vehicle routing problem (VRP). The VRPTW can be
described as a problem of finding a set of routes which serves a set of customers.
For each customer a time interval for service, called the time window, is defined.
The VRPTW is an NP-hard bicriterion optimization problem in which the number
of routes (vehicles) and the total distance of routes are minimized. The objective
function is hierarchical, i.e. the number of routes should be minimized in the first
place. Among the solutions with the same number of routes the solution of the min-
imum total distance of routes is chosen. In the literature a variety of heuristic and
metaheuristic approaches to solve the VRPTW is proposed, e.g. local search [2, 5],
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genetic algorithms [1], tabu search [11, 6], evolution strategies [9, 3], ant colony
systems [8], constraint programming [10] and simulated annealing [4].

The results of this work extend previous results reported in [7, 12], where algo-
rithms of independent searches and co-operating searches were investigated. For
most of Solomon’s VRPTW tests (http://w.cba.neu.edu/~msolomon/
problems.htm) co-operation of processes in parallel simulated annealing yields
solutions of good accuracy. However, there are 7 tests for which shorter anneal-
ing chains1 influence significantly the accuracy of solutions. For tests R109, R110,
R202, RC102, RC104, RC108, and RC202 despite the co-operation between pro-
cesses, the best results were obtained for the smallest number of processes used.
The aim of this work is to improve the algorithm of independent searches and ap-
ply it to the test instances for which the co-operation of parallel processes does not
compensate for shorter annealing chains.

In Sect. 2 the VRPTW is formulated. Section 3 describes a sequential annealing
algorithm. In Sect. 4 two parallel algorithms of independent searches are proposed.
Section 5 describes the empirical results and Sect. 6 concludes the work.

2 Problem Formulation

The VRPTW is formulated as follows. There is a central depot of cargo and n cus-
tomers located at the specified distances from the depot. The locations of the depot
(i = 0) and the customers (i = 1,2, . . . ,n), the shortest distances di, j and the cor-
responding travel times ti, j between any two locations i and j are given. The cargo
have to be delivered to (or picked up from) each customer i according to the delivery
demand qi by a fleet of K vehicles. Each vehicle serves a subset of customers on the
route which begins and ends at the depot. The vehicles have the same capacity Q.
For each customer a service time window [ai, bi] and a service time hi are defined. ai

and bi determine, respectively, the earliest and the latest time for start servicing. The
vehicle can arrive at the customer before the time window, but in such a case it has
to wait until time ai when the service can begin. The aim is to find the set of routes
which guarantees the delivery of cargo to all customers and satisfies the time win-
dow and vehicle capacity constraints. Furthermore, the size of the set equal to the
number of vehicles needed (primary goal) and the total travel distance (secondary
goal) should be minimized. More formally, the aim is to:

minimize K, and then (1)

minimize ∑n
i=0 ∑n

j=0, j �=i ∑
K
k=1 di, jxi, j,k, (2)

where a decision variable xi, j,k is 1 if vehicle k travels from customer i to j, and 0
otherwise.

1 To keep the cost of parallel computations constant the number of steps with constant tem-
perature of annealing is decreased with an increase of the number of processes.

http://w.cba.neu.edu/~msolomon/
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3 Sequential Simulated Annealing

The application of simulated annealing to solve the VRPTW is as follows. The pro-
cess of simulated annealing is divided into two phases. Each phase consists of some
number of cooling stages, and each cooling stage consists of some number of an-
nealing steps. The main goal of phase 1 is minimizing the number of routes of the
solution, whereas phase 2 minimizes the total length of these routes. However in
phases 1 and 2 both the number of routes and the total length of routes can be
reduced. An initial solution to the problem is found by making use of some heuris-
tics. On every annealing step a neighbour solution is determined by moving one or
more customers among the routes. Both the customers and the routes are chosen
randomly. Generally, in simulated annealing the neighbour solutions of lower costs
obtained in this way are always accepted. The solutions of higher costs are accepted
with the probability

e− δ
Ti , (3)

where Ti, i = 0,1, . . . , imax, is a parameter called a temperature of annealing, which
falls from some initial value T0 according to the formula Ti+1 = β Ti, where β (β < 1)
is a constant and δ denotes an increase of the solution cost. The sequence of Ti

is called a cooling schedule and a sequence of steps for which a temperature of
annealing remains constant is called a cooling stage. Equation (3) implies that large
increases of the solution cost are more likely to be accepted when Ti is high. As Ti

approaches zero most uphill moves are rejected.
The cost of a solution s in phase 1 of our algorithm is computed as:

cost1(s) = c1N + c2D+ c3(r1 − r̄) (4)

and in phase 2 as:

cost2(s) = c1N + c2D, (5)

where N is the number of routes in solution s (equal to the number of vehicles
needed), D is the total travel distance of the routes, r1 is the number of customers
in a route which is tried to be removed, r̄ is an average number of customers in all
routes, and c1, c2, c3 are some constants. Since the basic criterion of optimization is
the number of routes, it is assumed that c1 � c2.

The sequential algorithm of annealing halts if a specified number of cooling
stages, a f , is executed. Contrary to the classical approach the best solution found
during the whole annealing is memorized (Fig. 1).

4 Parallel Simulated Annealing

The two algorithms for parallel simulated annealing are as follows.
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1 Create the initial_solution;
2 solution ← initial_solution;
3 best_solution ← initial_solution;
4 for f ← 1 to 2 do {phase 1 and 2}
5 T ← T0, f ; {initial temperature}
6 repeat
7 for i ← 1 to L do
8 annealing_step f (solution, best_solution);
9 end for;
10 T ← β f × T ; {temperature reduction}
11 until a f cooling stages are executed;
12 end for;

13 procedure annealing_step f (solution, best_solution);
14 Create new_solution as a neighbour to solution;
15 δ ← cost f (new_solution)−cost f (solution);
16 x ← random (0, 1);
17 if (δ < 0) or (x < e−δ/T )
18 solution ← new_solution;
19 if cost f (new_solution) < cost f (best_solution)
20 best_solution ← new_solution;
21 end if;
22 end if;
23 end annealing_step f ;

Fig. 1 Sequential simulated annealing for the VRPTW

4.1 Independent Searches with Reduced Length
of the Cooling Stage

Let us assume that p processes, p = 4,8,16, and 20, can be executed and each of
them is capable of generating its own sequence of annealing stages. The algorithm of
independent searches (ISR) consists in executing p independent annealing processes
and taking as the final result the best solution among the solutions found by the
processes (Fig. 2). The processes Pj, j = 0,1,2, . . . , p−1, carry out the independent
annealing searches using different initial solutions and the same cooling schedule
as in the sequential algorithm (see Sect. 3). In order to keep the cost of parallel
computations constant the length of a cooling stage is decreased with an increase
of the number of processes. At each temperature process Pj executes L = 4E/p
annealing steps in each phase of the algorithm, where E = 100000 is a constant
(lines 2 and 8-10). On the completion process Pj sends its best local solution to
process P0 (line 16). The process P0 chooses the best solution in the set of best local
solutions and returns it as the final result (line 20).
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PROCESSES Pj , j = 0,1,2, . . . , p−1:
1 Create initial_solution j ;
2 L ← 4E/p; {the length of a cooling stage}
3 solution j ← initial_solution j;
4 best_local_solution j ← initial_solution j;
5 for f ← 1 to 2 do {Phase 1 and 2}
6 T ← T0, f ; {initial temperature of annealing}
7 repeat {a cooling stage}
8 for i ← 1 to L do
9 annealing_step f (solution j , best_local_solution j);
10 end for;
11 T ← β f × T ; {temperature reduction}
13 until a f cooling stages are executed;
14 end for;
15 if j �= 0
16 Send best_local_solution j to process P0;
17 else
18 Receive best_local_solution j from processes Pj, j = 1,2, . . . , p−1;
19 Choose the best solution among best_local_solution j , j = 0,1,2, . . . , p−1;
20 Return the best solution;
21 end if;

Fig. 2 Parallel independent searches with reduced length of the cooling stage

4.2 Independent Searches with Constant Length
of the Cooling Stage

In the algorithm of independent searches with constant length of the cooling stage
(ISC) the cooling schedule and the number of cooling stages are modified. Each pro-
cess Pj starts with a different initial temperature T0∗ = β jT0, j ∈ {0,1,2, . . . , p−1}
and then the temperature of annealing falls according to the formula Ti+1∗ = β pTi∗ .
Processes execute 4a f /p cooling stages, each cooling stage consists of E annealing
steps (Fig. 3). Clearly, in the ISC algorithm each process explores the solution space
using different temperatures of annealing (comparing to other processes). Each tem-
perature of the original cooling schedule (Ti) is investigated.

5 Experimental Results

Parallel algorithms of independent searches were implemented using C language
and Intel MPI library. The following values of parameters were used: c1 = 40000,
c2 = 1, c3 = 50, E = 100000, a1 = 50, a2 = 100, β1 = 0,95, β2 = 0,98. The compu-
tational experiments were performed on a cluster of 11 nodes, each equipped with
Intel R© CoreTM2 Quad 2.4 GHz processor. The computational experiments were
carried out on the R109, R110, R202 test instances. The overall number of exper-
iments performed for each test instance and each algorithm was 5000, 5 series of
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PROCESSES Pj , j = 0,1,2, . . . , p−1:
1 Create initial_solution j ;
2 L ← E; {the length of a cooling stage}
3 solution j ← initial_solution j;
4 best_local_solution j ← initial_solution j;
5 for f ← 1 to 2 do {Phase 1 and 2}
6 T ← β jT0, f ; {initial temperature of annealing}
7 repeat {a cooling stage}
8 for i ← 1 to L do
9 annealing_step f (solution j , best_local_solution j);
10 end for;
11 T ← β j

f × T ; {temperature reduction}
13 until 4a f /p cooling stages are executed;
14 end for;
15 if j �= 0
16 Send best_local_solution j to process P0;
17 else
18 Receive best_local_solution j from processes Pj, j = 1,2, . . . , p−1;
19 Choose the best solution among best_local_solution j , j = 0,1,2, . . . , p−1;
20 Return the best solution;
21 end if;

Fig. 3 Parallel independent searches with constant length of the cooling stage

1000 experiments (for p = 4,8,16,20 and for the sequential algorithm, p = 1). For
each test and a given number of processes, p, the mean value of total distances for
solutions with the minimum number of routes, ȳ, the number of hits into the best
solution2, H and the speedup, S, were calculated.

The results of experiments are shown in Table 1. It can be seen for the R109,
R110 and R202 test instances that the ISC algorithm gives results of better accuracy
with respect to the mean value of total distances of routes. For every number of
processes the value of ȳ is smaller as compared to the ISR algorithm. In most cases
the number of hits into the best solution, H, is better for the ISC as well. Let us
compare the results obtained for the growing number of parallel processes and the
ISC algorithm. For the R109 and R110 test instances one can see the loss of the
accuracy as the number of processes grows up. For these tests despite the constant
length of the cooling stage, the final solutions worsen as in the ISR algorithm. More
satisfactory results are obtained for the R202 test. The larger number of processes
executed in parallel does not influence the accuracy of solutions. The value of ȳ
is almost constant for every number of processes. However, the speedups achieved
for this test and p = 4,8, and 16 are worse as compared to other tests and the ISR
algorithm.

2 The best solutions for tests R109, R110 and R202 are respectively 1194.73 (11 vehicles),
1118.59 (10 vehicles) and 1191.70 (3 vehicles).
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Table 1 Experimental results for R109, R110 and R202 test instances (p—number of pro-
cesses, L—length of the cooling stage, I1, I2—number of cooling stages in phase 1 and phase
2, ȳ—mean value of total distances, H—number of hits into the best solution, S—speedup)

a) Test R109

ISR algorithm ISC algorithm
p L I1 I2 ȳ H S p L I1 I2 ȳ H S
4 E a1 a2 1205.25 214 3.9 4 E a1 a2 1205.05 205 3.9
8 E/2 a1 a2 1209.78 131 6.6 8 E a1/2 a2/2 1205.14 208 7.7

16 E/4 a1 a2 1216.85 43 11.8 16 E a1/4 a2/4 1211.64 71 12.3
20 E/5 a1 a2 1219.65 24 14.6 20 E a1/5 a2/5 1213.65 67 15.8

b) Test R110

ISR algorithm ISC algorithm
p L I1 I2 ȳ H S p L I1 I2 ȳ H S
4 E a1 a2 1138.89 48 3.8 4 E a1 a2 1136.01 73 3.9
8 E/2 a1 a2 1142.37 17 6.3 8 E a1/2 a2/2 1142.07 17 5.6

16 E/4 a1 a2 1153.23 2 11.5 16 E a1/4 a2/4 1149.48 6 14.6
20 E/5 a1 a2 1156.07 2 16.2 20 E a1/5 a2/5 1150.47 3 17.4

c) Test R202

ISR algorithm ISC algorithm
p L I1 I2 ȳ H S p L I1 I2 ȳ H S
4 E a1 a2 1198.78 66 3.6 4 E a1 a2 1198.69 51 2.8
8 E/2 a1 a2 1203.67 20 6.4 8 E a1/2 a2/2 1198.09 50 5.3

16 E/4 a1 a2 1202.92 11 13.8 16 E a1/4 a2/4 1198.16 39 10.1
20 E/5 a1 a2 1211.58 10 16.0 20 E a1/5 a2/5 1198.41 28 16.0

6 Conclusions

Parallel simulated annealing algorithms of independent searches to solve the
VRPTW were investigated. The aim was to improve the algorithm of independent
searches to get a better accuracy of solutions for larger number of processes. The
computational experiments were carried out on the R109, R110 and R202 test in-
stances by Solomon. For these tests the co-operation of parallel processes does not
compensate for shorter annealing chains performed by growing number of processes
(as reported in [7, 12]). The algorithm of independent searches with constant length
of the cooling stage was proposed (ISC). The results obtained by the ISC algorithm
were better comparing to the ISR algorithm. However, only for the R202 test in-
stance the increasing number of parallel processes did not influence the accuracy of
solutions. The speedups achieved for the algorithms should be better as the parallel
processes do not communicate while executing their annealing chains. This problem
needs further research. The areas of further investigations include also modification
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of the ISC algorithm in order to use communication and simulate the behaviour of
the sequential annealing.
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Merging Adjacency Lists
for Efficient Web Graph Compression

Szymon Grabowski and Wojciech Bieniecki

Abstract. Analysing Web graphs meets a difficulty in the necessity of storing a
major part of huge graphs in the external memory, which prevents efficient random
access to edge (hyperlink) lists. A number of algorithms involving compression
techniques have thus been presented, to represent Web graphs succinctly but also
providing random access. Our algorithm belongs to this category. It works on con-
tiguous blocks of adjacency lists, and its key mechanism is merging the block into a
single ordered list. This method achieves compression ratios much better than most
methods known from the literature at rather competitive access times.

Keywords: graph compression, random access.

1 Introduction

Development of succinct data structures is one of the most active research areas in
algorithmics in the last years. A succinct data structure shares the interface with
its classic (non-succinct) counterpart, but is represented in much smaller space, via
data compression. Successful examples along these lines include text indexes [15],
dictionaries, trees and graphs [14]. Queries to succinct data structures are usu-
ally slower (in practice, although not always in complexity terms) than using non-
compressed structures, hence the main motivation in using them is to allow to deal
with huge datasets in the main memory.

One particular huge object of significant interest is the Web graph. This is a di-
rected unlabeled graph of connections between Web pages (i.e., documents), where
the nodes are individual HTML documents and the edges from a given node are the

Szymon Grabowski · Wojciech Bieniecki
Computer Engineering Department, Technical University of Łódź,
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outgoing links to other nodes. We assume that the order of hyperlinks in a document
is irrelevant. Web graph analyses can be used to rank pages, fight Web spam, detect
communities and mirror sites, etc.

As of May 2011, it is estimated that Google’s index has about 32 billion web-
pages1. Assuming 20 outgoing links per node, 5-byte links (4-byte indexes to other
pages are simply too small) and pointers to each adjacency list, we would need more
than 3.2 TB of memory, ways beyond the capacities of the current RAM memories.

2 Related Work

We assume that a directed graph G = (V,E) is a set of n = |V | vertices and m = |E|
edges. The earliest works on graph compression were theoretical, and they usually
dealt with specific graph classes (e.g. planar ones). The first papers dedicated to Web
graph compression, which appeared around 2000, pointed out some redundancies
in the graph, e.g., that successive adjacency lists tend to have nodes in common, if
they are sorted in URL lexicographical order, but they failed to achieve impressive
compression ratios.

One of the most efficient (and most often used as a reference in newer works)
compression schemes for Web graph was presented by Boldi and Vigna [6] in 2003.
Their method (BV) is likely to achieve around 3 bpe (bits per edge), or less, at link
access time below 1 ms at their 2.4 GHz Pentium4 machine. Of course, the com-
pression ratios vary from dataset to dataset. Based on WebGraph datasets [4], Boldi
and Vigna noticed that similarity is strongly concentrated; typically, either two adja-
cency (edge) lists have nothing or little in common, or they share large subsequences
of edges. To exploit this redundancy, one bit per entry on the referenced list is used,
to denote which of its integers are copied to the current list, and which are not.
Those bit-vectors tend to contain runs of 0s and 1s, and thus are compressed with
a sort of RLE (run-length encoding). The integers on the current list which didn’t
occur on the referenced list are stored too; intervals of consecutive integers are also
encoded in an RLE manner, while the numbers which do not fall into any interval
(residuals) are differentially encoded. Finally, the BV algorithm allows to select as
the reference list one of several previous lines; the size of the window is one of the
parameters of the algorithm posing a tradeoff between compression ratio and com-
pression/decompression time and space. Another parameter affecting the results is
the maximum reference count, which is the maximum allowed length of a chain of
lists such that one cannot be decoded without extracting its predecessor in the chain.

Claude and Navarro [11] took a totally different approach of grammar-based
compression. In particular, they focus on rule-based Re-Pair [13] and dictionary-
based LZ78 compression schemes, getting close, and sometimes even below, the
compression ratios of Boldi and Vigna, while achieving much faster access times.
To mitigate one of the main disadvantages of Re-Pair, high memory requirements,
they develop an approximate variant of this algorithm.

1 http://www.worldwidewebsize.com/

http://www.worldwidewebsize.com/
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When compression is at a premium, one may acknowledge the work of Asano et
al. [3] in which they present a scheme creating a compressed graph structure smaller
by about 20–35 % than the BV scheme with unbounded reference chains (best com-
pression but also impractically slow). The Asano et al. scheme perceives the Web
graph as a binary matrix (1s stand for edges) and detects 2-dimensional redundan-
cies in it, via finding several types of blocks in the matrix. The algorithm compresses
the data of intra-hosts separately for each host, and the boundaries between hosts
must be taken from a separate source (usually, the list of all URL’s in the graph),
hence it cannot be justly compared to other algorithms mentioned here. Worse, re-
trieval times per adjacency list are much longer than for other schemes, from 2.3
to 28.7 milliseconds (Core2 Duo E6600 2.4 GHz, Java implementation), depending
on a dataset: the longest time is even longer than hard disk access time! It seems
that the retrieval times can be reduced (and made more stable across datasets) if the
boundaries between hosts in the graph are set artificially, in more or less regular
distances, but then also the compression ratio is likely to drop.

Also excellent compression results were achieved by Buehrer and Chellapilla [9],
who used grammar-based compression. Namely, they replace groups of nodes ap-
pearing in several adjacency lists with a single ‘virtual node’ and iterate this proce-
dure; no access times were reported in that work, but according to findings in [10]
they should be rather competitive and at least much shorter than of the algorithm
from [3], with compression ratio worse only by a few percent.

Apostolico and Drovandi [2] proposed an alternative Web graph ordering, re-
flecting their BFS traversal (starting from a random node) rather than traditional
URL-based order. They obtain quite impressive compressed graph structures, often
by 20–30% smaller than those from BV at comparable access speeds. Interestingly,
the BFS ordering allows to handle the link existential query (testing if page i has a
link to page j) almost twice faster than returning the whole neighbor list. Still, we
note that using non-lexicographical ordering is probably harmful for compact stor-
ing of the webpage URLs themselves (a problem accompanying pure graph structure
compression in most practical applications).

Anh and Moffat [1] devised a scheme which seems to use grammar-based com-
pression in a local manner. They work in groups of h consecutive lists and perform
some operations to reduce their size (e.g., a sort of 2-dimensional RLE if a run of
successive integers appears on all the h lists). What remains in the group is then en-
coded statistically. Their results are very promising: graph representations by about
15–30 % (or even more in some variant) smaller than the BV algorithm with prac-
tical parameter choice (in particular, Anh and Moffat achieve 3.81 bpe and 3.55 bpe
for the graph EU) and reported comparable decoding speed. Details of the algorithm
cannot however be deduced from their 1-page conference poster.

Some recent works focus on graph compression with support for bidirectional
navigation [8, 10] and experiments show that this approach uses significantly less
space (3.3–5.3 bits per link) than the Boldi and Vigna scheme applied for both direct
and transposed graph, at the average neighbor retrieval times of 2–15 microseconds
(Pentium4 3.0 GHz).
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The smallest compressed Web graph datasets (only EU-2005 and Indochina-2004
used in the experiments) were reported by Grabowski and Bieniecki [12]; their best
results were about 1.7 bpe and 0.9 bpe (including offsets to compressed chunk be-
ginnings) for those graphs, respectively, which is 2.5–3 times less than from BV
variant with fast access. The algorithm (called SSL for ‘Similarity of Successive
Lists’) exploits similar ideas to BV, but uses Deflate (zip) compression on chunks
of byproducts at its last phase. Unfortunately, the price for those record-breaking
compression ratios is random list access time, two orders of magnitude longer than
in BV.

3 Our Algorithm

We present an algorithm (Alg. 1, LM stands for ‘List Merging’) that works locally,
in blocks having the same number of adjacency lists, h (at least in this aspect our
algorithm resembles the one from [1]).

Given the block of h lists, the procedure converts it into two streams: one stores
one long list consisting of all integers on the h input lists, without duplicates, and
the other stores flags necessary to reconstruct the original lists. In other words, the
algorithm performs a reversible merge of all the lists in the block.

The long list is compacted: differentially encoded, zero-terminated and submit-
ted to a byte coder, using 1, 2 or b bytes per codeword, where b is the smallest
number of bytes sufficient to handle any node number in a given graph (in prac-
tice, this means b = 4 except for the smallest dataset, EU-2005, where b = 3 was
enough).

The flags describe to which input lists a given integer on the output list belongs;
the number of bits per each item on the output list is h, and in practical terms we
assume h being a multiple of 8 (and even additionally a power of 2, in the experi-
ments to follow). The flag sequence does not need any terminator since its length is
defined by the length of the long list, which is located earlier in the output stream.
For example, if the length of the long list is 91 and h = 32, the corresponding flag
sequence has 364 bytes.

Those two sequences, the compacted long list and the (raw) flag sequence, are
concatenated and compressed with the Deflate algorithm.

One can see that the key parameter here is the block size, h. Using a larger h lets
exploit a wider range of similar lists but also has two drawbacks. The flag sequence
gets more and more sparse (for example, for h = 64 and the EU-2005 crawl, as
much as about 68 % of its list indicators have only one set bit out of 64!), and the
Deflate compressor is becoming relatively inefficient on those data. Worse, decoding
(including decompression) larger blocks takes longer time.
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Alg. 1 GraphCompressLM(G,h).

1 outF ← [ ]
2 i ← 1
3 for linei, linei+1, . . . , linei+h−1 ∈ G do
4 tempLine1 ← linei ∪ linei+1 ∪ . . .∪ linei+h−1
5 tempLine2 ← removeDuplicates(tempLine1)
6 longLine ← sort(tempLine2)
7 items ← diffEncode(longLine) + [0]
8 outB ← byteEncode(items)
9 for j ← 1 to |longLine| do
10 f [1 . . . |longLine|] ← [0,0, . . . ,0]
11 for k ← 1 to h do
12 if longLine[ j] ∈ linei+k−1 then f [k] ← 1
13 append(outF, bitPack( f ))
14 compress(concat(outB, outF))
15 outF ← [ ]
16 i ← i+h

4 Experimental Results

We conducted experiments on the crawls EU-2005, Indochina-2004 and UK-2002
[4], downloaded from the WebGraph project.2 The main characteristics of those
datasets are presented in Table 1.

Table 1 Selected characteristics of the datasets used in the experiments

Dataset EU-2005 Indochina-2004 UK-2002
Nodes 862,664 7,414,866 18,520,486
Edges 19,235,140 194,109,311 298,113,762
Edges / nodes 22.30 26.18 16.10
% of empty lists 8.31 17.66 14.91
Longest list length 6985 6985 2450

The main experiments were run on a machine equipped with an Intel Core 2
Quad Q9450 CPU, 8 GB of RAM, running Microsoft Windows XP (64-bit). Our
algorithms were implemented in Java (JDK 6). A single CPU core was used by
all implementations. As seemingly accepted in most reported works, we measure
access time per edge, extracting many (100,000 in our case) randomly selected ad-
jacency lists and summing those times, and dividing the total time by the number of
edges on the required lists. The space is measured in bits per edge (bpe), dividing
the total space of the structure (including entry points to blocks) by the total number
of edges. Throughout this section by 1 KB we mean 1000 bytes.

2 http://webgraph.dsi.unimi.it/

http://webgraph.dsi.unimi.it/
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We tested the following algorithms:

• The Boldi and Vigna algorithm [6], variant (7,3), i.e., the sliding window size is
7 and the maximum reference count 3,

• The Apostolico and Drovandi algorithm [2], using BFS webpage ordering, with
parameter l (the number of nodes per compressed block) set to {4,8,16,32,1024}
and parameter r (the root of the BFS) set to 0,

• The variant offering strongest compression from our earlier work [12], SSL 4b,
• Our algorithm (LM) from this work, with 8, 16, 32 and 64 lists per chunk.

We used the implementations publicly available from the authors of the respective
algorithms. Note that all those implementations were written in Java, which makes
the comparison fair.

Table 2 Comparison of Web graph compressors. Compression ratios in bits per edge and
average access times per edge are presented. Offset data are included

Dataset EU-2005 Indochina-2004 UK-2002
bpe time [μs] bpe time [μs] bpe time [μs]

BV (7,3) 5.679 0.227 2.411 0.181 3.567 0.262
BFS, l4 4.325 0.242 2.331 0.147 3.369 0.307
BFS, l8 3.561 0.227 1.860 0.179 2.627 0.260
BFS, l16 3.169 0.351 1.615 0.264 2.242 0.343
BFS, l32 2.969 0.617 1.488 0.420 2.042 0.542
BFS, l1024 2.776 15.425 1.363 9.979 1.851 12.338
SSL 4b 1.692 22.276 0.907 23.521 1.678 23.654
LM8 3.814 0.179 2.207 0.136 3.490 0.196
LM16 2.963 0.265 1.668 0.166 2.733 0.253
LM32 2.373 0.453 1.320 0.252 2.241 0.395
LM64 2.008 0.815 1.097 0.429 1.925 0.654

Several conclusions can be drawn from the results. BFS and LM seem to be the
best choices, considering the tradeoff between space and access time. When access
time is at a premium, those two are comparable, with a slight advantage of LM
(with 8 or 16 lists, confronted with BFS −l4 or −l8). When stronger compression
is required, LM reaches bpe results rather inaccessible to BFS, with the exception
of the UK-2002 dataset. In the latter case, the BFS –l1024 archive is by 4 % smaller
than LM64 archive, for the price of 19 times longer average access time.

By default, BFS is a randomized algorithm and there are minor yet noticable
differences in its produced compressed graph sizes. Fixing the parameter r makes
the results deterministic. To avoid guessing, we simply set it to 0.

The oldest algorithm, BV, may seem slightly dated, but we note the work [5]
from the same team, where they showed that non-URL based ordering can lead to
compressed Web graphs about 10 % smaller using their old baseline scheme (in a
practical variant), and even up to 35 % smaller in case of transposed graphs. BFS
plays in the same league and reordering of nodes is its core feature. It should be
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stressed that using a different ordering than by URLs arranged lexicographically
may spoil the compression of URLs themselves; a practically important but oft-
neglected factor (a recent work pointing out this issue with some solutions tested
is [7]).

As expected, our earlier algorithm, SSL 4b, remains the strongest but also defi-
nitely the slowest competitor. It also uses Deflate compression in its final phase. We
note that the results of SSL 4b, nevertheless, are somewhat better (mostly in access
time but also slightly in compression) than in our previous paper, which is due to re-
moving some inefficiency in its Deflate invocation. BV (7,3) timings are also better
than in our previous tests on the same machine and using the same methodology, a
fact for which we do not find a good explanation. Perhaps this might be due to an
update of JDK 6 version.

Finally, we replaced Deflate in our LM algorithm with LZMA3, known as one
of the strongest LZ77-style algorithms. Unfortunately, we were disappointed: only
with chunk size of 64 lists LZMA proved better than Deflate (from 4 % to 6 %)
but the access times were more than 3 times longer. With smaller chunks, the De-
flate algorithm was usually better in compression (the smaller chunks the greater its
advantage) while the access times revealed the same pattern as above.

5 Conclusions

We presented a surprisingly simple yet effective Web graph compression algorithm,
LM. Varying a single and very natural parameter (chunk size, in the number of lists)
we can obtain several competitive space-time tradeoffs. As opposed to some other
alternatives (in particular, BFS), LM does not reorder the graph. Still, it could be
quite interesting to run LM over a permuted graph, making use of the conclusions
drawn in [5].

Our algorithm works locally. In the future we are going to try to squeeze out some
global redundancy while compressing the LM byproducts. A natural candidate for
such experiments is the RePair algorithm [13, 11]. Other lines of research we are
planning to follow are Web graph compression with bidirectional navigation and
efficient compression of URLs.

Acknowledgements. The work was partially supported by the Polish Ministry of Science
and Higher Education under the project N N516 477338 (2010–2011).
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AdaBoost Ranking Results Improvement
by Pairwise Classifiers
for Web Page Classification

Tomasz Gąciarz, Krzysztof Czajkowski, and Maciej Niebylski

Abstract. The article concerns the analysis of information describing the web
pages. The aim of the analysis is to support the process of their classification. Pages
belonging to the specific class are characterized by the similar ‘style’ in terms of
the form or the type of content presentation. Various characteristics are taken into
account including inter alia, structural, visual, text, web and links features. During
the construction of classifiers the AdaBoost algorithm was applied to create ranking
list of classifiers. Then the pairwise classifiers were used to improve final classi-
fication. The paper presents the implementation of this solution and the results of
experiments.

Keywords: Web page, features extraction, classification, AdaBoost.

1 Introduction

The number and variety of web pages available on the Web causes that the search
for the desired content is becoming increasingly difficult. Available search engines
based on user’s keywords or phrases does not always provide satisfactory results.
Because of high computational effort it will be problematic to use the method ‘on
the fly’ for genre classification of every single search result as a post-processing step.
However our system was design as a tool for web classification in pre-processing
step. This kind of pre-processing is sometimes highly demanded by some users
(police for example). The web genre classification can be done periodically for con-
sidered pages and than can be used in cases when the time is critical searching
particular data. Computational effort of this particular data is usually very high (e.g.
often requires multimedia content analyses). Completing searched text with addi-
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tional keywords which determine the nature of the site (e.g. shop, forum, portal),
does not always lead to relevant results. The cause of erroneous results is the fact
that all the words and phrases appear on different pages and do not necessarily (or
not entirely) must be related to the nature of a specific page.

It seems to be helpful to catalog pages of a desired ‘genres’ and assign them to
the appropriate category. Pages belonging to the specific class will be characterized
by a similar ‘style’ in terms of the form or the type of content presentation. Pages
with similar content can be able to be assigned to different categories in the sense in
which we distinguish them here. Many works related to automatic classification of
web pages emphasize the orthogonality of content and form [3].

Given the number of pages and the fact that this number is steadily increasing,
it is necessary to develop applications that automate this process. Works carried out
in this area concerns different learning approaches—including, inter alia, Rough
Set [12, 1], Machine Learning [9], Ant Colony [5], Support Vector Machine [11],
Naive Bayes, Neural Networks, Decision Trees [10]. Solution depends on various
factors: the adopted method, the considered number of classes (categories), number
of pages used in the training set, considered languages etc. Still, a solution, which
effectiveness would be satisfactory, has not been worked out and works on different
approaches are underway.

In this work, AdaBoost algorithm was used for classification purposes. The pro-
posed solution is based on a large number of features describing a variety of pages.
It should be noted that many of the specific algorithms used for the English language
does not work when it comes to analysis of the Polish language.

2 Web Pages Categories

The effectiveness of the classification process depends on selected classes, their
number and as far as possible on independent features which characterize them. It is
more and more difficult in nowadays to identify both—those categories and features.
The content of web vitrines is often ‘mixed’, dynamically changed and difficult
to define precisely. Discrimination features are generally related to the language,
content, form and its functionality.

In the published works different sets of categories were considered, related to
different criteria. Work [2] focuses on four classes: FAQ, News, E-Shopping, Per-
sonal Home Pages. There were used 1280 sample pages, 170 pages for each of four
classes, and 600 pages belonging to any of the classes in the given class. The arti-
cle [3] proposed the division into eight types: link collection, help, shop, portrayal of
non-private, private portrayal, article, downloads, discussion, using 1209 web pages
divided into eight sets. From each set, 100 sites were selected and only these ones
have participated in various experiments. In [7] seven classes were chosen: blog, es-
hop, FAQs, online newspaper front page, listing, personal home page, search page.
A set of 1400 web pages was used, and each class was represented by 200 pages.
Some features characterize several classes simultaneously and their presence does
not determine a particular class. Currently, the problem is even more complex due



AdaBoost Ranking Results Improvement by Pairwise Classifiers 395

to the fact that websites are becoming more and more sophisticated, full of multime-
dia content, and they are created using alternated technologies. Even when, as in the
case of a FAQ page, a kind of ‘simplicity’ of such documents is still maintained, they
are often a part of larger sites (forums, portals, etc.). The situation is complicated
additionally when we select a greater number of membership classes. By increasing
the number of classes, it is more difficult to identify clearly and accurately a set of
several or a dozen characteristics that distinguish a given class against the others.

World Wide Web is characterized not only by constant increase in the number
of pages (of different classes—although the number of pages of each class grows
unevenly), but also the evolution of existing classes and the emergence of entirely
new classes [8].

This problem is probably the main reason for which some studies (e.g. [2]), focus
on a relatively small group of categories. This usually allows to obtain good results
in terms of effectiveness. However, bearing in mind that apart from effectiveness,
another important determinant is the utility, narrowing to a few classes may be un-
satisfactory. It seems to be necessary [7, 3], to apply significantly larger number of
features (inluding punctuation marks, page length characteristics, different HTML
tags, etc.) when using larger number of categories. Experiments on different subsets
of the constructed features were also carried out.

Our study considers nine classes of web pages. 1,800 polish pages were acquired
and used for training purposes, 200 for each of nine classes:

• Article—longer passages of text, documents such as research articles, reviews,
technical reports, book chapters or journalistic expression;

• Blog—collection of separate, independent, chronologically arranged entries,
where the author is the owner of the site;

• E-shop—pages whose purpose is sale or product information;
• FAQ—Frequently Asked Questions (and answers);
• Forum—form of discussion having separate threads, mailing lists;
• Directory—collection of web addresses, link lists;
• Portal—information service available from a single Internet address, enhanced

with a variety of Internet functions;
• Personal Home Page (PHP)—information about the site owner;
• Company Home Page (CHP)—Web appearances of companies, universities, or-

ganizations and institutions.

3 Features Sescribing Web Pages

Effective websites classification strongly depends on finding suitable feature sets
which characterize them. It is difficult to determine which features are certainly
important in advance (and will prove crucial in the classification process), and which
are of marginal importance. It seems that the only way to verify, which attributes
and to what extent they are significant, are practical tests. We decided to define and
extract as large as possible number of attributes. Essential features describe both of
the parties (the elements visible to the visitor of the site), their structure (types and
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content of the html tags) and functionality (including scripts, links to other pages,
etc.).

Features describing a HTML page were divided into four main categories:

• Text features—keywords statistics (dictionaries constructed for each category),
other statistics based on dictionaries, general text statistics, punctuation marks,
typographic marks, etc.

• Structural features—tags statistics, their sequence, code, scripts, etc.
• Visual features—formatting, images, multimedia content, style (including CSS),

etc.
• Features concerning links—external, internal types of links and statistics.

All the features concerning web page samples, feature extraction and classifica-
tion are collected in a database.

4 Application

In this section details of application are described.

4.1 Keywords Dictionaries Construction and Features Extraction

The initial stage of the process of pages analysis is to generate dictionaries of key-
words (specific to a given class). Extraction of keywords from a HTML document
is a complex task. During the document pre-processing, unnecessary HTML tags,
HTML attributes, and all the signs that are not words are removed. The words that
usually do not add any information to the text are also removed, they serve only
to combine the further content (so-called stop-words). Lists of such words for the
English language are generally available on the Internet. For the Polish language it
is necessary to create such a list independently. Then all the words available in the
document are ported to the core of word formation. This allows us to identify the
occurrence of the word in the same document, but in a different grammatical form.
This process is called stemming or lemmatization, and it is comparatively easy for
the English language, but it is quite complex in the case of the Polish language (due
to its complex syntax, inflection and spelling). The application has benefited from
the project ‘Morfologik’ which contains a Stemmer for Polish [6].

On the basis of a fixed set of structural, visual, text links and text attributes (ex-
panded on the dictionary keywords) feature vector for each Web page sample is
created. Vectors are then normalized to the interval (0,1).

4.2 Learning Classification Functions

With a collection of sample Web pages and their representation in the form of vector
features we start to build a classifier using the AdaBoost algorithm. For each defined
category a so-called ‘strong classifier’ is constructed, which is a linear combination
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of ‘weak classifiers’ (usually simple feature). The name ‘weak classifier’ refers to
the fact that we expect only a slightly better performance from it than random guess
(> 50%). In this context, a feature which allows us to correctly classify the page
with a probability better than 50 %, meets the requirements of a weak classifier. A
strong classifier associated with a particular category will give the answer whether
a sample will belong to this category, or it is closer to the whole rest.

Freund and Schapire [4] proved that the final error of a strong classifier decreases
exponentially toward zero in the number of rounds. For each step t weak classifiers
ht are selected which are particularly focused on cases of wrong classification (after
each round the algorithm increases the weight of incorrectly classified data.) Each
selected classifier is assigned to the weight αt determining its contribution to the
final, strong classifier. After the completion of the algorithm (T steps), we evaluate
the final HT classifier:

HT (x) =

⎧⎨
⎩

1,
T
∑

i=1
αt ht(x) ≥ 1

2

T
∑

i=1
αt ,

0, otherwise.
(1)

AdaBoost Algorithm Outline:

1. Given a set of samples (xi,yi), . . . ,(xN ,yn), where yi = 0 or 1 for negative and
positive examples respectively (positive—pages belonging to given the category,
negative—all other pages), assign to each of them the weight:

d(l)
i = 1

N , i = 1, . . . ,N.
2. For step: t = 1, . . . ,T

a. Choose the classifier: ht : X → {0,+1} minimizing error

εt =
N
∑

n=1
d(t)

i [yn �= ht(xn)],

b. Evaluate: αt = 1
2 ln 1−εt

εt
,

c. Update the weights: d(t+1)
i = dt

i exp{−αtyiht(xi)}
Zt

, where Zt is a normalizing con-

stant, so that
N
∑

i=1
d(t+1)

i = 1.

3. Stop when: εt = 0 or εt ≥ 0,5 and T = t −1, if not, go to point 2.

4. The final strong classifier is: HT (x) =

⎧⎨
⎩

1,
T
∑

i=1
αt ht(x) ≥ 1

2

T
∑

i=1
αt ,

0, otherwise.

5 Results of Experiments

Classifiers were learned by a training set of 1800 pages (200 pages for each of the
nine classes) and then tested by a test set of 270 pages (30 pages for each cate-
gory which are not used in the learning process). Table 1 presents the results of
experiments.



398 T. Gąciarz, K. Czajkowski, and M. Niebylski

Table 1 Confusion matrix of effectiveness of web pages classification

Predicted [%]
Actual Article Blog E-shop FAQ Forum Direct. Portal PHP CHP Non-class.
Article 70 3.33 0 0 3/33 0 13.33 0 6.67 3.33
Blog 3.33 76.67 0 0 0 0 10 3.33 6.67 0
E-shop 0 0 63.33 6.67 0 3.33 6.67 6.67 6.67 6.67
FAQ 13.33 0 6.67 30 3.33 0 16.67 3.33 20 6.67
Forum 0 3.33 6.67 33.33 46.67 0 3.33 3.33 3.33 0
Direct. 13.33 6.67 16.67 0 0 50 10 3.33 0 0
Portal 20 10 3.33 0 0 3.33 43.33 0 20 0
PHP 0 3.33 6.67 3.33 0 0 3.33 26.67 26.67 30
CHP 3.33 10 0 3.33 0 6.67 6.67 26.67 30 13.33

The obtained results are satisfactory for most categories. For classes: Article,
Blog, E-shop the classification accuracy exceeds 60%. However, a significantly high
percentage of misclassification can be observed for certain categories.

Table 2 contains classification results when two highest ranked classes in our
classification framework were considered. We measure the value of the class mem-
bership (after applying strong classifier HT (x)) using the formula:

T

∑
i=1

αt ht(x)− 1
2

T

∑
i=1

αt ,

and consider only the positive values.

Table 2 Classification results of two best responses

Classified genres [%]
Article Blog E-shop FAQ Forum Direct. Portal PHP CHP

Two highest 80 83.33 83.33 36.67 66.67 63.33 80 33.33 43.33
Three highest 90 83.33 83.33 46.67 70 66.67 93.33 33.33 43.33

6 Results Improvement by Pairwise Classifiers

Analyzing the results of classification presented in the form of confusion matrix we
can see that the system confuses some of the two classes more often then other. The
pages of certain types are often a part of larger sites (the FAQ is often a part of
Company Home Page, or Forum for example). An additional reason for this source
of errors may be the fact of using a large number of diverse features and difficulty
to predict the relevant one.
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In order to improve the efficiency of classification, additional, pairwise classifiers
are created for problematic classes. They discriminate only between pages belong-
ing to one of these two specific classes. They pairwise classifiers can be created for
all combination of classes but the Classifiers are trained by Adaboost using only
training samples from selected pair of classes and the same set of features. The re-
sults of experiments with the use of additional classifiers are presented in Table 3.
Comparing results from Table 1 and Table 3 we can notice significant improvement
of the efficiency of classification in cases of using additional, pairwise classifiers.

Table 3 Confusion matrix for dedicated classifiers

Predicted [%]
Actual Article Portal
Article 83.33 16.67
Portal 20 80

FAQ PHP
FAQ 76.67 23.33
PHP 23.33 76.67

FAQ Forum
FAQ 93.33 6.67
Forum 3.33 96.67

7 Conclusions

The article presents the classification of genre of web pages. The study considered
nine classes: Article, Blog, e-Shop, FAQ, Forum, Catalog, Portal, Personal Home
Page, Company Home Page. Only Polish web pages were taken into account. The
construction of genre classifier was based on AdaBoost algorithm. For each defined
category a so-called ‘strong classifier’ was constructed as a linear combination of
‘weak classifiers’. Due to the fact that the classification results for some classes were
not satisfactory, additional pairwise classisiers were applied to distinguish between
them. Experiments, carried out after application of additional, pairwise classifiers,
showed significant increase in the effectiveness of the entire classification process.
The results obtained in this paper provide an incentive for the further development of
the approach based on AdaBoost algorithm and a hierarchical approach of classifier
system design and features selection.
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Data Replication Methods
in Distributed Sale Systems

Piotr Kowalski and Katarzyna Harężlak

Abstract. The project and the implementation of replicated data management
mechanisms, dedicated to systems operating in distributed environment, were de-
scribed in this article. The user-defined logic presented in the paper is a part of the
bigger distributed system that uses replication and is an example of using differ-
ent user-defined algorithms. The aim of the analysis was to show the possibilities
and the complexity of the problem. Additionally, the analysis presents the way of
using commercial software in different scenarios. The major advantage of replica-
tion programming is ability to use popular programming platforms and languages
which provide programmers with a variety of possibilities. It is a much more flexible
solution than programming using the languages of database servers.

Keywords: distributed database, data replication, update conflict resolution.

1 Introduction

Computerization development in a society and the global economy causes con-
stantly increasing computer systems advancement. The new trend, with networks
and their applications expansion as a central point, has been observed in the recent
years. For this reason distributed systems, exchanging data between geographically
dispersed nodes, are of great importance on the market. This, in turn, entails the
development of the distributed database technology, in which data replication plays
a crucial role. On one hand, this technology constitutes a powerful tool for effective,
secure and scalable systems building [3, 10]. On the other hand, it is a big challenge
for developers with small experience in this field.
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The aim of the research presented in the article is to design the model of a sys-
tem that has its own mechanisms of managing distributed queries. This model can
serve as a basis for other systems with hierarchical structures. The article can be
divided into several parts. The first part is focused on rules in the process of man-
aging distributed data. As an example of an environment, a sale system was chosen.
The architecture and the data model of the system was designed. These two ele-
ments are presented in the second section of the article. The next part, that is placed
in the third section, contains the research on distributed data integrity mechanisms.
Based on existing ideas, the authors designed their own mechanisms. One of the
most important elements is the synchronization log. It allows users to track con-
flicts that occurred during the process of synchronization and records deleted from
the database. This part of the article includes the implementation of the introduced
mechanisms in a sample distributed system as well. Experiments that confirm the
usability of the solutions are presented in the fourth section of the article.

2 System Architecture

The analysis of different processes in companies, which are geographically dis-
persed, proved that they usually have hierarchical structures. This analysis and
the analysis of distributed systems’ architectures [5, 7, 8, 12] were used to design
the new architecture with a distributed database. In the solution introduced in the
research, the highest level of this hierarchy is headquarters holding the primary
database copy. This database is used by the www application as well. Enterprise
departments owning local databases, synchronized with a central one, constitute the
lower level. Records from these databases are replicated to the lowest level of the
system, which consists of magazines. Magazines are equipped with touch stations
and applications dedicated to them. Implementation of such a system can be realised
with the usage of various technologies but in case of the presented project, Microsoft
tools—MS SQL Server 2008 and .NET platform—were chosen. Such choice was
influenced by prior analysis regarding the comparison of database server function-
alities for replicated data management and their licence prices. Relying on this anal-
ysis, it can be said that Microsoft tool is a leader among examined tools and is used
in many medium-sized projects like the presented one. Other database servers can
be utilized for such purpose as well [6, 4].

2.1 Replication Architecture

Hierarchical structure of a sale system determines the choice of a replicated data
type to enable the proper data flow. Such systems do not require a high consis-
tency rate of data stored in various node which can be synchronised in defined pe-
riod. For this reason, independent data replication [2], which is represented in SQL
Server 2008 by Merge one, seems to be the best solution. Set of objects used in the
replicated environment of this server consists of Publishers—servers making data
accessible for other servers and Subscribers—servers receiving data (subscriptions
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composed of articles) from a Publisher [11]. Additionally, for chosen replicated
method, parameterized row filters can also be used. Owning this mechanism, a given
node of the system receives only this partition of records it is interested in. In this
way the necessity of sending a lot of data that is never used has been eliminated.
The idea of republishing for the designed architecture has been suggested as well.
This approach is beneficial in case of many near located subscribes and one remote
publisher.

2.2 Distributed Database

The major factor that leads to success in designing database systems is to design
a correct data model. It is even more important when it is a system managing a
distributed database. These problems were faced while designing the structure of
the database because the model needs to reflect the architecture of the system that
was introduced. The proposed data model is divided into two parts, depending on
the part of the system they belong to. Both primary and department database own
all of the tables, but they differ in the sets of records. In the first one, all data of
the system is stored, while in the second one, only the data regarding economic
activity of a given department is gathered. Among these tables we can enumerate
inter alia Offices, Categories, SubCategories, Orders, ShipMethods and Vendors.
The lowest system databases maintain records indispensable for magazine work,
namely Magazines, MagazineProducts, Products, Requistitions and OrdersContent
(Fig. 1).

OrdersContent

PK,FK2 ProductID

OrderQty
FK1 MagazineID

Status
rowguid

Requisitions

PK RequisitionID

FK1 MagazineProductID
Quantity
Status
LastModifiedDate
rowguid

MagazineProducts

PK MagazineProductID

FK2 ProductID
FK1 MagazineID

Qty
rowguid

Magazines

PK MagazineID

Name
HostName
rowguid

Products

PK ProductID

Name
Description
Price
ProfitMargin
SellStartDate
SellEndDate

FK1 ProductSubcategoryID
LastModifiedDate
rowguid

FK2 CategoryID

Magazine

 

  Fig. 1 Part of schema of the distributed database

In process of creating data partitions, subscriber identifier was used as a search
condition for dynamic filters. It represents a department or a magazine and is con-
structed from a host name, which is assigned during the system’s configuration.
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A partition for a given subscriber is prepared at the moment of the synchroniza-
tion. Data filtering starts from the Office table for the synchronization of primary and
department databases, and from Magazines for department and magazines. Both of
them have a column including the host name value. Records of remaining tables are
selected by joining them with previously filtered Office or Magazines tables. The
schema of dynamic filters, presenting the hierarchy of the tables’ joins for depart-
ments and magazines are shown in Fig. 2.

 
 Magazines  

 MagazineProducts 
 Products 
 Requisitions 

  OrdersContent 

 
 Offices 

 Magazines  
 MagazineProducts 

• Requisitions 
 OfficeProducts 

 Orders 
  OrdersContent 

 
Fig. 2 Schema of dynamic filters

3 Mechanisms of Synchronization Logic

Database management systems, facilitating data replication mechanisms, support
methods for update conflicts resolution as well [6, 4]. However, solutions proposed
by them do not cover the topic, because it is closely connected with a specific dis-
tributed environment and the task category it is related to. The duty of an admin-
istrator or a system owner is to assess available solutions in terms of possibility
of their usage in a given domain. In case of receiving unsatisfactory results, a new
algorithm of update conflict resolution should be elaborated [9]. In the presented
research, this process started with a case study to find the best ways to ensure con-
sistency of data maintained by the system. For this purpose, distributed database
schema was analyzed with respect to possible conflicts and synchronization errors
appearance. As a result, the new synchronization logic was prepared. It is largely
based on the system nodes priority. Moreover, additional procedures for the case of
node importance equality were proposed. The description of sample scenarios, for
the two chosen tables, Vendors and OrdersContents, are presented below.

Vendors: Synchronization Level: Headquarters—Departments

• Conflict type Update—Update
Problem: Data modifications made by different client applications
Action: Choice of an operation with a higher priority.

• Conflict type Delete—Update / Update—Delete
Problem: Vendor removal and its data modification made by different client
applications.
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a) There is no foreign key for a given vendor.
Action: Choice of an operation with higher priority. In case of priority equiva-
lence, update operation wins.
b) There are foreign keys for a vendor in Requisitions table.
Action: In case of a higher priority of Delete operation, this one wins and all
of requisitions for the vendor are removed. Information about vendor and its re-
moved requisitions is inserted into the synchronization log.

• Insert Error / Update Error
Problem: Violation of vendor name uniqueness.
Action: Removal of the record inserted / updated on the subscriber level. Asso-
ciation of requisitions related to removed record with the record in the publisher
node, having the same vendor name.

• Delete Error
Problem: Violation of referential integrity with Requisitions table resulting from
an attempt of removal of a vendor joined with some requisitions.
Action: Rejection of delete operation—re-insertion of the record on the sub-
scriber level.

OrdersContent: Synchronization Level: Departments—Magazines

• Update
Problem: Realisation of a requisition consists of a few subrequisitions performed
by the client applications operating in magazines. This operation includes de-
creasing a product quantity in this localization and changing subrequisition sta-
tus to ‘ready’.
Action: Verification of a requisition completeness during a synchronization pro-
cess. Its positive result means that all its subrequisitions are fulfilled by magazine
applications. In this case changing the whole requisition status to ‘ready to be
shiped’

Synchronization Logic—Implementation

The logic presented in the previous section can be implemented in the client ap-
plications. However, better choice is to embed the logic on the database server (as
it was shown in the [8]) and this solution was chosen in the research. To achieve
that, the .NET platform was used [1]. There was a DLL library prepared with the
code that implements the logic. The library was registered on the database server
that is responsible for conflicts resolution process. To register the library, you can
call the sp_registercustomresolver stored procedures. It creates a resolver that can
be used by selected articles.It was important in the development process to set up
debugging a business logic handler assembly after registering it in the distribution
database. Debugging must allow a developer to track the execution of the code dur-
ing the process of forced synchronization of subscribers. In order to achieve such a
behavior the following actions were done:
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• registering a custom resolver as it was shown above;
• creating a special replication project in Microsoft Visual Studio that program-

matically starts the Merge Agent synchronously;
• building the custom resolver in debug mode and deploying the assembly and

debugging symbol file (.pdb) in the location registered in the first step (very im-
portant);

• executing operations from the client applications to simulate user actions that
result in conflicts or synchronization errors;

• starting the prepared replication project to force synchronization which allows
setting breakpoints in the code of the custom resolver.

Implementation Details

Creating complex business logic handlers for data synchronization process requires
appropriate objects in the .NET platform. The hierarchy of objects in the designed
system was prepared. The BaseObjectHandler is a basic class. It inherits the Busi-
nessLogicModule class which is a basis for all other user-defined classes. It contains
an interface used by synchronization agents run on the database servers. BaseOb-
jectHandler contains the HandledChangeStates property that informs which events
are handled by the user code in the DLL library (Fig. 3).

 

BaseObjectHandler 
class-> BusinessLogicModule 
Properties 
• HandledChangeStates 

Methods 
• DeleteErrorHandler 
• InsertErrorHandler 
• UpdateConflictsHandler 
• UpdateDeleteConflictHandler
• UpdateErrorHandler 

BusinessLogicModule 
    Abstract class 
Properties 
• HandledChangeStates 

Methods 
• DeleteErrorHandler 
• InsertErrorHandler 
• UpdateConflictsHandler 
• UpdateDeleteConflictHandler
• UpdateErrorHandler 
• UpdateHandler 

VendorsHandler 
class-> BaseLogicModule 
Methods 
• DeleteErrorHandler 
• DeleteObsoleteVendors 
• DoesVendorExistByGUID 
• GetVendorByName 
• InsertErrorHandler 
• InsertVendorWidthID 
• UpdateDeleteConflictHandler 
• UpdateErrorHandler 
• UpdateForeignKeysInRequisitions 
• UpdateVendorsNameByGUID 

Fig. 3 Chosen Class of Synchronization Logic

The BaseObjectHandler class is a base class for all articles representing such
objects in the system as Vendors, Carriers, Products, Categories, and Subcategories.
Other objects representing associations between basic objects are handled by classes
that inherit directly from the BusinessLogicModule class.

One of basic methods in conflicts resolution is the method to handle update con-
flicts. This method is named UpdateConflictsHandler and handles update-update
conflicts. It is a common method for all the articles and it is not overridden in de-
rived classes. At first, it is checked which of two users that made conflicting changes
have greater priority. The change that was done by the user with a greater priority
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wins. In case of equal priorities, the date and time of a change is considered in the
chronological order.

Another type of an event that is handled involves subsequent updates and deletes
of records. The UpdateDeleteConflictHandler method handles such conflicts that
are also known as update-delete conflicts. Considering the priority of users that
made the operations, the selected action is maintained. In each case there record is
written to the synchronization log to save the information about actions that were
done during the resolution of a conflict.

Synchronization Log

One of the important elements of the system prepared in the research is the Synchro-
nization Log. It is responsible for storing information about different events handled
by the business logic handlers during the synchronization process.

Fig. 4 Synchronization Log

 

 

The Synchronization Log is based on SyncLog and SyncLogDeletedObjects
database tables (Fig. 4). The first table stored basic data about the event. The sec-
ond table is filled with XML data of deleted objects—these object that were re-
moved and this operation was maintained during conflicts resolution. Additionally,
the XML data can store information about other related objects that were deleted
automatically by the cascade constraints. The XML documents contain properties
of a deleted object and lists of referenced objects. The aim of storing such data is to
provide user with the possibly of restoring the data lost during the synchronization
process.

For the vendor object, the XML data contain vendor properties and the list of
related requisitions. The main element is VendorInfo. There are the following ele-
ments at the lower level of the hierarchy:

• vendor primary key (VendorID),
• vendor name (Name),
• internal identifier of a user that made the last change (UserID).
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The list of deleted requisitions associated with the vendor starts with the Req-
uisitionSet element. Each requisition is represented by the Requisition element and
contains the following properties:

• ordered product name (ProductName),
• target magazine name (MagazineName),
• ordered quantity (Quantity),
• status of a requisition form the moment of removal (Status).

The example of the XML document is presented in Fig. 5.

<VendorInfo xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 

xmlns:xsd="http://www.w3.org/2001/XMLSchema">

  <VendorID>2003</VendorID>

  <Name>Pronox</Name>

  <UserID>1</UserID>

</VendorInfo>

<?xml version="1.0" encoding="utf-8"?>

<RequisitionsSet xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance" 

xmlns:xsd="http://www.w3.org/2001/XMLSchema" 

xmlns="http://my.ns.com/">

  <Requisition>

    <ProductName>LG 22 cale</ProductName>

    <MagazineName>magazine3</MagazineName>

    <Quantity>3</Quantity>

    <Status>0</Status>

  </Requisition>

  <Requisition>

    <ProductName>Samsung 230GB</ProductName>

    <MagazineName>magazine3</MagazineName>

    <Quantity>15</Quantity>

    <Status>0</Status>

  </Requisition>

</RequisitionsSet>

Fig. 5 Example of the XML file

4 Experiments

The mechanisms that were introduced in previous sections are based on the priority
of roles that are mapped to users who perform changes in the objects in the system.
In this section, the example scenarios will be described. The scenarios were used
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to prove the correct behavior of mechanism in the area of conflicts resolution and
handling errors.

Scenario no. 1 Update Conflict (Vendor Name)

• The system consists of headquarters, two branches and four magazines (two mag-
azines per each branch).

• There is a vendor named vendor0.
• There are two users: u1 and u2.
• u1 belongs to the group with priority 10 (the highest priority), u2 belongs to the

group priority 5 (lower priority)
• Both users update the name of the vendor from two different branches of the

system. U1 updates the name to vendor1, u2 updates the name to vendor2.

Event During Synchronization

After synchronizing of the branches with the headquarters and the attempt to syn-
chronize the second branch, the update-update conflict occurs. The conflict is de-
tected at the row level.

Event Response

The priorities of the users that made the changes are compared. U1 is a user with
greater priority and his change wins. Depending on the order of synchronizing
branches, the name of the vendor which is a winner is placed in the branch or in
the headquarters. After synchronizing the second branch with the headquarters the
system is in a consistent state. The changes that won the conflicts are propagated
over the entire system and the entry in the synchronization log is written (contain-
ing the type of the conflict and the way of its resolution).

Scenario no. 2 Delete-Update Conflict (Carrier)

• The system consists of headquarters, two branches and four magazines (two mag-
azines per each branch).

• There are two users: u1 and u2.
• u1 belongs to the group with priority 5 (lower priority), u2 belongs to the group

priority 10 (the highest priority)
• There is a carrier named c0.
• U1 changes the name of the carrier to c1 from the branch1, u2 deletes the carrier

from the branch2. When the carrier was deleted and before synchronizing the
branch with the headquarters, a requisition is added in the headquarters using the
carrier as a foreign key.
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Event During Synchronization

After synchronizing the second branch with the headquarters, the update-delete con-
flict occurs.

Event Response

The operation of deleting the carrier was performed by the user with greater pri-
ority and this operation wins. It implies deleting the carrier from the headquarters
and from the first branch. However, these locations hold requisitions that use the re-
moved carrier. The requisitions are deleted and then the carrier is deleted. The entry
in the synchronization log is written with the serialized data of the deleted carrier.

Described experiments are only the small representation of tests that were per-
formed and proved the correctness of behavior of implemented algorithms. They
also confirmed that using external (from the database server’s point of view) pro-
gramming languages guarantees wider possibilites of elaborating more complicated
conflict resolution algorithms. Furthermore they showed that the synchronization
logic can be easily extended with new strategies.

5 Conclusions

The new distributed database system using data replication was developed in the
research. Its architecture is dedicated to companies working in the geographical
dispersion and it is reflected in the proposed data model. In the research, special
attention was paid to sale systems. The created system was equipped with methods
for replicated data synchronization as well. The user-defined logic presented in the
article is only a part of the bigger distributed system that uses replication and is an
example of using different user-defined algorithms. For this purpose, the appropri-
ate objects were prepared. Additionally, the research showed a way of extending
database server functionality by usage of replication programming. Its major ad-
vantage is an ability to use popular programming platforms and languages which
provide programmers with a variety of possibilities. It is a much more flexible so-
lution than programming using the languages of database servers. In spite of some
difficulties with debugging registered business logic handlers, it is a very good so-
lution with a lot of advantages that is worth recommending. The system presented
in the paper can serve as a base for developing distributed database systems and as a
platform for further research regarding expansion of replicated data synchronization
methods as well. explored in the field of replication systems basing on multi-agent
architectures, particularly in use of agents’ inteligence.
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Architecture of the Multiagent System
for Replicated Data Management

Łukasz Kulisz and Katarzyna Harężlak

Abstract. Data replication is one of the ways to fulfil growing expectations of
computer systems end users. It allows to improve reliability and performance of
software solutions. On the other hand, multiagent systems is a computation model
which may facilitate an exploit of large distributed systems potential. Combination
of both mechanisms gives new possibilities in such systems building. Architecture
of one of these systems is presented in the paper. The main goal of the system is
usage of various types of agents in data replication process. Its implementation was
realised using the JADE environment.

Keywords: data replication, agent systems, the JADE environment.

1 Introduction

Nowadays, functional requirements of software tools often exceed possibilities of-
fered by traditional, n-tier software architectures. Data replication is one of the ways
to fulfil growing expectations of end users. It allows to improve reliability and per-
formance of software solutions. Currently, data replications is cornerstone of all
systems which process massive amounts of data like bank systems, air traffic con-
trol systems and internet search engines.

Multiagent systems started to gain prominence in early 1980s. In 1990s it be-
came apparent that they may be a computation model which will enable an exploit
of large distributed systems potential, like Internet [4, 11]. Although multiagent
systems are still under intensive research, they gain more and more attention from
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the industry. Combination of replication mechanisms and multiagent systems is an
interesting field for further research. There were attempts to combine these fields
of computer science before, but most of the existing development frameworks are
not suitable for general solutions. Another group of frameworks, often referenced
in literature, is no longer actively being developed. Stagnation often results in in-
complete documentation and compatibility issues with new versions of common
software platforms [6, 7, 8]. The aim of the article is to present a new agent system
involved in the process of replicating data. The second section of the paper includes
a brief introduction to the agent theory. The architectures of the system and of the
designed agents are described in the third and fourth section respectively, and the
next one depicts performed tests and obtained results.

2 Agents and Their Architectures

Before presenting agent architecture meant for specific purposes, it is worth defining
a notion of an agent. Unfortunately until now, there is no widely accepted definition
of an agent. The work presented in this article is based on the definition adopted
from [9]:

Agent is a computer system that is situated in some environment, and that is capable
of autonomous action in this environment in order to meet its delegated objectives.

An agent has to decide what action is most suitable to perform at a given mo-
ment of time. This decision should be preceded by careful analysis of possible ac-
tions. The process of decision making and producing actions is cyclic, usually inter-
minable and requires some degree of intelligence from an agent. Intelligent agent is
expected to have following capabilities [12]:

• Reactivity. Agent should perceive and respond to changes in the environment in
a timely fashion, in order to satisfy design goals.

• Proactiveness. Agent should take initiative, act on their own in order to satisfy
design goals.

• Social ability. Agent should communicate and cooperate with other agents in
order to satisfy design goals.

There are several architectures for constructing agents having capabilities men-
tioned above:

• Deductive Reasoning Agents—use symbolic representation of an environment
and desired behaviour. Their state is represented by logical formulae called
beliefs.

• Practical Reasoning Agents—is a process of figuring out what to do. It consists
of two parts: deliberation, during which an agent decides what state should be
achieved and means-end reasoning—a process meant to choose actions to per-
form, in order to achieve desired state.
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• Reactive Agents—consist of behaviours organised into layers which determine
their priority. The intelligence of an agent emerges from combination of various
simple behaviours and interaction with the environment.

• Hybrid Agents—employ the best features of both reasoning and reactive agents.
Hybrid architecture is made of at least two layers, which deal with reactive and
proactive behaviours of an agent respectively.

3 Architecture of the System

Every software employing multiple agents is a distributed system. The system which
has local copies of the same database in network nodes will be considered in this
article. The state of the databases is synchronised at specific moments of time. The
synchronisation itself is performed by agents working in different network nodes.

The architecture of the system is greatly determined by the chosen agent frame-
work. JADE (Java Agent Development Framework [2, 10]) was used in the solution
presented in the article. Agents in JADE run in containers that are grouped together
in a platform. One of the containers—main one—supervises other containers and
hosts utility services, such as agent identification and search. Every node of the
designed system has following components:

1. Database—a repository containing data used directly by a client application run-
ning in the node and an additional information used by agents to perform a syn-
chronization. The database is available only for components running on the same
node.

2. Client—an application which takes advantage of data replication. It uses the local
database and communicates only with the agent acting in the same node.

3. Container—a process which manages lifetime of agents in the node. It serves as
intermediate layer between agents and platform services. Three types of agents
are prepared to run in each of the containers:

• Stationary Agent—Its main goal is to synchronise data in the local database
with databases existing in other nodes of the system. Additionally, the agent
creates and responds to requests concerning the information stored in databases
located in other nodes of the system. Stationary agent’s environment includes
the local database, other agents and the client.

• Mobile Agent—It utilizes agent migration services offered by JADE to syn-
chronise data, instead of employing complicated communication protocols.
Mobile agents maintain consistent state of databases by moving their code
and state between nodes of the system.

• Synchronization Agent—It coordinates actions of stationary and mobile agents
working in the same node. Both stationary and mobile agents use similar rules
in a decision making process. Therefore, it is possible for multiple agents to
synchronise the same records. This results not only in waste of resources, but
also may cause concurrency issues. Synchronization agent was introduced in
order to address these problems. Stationary and mobile agents must receive
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a permission from the synchronization agent before they start replication in a
given node. The goal of the synchronization agent is to have this permission
granted to only one agent at a given moment of time.

4 Characteristics of Agents

Michael Wooldridge mentions in [12], that one of the common pitfalls of multia-
gent programming is designing custom agent architecture. He advises to rely on one
of existing, well-known solutions. Therefore, the designed system leverages one of
the agent architectures presented before—hybrid agent architecture with horizon-
tal layering. Architectures with horizontal layering fit very well to JADE program-
ming model. Agents in JADE are defined by combination of independent behaviours
which work concurrently. Each of them receives input and performs actions.

4.1 Architecture of the Stationary Agent

The architecture of the stationary agent is divided into three components—reactive
layer, proactive layer and the controller. Reactive layer exposes agent’s ability to
react directly to changes of the environment. Receiving a synchronization initia-
tion message from other agent can be considered as an example of such change.
Proactive layer encapsulates behaviours responsible for agent’s own initiative, i.e.
initiating a synchronization with other agents.

Stationary agent does not perform complicated planning at runtime. Instead, it
uses a library of precompiled plans. The decision making capabilities of an agent
are represented by meta-plans. Meta-plan is a plan, which goal is to search for an
optimal time and parameters for the next synchronization. Two meta-plans were
designed during the research. First of them organizes synchronous exchange of data
between nodes, whereas the second one is dedicated to one-way, asynchronous data
transfer. Both meta-plans belong to the proactive layer.

The actions created by reactive and proactive layers are not completely inde-
pendent and may need to gain access to the same resources or may try to perform
conflicting actions. The main objective of the controller is to prevent such conflicts.
Additionally, controller starts and monitors execution of plans and takes care of
exceptional situations.

When active meta-plan finds optimal synchronization parameters, it asks con-
troller to start synchronization plan. If there is no synchronization running at the
moment, controller suspends meta-plan and starts synchronization plan of an ini-
tiator. Synchronization requests can be sent by other agents and client as well. The
request is served by starting an appropriate plan, when no other synchronization
is performed by the agent at the given moment of time. Otherwise, the action is
determined by parameters of the synchronization request. If a request concerns syn-
chronization of two nodes by asynchronous data transfer, the request is added to a
dedicated queue and processed later. In other case, a controller sends back refuse
message.
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Agent Collaboration Rules

Agents act and communicate with a given environment gathering information on its
changes by:

• receiving messages from other agents,
• fetching data from the local database,
• listening to commands from the client application.

Agents influence the environment in following ways:

• sending messages to other agents,
• modifying of the data in the local database,
• sending information to the client application,
• creating XML archive files with deleted objects.

One of the most important challenges for developers of replication and multia-
gent systems is designing a communication subsystem ( [1]). Especially, in simul-
taneous synchronization, which engages stationary agents of all available nodes, a
well-designed communication protocol is crucial. Solution proposed in the research
is a combination of a few invocations of Achieve Rational Effect protocol (ARE) [3].
ARE requires to exchange three types of messages between initiator and responder:

• Request. First message, sent by initiator, is a request to perform given action.
• Response. Next, the responder has a chance to either accept the request or refuse

it. The response is sent back to initiator.
• Result. When responder finishes performing requested action, it sends back the

results if any exists or just confirms that the action was successful. In case of a
failure, initiator is informed of its reasons by the responder.

Messaging

Messaging in the developed system is based on paradigm of asynchronous message
passing. Each agent has a ‘mailbox’ where messages sent by other agents are posted.
When a message is received, the agent is informed and can take appropriate steps.
Format of the message and its content is specified by two FIPA standards—FIPA-
ACL (Agent Communication Language) [2, 5] and FIPA SL (Semantic Language).
In the presented system, formal representation of information passed between agents
is specified by ontology [12]. During the work on the system, following ontologies
were specified:

• Ontology used in both kinds of synchronisation conducted by stationary agents—
simultaneous and asynchronous data transfer.

• Ontology for synchronisation rights requests.
• Ontology used to query other agents about data located in their databases.

One of the properties of ACL message is conversation identifier (Conversation
ID). It uniquely identifies conversations conducted by agents. Thanks to conversa-
tion ID, agents easily distinguish different threads of communication, even when
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they use the same ontology and protocol. As an example, we can imagine a situa-
tion where an agent performs asynchronous data transfer synchronisation and other
agent is trying to initiate another one. Despite the fact, that all messages belong
to the same ontology, the request can be served separately and will not disturb syn-
chronisation initiated earlier. Every time controller starts a synchronization initiation
plan, it creates and assigns a new conversation ID. When a synchronisation respon-
der plan is started, controller assigns conversation ID which was received as part
of synchronisation initiation request. Messages which are sent by the agent as a re-
sult of actions which belong to given plan, receive conversation ID associated with
the plan. Thanks to that multiple plans may work independently, and communicate
using the same protocol and ontology.

4.2 Mobile Agent

Mobile agent exhibits mainly proactive capabilities. It communicates only with syn-
chronization agents. Such conversations are always initiated by mobile agents.

The lifecycle of mobile agent consists of a few steps. First, mobile agent sends
a query to all known synchronisation agents. It requires an information about the
length of synchronization rights queue in all nodes of the system. Provided with
that information, mobile agent migrates to the node with shortest queue. The length
of the queue is proportional to the time required to wait until the agent can start a
synchronization. In the next step, the mobile agent requests a right to synchronize
from the synchronization agent running in a local node. After the right is received,
the mobile agent finds optimal synchronization parameters.

When the mobile agent decides to start a synchronization, it gathers objects
changed since previous synchronization. The change set, along with metadata, is
stored in one of the attributes of the agent. Finally, both code and state of the mobile
agent is transferred to the destination node. Just before the departure, the mobile
agent gives up its right to synchronise data in a source node.

In the destination node, after migration, the agent has to obtain synchroniza-
tion right from the local synchronization agent. In the final step, the mobile agent
resolves potential conflicts and merges changes into the local database. After that,
it starts its lifecycle over again by finding optimal parameters for the next
synchronization.

5 Experiments

The elaborated system underwent efficiency tests in different configurations of
agents and synchronization algorithms. Tests were conducted using four stationary
agents and algorithms of simultaneous and one-way synchronization, as well as mo-
bile agents. In case of replication using mobile agents, the synchronization process
was evaluated, depending on the number of mobile agents functioning in the tested
system. One of the measures taken into account during the tests was an amount of
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data transferred between nodes. Format of sent messages had a vital influence on
this amount. By design, it is SL0 format, which is in accordance with FIPA stan-
dards. Mobile agents, during synchronization, do not send replicated data in form
of messages. Their states are transmitted as Java objects, which are serialized us-
ing standard mechanisms of this platform. Differences in size of the message saved
using Java serialization and SL0 format can be significant. Owing to this fact, for
the purpose of these tests, a special codec, saving contents of messages using Java
serialization was prepared. Consequently, in both cases, the size of transmitted data
became comparable. Results obtained during experiments are presented in the fig-
ures 1 and 2. First of them shows the amount of data transmitted from the beginning
of synchronization to its end as a time function. The second one presents the amount
of data transmitted during whole replication process, depending on replication type.

Fig. 1 The amount of transmitted data as a time function

The charts clearly show that the algorithm of simultaneous synchronization re-
quires transmitting a few times less data than other algorithms. It results from the
fact that success of each stage of synchronization is confirmed by all nodes partici-
pating in it. One-way replication occurred to be the worst one, because the initiator
is not able to verify whether the replication has been finished correctly. It results in a
possibility of sending the same data repeatedly before receiving confirmation, which
is sent by a responder within its own request for starting a new synchronization.
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Fig. 2 The amount of data transmitted during whole replication process

Replication performed by mobile agents uses an algorithm very similar to the one
used by one-way replication. However, mobile agents are capable of sending more
data in the same period of time. It might look as though it is a result of transmit-
ting an agent code along with data, whereas actually, mobile agent code is not sent
unless there is a need to. In the designed system, mobile agents code is installed in
every node, which makes its transmission unnecessary. Differences in the amount
of transmitted data between one-way replication and replication conducted by mo-
bile agents can be an effect of subtle divergences in acting of stationary and mobile
agents. Stationary agent always tries to meet the demands of a replication initiated
in other nodes, often deteriorating their own synchronization initiation capabilities.
For that reason, there might be an occurrence where several agents play the role
of respondents more often, whereas others play mostly the role of synchronization
initiators. Such set-up is very unfavourable for one-way replication. Initiators do
not receive confirmation of the performed synchronization, which is why they send
the same data repeatedly. Mobile agents operate independently of other agents con-
ducting synchronization. The cycle of their operating contains actions performed by
both an initiator and by a respondent of a synchronization. Due to this fact, during
synchronization conducted by them, the number of cases when a particular node
plays a role of a respondent is comparable to the one when he acts as an initiator.
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6 Conclusions

The aim of research presented in the paper was to analyse a possibility of usage
of agent technology in conjunction with data replication mechanisms. For this pur-
pose, the architecture of distributed system using these solutions was elaborated.
This architecture was influenced by the decision regarding agent’s structure and a
choice of an implementation environment. Agents acting accordingly with one of
the afore presented structures—hybrid with a vertically layered architecture—were
developed in the system. Its architecture is supported by the JADE environment
chosen for the implementation. Several types of agents can be distinguished in the
system—stationary, mobile and synchronizing—which provided with an appropri-
ate logic enable realization of system functions. They mostly comprise synchroniza-
tion of data located in various system nodes.

Mechanisms prepared during the research were implemented in the sample sys-
tem, which operation confirmed correctness of initial assumptions in practice. The
designed system was tested in terms of amount of data transferred between nodes
in various configuration of agents and synchronization methods. Results of experi-
ments showed that synchronous replication ensures the best system efficiency, but it
cannot be used in an instance of frequent communication breakdowns. In such cases,
utilizing mobile agents seems to be a better solution, especially if their intelligence
and ability to adjust to a current situation will be taken into consideration. explored
in the field of replication systems basing on multi-agent architectures, particularly
in use of agents’ inteligence.
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Replicated Data Synchronization
in the Agent System

Łukasz Kulisz and Katarzyna Harężlak

Abstract. Considerations presented in the paper regard issues concentrating on
building systems that use agent technology for distributed data management. In the
designed system architecture, two main types of agents can be found: the station-
ary ones, which act in given nodes, and mobile ones that can move among system
nodes. During the research, attention was especially paid to distributed transaction
related to replicated data, dispersed in many network nodes. Methods of replicated
data synchronization and conflicts resolution were elaborated in the research. They
take the advantage of agents’ autonomy and proactiveness when the moment of the
synchronization should be determined.

Keywords: data replication, agent systems, update conflict resolution.

1 Introduction

Data replication plays an important role in building systems characterized by high
scalability and data accessibility. This mechanism can be realized in various ways
depending on assumed architecture. There are database management systems on the
market [9, 7, 13] which support such solutions, but in many cases they are not suffi-
cient and have to be extended. It can be accomplished by usage of an agent system
technology [3, 12, 15]. It is an important alternative for other ways of distributed
programming, which can be utilized in many fields of computer science [5, 11, 16].

Considerations presented in the paper regard issues concentrating on building
systems that use agent technology for distributed data management [2]. Attention
was especially paid to distributed transaction related to replicated data, dispersed in
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many network nodes. Detailed architecture of agent system designed in the research
is presented in [10]. There can be found two main types of agents. The stationary
ones, which act in a given node, and mobile ones that can move among system
nodes.

2 Replication Process

Replication process consists of a few tasks, which can be observed in many known
algorithms of its realisation [2, 4]. Among them, for example, tracing changes, de-
termining a set of changes and update conflict resolution can be enumerated. Their
description will be provided in subsequent chapters, taking mechanisms used in pre-
sented system into consideration.

System Database

Database of the agent system comprises two kinds of tables [8]. First of them is
used for collecting domain data and is designed in a way which allows gathering in-
formation on various fields. Among these tables, we can enumerate Object, Object-
Type, ObjectProperty, ObjectPropertyValue, ObjectTypeProperty, ObjectTypeProp-
ertyValue, Operation, OperationType, OperationProperty, OperationPropertyValue
and PropertyType. Process of data synchronization always stars from the Object-
Type table and regards chosen objects type. This way, reduction of the amount of
propagated data is achieved. The second group of tables, called metadata, consists
of object which enable managing previously mentioned data in replicated environ-
ment. Among them, ObjectTypConflictResolutionRules, ObjectConflictResolution-
Role, Opertor can be found.

Data Changes Tracking

Monitoring records modifications is one of the important elements in a replica-
tion process. Therefore, tables of replicated data are extended with tree additional
columns.

• CreationDate—date and time of record creation. This column is related to a pri-
mary key and changes only in case of its modification.

• LastModification—date and time of last record change. Record change is inter-
preted as a modification of object or object type property.

• ForDeletion—a flag meaning that from the user’s point of view a given record
was deleted. In a presented database, it is assumed that there is a set of columns (a
set can consist of only one column) which allows to identify a record, regardless
of its primary key. This set is called natural key. In the ObjectType and the Object
tables, Name and ForDeletion columns perform this role. There can be only one
record in both tables with a given name value and set ForDeletion flag.
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Determining Sets of Changes

First action performed by an agent during a replication process is determining the
date and time of last succeeded synchronization with given nodes. For this purpose,
it uses the SynchronizationLog table from the metadata set. Each record of this table
describes one synchronization—moment of its realization, type of replicated object
and nodes taking part in this process. Such information is compared with values
from CreationDate and LastModification columns of domain tables. There are two
sets created by an agent—the first one including updated records and the second one
built from the inserted data. Due to the fact that during the research two methods
of data synchronization were elaborated, the process of a changed data selection is
described independently for each one of them.

The Simultaneous Replication

At least two nodes take part in the simultaneous synchronization—an Initiator and
one or more Respondents. An initiator sends respondents a request to determine
their sets of changes. Respondents answer with two sets—a set of primaty keys
values of changed records and a set of newly inserted records. These sets are then
complemented by similar information from an initiator database.

One-Way Replication

Determining changes in One-way replication is performed only by one node—an
Initiator. It sends, in one set, all records updated or inserted in its node to another
one. A partition of this set to collections mentioned above is prepared by a given
respondent, which at the same time completes received collections with its ‘own’
data. During this process unchanged records useful in conflict resolution may be
added to result sets. Such situation can take place, for example, when the set received
by respondent includes a record that was not modified in its database. Unifying
contents of both databases requires usage of both versions of the record.

Solving Update Conflicts

Independent exploiting of replicated data in various nodes may lead to arising of
an update conflict, which must be resolved to ensure consistency of all system
databases. Algorithms of both simultaneous and One-way replications are similar
and are constructed in a way enabling objects and object types conflicts removal.

This process is started by Initiator in the first type of replication and by Responder
in the second one. It begins with selecting the rules for solving update conflicts. The
rules are saved in two tables: ObjectTypeConflictResolutionRule and ObjectConflic-
tResolutionRule. On their basis, synchronization logic that uses an arithmetic or a
logical operator determined in the Operator table is created. This logic ensures that
ForDeletion flag status is always propagated to a result set.



428 Ł. Kulisz and K. Harężlak

Solving Natural Keys Conflicts

Problem of duplicating natural key values and then primary keys values conflicts
can occur when transactions executed in different nodes insert new records into a
database. This situation can results in assigning a different primary key values to
the same natural key ones. Therefore, two algorithms of solving primary key values
conflicts were prepared in the system. First of them, called simple, creates groups of
conflicted records. In one group records with the same natural key value (column
Name) are included. As a conflict solution, value mostly used is chosen. In case
when the value is used anywhere else by another natural key, new primary key value
is generated. Simplicity of the algorithm makes it relatively efficient. Its pessimistic
computational complexity amounts O(nw), where n is the number of various object
or object type names and w is the number of nodes. Assuming that the number of
nodes is invariant, this complexity becomes multinomial.

The second of the proposed algorithms—optimal one—checks how costly an
operation of changing the primary key value is. This cost can be influenced by a
number of needed changes regarding foreign keys. The aim of the solution is to
find such assignment of primary key values, which ensures that every natural key
value has only one primary key and that the number of modifications of foreign key
values in all nodes is minimal. Such way of conflict resolution is a problem that can
be resolved by searching. There are features defined [12] that problem should have
to be solved by searching:

• Initial state. In the described problem this is a state when no primary key conflict
is resolved.

• State space—set of states that can be reached from initial state. In the presented
algorithm they are states in which some conflicts are resolved.

• Test checking achievement of a goal. For a problem of primary key values con-
flicts, the goal is to assign one primary key value to each natural key value.

• Path cost—a value allowing to assess the quality of a chosen solution. In this
case, it will be the number of records modifications, which have to be performed
in all nodes to apply result of data synchronization. The optimal algorithm should
find a solution with minimal path cost.

In the research, the depth-first search algorithm for solving the described prob-
lem was used [14]. The method implementing this algorithm takes a collection of
conflicts as the first input parameter. Conflict is defined as an association, by vari-
ous nodes, one natural key value with few different primary key values. The actual
path cost, calculated in each of the algorithm steps, is the second parameter of the
method. At the beginning of the algorithm, it is checked if there are still any existing
conflicts in an input set. An empty set means that the algorithm has reached a leaf
of a searching tree. Actual solution and its cost is remembered. Otherwise, trial of a
next conflict resolution is attempted.

Each conflict can be settled either by choosing one of existing key values or by
generating a new one. The function, performing both these operations, returns a list
of ascending ordered costs. Owing to that fact, the less costly solutions are analyzed
at first. Subsequently, one of them is chosen and its cost is added to a global cost of
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an actual solution. Additionally, set of primary key values is updated. Value, used
in the previous step of the algorithm, is removed. Furthermore, the algorithm breaks
if a cost of an actual path is higher than the best one found earlier. Finally, the
algorithm starts searching for remaining conflicts resolutions recursively.

Accomplishing the optimal resolution of primary key values conflicts is possible
when costs of particular solutions are calculated properly. The formula presented
below should be used to achieve this goal:

R = ∑
i∈K

∑
w∈W

Riw, (1)

where:

• R—is a cost of all conflicts resolution,
• K—is a set of primary key values conflicts,
• W—is a set of nodes taking part in the synchronization,
• Riw—is a cost of applying solution marked i in node w.

Solution marked i is assigning the natural key value to one of the possible pri-
mary key values or to a new one. The set of possible primary key values consists of
values associated with the same natural key in different nodes. Cost of this solution
depends on its type. There are three cases considered.

• Conflicting record exists in a database of a given node, but new primary key value
was chosen for it. It results in changing the primary key value and consequently
all foreign key values connected with it. Cost of this solution is a number of
performed operations.

• Chosen primary key value is associated with another record in the table. This
situation requires selecting a new primary key value for this record. So, cost of
this solution is composed of changes of two primary key values and foreign key
values belonging to each of them respectively.

• Conflicting record does not exist in a database of a given node. The cost of a
solution is connected with insertion of one record.

Costs of changing primary key values are determined by agents, working in dif-
ferent nodes, before the start of a process of resolving a conflict. After that, calcu-
lated values are sent to an agent responsible for settling conflicts. Algorithm min-
imizes the number of changes in the system nodes, but it is done at the expense
of greater requirements regarding resources in the node, where it acts. Accord-
ing to [12], the pessimistic computational complexity of solutions using dept-first
search algorithm amounts O(bm), where b is a factor of branching and m is maxi-
mum searching depth. The factor of branching in the presented solution equals the
number of nodes taking part in a synchronization, incremented by one. It results
from the fact that one natural key value can be associated with different primary
key value in each node. Additionally, the possibility of usage of new primary key
value is considered. Depth of searching is an equivalent of the number of conflicts
to solve.
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There are several heuristics used for the purpose of speeding up the algorithm
operation. The most important one makes use of the fact that conflicts can be divided
into groups which can be treated as independent sets of conflicts and which thereby
can be resolved separately, for example, by various agents. Owing to this fact, depth
of searching can be decreased.

Updating Local Databases with the Synchronization Result Set

Subsequent step of successfully finished synchronization covers updating local
databases, located in the nodes taking part in this process. For this purpose, an op-
timistic record locking [6] is used. Therefore, an agent checks, before each record
modification, if it was updated by a client application during the time of a synchro-
nization (column LastModification). If so, modification of this record is skipped.

Update of a local database is divided into three steps. The first one includes
changing properties of objects or object types with name and primary key values
unmodified. Records with changed primary key values are written in the second
step. They are found by their natural key. This operation is preceded by their prop-
erties modifications. The last step consists of insertion of new records. In this case,
an agent ensures that a primary key value of a record being inserted was not asso-
ciated with another record added by a client application in the meantime. If a given
primary key value is used, an agent calculates a new one. Values of CreationDate
and of LastModification columns in each step are set to the time of the synchroniza-
tion start.

Usage of the Synchronization Log

An information of a successfully performed replication is registered in metadata
tables. All agents taking part in the simultaneous synchronization insert record into
their SynchronizationLog table. This information is used in making decision regard-
ing next synchronization and in creating the sets of changes. The One-way replica-
tion uses the Trace table, in which object type and agent role of this synchronization
(Initiator or Respondent) are stored. It is assumed that an initiator does not receive
acknowledgment confirming success from a respondent. Thereby, it is able to fill
up its table after two synchronizations between these nodes. In the first one node A
plays the role of an Initiator and node B is a Respondent. In the second one, syn-
chronization roles are changed and node B can, apart from the changes, send the
time of applying the first synchronization. This time is added to the Traces table of
node A as a time of the first synchronization.

Archiving Deleted Records

Objects and object types which are marked by ForDeletion flag are invisible to the
system users and cannot be modified by them. Nevertheless, they are still kept in the
system database. This situation changes, after synchronization of all nodes of the
system, and deleted data is removed from database. In the same time agents moving
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these records to XML file with name consisting of two parts: name of a removed
record type (‘Object’ or ‘ObjectType’) and time of a synchronization.

Starting a Synchronization Process

Autonomy and proactiveness of system agents come out when they make the deci-
sion on the moment of the next synchronization. Such behavior was implemented
in two meta-planes [1, 10]. First for the simultaneous synchronization and second
for One-way process. Acting of both meta-plans is similar and they differ only in a
way of determining the most appropriate synchronization. ‘The most appropriate’
synchronization regards an object type which is associated with the biggest number
of changes (records modifications and insertions). Choice is made on the basis of a
content of an agent local database and predictions of a number of possible changes
performed in other system nodes. In case of simultaneous synchronization, agent
sums predicted numbers of changes in all nodes, while in One-way replication it
compares these values and chooses one of them. The final synchronization value
is also influenced by two factors associated with update and insert operations. Ini-
tially, both factors equal one, thus both types of operations are treated in the same
way. However, factors can be redefined by the system administrator and thereby can
affect agents’ decisions. Equations used in simultaneous and One-way synchroniza-
tion meta-plans are respectively

V = ∑
o∈O

[(I + Sio × t)×Wi +(M + Smo × t)×Wm], (2)

V = max
o∈O

[(I + Sio × t)×Wi +(M + Smo × t)×Wm], (3)

where:

• V—synchronization value of a given type object,
• maxo∈O(w)—maximum value for w expression, taking all possible values from

the O set,
• O—set of accessible nodes,
• I—number of records added after last synchronization,
• M—number of records modified after last synchronization,
• Sio—objects growth rate in node o for a given object type,
• Smo—objects changes growth rate in node o for a given object type,
• T—time that elapsed after last synchronization of a given object type,
• Wi—factor of insert operation,
• Wm—factor of update operation.

Both objects and object types changes growth rates are stored in the Speed-
OfChanges table. Records of this table are updated after each synchronization. Their
values are calculated as a number of inserted or updated records divided by time that
elapsed between synchronizations. Because these rates are not constant, each record
of the SpeedOfChanges table includes date and time of last synchronization. There
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is an expiry time set for such statistics. When it is reached, meta-plan sends a query
to an appropriate node to bring statistics up to date.

3 Experiments

The proposed mechanisms were tested in terms of time they need to replicate the
changes of all the nodes. Replication time is measured from the beginning of the
replication process until the moment when the number of records that has not yet
been synchronized equals zero. It was analyzed for a synchronization performed by
four stationary agents using both synchronization types and also for a synchroniza-
tion realized by different mobile agents populations. Obtained result are presented
in Figs. 1 and 2. The first of the charts shows the sum of a number of records to be
replicated in each node as a time function.

The second one shows the time required to complete the whole replication pro-
cess. In both cases simultaneous synchronization occurred to be the optimal one,
whereas one-way synchronization occurred to be the slowest one. It can be noticed,
that transmitting notifications of completing the synchronization gives very good
results—simultaneous synchronization was over four times faster than one-way.
Synchronization conducted by mobile agents gave much better results, although the
used algorithm was very similar to the one in one-way replication. One agent work-
ing in the system is enough to replicate records faster than four agents conducting
one-way replication.

Fig. 1 The number of records for the synchronization as a time function
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Fig. 2 Total time of the synchronization

Mobile agents are capable of using system resources more efficiently. Mobility
allows them to move between nodes and work where it can bring most benefits.
At a given moment, in a particular node, replication can be conducted by only one
agent. The rest needs to wait until they are granted rights to replicate. Mobile agents
always move to a node, where the waiting queue is the shortest. When there are no
objects to replicate left in such node, agents picks a different node at random. Such
behavior ultimately leads to agents gathering in nodes, where there are more objects
to replicate. It is clearly visible in the results of replication where more than two
mobile agents were used.

The next step in the system testing will be the analysis of the algorithms elabo-
rated for primary key values resolution. In particular, the changes in the effective-
ness of the optimal one, depending on the number of used agents, seem to be very
interesting.

4 Conclusions

Methods of replicated data management elaborated in the research are dedicated
to the system acting in the environment using the agent technology [10]. Among
tasks performed in such environment, data synchronization, its restoring after node
failure or network status monitoring can be enumerated. Therefore, agents acting
in the system were equipped with functionality enabling system responsibilities
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realization. For this purpose, there was the data model prepared that consists of
two types of tables: domain and metadata. On their basis agents are able to solve
update conflicts occurring in analyzed records. Additionally, two algorithms used
by agents for primary key conflicts resolution were elaborated. Furthermore, system
takes the advantage of agents’ autonomy and proactiveness when the moment of the
next synchronization should be determined.

All of the functions described earlier were implemented in the distributed system
operating in a chosen business area. Results of its work are satisfactory and encour-
aging to conduct further research in this field. The performed tests showed that there
is a lot yet to be explored in the field of replication systems basing on multi-agent
architectures, particularly in use of agents’ inteligence.
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Query-Condition-Aware Histograms
in Selectivity Estimation Method

Dariusz R. Augustyn

Abstract. The paper shows an adaptive approach to the query selectivity estimation
problem for queries with a range selection condition based on continuous attributes.
The selectivity factor estimates a size of data satisfying a query condition. This
estimation is calculated at the initial stage of the query processing for choosing the
optimal query execution plan. A non-parametric estimator of probability density
of attribute values distribution is required for the selectivity calculation. Most of
known approaches use equi-width or equi-height histograms as representations of
attribute values distributions. The proposed approach uses a new type of histogram
based on either an attribute values distribution or a distribution of range bounds of
a query selection condition. Applying query-condition-aware histogram lets obtain
more accurate selectivity values than using a standard histogram. The approach may
be implemented as some extension of query optimizer of DBMS Oracle using ODCI
Stats module.

Keywords: database query optimization, selectivity estimation, query-condition-
aware histogram.

1 Introduction

The database queries are processed in two phases—a prepare (parse) phase and an
execution one. During the prepare phase a database management system (DBMS)
finds the optimal method of query performing so-called the execution plan. This is
done by a module of DBMS—the cost query optimizer. Finding the optimal query
execution method requires an estimation of size of the query result set (this must
be done before the query is executed). This is the reason why a query selectivity
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estimator was introduced. Query selectivity is a number of rows satisfying the query
condition divided by a total number of rows of whole input set. For a single-table
query selectivity is a fraction of table rows satisfying the query predicate.

For a single-table query (Q) with a simple range selection condition (a < X < b)
based on a table attribute (X) with continuous domain the selectivity is defined as
follows:

sel(Q(a < X < b)) =
∫ b

a
f (x)dx, (1)

where f (x) is a probability density function (PDF) of X values distribution.
As we can see in (1) obtaining the selectivity value requires some non-parametric

estimator of PDF . Commonly equi-width histograms or equi-height ones are used
is DBMS as representations of an attribute values distribution. However, there are
many other unconventional approaches for representing an attribute values distri-
bution which are suitable for the effective selectivity estimation like these ones
based on kernel estimator [6], Bayesian Network [5], Cosine Transform [8], Dis-
crete Wavelets Transform [3].

In above–mentioned approaches the distribution representation is obtained by
scanning set of values of selected attribute. Some other methods are based of self-
tuning histograms [2]. Here the representation is created or updated during execu-
tions of queries. A database server uses information about a result size of a query
and updates on-line the representation structure. It makes that the created represen-
tation takes into account set of query conditions. However this approach assumes
on-line rebuilding the representation structure. The another problem is that com-
mercial database servers don’t support a programming interface suitable for an im-
plementation of this solution.

The proposed mechanism based on 1-dimensional query-condition-aware his-
togram collects on-line simple information about distribution of query conditions
(obtaining the query result size is not required). This approach may be applied for
queries with selection conditions based on only one attribute.

For efficient reason a simple approximate 1-dimensional representation of a 2-
dimensional query conditions distribution was proposed. The main workload of
creating the representation (i.e. the query-condition-aware histogram) is deferred—
it may be done when a user want to. The another advantage of this approach is that
some commercial DBMS (i.e. Oracle DBMS) allows to extend the functionality of
optimizer module that the proposed solution may be easy implemented.

2 The Idea of Query-Condition-Aware Histograms

The main idea of the proposed approach based on query-condition-aware histogram
will be presented using a simple example described in this section.

Let’s assume that domain of X attribute is [0,1]. The distribution of X values is
a superposition of two Gaussian clusters i.e. the probability density function of X
values is:
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f (x) = 0.5 PDF(N(0.5,0.06))+ 0.5 PDF(N(0.6,0.002)). (2)

The PDF and the histogram Hx(1000) of X values based on a sample with Nx =
1000 buckets are shown in Fig. 1.

Fig. 1 (a) PDF of X values distribution (bold curve), (b) Histogram Hx of X values
distribution

Let’s make some assumptions for the distribution of condition bounds—a and
b. These assumptions are based on observations of real information systems. Let’s
assume that some values of X are more interesting for a user then the others (e.g.
recently inserted data are more required by a user then older one). So left query
bounds mainly concentrate near a some value and the distribution of a values is a
Gaussian cluster e.g. this one shown in Fig. 2a.

Fig. 2 (a) Histogram of a values distribution (a—left query bound), (b) Histogram of z = b−a
values distribution (z—length of query condition interval)
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Let’s assume that query intervals z = b − a are rather narrow (e.g. commonly a
user requires data ‘placed near’ the actual data). The distribution of z is assumed as
a truncated exponent distribution shown in Fig. 2b, so rather small values of z are
preferred.

Both histograms shown in Fig. 2 were made for 1000 sample query conditions.
According to the distribution of a and z shown in Fig. 2 the joint distribution of

a × b can be presented as 2D view of a and b pairs (Fig. 3a) or as the smoothed
bivariate PDF (Fig. 3b).

Fig. 3 (a) 2D view of the a×b distribution, (b) Bivariate PDF of the joint a and b distribution

A region of user interest of X values can be described by a new type histogram
based on overlapped intervals of query conditions. This equi-width-type histogram
will be called HQCD (histogram of a query conditions distribution). A query condi-
tion interval (a,b) overlaps some subset of HQCD buckets, so values in those buckets
are incremented by 1. This process is illustrated in Fig. 4. The method of overlap-
ping is shown in Fig. 4.b where bold segments correspond to these HQCD buckets
which will be incremented.

HQCD may be treated as a 1D approximate representation of bivariate PDF of a×
b values distribution (e.g. the histogram HQCD from Fig. 5a is the 1D representation
of PDF form Fig. 3b)

The transform a×b distribution into HQCD is not invertible. The number of buck-
ets of HQCD (from Fig. 5) is equal 100 (NQCD = 100).

A standard equi-width-type histogram called HSTD was also made for data de-
scribed by distribution of X values form Fig. 1. This HSTD(12) with Nb = 12 buck-
ets was shown in Fig. 6a. Such type of histogram is commonly used by DBMS as a
representation of the attribute values distribution.

A new type of histogram for representing X attribute values distribution—a
query-condition-aware histogram is proposed in this paper. This type of histogram
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Fig. 4 Method of a HQCD building: (a) initial state of HQCD, (b) some interval of a query
condition, (c) HQCD state after taking into account the query condition interval

Fig. 5 (a) HQCD—the histogram of query condition distribution as the approximate represen-
tation of the a× b distribution from Fig. 3, (b) HQCD and 1/4-th quantiles (3 bold vertical
lines)

named HQCA takes into account either a distribution of attribute values (Hx) or a dis-
tribution of query conditions (HQCD). This lets to reflect user requirements described
by the a and b bounds distributions.

p-th quantiles are obtained using HQCD histogram at the first stage of the HQCA

construction algorithm. p is equal 1/Nq, where Nq is the number of the first level
of X domain splitting in HQCA. In our example Nq is equal 4 so p-th quantiles are
simply quartiles. p-th quantiles designate bounds of superhistogram intervals. As we
can see in Fig. 5b three vertical bold lines separate the X domain into four intervals
in the superhistogram. Intervals of superhistogram are narrow in the region of the
user interest (see intervals: [q1,q2) and [q2,q3)).

This stage of HQCA construction algorithm allows to reflect the region of the user
interest.
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A small equi-width-type subhistogram is build for every bucket of the superhis-
togram at the second stage of the HQCA construction algorithm. There are Nq subhis-
tograms. Every subhistogram has Neqb buckets, so the whole query-condition-aware
histogram HQCA(Nq,Neqb) has Nq × Neqb = Nb buckets. In our example the subhis-
togram has Neqb = 3 buckets so HQCA(4,3) histogram has 4×3 = 12 buckets. This
HQCA histogram is shown in Fig. 7a.

The second stage of the HQCA construction algorithm allows to reflect the table
attribute values distribution. The resolution of HQCA is high in the region of the user
high interest (widths of subhistogram buckets are small in such region). We can see
it in Fig. 7b where zoomed part of HQCA is shown (3 buckets in very small interval
[q1,q2)).

We can notice that a trivial HQCA(1,Nb) is equivalent to some HSTD(Nb) and then
a distribution of query range bounds (HQCD) is not taken into account.

For ranking HQCA and HSTD histogram-based selectivity estimation methods, the
relative error of selectivity estimation was defined as follows:

RE(Q(a < X < b)) =
|sel(Q)− sel∧(Q)|

sel(Q)
100%, (3)

were sel is an exact value of selectivity of a range query Q and selˆ is an approximate
selectivity value obtained using a histogram. All values of REs for all queries Q
(1000 query conditions according to the a × b distribution) were used for ranking
HQCA and HSTD.

Two histograms (with the same number of buckets)—HSTD(12) and HQCA(4,3)
were taken into account. Mean values of relative errors—MREs (small squares in
Fig. 6b), median values (bold horizontal lines), and distances between the 3rd and the
1st quartile (heights of boxes) were calculated for set of REs using both histograms.
Selectivity estimation based on the proposed HQCA is better than this one bases on
HSTD as we can see in Fig. 6. Error statistics values for HQCA are less than these ones
for HSTD, i.e. means are equal 31 % and 211 %, medians—29 % and 41 %, quartile
distances—29 % and 132 %.

Let’s consider the problem of finding the error-optimal HQCA for given the total
number of buckets (Nb = 12). This is equivalent to choose some HQCA(Nq,Neqb) for
1 ≤ Nq ≤ Nb with the smallest mean error value (MRE) were Nq ×Neqb = Nb and Nq

is a positive divisor of Nb. Figure 8 shows that the pair (Nq,Neqb) = (4,3) is optimal.

3 The Proposed Selectivity Estimation Method

The method of selectivity estimation based on proposed query-condition-aware his-
togram is presented in this section.

Obtaining a selectivity value based on the proposed histograms does not differ
from these ones based on standard histograms. Thus, the effectiveness of the selec-
tivity calculation method is comparable to these ones well-known approaches. Thus,
there is no need experimental results to prove this.
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Fig. 6 (a) Standard histogram HSTD(12) made for X attribute values, (b) Accuracy rating of
selectivity estimation methods based on HSTD(12) and HQCA(4,3)

Fig. 7 (a) HQCA(4,3)—the final query-condition-aware histogram, (b) Zoomed view of the
third subhistogram (the region of the user high interest)

Fig. 8 Mean relative error MRE(Nq) of the selectivity estimation based on HQCA(Nq,12/Nq)
for Nq = 1,2,3,4,6,12
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The advantage of the method results form a conformity to the query bounds dis-
tribution. This makes that selectivity approximation errors for HQCA-based method
are less than these ones based on HSTD.

The main issue of the presented method is a problem of HQCA construction. The
construction of HQCA is rather not time-critical. Only the simple operation for HQCD

construction i.e. gathering data about the a × b distribution is time-critical because
it is done during every query execution.

However, because of an efficiency reason the final version of the method of HQCA

creating is a little differ than this one described in the previous section. Instead
of calculating the mean relative selectivity error for a sample set of queries this
approach is directly based on matching histograms.

The method of finding the optimal HQCA(Nq,Neqb) for a given Nb (where Nb =
Nq ×Nebq) will be presented in the following subsection. The score function is dif-
ferent than this one based on MRE.

3.1 The HQCD-Based Histogram Construction Algorithm

Before HQCA creation the relevant should be created. HQCD describes a query
bounds distribution and it has NQCD buckets (NQCD >> Nq).

At first a equi-height histogram HQCDˆ is created. This HQCDˆ is an approximation
of HQCD based on 1/Nq-th quantiles. Intervals bounds of HQCDˆ are determined by
values of quantiles.

A histogram Hx is created next. Hx describes a X values distribution and it has Nx

buckets (Nx >> Nb).
The main procedure of the algorithm finds such pair (Nq,Neqb) for HQCA that

some score function value is the smallest. The score function is a sum of two ad-
dends (both taken with the same weight in the assumed approach):

1. a sum of squares of distances between values of HQCD and HQCDˆ,
2. a sum of squares of distances between values of Hx and HQCA.

A value of the first addend reflects matching HQCD and HQCDˆ (i.e. mismatch-
ing to the query bounds values distribution). A value of the second addend reflects
matching Hx and HQCA (i.e. mismatching to the attribute value distribution).

This method uses the absolute error based on values from histograms (the pre-
vious method uses the mean relative error of selectivity estimation). However, for
the data presented in the previous section, this method gives the same error-optimal
parameter values of the result HQCA i.e. (Nq,Neqb) = (4,3).

3.2 Implementing the Method in Oracle DBMS

The presented method of selectivity estimation may be implemented and integrated
into Oracle DBMS using ODCIStats (Oracle Data Cartridge Interface Statistics)
module [7].
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ODCIStats enables the interface for implementing creation of a user-defined at-
tribute values distribution representation so-called a user-defined statistics. It also
enables the interface for implementing a user-defined selectivity function (which
operates on the user-defined statistics). This allows the query optimizer to invoke
the user-defined selectivity function during evaluation a query condition (in the pre-
pare phase of the processed query). Such application of ODCIStats module was
presented in [4, 1].

The above-mentioned ODCIStats functionality also allows to gather on-line in-
formation about query conditions i.e. query range bounds values distribution. Such
purposed mechanism allows to create HQCD histogram. This is unconventional us-
age of ODCIStats module (i.e. invoking ODCISelectivity function causes not only
selectivity calculation but it updates HQCD too).

The proposed implementation may allow DBMS to work in two modes. In the
first mode named the gathering mode (or the learning mode) DBMS may update
HQCD for each processed query. By invoking the selectivity function the query opti-
mizer also increments values in histogram buckets of HQCD (Fig. 4).

After then DBMS is switched into the second mode named the normal mode (and
HQCD is not updated). Now the user-defined statistics (HQCA histogram) may be
created using standard command like dbms_stats.gather_table_stats. This invokes
implicitly the algorithm for creating a new HQCA from Hx and HQCD which was
described in the previous subsection.

From this moment the query optimizer may use implicitly the user-defined selec-
tivity method based on the created HQCA.

4 Conclusions

The problem of selectivity estimation for range query conditions is considered in this
paper. Known approaches to obtaining selectivity are based on histograms. These
histograms are only non-parametric estimators of an attribute values distribution.

The new approach which reflects a query conditions distribution is presented in
this paper. A new type histogram named query-condition-aware one (HQCA) is pro-
posed in the article. The query-condition-aware histogram reflects either an attribute
values distribution or a range query bounds values distribution. The algorithm of
construction of the error-optimal query-condition-aware histogram was introduced.

Future works will concentrate on increasing effectiveness of the HQCA construc-
tion algorithm by applying dynamic programming technique for efficient scoring
histograms matching.
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Verification of the Search Space Exploration
Strategy Based on the Solutions
of the Join Ordering Problem

Daniel Kostrzewa and Henryk Josiński

Abstract. The paper addresses the problem of quality estimation of the search
space exploration strategy. The strategy is used to find a satisfying solution to the
join ordering problem, which constitutes a crucial part of the database query opti-
mization task. The method of strategy verification is based on the comparison of the
execution time for the solution produced by the Invasive Weed Optimization (IWO)
algorithm with the analogous value for the solution determined by the SQL Server
2008 optimizer. Solutions were generated for star queries that are common in data
warehousing applications. The authors discuss representations of the single solu-
tion and describe the modified version of the IWO algorithm emphasizing features
of the proposed hybrid method of the search space exploration. The results of the
conducted experiments form the main topic of analysis.

Keywords: exploration of the search space, join ordering, star query, the IWO
algorithm.

1 Introduction

Determination of the join ordering in a query addressed to a database constitutes
a significant part of a query optimization process in case of both centralized and
distributed data. Bibliography related to this topic is extensive—join ordering is de-
termined, among others, by the following methods [10, 13]: Minimum Selectivity,
Top-Down, KBZ, Relational Difference Calculus and AB. The following combina-
torial metaheuristics: simulated annealing, iterative improvement, tabu search [11],
as well as hybrid methods [5, 7] and genetic algorithms have been also applied to
solve the considered problem.
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In the studies [2, 4, 1, 3] the authors of the paper presented the results of the appli-
cation of both the evolutionary algorithm and the modified version of the Invasive
Weed Optimization (IWO) algorithm. In the latter case, the original search space
exploration strategy has been replaced by variants of the author’s hybrid method.
The aim of the next stage of the research was to compare the results produced by
the author’s method with the outcomes generated by the optimizers of the chosen
database management systems (DBMS). This paper focuses on the experimental
research carried out on the centralized data with usage of the SQL Server 2008
DBMS.

Forms of representation of a single solution for the considered optimization prob-
lem are discussed in Sect. 2. Section 3 contains a brief description of the IWO al-
gorithm taking into serious consideration the proposed hybrid method of the search
space penetration. Section 4 deals with procedure of the experimental research along
with its results. The conclusions are formulated in Sect. 5.

2 Analysis of the Optimization Problem

The objective of the considered optimization problem is to find the order of joins
which guarantees that the user receives the query result as quickly as possible. In
consequence of that, a value of the goal function is interpreted as an estimated cost
of joins execution. The cost model embedded in the IWO algorithm [2, 3] assumes
that a single join implementation is based on the nested loops algorithm [9]. The
fundamental components of the cost model are formulas for estimation of a join
execution cost and optionally (that is to say, in case of distributed data) of a data
transfer cost. The complete solution of the optimization problem in the latter situa-
tion requires additionally determination of workstations where particular joins will
be executed.

2.1 Representation of a Single Solution

The search space comprises join orders (execution plans) depicted as a rule in form
of a join processing tree (join tree) [10, 13], which consists of the following elements
(Fig. 1):

• leaves representing base relations including records,
• inner vertices corresponding to the joins; the join executed as a last one is as-

signed to a vertex called root; a processing tree with n leaves consists of n − 1
inner vertices,

• edges connecting every inner vertex with two tree elements (inner vertices or
leaves) located directly below the vertex; each such a triple of elements expresses
a single join with its arguments. The edges illustrate data flow from the leaves to
the root.
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Configuration of leaves, inner vertices and edges determines a shape of a tree. If
every inner vertex is connected with at least one of leaves, a tree is characterized
by a sequential system of vertices (Fig. 1a). A presence of at least one vertex con-
nected exclusively with two inner vertices located directly below the vertex, means
the opportunity to execute simultaneously both joins represented by two aforemen-
tioned inner vertices. This feature is specific for a join processing tree with a parallel
system of vertices (Fig. 1b).

Fig. 1 Systems of vertices in a join processing tree: (a) sequential, (b) parallel

Results of experiments performed with usage of the SQL Server 2008 system
lead to the observation that the query optimizer of the aforementioned DBMS gen-
erates exclusively join processing trees with a sequential system of vertices. There-
fore, only this type of join processing trees will be taken into account in further
considerations.

2.2 Mapping of a Join Processing Tree into an Individual
of the Weed Population

In the IWO algorithm a single solution for the considered optimization problem is
represented as an individual of a weed population. Mapping of a join processing tree
into an individual is shown in Fig. 2.

Fig. 2 Representation of a single solution: (a) a join processing tree, (b) an individual

It is worthwhile to mention that the proposed form of an individual accepts also
solutions generated in case of distributed data because a gene representing a single
join consists of a triple including identifiers of records sets constituting join argu-
ments as well as identifier of workstation where the join will be executed (denoted
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Alg. 1
create the first population composed of n randomly generated individuals
for each individual from the population do

compute the value of the fitness function
end
while the stop criterion is not satisfied do

for each individual from the population do
compute the number of seeds based on the value of the fitness function
for each seed do

determine a place of fall of the seed choosing with the fixed probability one
of the following methods: dispersing, spreading or rolling down
create a new individual according to the randomly chosen method
compute the value of the fitness function for the new individual

end
end
create a new population composed of n best adapted individuals taking into account
former population as well as new individuals

end

IWO Algorithm

by W in Fig. 2b). Configuration of genes (Fig. 2b) reflects the order of joins de-
scribed by the join processing tree in Fig. 2a. Identifiers of base relations received
numbers from 1 to 4, whereas sets of records generated by the subsequent joins
obtained numbers 5 and 6.

Exploration of the search space is accomplished by transformations of the parent
individual into an offspring. Under assumptions concerning both—the form of the
individual and restriction related to the case of centralized data—the only applied
transformation is based on the exchange of two records sets identifiers randomly
chosen from different genes. In this way any identifier cannot be used as an argument
of more than one join.

It is worthwhile to remark that join processing trees with the parallel system of
vertices can be also mapped into the discussed form of the individual.

3 Description of the IWO Algorithm

The IWO algorithm provides the opportunity to experiment with different search
space exploration strategies. The pseudocode describes the algorithm by means of
terminological convention consistent with the ‘natural’ inspiration of its idea.

Character of the operation described as ‘determine a place of fall of the seed’
differs depending on the method randomly chosen for its realization. Probability
values of selection assigned to the particular methods: dispersing, spreading and
rolling down form parameters of the algorithm.

In case of dispersing the aforementioned operation computes the distance be-
tween the place where the seed falls on the ground and the parent individual. The
distance is described by the Student’s t-distribution with a fixed number of degrees
of freedom, truncated to nonnegative values. In addition, the value produced by the
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Student’s t random variate generator is multiplicated by the scale coefficient γiter.
The scale coefficient is decreased in each algorithm iteration (i.e. for each popula-
tion) and computed for the iteration iter (iter ∈ [1, itermax]) according to the follow-
ing formula:

γiter =
(

itermax − iter
itermax

)m

(γinit − γfin)+ γfin. (1)

The total number of iterations (itermax), equivalent to the total number of popu-
lations, can be either used in form of the algorithm parameter with the purpose of
determination of the stop criterion or can be estimated based on the stop criterion
defined as the execution time limit. The symbols γinit, γfin represent, respectively,
initial and final values of the scale coefficient, whereas m is a nonlinear modulation
factor. A tendency to gradual reduction of the distance for subsequent populations
resulting from (1) accords with intention of the authors of the IWO algorithm origi-
nal version [6, 8, 12].

Construction of a new individual according to the dispersing method is based on
transformations (see Sect. 2.2) performed on the copy of the parent individual. The
number of transformations equals to the distance between the parent individual and
the new one.

The spreading is a random disseminating seeds over the whole of the search
space. Therefore, this operation is equivalent to the random construction of a new
individual.

The rolling down is based on the examination of the neighbourhood of the parent
individual. The neighbourhood comprises individuals that differ from the parent
by exactly one transformation. The best adapted individual is chosen from among
the determined number of neighbours, whereupon its neighbourhood is analyzed
in search of the next best adapted individual. This procedure is repeated k times
(k is a parameter of the method) giving the opportunity to select the best adapted
individual found in the k-th iteration as a new one. The value of the fitness function
is computed as the reciprocal of the goal function.

4 Experimental Research

Principal objective of the experiments was to compare values of the execution time
for two groups of plans: the first group was composed of plans built by means of the
IWO algorithm, whereas the second one contained plans created by the optimizer
of the SQL Server 2008 DBMS. The IWO plans were executed in the SQL Server
2008 DBMS owing to a set of hints that enable user to impose the determined func-
tioning of the query optimizer (i.e. to reconstruct truly the join order and to apply
the appropriate join algorithm).

The process of join ordering was performed on a set of star queries that are
widespread in data warehousing applications, where a star query joins a large fact
table with smaller dimension tables. Table 1 contains the description of 5 databases
applied in the research.
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Table 1 Description of databases used in the experiments

Database Cardinality of the fact table Max. cardinality of the dimension tables
A 10000 5000
B 10000 50000
C 100000 5000
D 100000 50000
E 1000000 5000

During the first stage of the research, a generator of test queries was constructed
following the example presented in [11]. Then, a series of experiments was con-
ducted exploiting the environment described in [2, 1, 3]. Each of trials included
following phases:

1. Generation of a test query that refers to a fact table and 49 dimension tables from
a single centralized database: A, B, C, D or E.

2. Construction of the test query execution plan by means of the IWO algorithm.
It was assumed that minimum computation time amounts to 5 s, while the real
instant of program termination is equivalent to the instant of creation of the first
population after the minimum computation time. This way the approximately
constant time of calculation was obtained. The calculations were repeated 10
times producing dissimilar solutions, which results from the nondeterministic
nature of the IWO algorithm.

3. Enforcement of the test query execution by the SQL Server 2008 DBMS accord-
ing to the plan constructed by the IWO algorithm.
Application of the hint OPTION(FORCE ORDER) [14] enabled to impose the
join order determined by the IWO algorithm. Furthermore, owing to the hint
OPTION(LOOP JOIN) the nested loops method was used for each join com-
plying with assumption valid for the IWO algorithm. Each variant of the plan
constructed for the given test query as it was described in point 2 was executed
10 times, thus producing together 100 values of the execution time tIWO.

4. Construction of the test query execution plan by means of the method embedded
in the SQL Server 2008 DBMS combined with the query execution.
Tenfold repetition of this operation enabled to evaluate the execution time tDBMS.
It is worthwhile to mention that every time before next query execution the cache
memory buffers were flushed by means of the following commands:

CHECKPOINT
DBCC DROPCLEANBUFFERS

Cardinality of the queries’ results was equal to the cardinality of the fact table.
The workstation used for experiments is described by the following parameters:

Intel Core2 Quad Q6600 2.4 GHz processor, RAM 2 GB 800 MHz. Values of the
IWO algorithm parameters applied in the experiments were collected in Table 2.
They were found as a result of the research described in study [4] forming a set of
the most appropriate values for the considered problem.
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Table 2 Values of the algorithm parameters

Population cardinality 100
Maximum number of seeds sowed by a weed 2
Number k of neighbourhoods examined during the rolling down 3
Probability of the dispersing method 0.2
Probability of the spreading method 0.75
Probability of the rolling down method 0.05
Number of degrees of freedom for the Student’s t-distribution 2
Nonlinear modulation factor m 3
Initial value of scale coefficient γinit 5
Final value of scale coefficient γ f in 1

Results of the experiments were collected in Table 3 in form of the following
details given for each test query: estimated cost of the plan constructed by the SQL
Server 2008 DBMS cDBMS, mean value and classical coefficient of variation for es-
timated cost values cIWO collected for 10 variants of the plan generated by the IWO
algorithm, mean value of the execution time tDBMS computed after 10 executions of
the plan constructed by the SQL Server 2008 DBMS and mean value of the execu-
tion time tIWO computed after 100 executions of all variants of the plan generated
by the IWO algorithm along with classical coefficient of variation.

The observations collected after performing experiments can be grouped into the
following cases:

• estimated cost of the plan constructed by the SQL Server 2008 DBMS was
slightly higher than estimated cost of the plan generated by the IWO algorithm;
relationship between execution times of the test query according to each of both
plans confirmed this observation (query A5),

• estimated cost of the plan constructed by the SQL Server 2008 DBMS was sig-
nificantly lower than estimated cost of the plan generated by the IWO algorithm;
relationship between execution times of the test query according to each of both
plans confirmed the aforementioned observation, but the difference between both
values of the execution time was not so significant as it could be suggested by
disproportion between plans’ costs (queries A4, B1, D3, E3, E5),

• estimated cost of the plan constructed by the SQL Server 2008 DBMS was sig-
nificantly lower than estimated cost of the plan generated by the IWO algorithm,
while relationship between execution times of the test query according to each
of both plans turned out to be in favour of the IWO algorithm (queries A1-A3,
B2-B5, C1-C5, D1, D2, D4, D5, E1, E2, E4).

Comparison of the columns including the values of the classical coefficient of
variation ‘CCV’ (quotient of standard deviation and mean value) shows that the
range of execution time for plans built by means of the IWO algorithm values re-
flects a span of their cost values only to a certain degree.
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Table 3 Cost and execution time of the plans

Query cDBMS cIWO cIWO tDBMS tIWO tIWO
Mean CCV [%] Mean [s] Mean [s] CCV [%]

A1 10.4 13.5 6.1 6.51 5.74 2.9
A2 9.8 11.5 5.8 6.14 6.04 2.0
A3 10.5 13.5 8.0 6.14 5.95 1.3
A4 10.5 14.8 13.6 5.83 5.86 1.5
A5 10.7 10.6 4.4 6.07 5.92 1.4
B1 32.3 53.5 7.5 23.21 25.63 6.6
B2 26.2 50.4 4.3 20.43 20.05 3.2
B3 25.8 55.0 5.8 17.09 16.24 1.3
B4 20.3 51.9 7.8 22.19 21.81 2.2
B5 19.5 49.5 10.6 20.96 18.08 2.1
C1 73.7 106.7 12.4 43.72 42.23 1.3
C2 76.3 96.5 7.3 43.76 41.59 1.3
C3 79.3 108.7 9.8 57.75 52.87 1.1
C4 76.5 114.3 5.8 50.47 47.10 1.3
C5 78.6 92.6 6.1 46.33 45.90 0.6
D1 182.0 262.5 9.1 81.31 79.57 1.4
D2 128.0 319.0 13.5 65.68 61.93 1.0
D3 185.9 456.6 8.6 67.83 68.85 0.9
D4 294.2 531.9 4.7 67.98 66.92 1.7
D5 187.0 386.8 6.0 71.56 69.52 1.4
E1 759.6 903.3 5.8 754.07 560.11 6.7
E2 728.5 1163.5 7.3 545.00 519.87 1.1
E3 764.4 903.5 5.4 541.35 590.03 8.7
E4 772.2 863.0 5.0 640.57 550.10 7.3
E5 754.3 1009.0 6.6 537.33 600.88 1.4

5 Conclusions

The above interpretation of the experimental results points the direction of further
research activities. They should lead to limit the range of cost values for plans gen-
erated by means of the IWO algorithm. However, it is worthwhile to underline that
this span had only a partial transposition on the execution time of the compared IWO
plans. Moreover, in case of 80 % of queries the IWO plans turned out to be faster in
realization than the plans constructed by the SQL Server 2008 DBMS. Interesting
extensions of the comparative opportunities would be surely expansion of the join
cost model with two join algorithms used by the DBMSes—the first one based on
the hash function and the second one composed of sorting and merging—as well as
incorporation of other DBMSes (e.g. DB2) into research.



Verification of the Search Space Exploration Strategy 455

References
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2. Kostrzewa, D., Josiński, H.: Application of the invasive weed optimization algorithm for
predetermination of the progress of distributed data merging process. Studia Informatica,
30(2A(83)), 79–92 (2009) (in Polish)
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Efficient Representation of Transition Matrix
in the Markov Process Modeling
of Computer Networks

Piotr Pecka, Sebastian Deorowicz, and Mateusz Nowak

Abstract. Markov chains are used in analysis in many fields. One of them is per-
formance evaluation of computer systems, especially computer networks. For the
analysis we use OLYMP object library that provides features to describe complex
systems and find their statistical parameters. We present two compressed data struc-
tures for the most space-consuming parts of data processed by OLYMP. Then, we
show how these improvements move the barrier of applicability of the utility.

Keywords: Markov chains, complex systems analysis, data compression.

1 Introduction

Markov chains [8] are commonly used in statistical analysis in numerous fields. You
can find them in performance evaluation, queuing theory, resource management,
finding fault probability, description of physical or chemical processes, etc. Fields
of their applications cover biology, economy, computer science, chemistry, social
sciences, and many other disciplines. One of the domains, where Markov chains are
traditionally used, is performance evaluation of computer systems, and nowadays,
emphasis is placed on performance evaluation of computer networks.

State changes in Markov chain are described with transition matrix of dimen-
sion equal to the number the of states, where each cell, of indexes (x,y), contains
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intensity or probability of change state from x to y. Finding desired parameters of
a modeled system requires solving a system of linear equations (either algebraic or
differential) given by transition matrix. The real size of Markov chain (MC), which
in fact is the number of states the system contains, varies depending on application,
and can achieve values from a few hundred up to a few billions. In computer sys-
tems modeling for the purpose of performance evaluation, a detailed description of
an examined system can achieve hundreds millions of states. The main problem,
called a state explosion problem, of Markov modeling is a huge size of transition
matrix and numerical complexity of solving a system of linear equations defined by
this matrix.

Many software tools were developed for resolving Markov chain models. Most
academic markovian programs are of general usage not specialized for given area
(MARCA [14], PEPS [1], PRISM [6]), whereas commercial products are focused
on applications—mostly in the field of systems reliability (Relex [10], Isograph-
Software [3]). There is still lack of powerful tools supporting modeling of queu-
ing systems, focused on computer network performance studies. Existing tools like
PEPSY-QNS [4] or MACOM [5] had limited capabilities and their development
were stopped.

The paper presents the latest release of OLYMP (Object-oriented LibrarY for
modeling Markov Processes), C++ class library that provides features to describe
complex queuing systems, especially computer and telecommunication ones, as
markovian model and finding their statistical parameters [9]. OLYMP generates a
transitions matrix for a model described in terms of objects. The matrix defines lin-
ear equations for steady states analysis or differential equations for transient anal-
ysis. The main innovation in this version is usage of the highly compressed data
structures for representation of model states and transition matrix. This improve-
ment allows to efficiently process much larger models, while the speed of analysis
is comparable.

The paper is organized as follows. Section 2 describes the main concepts of
OLYMP. Section 3 gives some details of analytical solving of the model. Section 4
shows the new compressed data structures developed for OLYMP. Experimental re-
sults are given in Sect. 5. The last section concludes the paper.

2 OLYMP

OLYMP is an object library that provides objects to build and solve queuing net-
works for complex CTMC (Continuous-time Markov Process) models of computer
and communication systems. CTMC analysis consists of the steps:

1. Transition matrix generation.
2. Steady or transient state analysis—solving linear or differential equations de-

scribed by the transition matrix [11, 13].
3. Computation of the output parameters of model based upon vector state.

There are a number of problems appearing in the transition matrix generation
phase, which will be addressed below.
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OLYMP KERNEL
GlobalVector = ((n1,n2), (n1,n2), (n1,n2), (s1,s2,s3))

S3b

S3a

S2b

S2a

S1b

S1a

node1
(n1,n2)

node2
(n1,n2)

node3
(n1,n2)

RM
(s1,s2,s3, f)

SndTransition()

RcvTransition()

Fig. 1 Markovian model of synchronous slotted-ring network [9]

A model is described by objects defined in the class library written in C++. A user
may extend this library and append newly defined objects that represent networks’
elements. A sample model and the OLYMP code for it are presented in Figs. 1 and 2
respectively.

A state descriptor vector, a global vector state, consists of discrete components
which describe a state of the system. Each object that is a component of the modeled
network has own local vector state. A local vector state is a sequence of objects
of classes VSItem. A global vector state is the concatenation of all local vector
states. For our sample model the local vector of objects of class Node2Q has two
elements (n1, n2) where n1 and n2 are numbers of priority and best effort packets
in the node. The local state vector of RingMaster object has four elements: (s1,
s2, s3, f), where s1, s2, and s3 are ring states (valid values: 0—empty slot,
1—priority packet, 2—best effort packet) and f—Erlang phase for discrete time
approximation.

Each object in OLYMP, representing a network element, inherits from an ab-
stract class MarkNetItem, which gives the functions: SndTransition and
RcvTransition. These two functions change the local vectors (components of
the global vector state) of the object in a matrix generation process caused by a
transmission of packets inside a network:

• SndTransition—is invoked by the main procedure of matrix generation
solver in OLYMP Kernel; it tries to modify (if possible) the local vector of the
object (network element).
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FSASearcher *St = new FSASearcher(); // Type of State Searcher
Network net("Open",Nb_Of_Classes,OPEN); // object represents network
// object represents Markov solver
MarkSolver Ms(net,St,Output_Mtx_File_Name,Silence,Compress);

// input exponent sources
ExpSource s1a(nb_of_units,CL_A,lambda,"S1a",net,Ms);
ExpSource s1b(nb_of_units,CL_B,lambda,"S2a",net,Ms);
ExpSource s2a(nb_of_units,CL_A,lambda,"S1a",net,Ms);
ExpSource s2b(nb_of_units,CL_B,lambda,"S2a",net,Ms);
ExpSource s3a(nb_of_units,CL_A,lambda,"S1a",net,Ms);
ExpSource s3b(nb_of_units,CL_B,lambda,"S2a",net,Ms);

// nodes connected to rinRing master
Node2Q node1(qs1a,qs1b,"node 1",net,Ms);
Node2Q node2(qs2a,qs2b,"node 1",net,Ms);
Node2Q node3(qs3a,qs3b,"node 1",net,Ms);
RingMasterAprox rm(3,ph,1,selv, "Rmaster",net,Ms);

int main(int argc, char *argv[]) { //routing
s1a.SetTransition(UNDEF_CL,node1,1); // s1a connected to node 1
s1b.SetTransition(UNDEF_CL,node1,1);
s2a.SetTransition(UNDEF_CL,node2,1);
s2b.SetTransition(UNDEF_CL,node2,1);
s3a.SetTransition(UNDEF_CL,node3,1);
s3b.SetTransition(UNDEF_CL,node3,1);

rm.SetTransition(UNDEF_CL,node1,1); // rm connected to node 1
rm.SetTransition(UNDEF_CL,node2,1);
rm.SetTransition(UNDEF_CL,node3,1);
Ms.Run(); // start of generating process

}

Fig. 2 OLYMP code for the model presented in Fig. 1

• RcvTransition—is invoked by SndTransition; it returns a copy of its
modified local vector, caused by a received packet. When the object cannot ac-
cept the task it refuses returning NULL tag.

The light grayed objects (Fig. 1) are passive–only RcvTransition function is
invoked for them. The dark grayed objects are active—both RcvTransition and
SndTransition functions are invoked for them. To add a new class of elements
to OLYMP it is necessary to redefine this two functions.

The main problem of transition matrix generation process is determination of all
reachable states. We use two methods:

• One-pass—based on a fast dictionary data structure, e.g., trie, hash table.
• Two-pass—based on a finite state automaton (class FSASearcher); this method

is described in detail in Sect. 4.

The stages of the two-pass generation process are:

1. Generation of all the states of Markov chains and construction of a finite state
automaton with a minimal perfect hashing (MPH) function (in a way similar
to [7]).

2. Generation of the transition matrix—the states are numbered according to the
MPH function.
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3 Numerical Solving of Markov Chains

Numerical solving of Markov chains means solving the sets of equations defined by
transition matrix Q:

1. linear equations:
QTπ = 0, (1)

2. differential equations:
dπ(t)

dt
= QTπ(t), (2)

where π is a solution vector of probability of all states in Markov process. In this
paper, we use an iterative projection method [11, 13] for this purpose.

The main problem that appears in iterative methods is a multiplication of huge
matrix Q by vector π and the transposition of matrix Q.

4 Compression of State Vectors and Sparse Matrices

A global state vector is a sequence of integers and typically is rather short (up to
twenty elements). The number of states is huge, so the collection of all states can
consume a lot of memory. Fortunately, the collection of vectors is highly redundant,
so a compression can help a lot.

We construct a semi-dynamic finite state automaton (FSA) relating on our prior
results on compact lexicon representation [2]. This FSA stores all valid state vectors
in a very compact form. Moreover, when each state (or transition) in the FSA is
augmented by some counter, we obtain a minimal perfect hashing function (MPH)
returning for each state vector a unique integer from the range [0,n−1], where n is
the number of states [7, 12]. These integers are treated as state ids and are indexes
of rows related to these states in matrix Q.

The transition matrices in OLYMP are sparse and there are only a few (usually
less than 10) non-zero elements per row. A natural representation of such matrices is
to store for each row only a number of non-zero elements and pairs (column index,
value) for each such element. In a typical case, this leads to memory requirements
(expressed in bytes) two orders of magnitude larger than matrix dimension. For
matrices of dimension 108 it means about 10 GB, which is usually two much or
almost two much for typical workstations. The memory constraint limits OLYMP
applications to models of up to 108 states.

Due to the properties of the analyzed networks, the matrix is highly redundant. To
make use the observed redundancy we invented a specialized compression algorithm
for matrix Q. At the first step, column indexes in each row are differentially encoded.
A row of index i of contents:

〈c1,v1〉,〈c2,v2〉, . . . ,〈ck,vk〉,
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where c j is a column index of jth non-zero element of value v j is replaced by

〈c1 − i,v1〉,〈c2 − c1,v2〉, . . . ,〈ck − ck−1,vk〉.

After such mapping many rows are identical, e.g., if the 2nd row contains non-
zero in the 5th column and the 3rd row—non-zero in the 6th column (and the cell
values are the same), the rows after mapping are encoded identically. Thus, all the
unique rows are stored in an FSA augmented by MPH function and instead of repre-
senting the matrix as an array of rows we store only an array of row ids in the FSA
(a single integer per row). Typically this representation of matrix is 10–20 times
smaller than the initial one.

The array of ids can be further compressed, because consecutive subsequences
of the array are often identical. The proposed algorithm, called MetaRLE, for each
successive symbol of the input array appends it to the end of the output array (ini-
tially empty) and verifies whether the last m symbols (for 1 ≤ m ≤ 103) are identical
to the previous m symbols. If the answer is positive, the two m-symbol copies are
replaced by a number of repetitions and these m symbols. E.g., if the input array
contains 5,5,6,5,5,6,6,5, the output array would be:

〈1,2,3〉,〈1,2,1〉,〈0,5〉,〈0,6〉,〈0,6〉,〈0,5〉,

which should be understood as:

• 〈1,2,3〉 means: repetition (flag 1), three next tuples are repeated two times,
• 〈1,2,1〉 means: repetition (flag 1), one next tuple is repeated two times,
• 〈0,5〉 means: integer (flag 0) 5,
• 〈0,6〉 means: integer (flag 0) 6.

Each tuple is represented in 32 bits. A decompression algorithm is straightfor-
ward, so we omit it here. MetaRLE compression ratio highly depends on the struc-
ture of the matrix but experiments show that it often exceeds 103.

The main asset of the state vector compressed representation is much reduction
of memory. A drawback is that the generation algorithm is two-pass. The main as-
set of matrix compression is also memory reduction, which now moves the barrier
for models that can be solved by OLYMP by 1–2 orders of magnitude (up to 109–
1010 states). Now the constraint for solving even larger models is an orthogonaliza-
tion process present in the selected iterative projection method of solving Markov
chains.

The main problem related to huge matrices compressed by MetaRLE algorithm
is that OLYMP produces matrix Q in form that must be transposed before solving
the set of equations. In theory it is a trivial task but in practice for matrices of total
number of 1010 non-zero elements it is not such. Fortunately, (1)–(2) specifies only
what should be made but actual ordering of scalar multiplications and additions can
be different. Therefore, we resigned from explicit transposing of matrix Q.
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Table 1 Experimental results of Markov-chain-based analysis of three models of computer
networks

Slotted-ring Slotted-ring Simply open
network (aprox. model) network network

Matrix dim. 35 389 440 9 765 625 152 983 809
Non-zero elements 282 263 552 62 102 375 878 793 597
Avg. trans. per state 8 8 6
State vector length 10 13 6
Raw matrix size 2288.5 MB 585.6 MB 8455.4 MB
Compr. matrix size 98.8 KB 243.1 KB 6.1 KB
Generating time (s) 1063 333 6156
(trie-based searcher)
Generating time (s) 2113 784 8472
(FSA-based searcher)
Steady state analyze with 2539 1398 32900
uncompr. matrix time (s)
Steady state analyze with 1623 918 21934
compr. matrix time (s)
No. multiplications 299 560 1064
No. ortogonalizations 210 500 1060

5 Experimental Results

To evaluate the compression of the sparse matrices we performed a few experi-
ments with various models (Table 1). The matrix generation times were from 25 %
to 50 % shorter in the trie-based method. In the numerical part of the algorithm,
matrix by vector multiplication times are about 30 % shorter for the compressed
matrix representation. Summing up these times we can see that both methods (with
and without compression need similar times). The main asset of the trie-based ma-
trix construction is that it can be easy parallelized, which is a difficult task in the
FSA-based algorithm. The largest differences can be observed in the memory us-
age. The compression ratio for the transition matrix is from 2.4×103 to 1.4×106,
which completely changes the proportions in memory usage in OLYMP. The size
of a compressed matrix is negligible and a dominant (in terms of memory usage) is
now the matrix used in an orthogonalization stage.

6 Conclusions

We presented the algorithms for compression of state vectors set as well as sparse
transition matrix, which both constrained application of OLYMP library to Markov
models of size not larger than 108. Due to the proposed compressed data struc-
tures we are able now to run OLYMP for 1–2 orders of magnitude larger models.
The compression ratios of transition matrices we obtained are from 104 to 106. Our
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future plans include parallelization of the compression and decompression algo-
rithms that can significantly improve speed of analysis.
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and Higher Education grant N N516 407138.
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