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Foreword

It is a great pleasure to present Introduction to Dynamics of Structures and Earth-
quake Engineering by Gian Paolo Cimellaro and Sebastiano Marasco. The book
locates itself between elementary books and books for advanced graduate studies.
The book is divided into three parts: “Part I – Dynamics of Structures” introduces
the main concepts of dynamics of structures. “Part II – Introduction to Earthquake
Engineering” introduces the basic concepts of seismology, seismic hazard analysis,
and different analysis methods. “Part III – Seismic Design of Buildings” describes
how to model structures in seismic zones and the basic concepts of capacity design
as well as new innovative techniques for the design of new and retrofit of existing
buildings. The typical coverage of “Dynamics of Structures” starts properly with
an introduction of the fundamental concepts of structural dynamics, with emphasis
on the application of energy methods, analysis on the frequency domain, and signal
processing, which are essentials necessary for the study of earthquake engineering.
Part II introduces the main concepts of seismology, and probabilistic seismic hazard
analysis, and provides a chapter dedicated to earthquake prediction methods. Part III
introduces the basic concepts of capacity design within the context of Italian seismic
design standards and highlights new and innovative techniques to improve structural
performance, such as base isolation, tuned mass dampers, and supplemental viscous
dampers. An entire chapter is also dedicated to the modeling of infill walls and the
seismic behavior of masonry structures. The book presents also illustrative examples
that help in understanding the subject and the link between theory and finite element
programs, such as SAP2000. The information presented in this book can be used
not only by students but also by those engineers engaged in the seismic design and
retrofit of buildings who want to improve their understanding on the subject.

Berkeley, USA Prof. Stephen Mahin
September 2017
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Preface

The aim of this new book is to provide an elementary, but comprehensive, textbook
which can be adopted for the courses of earthquake engineering at both the School of
Engineering and the School of Architecture of the Politecnico di Torino, providing
in an easy and accessible way the latest updates in the field. No previous knowledge
of structural dynamics is assumed, making this book suitable for the reader that
is learning the subject for the first time. However, the following background is
required:

• Static analysis of structures including statistically indeterminate structures and
matrix formulation

• Rigid body dynamics
• Mathematics: linear algebra and ordinary and partial differential equation

With respect to other classical books on dynamics of structures, this book
emphasizes the application of energy methods and the analysis in the frequency
domain with the corresponding visualization in the Gauss-Argant plan. Emphasis is
also given to the applications of numerical methods for the solution of the equation
of motion and to the ground motion selection to be used in time history analysis of
structures which are more frequently used in current practice due to the increasing
computational power of computers in the last decade.

The book is organized in three main parts:

I. “Dynamics of Structures”
II. “Introduction to Earthquake Engineering”

III. “Seismic Design of Buildings”

Part I introduces the main concepts of dynamics of structures. Part II introduces
the basic concepts of seismology, the seismic hazard analysis, and the different
analysis methods. Part III describes how to model structures in a seismic zone
and the basic concepts of capacity design (Chap. 15) as well as the new innovative
techniques for the retrofit of new and existing buildings, such as passive energy
dissipating systems (Chap. 17), tuned mass dampers (Chap. 18), and base isolation
(Chap. 19). Chapter 20 focuses on the seismic behavior of masonry structures,

ix



x Preface

while Chap. 21 provides a brief introduction to a structural analysis program called
SAP2000. An appendix has also been included with some basic concepts of
probability.

Several figures have been carefully designed and executed to be pedagogically
effective. Many of them involve the use of computer simulations. Most of the
references have been omitted in the book to avoid distracting the reader; however,
a selected list of publications has been added at the end of each book chapter for
further reading.

Torino, Italy Gian Paolo Cimellaro
July, 2017
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Chapter 1
Introduction

Abstract This chapter formulates the structural dynamics problem for structures
that can be idealized as systems with a massless supporting element, a lamped mass
and an equivalent viscous damping element. The equations of motion are formulated
for a single-degree-of-freedom system.

1.1 Idealization of the Structures

Dynamic analysis of structures is used to evaluate the behavior of systems subjected
to vibrations. Such systems in civil engineering are usually complex structures that
can be simplified and idealized as discrete models.

The main goal of dynamics of structures is to determine the stress and strain
levels caused by vibrations employing the extended methods of static analysis.

As shown in Sect. 1.3, an immediate advantage of using discrete models is that
the system equations become ordinary differential equations.

Figure 1.1 illustrates a typical example of structural idealization to perform
dynamic analysis.

From the actual configuration of the structure, the total mass m can be assumed
concentrated at the top (lumped mass) while the lateral displacement u is controlled
by the vertical element by means of its stiffness k. In any case, the idealization
of the structure can be suggested by its simple geometry. According to this
consideration, the multi-story buildings can be idealized in a 2D frame where the
mass is concentrated at the roof level and the elastic inextensible massless elements
provide stiffness to the system. Furthermore, the dissipative capacity of the structure
is modeled using a viscous damper (dashpot) element for each elementary frame
(Fig. 1.2).

Each structural member of the model contributes to inertial (mass), elastic
(stiffness) and energy dissipation (viscous damping) properties of the structure.
Each of these terms is separated from one another, and the sum of them all gives
information about the dynamic response of the structure (Friswell and Mottershead
2013).

© Springer International Publishing AG 2018
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of Structures and Earthquake Engineering, Geotechnical, Geological
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Fig. 1.1 Idealization of a
tank with thin column

Massless
element

k

um

Mass(m)

Viscous
damper

F(t)F(t)

Massles
frame

Fig. 1.2 Idealization of one-story frame

1.2 Degrees of Freedom

In classical mechanics, the number of independent parameters that define the
configuration of a system is referred to as the degrees of freedom (DOFs). In
dynamic analysis, this value represents the number of independent displacements
required to define the displaced positions of all the masses relative to their original
position. Naturally, the DOFs depend on the body stiffness distribution and on the
reference system in which the body is described. Figure 1.3 shows an example of
DOFs definition for a rigid 3D body with diffused mass.

In the dynamic analyses, the idealization of the structures can lead to a
simplification of the problem. Considering the generic elastic frame illustrated in
Fig. 1.4 subjected to a lateral force, with mass applied in the middle of the beam
and with rigid columns, only the lateral displacement is permitted. This type of
idealized structure is called Single Degree Of Freedom (SDOF) since it has only
one DOF (Humar 2012).
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Fig. 1.3 Degrees of freedom of a 3D rigid element

Fig. 1.4 Idealized one-story
buildings for dynamic
analysis
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Fig. 1.5 3D structure (a) and its idealization (b). Identification of DOFs of the structures (c)

This represents the typical flexural system considered in the structural analyses
of frames (bending type frame). The following example (Fig. 1.5) shows a practical
case of DOFs identification in a 3D structure.
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Fig. 1.6 3D view of a one story steel frame (a) and its 2D idealization for section S-S (b)

Each column can be assumed to be fixed at the basement level, while the mass
is assumed concentrated at the roof level. This assumption is always valid for
reinforced concrete or steel buildings, since the horizontal deck can be assumed
more rigid and heavy than the column system (shear type frame).

Considering columns as inextensible elastic elements, the structure has three
DOFs, which are the following:

• linear shifting in x direction .ux/;
• linear shifting in y direction .uy/;
• rotation around z-axis .#z/;

Figure 1.6 shows a 3D one story steel frame composed of a double “T” beam
and columns. A steel grid defines the roof of the system, in which two diagonal
elements are inserted to improve the horizontal stiffness. All the elements can be
assumed inextensible while the stiffness of the horizontal deck is assumed infinite.
In addition, the total mass of the frame is assumed concentrated at the connections
between beams and columns.

The static DOFs of the system are identified by the rotation around the nodes
B and C and by the linear translation in the x direction. The assumption that the
masses are lumped has led to neglect the rotational degrees of freedom, since the
inertia associated with the rotation of concentrated mass with respect to its mass
center can be assumed equal to zero. This last observation is very important to
understand the difference between the DOFs required for static analyses and the
ones for the dynamic case. For this reason, only one DOF can be assumed in the
dynamic analysis since the rotation DOF is much smaller than the linear DOFs.
On the other hand, in the dynamic analysis only the shift in x direction has to
be considered .ux/. This example focuses on the reduction of DOFs due to the
idealization of lumped mass structure.
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1.3 Stiffness

Consider the simple frame shown in Fig. 1.7 subjected to a static external lateral
force F.t/ causing a displacement u. Assuming that the columns at the top are cut,
the sum of the resulting elastic reactions Fs must be equal to the external force (static
equilibrium) (Clough and Penzien 1993).

The resisting force Fs depends on the displacement u and on the mechanical
behavior of the frame elements. To illustrate this, Fig. 1.8 shows the classical force-
displacement relationship for structural materials.

One can notice how the relationship is linear for small value of displacements,
while it becomes nonlinear for displacements greater than a given value. The first
case is representative of the linear elastic field in which the Fs � u relationship is
expressed in Eq. 1.1

Fs D k � u (1.1)

where k represents the elastic modulus of the material. When the displacement
on the structure exceeds the yielding threshold (.uy/), the force-displacement

F(t)F(t)

Fs
Elastic resisting force

m
ua b

Fig. 1.7 Deformed shape of elastic SDOF system (a) and static equilibrium (b)

Fig. 1.8 Generic
force-displacement
relationship

uy

1
k

–ui

Fy

Fs

ui u
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Fig. 1.9 SDOF elastic frame
whit rigid beam

F(t) = Fs

L

h

u

relationship cannot be described by a linear expression, but it will be evaluated by
referring to the real deformations history (Eq. 1.2).

Fs D Fs.u; u/ (1.2)

where u is the deformation gradient. Equation refers to all inelastic behavior of
elements, since it is able to describe the hysteretic curve for any given material. The
following considerations will be referred to in the linear elastic case only.

The definition of the elastic modulus leads to the definition of the elastic force
in terms of displacements. Consider the frame shown in Fig. 1.9, with inextensible
columns and rigid beam.

In general, it is clear that the elastic parameter kij represents the force that should
be applied at the location i to produce a unit displacement at location j.

The lateral displacement u represents the unique DOF of the system. In this
simple case, the stiffness coefficient k can be expressed as the sum of the elastic
coefficients of the two columns (Eq. 1.3)

k D
X

columns

12EIc

h3
D

2X

iD1

12.EIc/i

.h3/i
D 24EIc

h3
(1.3)

where EIc and EIb are the flexural stiffnesses of the columns and the beams,
respectively, where EIb ! 1. The geometric parameters L and h refer to the bay
width and height of the frame.

Thus the equilibrium equation can be written as shown in Eq. 1.4.

Fs D 24EIc

h3
� u (1.4)

It can be observed that the elastic coefficient is expressed as force over length
ŒFL�1�. This unit measurement is valid for linear displacement, while the elastic
coefficients associated with the rotational DOFs are expressed as force ŒF�.



1.4 Mass 9

1.4 Mass

The inertia of a physical system represents the resistance to motion changes. So,
when a stress perturbation Fm is applied to a mass m, an acceleration u will arise
according to Newtons second law (Eq. 1.5).

Fm D m � u (1.5)

The acceleration term is expressed as the second derivative of displacement with
respect to time (u). The identification of the mass coefficients for a lumped mass
system is easy, since they are equal to the mass values. For a generic system, the
mass parameter mij represents what force should be applied at the location i to
produce a unit of acceleration at location j. Figure 1.10 shows the same frame as
in Fig. 1.9, but considering the inertial characteristics.

If �l is the linear density of the frame materials, the mass M calculation can be
assumed as expressed in Eq. 1.6.

M D �l
h

2
C �lL C �l

h

2
D �l.h C L/ (1.6)

Since only one lumped mass is used to describe the inertia properties of the
frame, the coefficient m will be equal to M. As observed in Sect. 1.2, assuming
the mass is concentrated at the roof level, will lead to neglect the rotational
inertia terms associated with the corresponding rotational DOFs. A numerical
example is proposed to validate this assumption. Consider a circular mass with very
small radius (Fig. 1.11). For this mass, the polar inertia moment (mass coefficient
associated with a rotational DOF) is calculated and compared with the total mass
that is representative of the linear shifting DOF.

The inertia moment referred to its center O is expressed in Eq. 1.7.

IO D
Z R

0

r2dm D �A

Z R

0

r22� � r � dr (1.7)

Fig. 1.10 SDOF elastic
frame whit rigid beam and
mass concentrated at roof
level F(t) = Fm

L

h

ü
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x
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ϕ
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r u
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Fig. 1.11 Elementary mass of a circular body (a), rotational DOF (b) and linear shifting DOF (c)

where �A represents the density per unit surface. The total mass of the system can
be evaluated as the product of the density and the total area (Eq. 1.8).

m D �A � � � R2 (1.8)

Since for lumped mass system, the radius R is a small value, one will notice that
the coefficient m is much larger than the IO parameter. Thus, the polar inertia of a
concentrated mass can be assumed equal to zero.

1.5 Damping

The vibrational energy is dissipated by various mechanisms, such as the thermal
effects caused by the repetition of stress cycles and from the internal friction of
a deformed element. In the structural applications, the dissipative mechanisms
depend on the materials and on their interactions (friction between structural and
nonstructural elements). The mathematical description of dissipated energy in a
structure can be very difficult to estimate. In practice, all the dissipative processes
that arise on a structure can be idealized with an equivalent viscous damping model.
The generic dissipative force-displacement relationship for a structural element
is plotted in Fig. 1.12. The dissipative force-displacement curve will enclose an
irregular area, referred to as the “hysteresis loop”, that is proportional to the energy
lost per cycle (Ikhouane et al 2007). Considering an equivalent regular elliptical
area, the energy dissipation WD can be evaluated as shown in Eq. 1.9.

WD D
Z

F.t/du D � � a � b D f .Fd; umax/ (1.9)
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Equivalent hysteresis loop

u

Hysteresis loop

umax

Ws

F(t)

Fmax

WD

b

a

a

Fig. 1.12 Equivalent hysteresis loop and associated dissipated energy

where a and b represent the semi axis length of the elliptical hysteresis loop, while
WD and WS are the dissipated energy in a single load-unload cycle and the associated
strain energy, respectively. The equivalent damping capacity can be expressed as
the ratio between the two aforementioned energy values. It was observed from
experimental data that the strain energy depends on the frequency of excitation
!. Considering the resonance conditions (Sect. 2.2.1) the energy dissipated in a
vibration cycle of the actual structure and an equivalent viscous system can be
supposed equal to the following expression (Eq. 1.10).

4 � � � �eq � WS D WD (1.10)

where �eq defines the equivalent viscous damping ratio and it can be evaluated from
the energy balance as shown in Eq. 1.11.

�eq D 1

4�

WD

WS
(1.11)

Experiments indicate that the energy dissipated per cycle (and the corresponding
force) is independent of frequency and is proportional to the square of the amplitude
of vibration (unlike viscous damping in which the energy loss per cycle is propor-
tional to the square of the amplitude and directly proportional to the frequency of
motion). This is because damping forces are not viscous in nature, but instead arise
from internal friction. In the viscous damping formulation, the dissipated energy
is dependent upon the frequency of excitation, since the damping ratio will as a
result be defined in reference to the frequency of the dynamic force. It has been
observed that the number of the load-unload cycles per units of time controls the
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Fig. 1.13 Comparison
between three different F-u
functions referencing loads
with different values of
frequency and amplitude

inclination of the elastic part of the hysteretic cycle. On the other hand, the width
of the hysteretic loop depends on the amplitude of the dynamic force applied on the
system (Fig. 1.13).

Figure 1.13 clearly shows the effects of the load frequency variation. In fact,
with the increasing frequency of the dynamic load, the gradient of the equivalent
elastic line decreases. Nevertheless, the equivalent damping ratio, evaluated from a
dynamic test at exciting frequency equal the resonant frequency (Chap. 7) results a
satisfactory approximation.

In the structural applications, the equivalent linear viscous damping approach
leads to evaluation of the damping force Fd as a linear relation of the velocity
(Eq. 1.12).

Fd D c � u (1.12)

where c is the viscous damping coefficient and it has units of force per time/length
ŒFTL�1�. One will notice that the generic coefficient cij represents the damping force
that should be applied at the location i to produce a unit velocity at location j. This
coefficient is strongly related to the equivalent viscous damping by means of the
expression reported in Eq. 1.13.

c D � � 2 � ! � m (1.13)

The viscous damping coefficient is directly proportional to the equivalent viscous
damping ratio and to the vibrational frequency of the system. This characteristic will
be discussed in detail in the next paragraph.

Figure 1.14 illustrates the dashpot model and the damping force in a SDOF
frame.
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F(t)

u

F(t)Fd

a b

Fig. 1.14 Dashpot model (a) and damping resisting force for a SDOF frame (b)

1.6 Equations of Motion

The equations of motion are the mathematical expressions of the dynamic equilib-
rium of a physical system (Hertz 1894). They can be derived from Newton’s second
law or from D’Alembert principle. Considering the system response at a given time
ti, the applied load F.ti/ generates the elastic force Fs.ti/ and the damping force
Fd.ti/ in the opposite direction. From Newton’s second law, the algebraic sum of
these three forces should balance the inertial force, proportional to the mass system
(Eq. 1.14).

F.ti/ � Fs.ti/ � Fd.ti/ D m � u (1.14)

The same result can be obtained using D’Alembert principle based on the
dynamic equilibrium at a given time ti (d’Alembert 1743). In any time instant, a
dynamic system can be evaluated as an equilibrated system if a fictitious inertia
force (proportional to the mass system) is applied in the opposite direction of the
dynamic load F.ti/. Considering the elastic Fs.ti/ and damping Fd.ti/ contribution
at a given time ti, the equation of motion will assume the same expression as the
previous one.

By applying the contributions due to stiffness and damping discussed previously,
the equations of motion can be modified as shown in Eq. 1.15.

m � u C c � u C k � u D F.t/ (1.15)

Equation 1.15 shows that the external applied force in a structural system is
equilibrated from three different force contributions schematically outlined in the
Fig. 1.15.

The main goal of earthquake engineering is to predict the dynamic response
of a structure subjected to a seismic excitation, which can be seen as a ground
displacement ug. The ground shaking will induce a perturbation u on a generic
structure rigidly constrained at the base (Fig. 1.16).
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Fig. 1.15 Different contributions to the dynamic equilibrium (Chopra 2001)

Fig. 1.16 Displacements components induced by the ground shaking

Thus, the absolute displacement U at given time can be expressed as the sum of
the two aforementioned parameters (Eq. 1.16).

U.t/ D u.t/C ug.t/ (1.16)

The inertia force is expressed in terms of absolute accelerations, while the elastic
and damping actions can be evaluated from the relative displacement and velocity,
respectively. Thus, the equation of motion can be rewritten (Eq. 1.17) in terms of
absolute accelerations.

m � .u.t/C ug.t//C c � u C k � u D 0 ! m � u C c � u C k � u D �m � ug (1.17)
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where the product between the mass and the ground acceleration represents the
seismic excitation on the structure and it is also referred to as effective earthquake
force. This result highlights the importance of the earthquake’s effects on structures
with large mass values.

The equation of motion can be characterized for two different cases, discussed
below.

1.6.1 Free Vibrations

When a physical system is disturbed from its static equilibrium configuration, it
will tend to return to its equilibrium position without external excitation. This
mechanism is called free vibration and from the dynamic motion, some information
about the intrinsic vibrational characteristics of the system can be extrapolated
(e.g. natural vibration period). In this case, the external perturbation is defined
by variation of the motion parameters. The classic case of free vibration can be
observed from a system in which its mass is subjected to a given displacement at
time zero u.t D 0/ (Fig. 1.17).

The equation of motion can be expressed as illustrated in the Eq. 1.18.

m � u C c � u C k � u D 0 (1.18)

The solution to the problem is obtained by setting up the initial conditions which
include the displacement and velocity at time zero.

Fig. 1.17 Perturbed SDOF
system at time t = 0

Initial configuration

u(t=0)
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Fig. 1.18 Harmonic excitation (a), impulsive excitation (b) and irregular excitation (c)

1.6.2 External Excitations

If the static equilibrium condition of a system is changed by an external periodic
force, the system dynamic response is governed by the natural vibration character-
istics and from the external applied force. Thus, the total response of the system can
be separated into the permanent response (due to the external force) and temporary
response (due to the free vibration). The mathematical solution of the equations of
motion depends on the type of the external force applied. It can be considered as
impulsive, harmonic or irregular. Figure 1.18 illustrates a comparison between the
real situation’s dynamic system and the relative periodic force which arises.
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Chapter 2
SDOF Systems

Abstract This chapter analyzes linear single-degree-of-freedom systems and their
response to harmonic, impulsive and periodic excitations. The response to such
excitations is important because it provides insight into how the system will
respond to other types of forces. Finally also the response to earthquake records
is considered. The chapter ends with some considerations about the nonlinear
response.

2.1 Linear SDOF Systems

The dynamic analyses performed in this chapter assume that the inertial contri-
butions (mass) are lumped as a finite number of discrete elements. Such models
are defined lumped mass systems, in which all of the mass elements move in
the same direction (SDOF systems) (Chopra 2001). The undamped and damped
systems will be discussed with reference to the free vibrations case and external
force applications case. Damping in structures is assumed according to the linear
equivalent viscous damping and its contribution is assumed a discrete element.
Some examples of simplified idealization of SDOF systems are shown in Fig. 2.1.

The case (a) represents the simplest idealization of a system, in which every
property is assumed as a lumped characteristic (discrete system). This will be the
assumed schematization in this chapter for solving the associated equations of
motion.

2.1.1 Free Vibrations

A discrete SDOF system subjected to free vibrations is assumed in order to explain
the analytical results for undamped and damped systems (Rao 2007).

© Springer International Publishing AG 2018
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of Structures and Earthquake Engineering, Geotechnical, Geological
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Fig. 2.1 Lumped mass-stiffness-damping system (a), lumped mass–damping system (b), lumped
mass system (c)

Fig. 2.2 Discrete undamped
SDOF system

X

m
k

u(t=0)

++

2.1.1.1 Elastic Undamped Systems

Figure 2.2 shows the reference system in which a given displacement at time zero
has been applied to the lumped mass m.

The equation of motion is reported in Eq. 2.1.

m � Ru C k � u D 0 (2.1)

Only the inertia and stiffness contributions are considered. Introducing the term !,
which represents the angular frequency of the system defined as square of the ratio
between the stiffness coefficient and the mass (! D p

k=m), the equation of motion
can be rewritten as following (Eq. 2.2).

Ru C !2 � u D 0 (2.2)

Setting z D u, the differential equation can be expressed in the characteristic
polynomial form (Eq. 2.3).

z2 C !2 D 0 ! z1;2 D C
p
.�!2/ D ˙i � ! (2.3)

Since the complex solutions values z1 and z2 are different, the generic solution can
be expressed in the following exponential form (Eq. 2.4).

u.t/ D C1 � ei!t C C2 � e�i!t (2.4)
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Remembering the Eulerian relation reported in Eq. 2.5.

e˙i!t D cos .! � t/˙ i � sin .! � t/ (2.5)

The solution of the equation of motion can be rewritten as illustrated in Eq. 2.6

u.t/ D A1 � sin .! � t/C A2 � cos .! � t/ (2.6)

in which the constants A1 and A2 can be evaluated from the initial conditions of the
system. Alternatively, the solution u(t) can be expressed in terms of the amplitude
A and phase ' (Eq. 2.7).

u.t/ D A � sin .! � t C �/ (2.7)

Equation 2.8 illustrates the relationship between the amplitude and the phase.

(
A D

p
A12 C A22

� D tg�1
�

A1
A2

� (2.8)

Assuming the initial conditions given in the Eqs. 2.9,

u.0/ D u0I Pu.0/ D Pu0 (2.9)

from these conditions, the solution of the equation of motion can be calculated as
shown below (Eq. 2.10).

u.t/ D Pu0
!

� sin .! � t/C u0 � cos .! � t/ (2.10)

Figure 2.3 illustrates the u.t/�t relationship for the analyzed case and the associated
conditions of the system in four different configurations.
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Fig. 2.3 Displacement response of a SDOF undamped system
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In particular Fig. 2.3 shows several interesting aspects of the dynamic response
of an SDOF undamped system. First, it can be observed that the amplitude of
the motion is unchanged (|A|=const) over time, since the system was considered
without damping. In addition, some dynamic information can be extrapolated from
the u(t)-t relationship, such as the natural vibrational period of the system (Eq. 2.11).

Tn D 2�

!n
D 2�

r
m

k
(2.11)

This represents the time required for the undamped system to complete one cycle of
free vibration. The inverse of the period defines the natural frequency and is reported
in Eq. 2.12.

fn D !n

2�
D 1

2�

r
k

m
(2.12)

The natural characteristics (represented by the n index) of a generic system are
independent from the attenuation phenomena (damping) and are referred to as the
free vibration mechanism. It is interesting to express the solution given in Eq. 2.10 in
terms of velocity and accelerations, in order to compare all of the trends in the time
domain. For this purpose, Eq. 2.13 illustrates the generic mathematical expression
of velocity and acceleration in terms of amplitude and phase, obtained from the u(t)
function by derivation.

� Pu.t/ D ! � A � cos .! � t C �/

Ru.t/ D �!2 � A � sin .! � t C �/ D �!2 � u.t/
(2.13)

In Fig. 2.4 a comparison between displacement, velocity and acceleration is reported
over time.

It is possible to observe that the acceleration response is in-phase with the
displacement response, while the velocity trend is shifted by �=2 with respect to
the other ones. This information can be obtained from the Fig. 2.3 in which the
four different configurations clearly show that when velocity response achieves its
maximum value, the displacement value is equal to zero and vice versa. Thus, the
time period between u.t/ D 0 and u.t/ D max D jAj represents the offset between
velocity and displacement and its value is equal to �=2.

2.1.1.2 Elastic Viscously Damped Systems

Figure 2.5 shows the referenced damped system, in which a given displacement at
time zero has been applied to the lumped mass m.
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Fig. 2.4 Comparison
between displacement (a),
velocity (b) and acceleration
(c) response for a SDOF
undamped system

Fig. 2.5 Discrete damped
SDOF system

u(t=0)
k

c

+
m
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In this case, the equation of motion can be expressed as (Eq. 2.14).

m � Ru C c � Pu C k � u D 0 (2.14)

Now, introducing the angular frequency ! of the system the equation of motion can
be rewritten (Eq. 2.15).

Ru C c

m
� Pu C !2 � u D 0 (2.15)

It is also useful to express the viscous coefficient c as function of the damping ratio �
(Eq. 2.16), which represents the ratio between the viscous coefficient and its critical
value cc.

� D c

cc
D c

2 � p
k � m

(2.16)

The equation of motion becomes the one shown below (Eq. 2.17).

Ru C 2 � � � ! � Pu C !2 � u D 0 (2.17)

The damping ratio is a dimensionless term and it depends on the natural frequency
of the system. Setting z D u, the differential equation can be expressed in the
characteristic polynomial form (Eq. 2.18).

z2 C 2 � � � ! � z C !2 D 0 ! z1;2 D ! �
h
�� ˙

p
�2 � 1

i
(2.18)

The solution of the above equations depends on the damping ratio value. As a result,
three different cases can be analyzed.

• Case 1: Underdamped system (� < 1 ! c < cc). This is the more realistic case,
since most of the structural systems (e.g. buildings, etc.) have a viscous damping
coefficient that is less than the critical one. Two different and complex solutions
can be evaluated from the characteristic polynomial (Eq. 2.19).

z1;2 D �� � ! ˙ i!D (2.19)

In the equation above, !D represents the natural damped angular frequency and
is evaluated as shown in the Eq. 2.20.

!D D ! �
p
1 � �2 (2.20)

From this value, it is possible to evaluate the natural damped period TD (Eq. 2.21).

TD D 1
p
1 � �2 (2.21)
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The general solution illustrated in Eq. 2.22 can be obtained.

u.t/ D e���!�t � �
C1 � ei���!D�t C C2 � e�i���!D�t� (2.22)

Using Euleros relation, the above equation can be replaced with the following
(Eq. 2.23).

u.t/ D A1 � e���!�t � cos .!D � t/C A2 � e���!�t � sin .!D � t/ (2.23)

It can then be expressed in terms of amplitude and phase contributions (Eq. 2.24).

u.t/ D A � e���!�t � sin .!D � t C �/ (2.24)

The similarity between this expression and the function reported in the Eq. 2.7
can now be observed. Only the exponential term is added in the response of the
damped system, while the damped angular frequency is not significantly different
from the undamped one. Considering a reinforced concrete SDOF system for
which the damping ratio is assumed to equal 5%, the difference between the two
mentioned angular frequencies can be neglected (Eq. 2.25).

!D D ! �
p
1 � �2 D ! �

q
1 � .0:05/2 � ! (2.25)

The exponential term provides information about the attenuation of motion. In
fact, its value increases with the time, causing a reduction in the amplitude of
motion. The generic initial conditions given in Eq. 2.26 are assumed.

u.0/ D u0I Pu.0/ D Pu0 (2.26)

The solution to the problem, in terms of system displacement, is given in
Eq. 2.27.

u.t/ D e���!�t �
�

u0 � cos .!D � t/C u0 C � � ! � u0
!D

� sin .!D � t/

�
(2.27)

Figure 2.6 shows the trend of the displacement system response in the time
domain.

The dashed lines represent the exponential functions that control the reduction
of the displacement amplitude (uIII < uII < uI). In addition, the ratio between
two adjacent positive displacement amplitudes is always approximately constant
(Eq. 2.28).

un

unC1
' e2��

!
!D (2.28)
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Fig. 2.6 Displacement response of a SDOF underdamped system

This observation is commonly used to estimate the damping ratio of a specific
structure with given displacement response. In fact, the logarithm of the ratio
reported above (logarithmic decrement) is assumed as a viscous damping index
(Eq. 2.29).

ı D ln

�
un

unC1

	
' 2��

!

!D
(2.29)

As observed previously, the damped frequency and the natural frequency can be
assumed to be equal. From this hypothesis, the logarithmic decrement can be
evaluated as shown in Eq. 2.30.

ı ' 2�� (2.30)

Thus, by using this relation it is possible to estimate the damping ratio of the
system. In order to emphasize the effects of the damping on the dynamic response
of a system, vector motion representation is proposed. The dynamic response
u(t) can be efficiently illustrated in the Argand-Gauss plane , in which the x-axis
represents the real contributions and the y-axis the imaginary ones (Fig. 2.7).

Naturally, if the damping is equal to zero the dashed circular line coincides
with the external circular line(e���!�t D 0)

• Case 2: Critical damping system (� D 1 ! c D cc). In this case, the two
solutions are real, coincident and they can be evaluated from the characteristic
polynomial (Eq. 2.31).

z1;2 D �� � ! (2.31)

So, the general solution shown in Eq. 2.32 can be obtained.

u.t/ D C1 � e���!�t C C2 � t � e���!�t (2.32)
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Fig. 2.7 Vector representation of a dynamic response of SDOF underdamped system
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Fig. 2.8 Displacement response of a SDOF system with critical damping

Assuming the generic initial conditions given in Eq. 2.33,

u.0/ D u0I Pu.0/ D Pu0 (2.33)

the solution of the problem in terms of system displacement is given in Eq. 2.34

u.t/ D e�!�t � fu0 � .1C ! � t/C Pu0 � tg (2.34)

A solution of this type is not periodic and it presents an exponential attenuation.
Figure 2.8 shows the trend of the displacement system response in the time
domain.

• Case 3: Overdamped system (� > 1 ! c > cc). The characteristic polynomial
has two distinct and real solutions (Eq. 2.35).

z1;2 D ! �
h
�� ˙

p
�2 � 1

i
(2.35)
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The general solutions shown in Eq. 2.36 can be obtained,

u.t/ D C1 � e�!�
�
��

p
�2�1

�
�t C C2 � e�!�

�
�C

p
�2�1

�
�t (2.36)

while the Eq. 2.37 represents the solution of the equation of motion associated
with the generic initial conditions (u.0/ D u0I Pu.0/ D Pu0).

u.t/ D 1

2 � p
�2 � 1 � e�!�

�
��

p
�2�1

�
�t �

h
u0 � ! �

�p
�2 � 1C �

�
C Pu0

i

C 1

2 � p
�2 � 1 � e�!�

�
�C

p
�2�1

�
�t �

h
u0 � ! �

�p
�2 � 1 � �

�
� Pu0

i

(2.37)

Even in this case, the dynamic response of the system is not described by a
periodic function and therefore it will not be a pure oscillation of the system.
Figure 2.9 compares the dynamic response of the system with different values of
damping ratio, including the case of critical damping (� D 1).

For increasing values of damping ratio (� > 1) , the equilibrium condition
is achieved after a long period of time. Naturally, the overdamped case is not
realistic in structural applications. Figure 2.10 illustrates the three different cases
of damped SDOF system, focusing on the dynamic response over several time
steps.

2.1.1.3 Energetic Considerations

The dynamic configuration of a free vibrational SDOF system can be expressed in
terms of energy. The input energy Ein shown in Eq. 2.38 is evaluated as the sum

u(t)

 x

 x=1

U0

1

tTn 2Tn

u0
.

Fig. 2.9 Comparison between displacement response of a SDOF system with critical damping
and with � > 1
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Fig. 2.10 Sequence of dynamic response for a SDOF underdamped system (a), with critical
damping system (b) and for an overdamped system (c)

of the kinetic energy and potential energy due to velocity (Pu.t/ ) and displacement
(u(t)), respectively.

Ein D 1

2
� k � Œu.t/�2 C 1

2
� m � ŒPu.t/�2 (2.38)

Considering the most important case of an underdamped system with the generic
initial conditions, the previous energy balance equation can be expressed as follows
(Eq. 2.39):

Ein D 1

2
� A2 � e���!�t�

�
k � Œsin .!D � tC�/�2C1

2
� m � Œ�� � ! � sin .!D � tC�/C !D � cos .!D � tC�/�2

�

(2.39)

It is possible to observe how the square amplitude of the motion is directly
proportional to the energy of the system and represents the greatest contribution. In
addition, the exponential terms represent the viscous dissipated energy. Replacing
E0 for the energy contribution associated with conservative terms, the previous
equation can be rewritten as expressed in Eq. 2.40.

Ein D e���!�t � E0 (2.40)

In order to evaluate the energy variation due to the damping, the first derivative of
the conservative energy E0 with respect to the time has to be performed together
with the normalization with respect to the total input energy (Eq. 2.41).

dEin
dt

E0
D �� � ! (2.41)
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The parameter .� � !/�1 represents the decay time that is the lost energy rate referred
to in the system. It is possible to see that this coefficient depends on the vibrational
property of the system and on the damping ratio (material characteristics).

2.2 Response to Harmonic Excitations

The evaluation of the dynamic response of a SDOF system is one of most important
goals in structural earthquake engineering. Clearly, the dynamic response of a
system depends on the nature of the applied force. In order to obtain a simple
solution, the harmonic excitation will be considered as external force. The harmonic
excitation is characterized by a constant value of angular frequency !f , also called
exciting frequency, and also by a given value of amplitude. Usually the time
variation of the external force has a sinusoidal trend. In the following paragraphs,
the dynamic solution of the equation of motion will be derived for undamped and
damped elastic SDOF systems (Meirovitch 2010).

2.2.1 Undamped Systems

Figure 2.11 illustrates the typical scheme of an undamped system subjected to an
external periodic force.

Considering the external force variable with sinusoidal law (F.t/ D F0�sin.!f �t/),
the equation of motion can be expressed as shown below (Eq. 2.42).

m � Ru C k � u D F0 � sin


!f � t

�
(2.42)

This represents a second order nonhomogeneous differential equation with con-
stant coefficients, and therefore the solutions can be evaluated as the sum of a
homogeneous associated solution (u0) and a particular solution (up). The first one
represents the free vibration response, while the second term refers to the dynamic
response due to the external force. The u0 solution has been evaluated in the previous

m
k

u(t=0)

F(t)
++

Fig. 2.11 Discrete undamped SDOF system subjected to an external force
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paragraph and the particular solution can be expressed as shown in a simple form,
since the external force is a sinusoidal function (Eq. 2.43).

�
u0.t/ D A1 � sin .! � t/C A2 � cos .! � t/

up.t/ D C � sin


!f � t

� (2.43)

The constant C can be evaluated by substituting the particular solution into the
equation of motion (Eq. 2.44).

� C � !f
2 � m � sin



!f � t

� C C � k � sin


!f � t

� D F0 � sin


!f � t

�
(2.44)

Simplifying the sinusoidal and dividing the two members by the mass, Eq. 2.45 is
obtained.

C � .!2 � !f
2/ D F0

m
(2.45)

Introducing the ratio between the exciting force frequency and the natural frequency
(ˇ D !f =!) also called frequency ratio , the value of the constant C can be evaluated
as shown in the Eq. 2.46.

C D F0
k � .1 � ˇ2/ (2.46)

Thus the particular solution is defined below (Eq. 2.47).

up.t/ D F0
k � .1 � ˇ2/ � sin



!f � t

�
(2.47)

The dynamic response of the system will assume the following form (Eq. 2.48).

u.t/ D u0.t/C up.t/ D A1 � sin .! � t/C A2 � cos .! � t/C F0
k � .1 � ˇ2/ � sin



!f � t

�

(2.48)

The free vibration coefficients (A1 and A2) can be evaluated by imposing the initial
conditions. The generic initial conditions with velocity and displacement not equal
to zero are considered (Eq. 2.49).

u.0/ D u0I Pu.0/ D Pu0 (2.49)

Thus, the dynamic response of the SDOF undamped system is given in Eq. 2.50.

u.t/ D u0.t/C up.t/ D u0 � cos .! � t/

C
� Pu0
!

� F0
k � .1 � ˇ2/ � ˇ



� sin .! � t/C F0

k � .1 � ˇ2/ � sin


!f � t

�

(2.50)
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Fig. 2.12 Different contributions to the dynamic response of an undamped SDOF system
subjected to a harmonic excitation with ˇ D 0:3 and u0 D Pu0 D 0

The response associated with the free vibrations is called the transient contribution
because in the realistic case (damped system) it tends to zero as time increases.
Instead, the term due to the external force is permanent and it defines a steady
state of vibration. In other words, the dynamic response of the system is the sum
of two oscillations having different frequencies. In addition, one can notice that
the dynamic response due to the external force contribution is not dependent upon
the initial conditions. In order to understand the aspects previously discussed, the
Fig. 2.12 shows the dynamic response of a forced SDOF undamped system with
ˇ D 0:3 and u0 D Pu0 D 0, distinguishing between the permanent and transient
contributions.

It is interesting to observe the dynamic coefficient F0
k�.1�ˇ2/ for which the ratio

between the external amplitude and the elastic coefficient represents the elastic
displacement that arises under static conditions. Thus the parameter .1�ˇ2/�1 tends
to amplify the static response of the system and it is called the dynamic amplification
coefficient. This value assumes high values if ˇ is approximately equal to one. For
this reason, according to the values assumed by ˇ, two particular conditions can
occur:

• Resonance phenomenon: when the exciting force frequency is equal to the
natural frequency of the system. This condition causes an infinite amplification
of the dynamic response, since the denominator of the u(t) function is equal
to zero. Naturally, this condition cannot occur in real systems because they
have an intrinsic energy dissipation during the motion. In the resonance case
(! D !f ), the dynamic response shown in Eq. 2.50 loses significance, since it
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tends to infinity for any time value. In this case, the particular solution has to be
substituted from the following form (Eq. 2.51).

up.t/ D C � t � cos .! � t/ ! for W ! D !f (2.51)

Substituting this expression into the equation of motion, the following value of
the constant C is found (Eq. 2.52).

C D � F0
2 � k

� ! (2.52)

Considering the generic free vibrational solution, the dynamic response of the
system is given by Eq. 2.53.

u.t/ D A1 � sin .! � t/C A2 � cos .! � t/ � F0
2 � k

� ! � t � cos .! � t/ (2.53)

For the sake of simplicity, the initial conditions u.t/ D 0 and Pu0.t/ D 0 are
considered and the total dynamic response in terms of displacements can be
expressed as shown in Eq. 2.54.

u.t/ D F0
2 � k

� Œsin .! � t/ � ! � t � cos .! � t/� (2.54)

The amplitude dynamic response increases linearly and it tends to infinity for an
infinitely long time (Fig. 2.13).
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Fig. 2.13 Resonance phenomenon in terms of displacement response
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Fig. 2.14 Beat phenomenon in terms of displacement response

• Beats phenomenon: when the exciting force frequency value is very close to
the natural frequency. In this case the dynamic response of the system is
characterized by sudden amplitude variations. This leads to obtaining an increase
and decrease of the signal amplitude, depending on the phase concordance
or discordance, respectively. Figure 2.14 shows an example of the beats phe-
nomenon in terms of displacement response. The dynamic response is described
by a harmonic function with given frequency !h D j!f C!j

2
whose amplitude is

modulated by a sinusoidal function having frequency !m D j!f �!j
2

2.2.2 Viscously Damped Systems

When the damping force is also considered in the SDOF system (Fig. 2.15), the
equation of motion becomes as shown in Eq. 2.55.

m � Ru C c � Pu C k � u D F0 � sin


!f � t

�
(2.55)

Substituting the angular natural frequency (ratio between the stiffness and mass)
and the damping ratio coefficient, the equation of motion can be rewritten (Eq. 2.56).

Ru C 2 � ! � � � Pu C !2 � u D F0
m

� sin


!f � t

�
(2.56)



2.2 Response to Harmonic Excitations 33

u(t=0)

F(t)
k

c

+
m

Fig. 2.15 Discrete damped SDOF system subjected to an external force

The particular solution assumes the mathematical form given in Eq. 2.57.

up.t/ D C1 � sin


!f � t

� C C2 � cos


!f � t

�
(2.57)

As obtained previously, the associated homogeneous solution for underdamped
SDOF system is given by Eq. 2.58.

u0.t/ D A1 � e���!�t � cos .!D � t/C A2 � e���!�t � sin .!D � t/ (2.58)

Substituting the particular solution and its first derivative into the equation of motion
in terms of displacement and velocity, the constants C1 and C2 can be evaluated
(Eq. 2.59)

8
ˆ̂̂
<

ˆ̂̂
:

C1 D F0
k

� 1 � ˇ2
.1 � ˇ2/2 C .2 � � � ˇ/2

C2 D F0
k

� �2 � � � ˇ
.1 � ˇ2/2 C .2 � � � ˇ/2

(2.59)

The complete solution assumes the following form (Eq. 2.60).

u.t/ D e���!�t � ŒA1 � cos .!D � t/C A2 � sin .!D � t/�

CF0
k

� 1

.1 � ˇ2/2 C .2 � � � ˇ/2 � �
.1 � ˇ2/ � sin.!f � t/ � 2 � � � ˇ � cos.!f � t/

�

(2.60)

In this case, the first part of the equation represents the transient contribution and
is evaluated from the initial conditions. The second part of the equation defines the
steady state of the system and it depends on the exciting force frequency. It can
be observed that the last contribution is out of phase compared to the sinusoidal
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external force. The parameters expressed in the Eq. 2.61 can be considered in order
to clarify the last claim.

up.t/ D Amax �sin.!f �t��/ !

8
ˆ̂̂
<

ˆ̂̂
:

Amax D F0
k

� 1
q
.1 � ˇ2/2 C .2 � � � ˇ/2

� D tg�1
�
2 � � � ˇ
1 � ˇ2

	 (2.61)

This mathematical representation focuses the out of phase of the permanent contri-
bution of motion, compared to the external applied force. In addition, the dynamic
amplification parameter can be evaluated from the amplitude Amax. Remembering
that it represents the ratio between the steady state amplitude contribution (Amax)
and the static one (F0=k), it can be expressed as shown in Eq. 2.62.

jAj D 1
q
.1 � ˇ2/2 C .2 � � � ˇ/2

(2.62)

Differing from the undamped system cases, the dynamic amplification is never
equal to infinity since the damping has been considered. Naturally, the resonance
case can be achieved for the ! D !f , for which the aforementioned coefficient
assumes the following value (Eq. 2.63).

jAjresonance D 1

2 � � (2.63)

One of the most common mathematical representations of the dynamic response of
an SDOF forced system is the function jAj � ˇ, which provides some information
about the amplification response for a given frequency ratio. In Fig. 2.16 different
trends of dynamic amplification coefficients with their damping ratio are compared.
Each of them is characterized by a given value of damping ratio.

It can be observed that the dynamic response for an undamped SDOF system
tends to infinity for ˇ D 1. Generally, the maximum response for a damped system
takes place when the frequency ratio is equal to one (resonance phenomenon).
Specifically, the resonance condition is slightly influenced by the damping ratio of
the system (dashed line in Fig. 2.16). It can be observed that over a given damping
ratio value, the peak of the curve jAj � ˇ no longer exists. In order to evaluate this
level of damping ratio(�m), the first derivative of the amplification function with
respect to frequency ratio is evaluated and is assumed to equal zero (Eq. 2.64).

djAj
dˇ

D 0 ! ˇ D
p
1 � 2 � �2 (2.64)
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Fig. 2.16 Dynamic amplification functions for different values of damping ratio

The resonance frequency ratio can be evaluated by substituting the damping ratio
value. As observed previously, the peak values refer to the resonance phenomena
and therefore the frequency ratio can be assumed approximately equal to one
for every value of damping ratio. From this assumption the �m parameter can be
evaluated in Eq. (2.65).

�m � 1p
2

� 0:70 (2.65)

Thus, for damping ratio values less than the level �m the dynamic amplification
function has a peak. In addition, for these cases one can observe values of dynamic
amplification coefficients less than the one for the entire frequency ratio domain. In
these particular cases the applied force on the system leads to a dynamic response
with smaller amplitude than the static case. The same consideration can be made
in order to study the variation of the phase angle with the frequency ratio. For this
purpose, Fig. 2.17 compares some trends of � � ˇ function with different values of
damping ratio.

Returning to the general dynamic response of a damped SDOF system (Eq. 2.60),
the particular solution can be written in terms of dynamic amplitude coefficient
(Eq. 2.66).

u.t/ D e���!�t � ŒA1 � cos .!D � t/C A2 � sin .!D � t/�

C F0
k

� .jAj/2 � �
.1 � ˇ2/ � sin.!f � t/ � 2 � � � ˇ � cos.!f � t/

�
(2.66)
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Fig. 2.17 Phase angle for different values of damping ratio and frequency ratio

Imposing ! D !D and considering the simple initial conditions referring to a
configuration at rest u.0/ D 0I Pu.0/ D 0 the free vibration constants A1 and A2
can be evaluated (Eq. 2.67).

A1 D 2 � F0
k

� .jAj/2 � � � ˇ A2 D F0
k

� .jAj/2 � ˇ � �
2�2 � 


1 � ˇ2�� (2.67)

The dynamic response is given in Eq. 2.68.

u.t/ D F0
k

� .jAj/2 � .1 � ˇ2/ � �
sin



!f � t

� � e���!�t � ˇ � sin .! � t/
�

� F0
k

� .jAj/2 � 2 � � � ˇ � �
cos



!f � t

� � e���!�t � cos .! � t/
�

C e���!�t � 2 � �2 � ˇ � sin .! � t/ (2.68)

Figure 2.18 illustrates the trend of the total dynamic response compared with the
exciting force and free vibrations ones for a system damped at 5% with ˇ D 0:3.

Since the free vibrations are damped, the dynamic response of the system is equal
to the particular solution (steady state) after a given amount of time. Furthermore,
if the resonance condition is taken into account (! D !f �! ˇ D 1), the dynamic
response of the system can be written as follows (Eq. 2.69).

u.t/ D F0
k

� 1

2 � � � ˚
e���!�t � Œ� � sin .! � t/C cos .! � t/� � cos



!f � t

��
(2.69)

It can be observed that for large values of time the maximum amplitude of the
dynamic response is equal to the resonance dynamic amplification coefficient ( 1

2�� )
(Fig. 2.19). Thus, the dynamic response of the system tends to an amplified steady
state, apart from infinity.
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Fig. 2.18 Different contributions in the dynamic response of a SDOF system at 5% damping,
subjected to a harmonic excitation with ˇ D 0:3 and u0 D Pu0 D 0

Fig. 2.19 Resonance dynamic response for a SDOF system damped at 5% with initial condition
u0 D Pu0 D 0

The grey curve represents the boundary of the response and it is possible to
observe how it tends to the maximum amplitude value (jAjresonance D 1

2�� ) over time.

2.2.2.1 Representation of Dynamic Response in the Argand-Gauss Plane

The identification of the system response in the Argand-Gauss Plan is very useful,
since some information can be evaluated (Burton 1988). In order to introduce the
problem, a brief description of complex algebra is shown in Fig. 2.20.
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Fig. 2.20 Complex
representation of a vector

Assuming the angle ' as linear function of the time(' D ! � t) the Eq. 2.70
collects all the mathematical information about the vector c represented in Fig. 2.20.

8
<

:

c D a C ib
jcj D p

a2 C b2

tg.'/ D b
a

) c D jcj � .cos.! � t/C i � sin.! � t// (2.70)

In addition, the first and second derivative of c with respect to the phase angle is
expressed in Eq. 2.71.

8
ˆ̂<

ˆ̂:

dc

d'
D jcj � ! � .� sin.! � t/C i � cos.! � t// ) dc

d'
D i � c � !

d2c

d'2
D jcj � !2 � .� cos.! � t/ � i � sin.! � t// ) d2c

d'2
D �c � !2

(2.71)

The complex trigonometric parameters can be expressed in terms of an exponential
function, using Euleros relations (Eq. 2.72).

8
<̂

:̂

cos.! � t/ D ei�!�t C e�i�!�t

2

sin.! � t/ D ei�!�t � e�i�!�t

2 � i

(2.72)

These relationships can be applied to the equation of motion for a SDOF damped
system subjected to a harmonic external load (Eq. 2.73).

Ru C 2 � ! � � � Pu C !2 � u D F0
m

� cos


!f � t

� D 2 � A0 � ei�!f �t C e�i�!f �t

2
(2.73)
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Fig. 2.21 Vector composition of external force

For the sake of simplicity, the constant F0=m was substituted by the other constant
expressed as 2A0. Observing the equation reported above, the solution of the
problem can be obtained as the sum of two solutions separated further (Eq. 2.74).

� Ru1 C 2 � ! � � � Pu1 C !2 � u1 D A0 � ei�!f �t
Ru2 C 2 � ! � � � Pu2 C !2 � u2 D A0 � e�i�!f �t (2.74)

Figure 2.21 illustrates the vector components associated with the two contributions
of the external exciting force.

Considering the first equation, the particular solution can be expressed as shown
in Eq. 2.75.

u1 D C � ei�!f �t !
� Pu1 D i � !f � C � ei�!f �t

Ru1 D �!2f � C � ei�!f �t (2.75)

Substituting these expressions and simplifying the equation of motion gives
(Eq. 2.76):

� !f
2 � C C i � � � !f � ! � C C !2 � C D A0 (2.76)

Dividing all the terms by !2 and replacing with ˇ D !f =!, the constant C can be
evaluated from the previous equation (Eq. 2.77).

C D A0
!2

�
8
<

:
.1 � ˇ2/h

.1 � ˇ2/2 C .2 � � � ˇ/2
i � i � 2 � � � ˇh

.1 � ˇ2/2 C .2 � � � ˇ/2
i

9
=

; (2.77)
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The constant C represents the amplitude of the response due to the exciting force
and is defined as the sum of a real (a) and an imaginary (b) part (Eq. 2.78).

C D A0
!2

� .a C i � b/ !

8
ˆ̂̂
<̂

ˆ̂̂
:̂

a D .1 � ˇ2/h
.1 � ˇ2/2 C .2 � � � ˇ/2

i

b D 2 � � � ˇh
.1 � ˇ2/2 C .2 � � � ˇ/2

i
(2.78)

Equation 2.79 shows the absolute value of C.

jCj D A0
!2

� jaC i �bj D A0
!2

�
p

a2 C b2 D A0
!2

� 1
q
.1 � ˇ2/2 C .2 � � � ˇ/2

(2.79)

Coherently with the symbols used in the previous paragraph, the two last equations
can be expressed below (Eq. 2.80)

8
ˆ̂<

ˆ̂:

C D A0
!2

� A

jCj D A0
!2

� jAj
(2.80)

where jAj is the dynamic amplification coefficient. It can be observed that the term
A can be broken down into in its real and imaginary parts as shown in the Eq. 2.81.

A D .a C i � b/ !
�

a D Re.A/
b D Im.A/

(2.81)

The phase angle of the response is evaluated in Eq. 2.82.

phase.C/ D A0
!2

�phase.A/ D A0
!2

��A ! tg.�A/ D � Im.A/

Re.A/
D 2 � � � ˇ
.1 � ˇ2/ (2.82)

After these considerations, the steady dynamic response can be expressed in terms
of jAj and ˇA (Eq. 2.83).

u1 D A0
!2

� A � ei�!f �t D A0
!2

� jAj �
�

Re.A/

jAj C i � Im.A/

jAj
�

� ei�!f �t (2.83)
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Referring to the Fig. 2.20, the ratio of real and imaginary part of A with respect to
its absolute value can be expressed as shown in Eq. 2.84.

8
ˆ̂<

ˆ̂:

Re.A/

jAj D cos.�A/

Im.A/

jAj D sin.�A/

(2.84)

Thus, the u1 function can be simplified (Eq. 2.85).

u1 D A0
!2

� jAj � fcos .�A/C i � sin .�A/g � ei�!f �t

D A0
!2

� jAj � ei��A � ei�!f �t D A0
!2

� jAj � ei�.!f �tC�A/ (2.85)

Figure 2.22 illustrates the vector representation of the response u1. Using the same
procedure, the u2 solution can be evaluated (Eq. 2.86).

u2 D A0
!2

� jAj � e�i�.!f �tC�A/ (2.86)

Equation 2.87 shows the sum of the two aforementioned functions, which provides
the total dynamic permanent response of the system.

up.t/ D u1 C u2 D A0
!2

� jAj � �
ei�.!f �tC�A/ C e�i�.!f �tC�A/

� D F0
k

� jAj � cos.!f � t C �A/

(2.87)

t = 0

1
u1

A0

w .
¶

w2

t
+w f.

.

¶ t A

fA

A=

Fig. 2.22 Vector representation of the response u1



42 2 SDOF Systems

u1

..
u1

u1( (
.. .w2

= f

u1 u1( (
. .w= fu1

u1

.

Fig. 2.23 Vector representation of displacement, velocity and acceleration permanent response at
given time

The above mathematical formula contains some information about the permanent
response of a damped SDOF system. It is a harmonic function with angular
frequency equal to the external force’s and with amplitude expressed by jAj
coefficient. Furthermore, it is generated with a time delay evaluated as �A=!f with
respect to the external exciting force. If the external force is applied statically
(!f D 0; ˇ D 0), the previous equation becomes equal to the ratio between
amplitude F0 and the stiffness k (static displacement up,static). Thus, the dynamic
amplification coefficient is the ratio between the dynamic response of the system
and the static one (Eq. 2.88).

jAj D up

up;static
(2.88)

The representation of the dynamic response of a SDOF damped system in the
complex plan can be very useful for explaining all the forces that arise in the
dynamic system for a given time instant. For the sake of simplicity, the partial
permanent dynamic response u1 at a given time is considered coincident with the
real axis. Figure 2.23 illustrates the displacement, velocity and acceleration response
in the condition previously mentioned.

In order to respect to the dynamic equilibrium, the elastic, damping and
inertial force will arise in the opposite direction of the displacement, velocity and
acceleration, respectively. Figure 2.24 shows the vector representation of the three
reactions.

Naturally, the three forces will equilibrate the external exciting force which will
be represented as a vector having a slope of (!t) with respect to the real axis. All
these components can be used to clearly explain the dynamic behavior of the forced
system in terms of amplitude. For this purpose, the dynamic amplitude function
is proposed again (Fig. 2.25) in order to identify the three characteristic ranges of
frequency ratio discussed below.

• Zone 1: ˇ << 1 (small ˇ values). The dynamic response of the system is not
influenced by the damping and all the amplification values are equal to one. This
result means that the dynamic response of the system is essentially equal to the
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Fig. 2.24 Vector
representation of elastic,
damping and inertial force at
given time
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Fig. 2.25 Individuation of three characteristic zones in the dynamic amplification function
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Fig. 2.26 Forces equilibrium in the complex plan for ˇ << 1 system

static one. This is accurate because the exciting force frequency tends to zero. In
other words the external force is applied in a quasi-static way. Since !f assumes
very small values, the external force has a very low inclination with respect to
the real axis (Fig. 2.26).
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Fig. 2.27 Forces equilibrium in the complex plan for ˇ � 1 system

Fk

Fc
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R
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Fig. 2.28 Forces equilibrium in the complex plane for ˇ >> 1 system

The damping and inertial forces are much smaller than the elastic and external
ones. This demonstrates how the response of the system is largely static. In
addition, the displacement u1 results in phase coincidence with external applied
force (phase lag�! 'u1�F0).

• Zone 2: ˇ � 1 (resonance). As discussed, in these cases the dynamic response of
the system is at maximum (for � 6 �m) and the amplification strongly depends
on the damping. In the Fig. 2.27 the vector dynamic equilibrium is shown.

In this case, the inertial force provides the main contribution that equilibrates
with the external dynamic force. It is possible to observe how the displacement
has a discordant phase with respect to the external force (phase lag�! �u1�F�).

• Zone 3: ˇ >> 1 (high ˇ values). The dynamic response of the system tends to
zero. Figure 2.28 shows the dynamic equilibrium in the complex number plane.

The damping force is equal to the external one, while elastic force is equal
to the inertial force. If the action due to the dissipative processes is neglected,
the equilibrium is not achieved. In addition, the phase difference between
displacement u1 and external dynamic force is equal to 90ı (phase lag�!
�'u1�F � �=2). The phase lags evaluated for the three cases can be observed in
the ' � ˇ function (Fig. 2.29).

2.3 Response to an Impulsive Excitation

If a generic SDOF damped system is subjected to a brief external excitation, the
damping effects are not strictly important for evaluating the maximum response of
the system. In fact, the peak of u(t) function will be reached before the dissipative
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Fig. 2.29 Individuation of the three characteristic zones in the dynamic response phase
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Fig. 2.30 Dirac function for a given generic time 	

force is able to cause damping. Figure 2.30 illustrates the classic impulsive force
represented as a Dirac function.

The area of the rectangular elementary impulse is equal to one (Eq. 2.89)

I D
C1Z

�1
F.t/ � dt D 1 ! F.t/ D 1

�t
(2.89)

where I represents the impulse and �t is the small finite value of the time range
close to the given instant 	 . Assuming the generic damped SDOF system on which



46 2 SDOF Systems

an impulse I is applied at time 	 . The dynamic response of the system for t > 	 can
be evaluated according to the integrated equation of motion reported in Eq. 2.90.

I D
tZ

�1
F.t/ � dt D

tZ

�1
m � Ru � dt C

tZ

�1
c � Pu � dt C

tZ

�1
k � u � dt (2.90)

Each of the integral terms can be expressed as sum of three different contributions
(Eq. 2.91).

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
<

ˆ̂̂
ˆ̂̂
ˆ̂̂
:

	�R
�1

F.t/ � dt D
	�R

�1
m � Ru � dt C

	�R
�1

c � Pu � dt C
	�R

�1
k � u � dt

	CR
	�

F.t/ � dt D
	CR
	�

m � Ru � dt C
	CR
	�

c � Pu � dt C
	CR
	�

k � u � dt

tR

	C

F.t/ � dt D
tR

	C

m � Ru � dt C
tR

	C

c � Pu � dt C
tR

	C

k � u � dt

(2.91)

The first and third contributions of the external impulsive force are equal to zero by
definition. In addition, all the reaction forces can be assumed null for t < 	� since
the impulse has not been applied yet. According to the momentum conservation
principle (or impulse theorem), the damping and elastic terms evaluated in the range
�t D .	C C 	�/ are equal to zero. Furthermore, the inertia, stiffness and damping
terms for t > 	C have to be equilibrated with the external force which is null
(vibrations conditions). Equation 2.92 reflects the aforementioned claims.

	CR
	�

F.t/ � dt D
	CR
	�

m � Ru � dt D 1

	CR
	�

F.t/ � dt D
tR

	C

m � Ru � dt C
tR

	C

c � Pu � dt C
tR

	C
k � u � dt D 0

(2.92)

Since the impulse is defined for a small range time �	 the second term of the first
equation can be expressed as shown in the Eq. 2.93.

	CZ

	�

F.t/ � dt D m � �Pu.	C/ � Pu.	�/
� D 1 (2.93)

Assuming the system is at rest before the application of the impulse (Pu.	�/ D 0),
the velocity immediately after the impulse can be evaluated (Eq. 2.94).

Pu.	C/ D

	CR
	�

F.t/ � dt

m
D 1

m
(2.94)
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Naturally, the displacement at time 	C is equal to zero since the system is at rest
when the impulse is applied. Therefore, the problem is represented by the evaluation
of the dynamic response of the system after the application of the impulsive external
force (u.t � 	/). As observed previously, it can be integrated into a free vibrations
problem in which the initial conditions (u.	.C// D 0; Pu.	.C// D 1

m ) are deduced
according to the Eq. 2.93 Remembering the solution found in Eq. 2.24, the free
vibrations response of the damped SDOF system is given by (Eq. 2.95).

u.t/8t>	 D Pu.	C/
!D

�e���!�.t�	/�sin Œ!D � .t � 	/� D 1

m � !D
�e���!�.t�	/�sin Œ!D � .t � 	/�

(2.95)
In Eq. 2.96 the displacement response can be expressed in terms of differential
value.

du.t/8t>	 D F.	/ � d	

m � !D
� e���!�.t�	/ � sin Œ!D � .t � 	/� (2.96)

Equation 2.96 represents the response due to an elementary impulse applied on the
system at a given time 	 . Thus, this definition can be used in order to evaluate
the dynamic response of a SDOF system subjected to a generic time dependent
excitation F(t). In fact, an external force can be considered as sum of different
elementary impulses (Harris and Piersol 2002) as shown in Fig. 2.31.

F(t)

F(t)

tt

Dt

Fig. 2.31 Idealization of a generic external dynamic excitation in different elementary impulses
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Fig. 2.32 Dynamic response of a system subjected to two impulses

Equation 2.97 defines the total dynamic response of a system subjected to a
generic excitation.

du.t/8t>	 D
nX

iD1

F.	i/ � d	i

m � !D
� e���!�.t�	i/ � sin Œ!D � .t � 	i/� (2.97)

In order to understand the mathematical approach proposed, an example is reported
in the Fig. 2.32 where the external excitation is expressed by two shifted impulses.

Therefore, the total dynamic response of a forced SDOF system at a specific time
t can be mathematically expressed by an integral between zero and the given time.
The resulting expression is named the Duhamel integral and it is represented in the
Eq. 2.98 (Clough and Penzien 1993).

u.t/ D 1

m � !D

tZ

0

F.	i/ � e���!�.t�	i/ � sin Œ!D � .t � 	i/� � dt (2.98)

This dynamic response refers to the generic case in which the system is initially at
rest. In order to provide the dynamic response having different initial conditions, the
free vibration contribution has to be assumed (Eq. 2.99).

u.t/ D Pu0
!

�sin.! �t/Cu0 �cos.! �t/C 1

m � !D

tZ

0

F.	i/ � e���!�.t�	i/ � sin Œ!D � .t � 	i/��dt

(2.99)
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One can notice that the Duhamels integral represents the convolution between the
impulse and the free vibration response (Eq. 2.100).

u.t/ D
tZ

0

f .	/ � h.t � 	/ � d	 !
�

f .	/ D F.	/
h.t � 	/ D e���!�.t�	i/ � sin Œ!D � .t � 	i/�

(2.100)

Since the mathematical procedure used for the Duhamel’s integral is based on the
superposition of effects, it is valid only for linear elastic systems. In addition, if the
external force is described by a simple function, the Duhamel integral can be solved
in closed form.

2.4 Response to a Periodic Excitation

When the external exciting force is periodic, it can be expressed as sum of
trigonometric harmonic functions. This approach is named Fourier series analysis
(Brigham 1988) and will be discussed in detail in the Sect. 3.3 (Brigham 1988).
Equation 2.101 shows the series decomposition of the periodic excitation according
to Fourier.

F.t/ D a0 �
1X

nD1
an� cos



!f � n � t

� C
1X

nD1
bn� sin



!f � n � t

�
(2.101)

Remembering that the period Tf of the external force can be expressed as ratio
between 2� and the frequency of the excitation !f , the coefficients of the Fourier
series are given by Eq. 2.102.

8
ˆ̂̂
ˆ̂̂
<̂

ˆ̂̂
ˆ̂̂
:̂

a0 D 1
Tf

TfR

0

F.t/ � dt

an D 2
Tf

TfR

0

F.t/ � cos
�
2�� �n

Tf
� t

�
� dt

bn D 2
Tf

TfR

0

F.t/ � sin
�
2�� �n

Tf
� t

�
� dt

(2.102)

Therefore, each of the harmonic functions produces a permanent dynamic response
of the system depending on its exciting frequency and amplitude (Eq. 2.103).

up.t/ D up;a0 .t/C
1X

nD1
up;an.t/C

1X

nD1
up;bn.t/ (2.103)
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The terms illustrated in the above equation are referred to as a0, an and bn

components of the total periodic excitation, respectively. The first contribution is
a constant, while an and bn vary with cosine and sinusoidal law. Naturally, the
total permanent response is the superposition of the three aforementioned particular
solutions (Eq. 2.104).

8
ˆ̂̂
<̂

ˆ̂̂
:̂

up;a0 .t/ D a0
k

up;an.t/ D an
k � 1

.1�ˇn
2/
2C.2���ˇn/

2
�
h
2 � � � ˇn � sin.!n � t/C .1 � ˇn

2/ � cos.!n � t/
i

up;bn.t/ D bn
k � 1

.1�ˇn
2/
2C.2���ˇn/

2
�
h
.1 � ˇn

2/ � sin.!n � t/ � 2 � � � ˇn � cos.!n � t/
i

(2.104)

where the nth frequency is expressed as n times the frequency of the exciting force
(!n D n �!f ). Since ˇn represents the ratio between !n and !, it can be also defined
as shown in Eq. 2.105.

ˇn D !n

!
D n � !f

!
D n � ˇ (2.105)

Equation 2.106 illustrates the total dynamic response of the SDOF system.

u.t/ D e���!�t � ŒA1 � cos.!D � t/C A2 � sin.!D � t/�C a0
k

C 1

k
�

1X

nD1

� 1

.1� ˇn
2/
2 C .2 � � � ˇn/

2
�an � �

2 � � � ˇn � sin.!n � t/C .1� ˇn
2/ � cos.!n � t/

�

C 1

k
�

1X

nD1

� 1

.1� ˇn
2/
2 C .2 � � � ˇn/

2
�bn � �

.1� ˇn
2/ � sin.!n � t/� 2 � � � ˇn � cos.!n � t/

�

(2.106)

The coefficients A1 and A2 can be deduced by imposing the initial conditions.

2.5 Earthquake Response

The general definition of the problem is introduced in this paragraph, while all
the solution methods will be discussed in detail in the Chap. 3. In Sect. 1.6 the
generic equation of motion has been particularized for the earthquake excitation
case (Eq. 2.107).

m � Ru C c � Pu C k � u D �m � Rug (2.107)
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Fig. 2.33 Earthquake
excitation on a SDOF
damped system

In this case, the external excitation is composed by the inertial force due to the
acceleration at the base (Rug) of the SDOF system (Eq. 2.108).

F.t/ D �m � Rug.t/ (2.108)

Figure 2.33 assumes the aforementioned characteristics for a generic SDOF system.

2.6 Transmissibility Function

It has been observed that the permanent dynamic response of a system subjected to
an harmonic excitation can be expressed as a sinusoidal function having a phase lag.
Equation 2.109 assumes the displacement and velocity response.

(
up.t/ D F0

k � jAj � sin.!f � t C �/

Pup.t/ D !f � F0
k � jAj � sin.!f � t C �/

(2.109)

Figure 2.34 shows a discrete SDOF damped system for which the evaluation of the
action transmitted at its base (FTR) will be explained.
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F(t) = F0 ·sin(ωf ·t–f)

F(t)=F0 · sin(ωf·t–f)

k
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m
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k·u Fm=m·ü
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Fig. 2.34 Discrete SDOF damped system (a) and associated equilibrated forces arise (b)

For the dynamic equilibrium, the transmitted force is equal to the elastic and
damping contribution. By substituting the value of displacement and velocity of the
previous equation, the FTR action can be evaluated (Eq. 2.110).

FTR.t/ D F0
k

� jAj � �
c � !f � cos.!f � t C �/C k � sin.!f � t C �/

�
(2.110)

Replacing c and k with the associated values in terms of natural angular frequency,
the Eq. 2.111 can be written.

FTR.t/ D F0 � jAj � �
2 � � � ˇ � cos.!f � t C �/C sin.!f � t C �/

�
(2.111)

Equating the first derivative of the above force with respect to the time to zero, it
is possible to obtain the time in which the transmitted force achieves its maximum
value (Eq. 2.112).

dFTR.t/

dt
D 0 ! tFTRDmax D 1

!f
� Œarctg .2 � � � ˇ/C �� (2.112)

Thus, the maximum transmissible force can be rewritten as a single harmonic
function with phase lag due to the � and tFTRDmax contributions (Eq. 2.113).

FTR;MAX.t/ D F0 � jAj �
q
1C .2 � � � ˇ/2 � sin.!f � t C � C tTTRDmax/ (2.113)

Since the equation reported above refers to a maximum value, the trigonometric
term will be equal to the unit. With reference to this consideration, the ratio between
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Fig. 2.35 Transmissibility functions for different values of damping ratios (Chopra 2001)

the maximum transmitted force at the base and the amplitude of the external force
defines the maximum portion of the external harmonic excitation at the base of the
system and is named the transmissibility function TF (Eq. 2.114).

TF D jAj �
q
1C .2 � � � ˇ/2 D

s
1C .2 � � � ˇ/2

.1 � ˇ2/2 C .2 � � � ˇ/2 (2.114)

Figure 2.35 illustrates the trend of the TF � ˇ function including different values of
damping ratio.

• ˇ <
p
2: the transmissibility function is greater than one for every value of

damping ratio. Furthermore, damping tends to decrease the value of the force
transmitted to the base (amplification zone).

• ˇ >
p
2: the transmissibility function is less than one while an increase in

the damping ratio leads to values of transmissibility tending to one (attenuation
zone).

The last case represents the isolation region for which the action at the base of
the system is attenuated, compared with the external force. In this region small
values of damping are desirable, since they tend to amplify the transmitted force.
The concepts discussed represent the starting point for all the procedures and
methodologies used to isolate a structure subjected to an earthquake. In addition, as
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specified in Sect. 2.4, the irregular and periodic excitation due to an earthquake can
be decomposed as the sum of infinite harmonic contributions with given frequency
of excitation !n. In the case of earthquake excitation, the function TF indicates the
transmitted action at the mass system due to the earthquake.

2.7 Nonlinear System Response

The amplitude of the external excitation may be such that the displacements of the
system are greater than the elastic limit. In this case, the permanent deformations
of the system must be considered, since the dynamic response is governed by
the cyclic stress path. The stress-deformation function of the system component
material is not regular, but it can be assumed regular by using simplified models.
The elasto-plastic model is widely used in structural analyses since it is an idealized
and consistent representation of the material behavior. Figure 2.36 illustrates the
comparison between a real F-u function and the elasto-plastic model for it.

The dusted line in Fig. 2.36a illustrates the real complete hysteretic cycle while
the thick line shows its idealization with an elasto-plastic model. In Fig. 2.36b the
main parameters describing the model are shown, while the list is indicated below:

• Fy and uy represents the yielding force and displacement, respectively;
• ue is the reversible displacement at the end of the positive load-unload cycle

(elastic displacement);
• up is the irreversible displacement at the end of the positive load-unload cycle

(plastic displacement);
• umax defines the maximum displacement tolerated by the system.

It can be observed that the maximum allowable displacement is an index of the
plastic dissipation. The total capacity of a system to dissipate energy as plastic
deformation energy can be evaluated by the ratio reported below (Eq. 2.115).


 D umax

uy
(2.115)
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u
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Fig. 2.36 Idealization of the load cycle (a) and characteristics of the elasto-plastic model (b)
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This ratio is also called ductility factor. Naturally, other mechanical models are
proposed in literature in attempts to define the referenced problem with different
precision and complexity. In this case the equation of motion can be expressed as
below reported (Eq. 2.116).

m � Ru C c � Pu C k.u/ � u D F.t/ (2.116)

Different from the elastic case, the stiffness coefficient has to be evaluated according
to the stress path idealized with the mechanical model. Nonlinear dynamic problems
are solved using the numerical methods.

References

Brigham E (1988) Oran: the fast Fourier transform and its applications. Prentice-Hall, Engelwood
Cliffs

Burton D (1988) The history of mathematics an introduction. McGraw Hill, New York
Chopra AK (2001) Dynamics of structures: theory and applications to earthquake engineering, 2nd

edn. Prentice Hall, Upper Saddle River
Clough R, Penzien J (1993) Dynamic of structures. McGraw-Hill, New York
Harris CM, Piersol AG (2002) Harris’ shock and vibration handbook, vol 5. McGraw-Hill, New

York
Meirovitch L (2010) Fundamentals of vibrations. Waveland Press, Long Grove
Rao SS (2007) Vibration of continuous systems. Wiley, Hoboken



Chapter 3
Methods of Solution of the Equation of
Motion

Abstract The chapter analyzes different methods of solution of the equation of
motion. The equation of motion for a forced SDOF system can be solved in closed
form if the external excitation can be expressed as a harmonic function (analytical
solution). Moreover, the dynamic response of a system subjected to a generic
excitation can be evaluated using other approaches based on the decomposition of
the irregular external force (Fourier series or Duhamel integral application). In these
cases, the solution is achieved by the superposition property, so that they can be
applied for a linear system. Clearly, this represents a limit to of the dynamic response
of a real system in which the applied excitation causes irreversible deformation. In
order to bypass the intrinsic limit of the previously proposed solution approaches,
numerical methods are used. All the following examples and considerations are
related to a damped SDOF system subjected to an external excitation.

3.1 Analytical Methods

In previous sections, it was observed that the response of a SDOF system is easily
estimated in analytical form if the external force is expressed in a regular and
periodic function. Figure 3.1 shows an exciting sinusoidal force acting on a SDOF
system having an angular frequency !f D 2 rad=s and an amplitude of F0 D 5N.

The SDOF system having the characteristics reported in the Table 3.1 is
considered as example.

In addition, the system is considered with initial displacement and velocity equal
to zero (u0 D 0 and Pu0 D 0). The equation of motion is expressed as follows
(Eq. 3.1).
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Fig. 3.1 External sinusoidal
excitation with !f = 2 rad/s
and F0 D 5N
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Table 3.1 Characteristics of
the SDOF system

k [N/m] �[%] m [kg]

150 5 20

u.t/ D F0
k

� .jAj/2 � .1 � ˇ2/ � �
sin



!f � t

� � e���!�t � ˇ � sin .! � t/
� C

�F0
k

� .jAj/2 � .1 � ˇ2/ � 2 � � � ˇ � �
cos



!f � t

� � e���!�t � cos .! � t/
� C

Ce���!�t � 2 � �2 � ˇ � sin .! � t/

(3.1)

The ratio between the elastic coefficient and mass gives information about the
natural frequency (Eq. 3.2).

! D
r

k

m
D 2:74 rad=s (3.2)

Thus, the frequency ratio and the dynamic amplification function can be evaluated
(Eq. 3.3).

8
ˆ̂<

ˆ̂:

ˇ D !f

!
D 0:73

jAj D 1p
.1�ˇ2/2C.2���ˇ/2

D 1:46

(3.3)

Substituting every calculated parameter, and supposing ! D !D, in the Eq. 3.1 the
dynamic response of the system is found and is shown in Fig. 3.2.

Furthermore, Fig. 3.2 shows the maximum dynamic response (umax) and the static
one (us). It is possible that the maximum response occurs initially because the
damping effects are not able to provide a sensible contribution yet. On the contrary,
after a long period, the dissipated energy has achieved its maximum value and the
free vibration term is equal to zero.
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Fig. 3.2 Dynamic response of the SDOF system

Fig. 3.3 Impulsive
sinusoidal excitation

F(t)

F0

0 tf = Tf/2 t

The same system is considered with a sinusoidal force defined in the interval
[0;Tf =2] (Fig. 3.3).

This case can be represented as a system subjected to a sinusoidal impulse with
amplitude F0 (Chopra 2001). The dynamic response of the system is defined with
reference to two different contributions:

– response of damped SDOF forced system for t � tf ;
– response of damped SDOF system in free vibrations for t > tf and with initial

conditions coming from the previous response.

Since the load is applied impulsively, the maximum response of the system will be
achieved suddenly after the application of the load. This consideration leads to the
neglection of the damping effects in the response of the system because they are not
able to dissipate a significant quantity of energy. Thus, the consideration of a forced
response will be in reference to an undamped SDOF system. Equation 3.4 assumes
the partial solution in terms of displacement, considering the system initially in rest.
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8
ˆ̂̂
<

ˆ̂̂
:

t 6 tf W u.t/ D F0
k � 


1 � ˇ2� � �
sin



!f � t

� � ˇ � sin .! � t/
�

t > tf W u.t/ D e���!�.t�tf / �
n
u.tf / � cos



!D � .t � tf /

� C Pu.tf /C��!�u.tf /
!D

� sin


!D � .t � tf /

�o

(3.4)
Imposing t D tf in the first equation, the initial condition for the free vibrations can
be evaluated (Eq. 3.5).

8
ˆ̂<

ˆ̂:

u.tf / D F0
k � .1 � ˇ2/ � �

sin


!f � tf

� � ˇ � sin


! � tf

��

Pu.tf / D !f � F0
k�.1�ˇ2/ � �

cos


!f � tf

� � cos


! � tf

��
(3.5)

Substituting tf D Tf the Eq. 3.6 is obtained.

8
ˆ̂<

ˆ̂:

u.tf / D F0
k � .1 � ˇ2/ �

h
sin

�
!f � �

2

�
� ˇ � sin

�
! � �

2

�i

Pu.tf / D !f � F0
k�.1�ˇ2/ � �

cos


!f � �

2

� � cos


! � �

2

��
(3.6)

It can be observed that the displacement and velocity response of the system at
time tf depends on the frequency ratio and on the time duration of the impulse.
Considering the studied case in which tf D Tf D �=2, the Eq. 3.7 resumes the
dynamic response at time tf .

�
u.tf / D 4:78 � 10�2 m
Pu.tf / D �8:58 � 10�2 m=s

(3.7)

Substituting the values in the free vibration equation for damped SDOF system
(Eq. 3.4), it is possible to obtain the dynamic response for t > tf . Figure 3.4
illustrates the function u.t/ � t considering ! D !D in the free vibration
contributions.

Naturally, the response to an impulsive force depends on the time range over
which it is defined, on the frequency ratio and on the shape. For this purpose, in the
next part we will propose the case of a rectangular impulsive load (Fig. 3.5).

Even in this case, the dynamic response of the system can be decomposed into
the forced and free vibration contribution. For the first one, the equation of motion
can be expressed in the following way (Eq. 3.8).

m � Ru C k � u D F0 (3.8)

The damping contribution has been neglected as explained above, while the
second term of the equation assumes a constant value. In this case, the particular
homogeneous associated solutions can be expressed as shown in the Eq. 3.9.
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Fig. 3.4 Dynamic response for a SDOF system subjected to a sinusoidal impulse

Fig. 3.5 Rectangular
impulse
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0 ttf

8
<̂

:̂

up.t/ D F0
k

u0.t/ D A1 cos.! � t/C A2 sin.! � t/

(3.9)

Imposing the initial conditions associated to a system at rest, the solution of the
equation of motion for the forced SDOF system is given as (Eq. 3.10).

t 6 tf W u.t/ D F0
k

� Œ1 � cos.! � t/� (3.10)

From this equation, the displacement and velocity at time tf can be evaluated to
define the free vibrations response for t > tf (Eq. 3.11).

8
<̂

:̂

u.tf / D F0
k

� �
1 � cos



! � tf

��

Pu.tf / D ! � F0
k � �

1C sin


! � tf

��
(3.11)
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Fig. 3.6 Dynamic response
for a SDOF system subjected
to a rectangular impulse 0.08
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Fig. 3.7 Comparison
between the responses of a
SDOF system subjected to
rectangular and sinusoidal
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Assuming also in this case that tf D �=2, the Fig. 3.6 shows the dynamic response
of the system to the rectangular impulse.

In order to highlight the difference in the response between rectangular and
sinusoidal impulse, the Fig. 3.7 is proposed.

The dynamic responses for rectangular and sinusoidal impulses have the same
shape in the free vibration range, but different amplifications. In fact, it is possible
to observe that the rectangular impulse produces a greater amplification than the
sinusoidal one. As observed previously, the dynamic response of the system is a
function of the impulse duration and the frequency ratio. In reference to the first
aspect, a comparison of the jAj � .tf =Tf / function between different shapes of the
impulse is proposed in Fig. 3.8.
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Fig. 3.8 Dynamic amplification function depending on the duration of the impulse for rectangular,
sinusoidal and triangular shapes (Carpinteri 1998)

3.2 Duhamel’s Integral

In Sect. 2.3 the Duhamel integral has been introduced to evaluate the dynamic
response of a linear SDOF system subjected to a generic excitation (Harris and
Piersol 2002). Equation 3.12 shows again the Duhamel’s integral which is valid for
a SDOF damped system initially at rest.

u.t/ D 1

m � !D

tZ

0

F.	i/ � e���!�.t�	i/ � sin Œ!D � .t � 	i/� � dt (3.12)

Usually the external force assumes a complex form that leads to a non-closed form
solution of the problem. In many cases, the Duhamel integral is expressed in discrete
form to obtain the solution numerically. At this purpose, the generic excitation is
expressed as the sum of several finite small rectangular force contributions. Thus, if
�t is the sampling time interval, the previous relation can be expressed as shown in
Eq. 3.13.

u.t/ D 1

m � !D

NX

jD1
F.j ��t/ � e���!�.t�j��t/ � sin Œ!D � .t � j ��t/� ��t (3.13)

Consider the sinusoidal impulse problem observed in the previous section, divided
into four rectangular contributions (Fig. 3.9).

Assuming tf D �=2, the sampling time chosen is equal to�t D �=8. In addition,
the force values associated with each rectangle is assumed to be a mean value
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Fig. 3.9 Discretization of
half sinusoidal excitation
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Fig. 3.10 Different dynamic response contributions due to the four discretized rectangular
impulses

deduced from the exciting function. Assuming ! D !D, the dynamic response
of the system is evaluated by the sum of the four discrete contributions. For this
purpose, Fig. 3.10 illustrates each of the dynamic responses.

The sum of all the contributions gives the total dynamic response of the SDOF
system (Fig. 3.11).

Typically, the accuracy of the method used depends on the sampling interval
chosen to discretize the exciting force. It is very interesting to compare the results
obtained with the analytical method and with the discretized Duhamel’s formulation
(Fig. 3.12).

The difference between the two functions is due to the different idealizations of
the exciting force. Clearly, if �t ! 1, then the Duhamel’s solution will be equal
to the analytical one.
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Fig. 3.11 Total dynamic response due to a discretized sinusoidal exciting force
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Fig. 3.12 Comparison between the dynamic response obtained using an analytical solution and
discrete Duhamel’s integral (dashed line)

3.3 Fourier Series

The irregular periodic excitation can be decomposed into several harmonic functions
with given frequency and phase (Brigham 1988). Equation 2.106 proposed in
Sect. 2.4 shows the total response of the system, in which the external excitation
has been expressed in Fourier series. The number of harmonic functions required to
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Fig. 3.13 Triangular periodic
excitation

F(t)

F0

Tf

t

achieve the convergence of the series is infinite, but in practice, a finite number is
sufficient for achieving an adequate convergence. For example, a periodic triangular
excitation with period Tf D � and amplitude F0 D 5N is used to evaluate the
dynamic response of the system according to the Fourier series approach (Fig. 3.13).

The definition of the periodic excitation in its period is reported in Eq. 3.14.

8
ˆ̂<

ˆ̂:

F.t/ D 8 � F0
Tf

� t ! for W 0 6 t < Tf =2

F.t/ D �8 � F0
Tf

� t ! for W Tf =2 6 t < Tf

(3.14)

The triangular excitation can be defined as shown in Eq. 3.15 using Eq. 2.102 of
Sect. 2.4 to evaluate the characteristic coefficients.

F.t/ D 8 � F0
�2

�
1X

nD0
.�1/n � sin.!f � t � .2 � n C 1//

.2 � n C 1/2
(3.15)

In order to simplify the calculation procedure, only four harmonic contributions
will be considered. Figure 3.14 illustrates the comparison between the triangular
function and the associated series obtained with n D 1.

Summing all the harmonic contributions, we obtain the Fourier series (Fig. 3.15).
It can be observed that the number of harmonic contributions chosen to define the

triangular function results adequate. Therefore, the dynamic response of the system
can be evaluated by superposition of the effects due to every harmonic function.
Assuming the case of an undamped system, the dynamic response can be expressed
as shown in the Eq. 3.16.

u.t/ D A1 � cos.! � t/C A2 � sin.! � t/C
8�F0
�2

�
1P

nD0
.�1/n � sin.!f �t�.2�nC1//

.2�nC1/2

k � .1 � ˇ2/
(3.16)
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Fig. 3.14 Comparison between triangular function and four harmonic functions
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Fig. 3.15 Triangular function (dashed line) and Fourier series obtained with n D 1
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Fig. 3.16 Total dynamic response (continuous line) and response due to the two harmonic
functions (dashed lines)

Imposing the initial conditions u.0/ D 0 Pu D 0, the coefficient A1 and A2 can be
determined (Eq. 3.17).

A1 D 0

A2 D � 8�F0
k��2�.1�ˇ2/ � ˇ �

1P
nD0

.�1/n
.2�nC1/

(3.17)

Equation 3.18 illustrates the dynamic response of the undamped system.

u.t/ D 8 � F0
k � �2 � .1� ˇ2/

�
4X

nD0

.�1/n
.2 � n C 1/2

� �
sin.!f � t � .2 � n C 1//� .2 � n C 1/ � ˇ � sin.! � t/

�

(3.18)
In the Fig. 3.16 the response of the SDOF undamped system is compared to the two
solutions due to the harmonic function of the Fourier series.

3.4 Numerical Methods

An analytical solution of the equation of motion for SDOF system is not usually
possible, since the exciting force has an irregular trend in the time domain (e.g.
earthquake excitation). Additionally, the amplitude of the load can induce nonlinear
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Fig. 3.17 Time stepping
schematization for a given
time interval
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mechanical effects on the system, so the method based on the superposition of the
effects (e.g. Duhamel’s integral and Fourier series) cannot be applied. Thus, the
numerical time-stepping methods based on the integration of differential equations
of motion are commonly used for the dynamic analysis. In the time stepping
approach, the solutions are achieved by discretization of the time domain with
constant or variable time interval �ti. Therefore, the problem is expressed in terms
of evaluation of the dynamic response of the system at time step i+1, knowing its
conditions at the previous time step i. Figure 3.17 illustrates graphically the concepts
just explained.

Different time stepping procedures can be developed and each of them is
characterized by the following requirements:

– Stability: refers to the error propagation and a numerical method can be defined
stable if the round-off errors are not increasing in the calculation procedure;

– Accuracy: if the numerical method gives a solution closer to the real one;
– Convergence: if the absolute error tends to zero as the time step decreases.

The solution at generic time tiC1 can be evaluated with reference to the solution at
previous time ti. In this case, the numerical method is named the explicit method,
while if the solution at instant tiC1 is defined directly from the equation at the same
time step, the numerical method is called implicit (Chopra 2001). In the next part,
the main numerical methods used in the dynamic analysis will be discussed.
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Fig. 3.18 Forward difference (a), backward differences (b) and central difference (c)

3.4.1 Explicit Methods

3.4.1.1 Finite Differences Method

This method is based on the assumption that the displacement and its derivatives
are finite differences (dt ! �t and du ! �u) (Klaus-Jurgen and Wilson Edward
1976). The first and second finite derivatives of displacement with respect to the
time can be defined according to forward, backward or central difference approaches
(Fig. 3.18).

Equations 3.19 and 3.20 show the first and second finite derivatives of displace-
ment with respect to the time for the cases of forward and central differences,
respectively.

8
ˆ̂<

ˆ̂:

Pui � u.tiC1/ � u.ti/

�t

Rui � u.tiC1C�t/�2�u.tiC1/Cu.ti/
�t2

(3.19)

8
ˆ̂<

ˆ̂:

Pui � u.tiC1/ � u.ti�1/
2 ��t

Rui � u.tiC1/�2�u.ti/Cu.ti�1/
�t2

(3.20)

The central difference method is more accurate than the forward or backward
ones. Thus, the central differences method is preferred in practical applications.
Substituting the expression of the first and second derivatives, obtained as finite
differences, into the generic equation of motion for a SDOF damped system
subjected to an exciting force F.t/, the Eq. 3.21 can be found.

h m

�t2
C c

2 ��t

i
� uiC1 C

�
k � 2 � m

�t2



� ui C

h m

�t2
� c

2 ��t

i
� ui�1 D F.ti/

(3.21)
The explicit solution of the equation is represented by the displacement of the
system at time tiC1 using known displacement at previous steps (ti and ti�1). Using
the displacement solution, the velocity and acceleration responses at referenced time
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instant i can be evaluated using the Eq. 3.20. The initial conditions of the system
(ti D 0) and at time t-1 are required for the evaluation of the first displacement
solution (u1). In this case the u-1 value is not known since it does not have a physical
meaning, but it can be mathematically evaluated by substitution of u1 relation in the
Pui one obtained by the Eq. 3.22.

u�1 D u0 ��t � Pu0 C �t2

2
� Ru0 (3.22)

where the acceleration at time t0 D 0 is evaluated according to the equation of
motion for the given time (Eq. 3.23).

m � Ru0 C c � Pu0 C k � u0 D F.t0/ (3.23)

For a dynamic system, the stability of the central difference method is satisfied
according to the following equation (Eq. 3.24).

�t

Tn
6 1

�
(3.24)

where Tn represents the fundamental period of the system. Let’s consider the case
of the elastic SDOF damped system subjected to a sinusoidal load proposed in
Sect. 3.1. Since the system is initially at rest, the value of displacement at instant
t�1 is equal to zero. Assuming �t D 0:1 s and substituting the mass, spring and
damping coefficient, the equation of motion can be written again (Eq. 3.25).

2:03 � uiC1 � 3:85 � ui C 1:97 � ui�1 D F.ti/ � 10�3 (3.25)

Thus, the displacement at time step tiC1 can be evaluated. Figure 3.19 shows the
dynamic response of the system in terms of displacements, while in Table 3.2 the
numerical results are summarized.

3.4.1.2 Runge-Kutta Method

In the Runge-Kutta approach, the solution at time i+1 is obtained by an approximate
evaluation of the function values in a number of points (n) inside the interval
(Epperson 2013). The accuracy of this method is directly proportional to the number
of points that defines the order of the method. For a fourth order method, a balanced
equation is used to achieve a good approximation (Eq. 3.26).

uiC1 D ui C .c1 � k1 C c2 � k2 C c3 � k3 C c4 � k4/ ��t (3.26)

The term multiplied by the time interval defines the average slope of the function in
the considered interval. In addition, ki coefficients represent the increments obtained
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u(t) [m]

0.15

0.1

0.05

0

-0.05

-0.1

-1 0 1 2 3 4 5 6 7 t[s]

Fig. 3.19 Dynamic response of the system evaluated with central differences method for �t D
0:1 s

Table 3.2 Numerical
solutions obtained by the
central differences method
(�t D 0:1 s)

i t [s] F(t) [N] u(t) [m] v(t) [m/s] a(t) [m/s2]

�1 0 0 0:0000 0:0000 0:0000

0 0 0 0:0000 0:0000 0:0000

1 0:1 0:99 0:0000 0:0024 0:0490

2 0:2 1:95 0:0005 0:0095 0:0911

3 0:3 2:82 0:0019 0:0201 0:1215

4 0:4 3:59 0:0045 0:0330 0:1365

5 0:5 4:21 0:0085 0:0465 0:1340

6 0:6 4:66 0:0138 0:0589 0:1133

7 0:7 4:93 0:0203 0:0683 0:0757

8 0:8 5:00 0:0275 0:0733 0:0238

9 0:9 4:87 0:0349 0:0726 �0:0383
10 1:0 4:55 0:0420 0:0654 �0:1055
11 1:1 4:04 0:0480 0:0515 �0:1720
12 1:2 3:38 0:0523 0:0313 �0:2319
13 1:3 2:58 0:0543 0:0057 �0:2796
14 1:4 1:67 0:0534 �0:0238 �0:3105
15 1:5 0:71 0:0495 �0:0553 �0:3209
: : : : : : : : : : : : : : : : : :

as the product between the indicated interval (e.g. �t) and an estimate of the
function slope (Butcher 1963). To be more precise, these increments are assumed as
described below:

– k1: based on the slope at time ti by using f1 D f .ti/;
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Fig. 3.20 Coefficients ki identification and definition of the average slope

– k2: based on the slope at time
tiC1 C ti
2

by using the estimate f2 D f .ti/C �t

2
� k1;

– k3: based on the slope at time
tiC1 C ti
2

by using the estimate f3 D f .ti/C �t

2
� k2;

– k4: based on the slope at time tiC1 by using f4 D f .ti/C�t � k3;

According to this definitions, the Eq. 3.27 defines the mathematical expression of
the coefficient ki.

8
ˆ̂̂
<

ˆ̂̂
:

k1 D f .ti; ui/ D �
du
dt

�
for W t D tiI u D ui

k2 D f .ti C �t
2
; ui C k1 � �t

2
/ D �

du
dt

�
for W t D ti C �t

2
I u D ui C k1 � �t

2

k3 D f .ti C �t
2
; ui C k2 � �t

2
/ D �

du
dt

�
for W t D ti C �t

2
I u D ui C k2 � �t

2

k4 D f .ti C�t; ui C k3 ��t/ D �
du
dt

�
for W t D ti C�tI u D ui C k3 ��t

(3.27)
The definitions of the coefficients above reported are shown in Fig. 3.20.

Furthermore, the coefficients ci are below reported (Eq. 3.28).

c1 D c4 D 1

6
I c2 D c3 D 1

3
(3.28)

Thus, the solution to the problem can be expressed as shown in Eq. 3.29.

uiC1 D ui C 1

6
� .k1 C 2 � k2 C 2 � k3 C k4/ ��t (3.29)

This method is explicit because the solution at time tiC1 depends on ki coefficients
that are based on the first derivative of the independent variable at time ti(Pu.ti/).
There is no specific method for choosing the time interval �t. It must be not so
large as to cause stability problems (e.g. stiff equations) nor too small because
the numerical process could be impossible to solve. Since the dynamic motion is
described by a second order differential equation, the Runge-Kutta method can
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be applied by definition of an equivalent system of two linear ordinary first order
differential equations (Eq. 3.30).

m � Ru C c � Pu C k � u D F.t/ !
� Pu D v

Pv D 1
m � .F.t/ � k � u � c � v/ (3.30)

The SDOF damped system used in the previous section is considered to evaluate
the dynamic response with fourth order Runge-Kutta method. Since the equation of
motion has to be decomposed into two ordinary differential equations, two sets of
coefficients ki have to be determined (Eq. 3.31).

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂:

k1.I/ D vi

k2.I/ D vi C k1.II/ � �t

2

k3.I/ D vi C k2.II/ � �t

2

k4.I/ D vi C k3.II/ ��t
8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
<̂

ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
:̂

k1.II/ D 1

m
� .F.ti/ � k � ui � c � vi/

k2.II/ D 1

m
�
�

F

�
ti C �t

2

	
� k �

�
ui C k1.I/ � �t

2

	
� c �

�
vi C k1.II/ � �t

2

	


k3.II/ D 1

m
�
�

F

�
ti C �t

2

	
� k �

�
ui C k2.I/ � �t

2

	
� c �

�
vi C k2.II/ � �t

2

	


k4.II/ D 1
m � ŒF .ti C�t/ � k � .ui C k3.I/ ��t/ � c � .vi C k3.II/ ��t/�

(3.31)
where vi represents the velocity of the SDOF system mass at generic time ti(vi D
Pui). According to Runge-Kutta method, the displacement and velocity response will
assume the following form (Eq. 3.32).

8
ˆ̂̂
ˆ̂̂
<̂

ˆ̂̂
ˆ̂̂
:̂

uiC1 D ui C 1

6
� Œk1.I/C 2 � k2.I/C 2 � k3.I/C k4.I/� ��t

PuiC1 D Pui C 1

6
� Œk1.II/C 2 � k2.II/C 2 � k3.II/C k4.II/� ��t

RuiC1 D 1
m � .F.ti C�t/ � k � uiC1 � c � PuiC1/

(3.32)

Figure 3.21 illustrates the displacements of the SDOF damped system analyzed.
In addition, some of the numerical values obtained are provided in the Table 3.3.
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Fig. 3.21 Dynamic response of the system evaluated with fourth order Runge-Kutta method for
�t D 0:1 s

3.4.2 Implicit Methods

3.4.2.1 Newmark Method

The procedure proposed by Newmark in 1959 to evaluate the response of a system
is one of the most commonly used methods. It is based on the two parameters ˇ and
� , which represent the variation of acceleration within the specified time interval.
The velocity and displacement of the system in step i+1 are given by the Eq. 3.33.

� PuiC1 D Pui C Œ.1 � �/ ��t� � Rui C � ��t � RuiC1
uiC1 D ui C�t � Pui C Œ.0:5 � ˇ/ ��t2� � Rui C ˇ ��t2 � RuiC1

(3.33)

The physical parameter ˇ is introduced to establish the acceleration model between
two adjacent time intervals. At this purpose, if ˇ D 1=6 the trend of the acceleration
in the time interval is linear (linear acceleration method), while for ˇ D 1=4 the
acceleration is considered constant (average acceleration method). In addition, the
typical value assumed by the parameter � is 1/2. The time stepping solution of the
equation of motion can be obtained by substitution of the Eq. 3.33 in the equilibrium
equation at time i+1 (Eq. 3.34).

m � RuiC1 C c � .Pui C .1 � �/ ��t � Rui C � ��t � RuiC1/C
Ck � 


ui C�t � Pui C .0:5 � ˇ/ ��t2 � Rui C ˇ ��t2 � RuiC1
� D F.tiC1/

(3.34)
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Thus, the acceleration at time i+1 can be obtained from the known acceleration,
velocity and displacement (Eq. 3.35).

RuiC1 D fF.tiC1/ � k � ui � .c C k ��t/ � Pui � Œc � .1 � �/C k � .0:5 � ˇ/ ��t� ��t � Ruig�
m C c � � ��t C k � ˇ ��t2

�

(3.35)

The problem can be expressed in an alternative way in a more simple form. For
this purpose, the problem is expressed in terms of increments of displacements,
velocities and accelerations (Eq. 3.36).

8
ˆ̂̂
<̂

ˆ̂̂
:̂

�Rui D RuiC1 � Rui

�Pui D PuiC1 � Pui D �t � Rui C � ��t ��Rui

�ui D uiC1 � ui D �t � Pui C �t2

2
� Rui C ˇ ��t2 ��Rui

(3.36)

The incremental displacement can be expressed as illustrated below (Eq. 3.37).

�Rui D 1

ˇ ��t2
�ui � 1

ˇ ��t
� Pui � 1

2 � ˇ � Rui (3.37)

Composing the incremental displacement and velocity, the Eq. 3.38 is given.

�Pui D �

ˇ ��t
�ui � �

ˇ
Pui C�t �

�
1 � �

2 � ˇ
	

� Rui (3.38)

In addition, the equation of motion can be rewritten in the incremental form
(Eq. 3.39).

m ��Rui C c ��Pui C k ��ui D �Fi (3.39)

Substituting Eqs. 3.37 and 3.38 into the incremental equation of motion, �ui can be
evaluated as illustrated in Eq. 3.40.

�ui D
�
�Fi

�
k

!

8
ˆ̂̂
<

ˆ̂̂
:

�
�F

i
D �Fi C

�
1

ˇ ��t
� m C �

ˇ
� c

	
Pui C

�
1

2 � ˇ � m C
�
�

2 � ˇ � 1
	

� c

	
� Rui

�
k D k C �

ˇ��t � c C 1
ˇ��t2

� m

(3.40)
From this value, the displacement at time tiC1 can be calculated (uiC1 D uiC�ui). In
addition, by applying the Eq. 3.38 the incremental velocity can be found to evaluate
the velocity at time tiC1 (PuiC1 D Pui C�Pui), while acceleration is usually evaluated
directly at time tiC1, according to the equation of motion (Eq. 3.41).

RuiC1 D F.tiC1/ � c � PuiC1 � k � uiC1
m

(3.41)
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Fig. 3.22 Dynamic response of the system evaluated with Newmark (linear acceleration) method
for �t D 0:1 s

The dynamic response can be lead directly for elastic system because the stiffness
term is independent from the displacement value (constant value). However, in the
case of an inelastic system, the solution will be obtained by several iterations. The
accuracy of the Newmark method is strictly related to the time interval, which also
gives information about the stability of the procedure. In order to avoid stability
problems, a maximum time interval value has to be fixed according to the vibrational
period of the system. Equation 3.42 shows the relationships to be respected to ensure
a stable mathematical procedure.

�t

Tn
6 1

� � p
2 � .� � 2 � ˇ/ !

8
ˆ̂<

ˆ̂:

�t

Tn
6 1 for W average acceleration

�t
Tn

6 0:55 for W linear acceleration

(3.42)

Even in this case, the SDOF system proposed previously is considered to evaluate
its dynamic response according to the linear acceleration (l.a.) model (ˇ D 1=6).
Figure 3.22 illustrates the dynamic response of the system, evaluated using the
linear acceleration model.

Table 3.4 reports the numerical results obtained.

3.4.3 Comparison Between the Different Numerical Methods

In order to focus on the intrinsic errors of the numerical method proposed,
Figs. 3.23, 3.24, and 3.25 illustrate the dynamic responses comparison between ana-



3.4 Numerical Methods 79

Table 3.4 Numerical
solutions obtained by
Newmark method according
to linear acceleration model

t [s] u(t) [m] v(t) [m/s] a(t) [m/s2]

0 0 0 0

0:1 0:0001 0:0024 0:0484

0:2 0:0006 0:0087 0:0904

0:3 0:0019 0:0180 0:1216

0:4 0:0043 0:0294 0:1388

0:5 0:0079 0:0414 0:1398

0:6 0:0126 0:0526 0:1237

0:7 0:0184 0:0617 0:0913

0:8 0:0249 0:0672 0:0445

0:9 0:0318 0:0682 �0:0134
1 0:0384 0:0638 �0:0782
1:1 0:0443 0:0537 �0:1449
1:2 0:0489 0:0380 �0:2084
1:3 0:0517 0:0173 �0:2635
1:4 0:0522 �0:0075 �0:3053
1:5 0:0500 �0:0350 �0:3299
: : : : : : : : : : : :

u(t)[m]

4th order
Runge-Kutta Analytical

Central
differences

Newmark (l.a.)
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Fig. 3.23 Displacement responses evaluated according to analytical, central differences, 4th order
Runge-Kutta and Newmark (linear acceleration) method (�t D 0:1 s)
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Fig. 3.24 Velocity responses evaluated according to analytical, central differences, 4th order
Runge-Kutta and Newmark (linear acceleration) method (�t D 0:1 s)

lytical, central differences 4th order Runge-Kutta and Newmark (linear acceleration)
methods.

The 4th order Runge-Kutta method is accurate for every type of response but it
has a greater computational charge, since it requires the definition of the average
slope of the function in the time interval �t for four points. The solutions obtained
by Newmark method application have a good fit with the analytical trends in the
initial part, but the errors increase with the time. Thus, Newmark’s method can
be affected by the propagation of round-off errors, depending on the time interval
chosen. Observing the figure above, the central method results are perfectly in line
with the analytical solution. This is not always a valid definition, since the results
obtained by the central method are strongly dependent on the time interval. For
this reason, every numerical method has been applied using a time interval of 0.5 s
and considering the difference in terms of displacement. Figure 3.26 illustrates the
comparison between the three new sets of solutions and the analytical one.

Comparing this figure with the Fig. 3.23 it is possible to observe that the central
differences solution is strongly affected when the Newmark one has been slightly
modified. Furthermore, the solution obtained by 4th order Runge-Kutta method has
a trend almost equal to the first one. Thus, the Runge-Kutta method is less affected
by the sampling interval than the other two methods. In addition, the Runge-Kutta
method leads to an accurate response in terms of accelerations and velocity since it
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Fig. 3.25 Acceleration responses evaluated according to analytical, central differences, 4th order
Runge-Kutta and Newmark (linear acceleration) method (�t D 0:1 s)

has been developed to decrease the round-off errors for the derivatives of the main
ODE. Table 3.5 resumes the main stability and accuracy aspects of each method
explained.

3.4.4 Numerical Methods for Nonlinear Problems

The numerical methods represent an alternative way to solve any dynamic problem,
especially for nonlinear systems (Kelley 2003). In these cases the analytical
solutions can be challenging to obtain, while the simplified integral methods cannot
be used since they are based on the superposition of the effects. Therefore, each of
the previous numerical methods can be adapted to the nonlinear dynamic systems
by modifying the stiffness coefficient in the equation of motion (Eq. 3.43).

m � Ru C c � Pu C k.u/ � u D F.t/ (3.43)

The stiffness coefficient is not a constant, but it depends on the displacement of the
system at the previous time step.
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Fig. 3.26 Displacement responses evaluated according to analytical, central differences, 4th order
Runge-Kutta and Newmark (linear acceleration) method (�t D 0:5 s)

Table 3.5 Main characteristics of the numerical methods

Numerical method Stability Accuracy Computational effort

Central differences �t/T<1/� Low-medium [f(�t)] Low

4th order Runge-Kutta �tmin < �t < �tmax Good Medium

Newmark (linear acceleration) �t/T<0.551 Medium [f(�t)] Low

3.4.4.1 Central Difference Method

Starting from the considerations in Sect. 3.4.1.1, the equation of motion can be
expressed as illustrated in Eq. 3.44.

h m

�t2
C c

2 ��t

i
� uiC1 C Fk.ui/ � 2 � m

�t2
� ui C

h m

�t2
� c

2 ��t

i
� ui�1 D F.ti/

(3.44)

The stiffness force has been expressed in terms of the displacement at the
previous step (ui). This is a simplification of the problem that can lead to big
round-off errors if the sampling time is not sufficiently small. In addition, when
the velocity at time i+1 has an opposite sign of the velocity at time i, the systems
is subjected to an unloading cycle starting in a generic instant of time within the
specified interval. In other words, the chosen time interval is not capable of giving
information about the actual point in which an elastic force with opposite sign of
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the previous one arises in the system. Naturally, the numerical phenomenon just
explained causes a propagation of errors especially if the external loads are very
jagged. These aspects will be discussed in detail in the next paragraph, but for now
it is sufficient to say that this type of error can be minimized using a variable�t. The
central difference method is not widely used in the dynamic applications because it
is not very accurate.

3.4.4.2 Newmark Method

The application of Newmark method for nonlinear systems is common in the
dynamic analysis since it is accurate and, at the same time, the requested computa-
tional effort is greater than the central differences method. As indicated in Sect. 2.5
for inelastic systems, Eqs. 3.40 and 3.41 are modified to obtain Eqs. 3.45 and 3.46.
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� c

	
� Rui
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k D k.ui/C �

ˇ��t � c C 1
ˇ��t2 � m

(3.45)

RuiC1 D F.tiC1/ � c � PuiC1 � k.ui/ � uiC1
m

(3.46)

It is possible to observe that for nonlinear systems, the stiffness contribution is not
constant but instead depends on the displacement according to the Fk�u relation.
The main problem is represented by the impossibility of using the real value of
stiffness at time step i+1 since the displacement at this instant is the unknown of the
equation. The problem can be solved according to two different ways, summarized
below.

(a) The secant stiffness can be assumed equal to the tangent one. Figure 3.27
illustrates the difference between the displacement evaluated with secant and
tangent stiffness.

Fig. 3.27 Differences of
displacements obtained with
tangent and secant stiffness
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Fig. 3.28 Inaccuracy of the
constant time interval

u(t)

u(t)

Fk

a
br

t

t

b

cr c

e (Δu)

e (Δu)

Δt

u

˙

If the time interval is small enough, the displacement calculated according to
tangent stiffness is no different from the displacement obtained by the use of secant
stiffness. This is a simple approach for inelastic systems since the displacement
increment can be found according to the responses and the tangent stiffness refer-
enced at previous time step (no iterative procedure). The errors accumulated in the
time domain with the approach based on the tangent stiffness can became significant
and produce an inaccurate solution. An additional problem with this method is the
incapability to adapt the real trend of Fk�u relation to a constant time interval. Sup-
pose we have a displacement at time step i identified by “a”, and�ui is the displace-
ment increment leading to point “b”. In addition, a negative velocity is assumed at
time step i+1. This last aspect means that there will be a point between “a” and “b”
for which the velocity is equal to zero. In other words, if the velocity is zero, the
trend of Fk�u will be subjected to an unloading cycle in a point “br”. Applying the
Newmark method again from the point “b” a further�ui is obtained by considering
a negative stiffness coefficient that leads to the point “c”. If the numerical methods
are applied from the real point “br”, the solution will lead to the point “cr” in the
Fk�u diagram. Each consideration just discussed is represented in Fig. 3.28.

The term ".�u/ represents the incremental displacement error due to the constant
time interval chosen. Thus, the assumption of a constant�t can lead to the overpass
of an unloading branch of the force-displacement diagram with a decrease in the
accuracy. This type of error can be eliminated through an iterative procedure based
on the adjustment of the �t such that leads to a velocity equal to zero at the time
step i+1.

(b) The tangent stiffness is assumed after it is compared with the secant one through
an iterative procedure.
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Fig. 3.29 Identification of
the solution of the function
f(x) = 0 by means of different
tangents

f(x)

f(x0) + f ′(x0)(x – x0)
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x* x2 x1 x0
x

3.4.4.3 Newton Raphson Method

One of the most common iterative procedures is the Newton-Raphson method that
is applied to evaluate the approximated solution of a generic function f(x) = 0. In a
given interval [xa; xb] the function is expressed in terms of the first derivatives of
different points that represent the intersection between the tangents and the x-axis
(Fig. 3.29).

Observing the figure above, the zero of the function can be found by tracing
the tangents to the function for particular xk values. Equation 3.47 illustrates the
relationship between two adjacent x-coordinates for which the function has a zero
value.

xkC1 D xk �
�

df .xk/

dx


�1
� f .xk/ for W k D 1; 2; : : : (3.47)

The zero of the function (x�) can be approximately evaluated by means of an
iterative process that leads to the following conditions (Eq. 3.48).

xkC1 � xk � 0 ! xkC1 D x� (3.48)

It is possible to demonstrate that an iterative sequence x.k/ converging to the value
x� in quadratic way. Naturally, the iteration procedure is based on the assumption
of an adequate initial point with value x0. In the dynamic applications, the modified
Newton-Raphson method is applied to minimize the errors due to the variation of
the stiffness by means of an iteration procedure that leads to have an incremental
displacement equal to the real one minus a tolerance factor. Every ordinate step of
the modified Newton-Raphson methods are described below.

(I) The incremental dynamic response �ui is defined by using of the tangent
stiffness at time step i (ki D kt) (Fig. 3.30).
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Fig. 3.30 First step of the
iterative procedure (Adapted
from Chopra 2001)
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Fig. 3.31 Second step of the
iterative procedure (Adapted
from Chopra 2001)
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The real elastic force is different from the force found by multiplying the
incremental displacement obtained and the tangent stiffness. This residual value is
expressed by the term �RjC1, where j=1. Generically, the residual elastic force is
given by the Eq. 3.49.

�RjC1 D ki ��ui ��Fk;i (3.49)

where j indicates the iterative step.

(II) A further incremental displacement due to the residual force is evaluated
(Fig. 3.31).
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Fig. 3.32 Last step of the
iterative procedure (Adapted
from Chopra 2001)
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Equation 3.50 illustrates the additional incremental displacement.

�ui
.j/ D �Ri

.j/

ki

(3.50)

(III) The iterative process will be stopped when the condition expressed in Eq. 3.51
is achieved.

�ui
.n/

nP
jD1
�ui

.j/

6 "toll (3.51)

where "toll indicates the allowable error and Fig. 3.32 shows all the iterations
required to obtain the results reported in the equation above.

The value of the incremental displacement evaluated with the iterative approach
of Newton-Raphson results are more accurate than the increment evaluated with
no iterative method. Naturally, the same procedure will be applied for every time
step in which the system exhibits nonlinear behavior. The proposed method is based
on the definition of the displacement according to the initial tangent stiffness ki.
Alternatively, the iteration procedure can be applied by considering the tangent
stiffness at each iterative step. This procedure leads to a faster convergence than
the other one (Fig. 3.33).
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Fig. 3.33 Comparison between modified Newton-Raphson method for constant initial tangent
stiffness and variable tangent stiffness (Adapted from Chopra 2001)
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Fig. 3.34 F-u with medium hardening (a), with high hardening (b) and elasto-perfectly plastic
mode (c)

The modified Newton-Raphson method quickly converges after a few iterations
especially for the elasto-plastic model with moderate hardening. Its application
can be inaccurate or impossible to achieve the convergence for high hardening
behavior. Finally, the maximum tolerance "toll influences the iterative process when
the function F � u is not monotonically increasing (elasto-perfectly plastic model).
The three aspects just discussed above are illustrated in Fig. 3.34.

Let’s consider the same SDOF system subjected to the same sinusoidal load
studied used in the previous paragraphs. The force-displacement relationship shown
in Fig. 3.35 is assumed.

The figure above shows an elastic perfectly plastic model in which the dashed
line represents the hypothetical unload path. The yielding point is characterized by
the values reported in the Table 3.6.

The dynamic response has been evaluated by using a MATLAB code based on the
adjustment of the time interval to take into account the signs of velocity and stiffness
coefficient variations. Figure 3.36 illustrates the u-t graph and also compares the
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Fig. 3.35 Fk-u relation for
the element composing the
system

Table 3.6 Yielding force and displacement for the element composing the SDOF system

Fy [N] uy [m]

4 0.027

Fig. 3.36 Displacement response of SDOF system for elastic and elasto-perfectly plastic model
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Fig. 3.37 Velocity response of SDOF system for elastic and elasto-perfectly plastic model

elastic and elasto-plastic response obtained according to the Newmark method and
linear acceleration model with time step �t D 0:1 s.

It is possible to observe how the plastic displacement (irreversible contribution)
increases with the time causing the shifting of the mean displacement values line.
At the same time, the amplitude of the displacement response decreases because
the plastic dissipation is considered. In addition, considering the nonlinearity of the
system, the dynamic response becomes more spread out over the time domain. In
other words, the natural period of the SDOF system increases. Moreover, Figs. 3.37
and 3.38 illustrate the comparison between the velocity and acceleration responses
of elastic and elasto-plastic models.

From the figure above, one can notice how the acceleration values for inelastic
system decrease with respect to the elastic ones. This phenomenon is due to the
further energy dissipation in the form of plastic deformation that leads to a decrease
in the inertia force. Finally, Table 3.7 reports the obtained numerical values.

The differential equations describing the dynamic systems are each characterized
by unique time constants. It is known that when the variability of these time
constants is highly emphasized, the numerical evaluation of the differential equation
becomes inaccurate. Mathematical problems affected by these phenomena are called
stiff systems. Since in the nonlinear dynamic systems the stiffness parameter can
assume a wide variety of values, the “mathematical stiffness” of the dynamic
nonlinear systems is bigger than that of the elastic ones. In other words, the dynamic
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Fig. 3.38 Acceleration response of SDOF system for elastic and elasto-perfectly plastic model

response of an inelastic system evaluated numerically is strongly dependent on the
chosen time step. In order to explain this aspect, Fig. 3.39 shows a comparison
between the function u-t obtained by to the Newmark method for �t D 0:1 s and
�t D 0:025 s.

Even with a smaller time step, the plastic deformations tend to shift the dynamic
response leading to a mean displacement other than zero.

3.4.4.4 Runge-Kutta Method

The Runge-Kutta method can also be used for a nonlinear system in which the
stiffness has to be expressed as a function of the displacement at the time tiC1.
Similar to the Newmark method, the problem can be solved iteratively taking into
account the variation of the stiffness value according to the Fk-u law. As previously
observed, the 4th order Runge-Kutta method is more stable than the other ones but it
has a medium computational charge. Considering the previous numerical example,
Fig. 3.40 illustrates the dynamic response evaluated by using the 4th order Runge-
Kutta method by assuming�t D 0:025 s. In this case, the solution has been obtained
by applying a MATLAB code in which the time step value varies to take into account
the stiffness changes more accurately.
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Table 3.7 Numerical
solution according to
Newmark linear acceleration
method

t [s] u(t) [m] v(t) [m/s] a(t) [m/s2]

0 0 0 0

0:10 0:0001 0:0024 0:0484

0:20 0:0006 0:0087 0:0904

0:30 0:0019 0:0180 0:1216

0:40 0:0043 0:0294 0:1388

0:50 0:0079 0:0414 0:1398

0:60 0:0126 0:0526 0:1237

0:70 0:0184 0:0617 0:0913

0:80 0:0249 0:0672 0:0445

0:83 0:0266 0:0680 0:0310

0:93 0:0335 0:0702 0:0211

1:03 0:0406 0:0711 0:0024

1:13 0:0477 0:0699 �0:0246
1:23 0:0545 0:0661 �0:0587
1:33 0:0608 0:0591 �0:0982
1:43 0:0662 0:0485 �0:1414
1:53 0:0703 0:0340 �0:1865
: : : : : : : : : : : :

8:07 0:0128 0:0308 �0:3151
8:17 0:0144 0:0019 �0:3500
8:27 0:0144 0:0000 �0:3520
8:28 0:0144 �0:0009 �0:3871
8:38 0:0126 �0:0346 �0:3931
8:48 0:0074 �0:0671 �0:3657
8:58 �0:0009 �0:0957 �0:3069
8:68 �0:0117 �0:1178 �0:2209
8:78 �0:0243 �0:1315 �0:1138
8:88 �0:0378 �0:1353 0:0066

8:89 �0:0389 �0:1352 0:0165

8:99 �0:0523 �0:1324 0:0438

9:09 �0:0653 �0:1270 0:0779

9:19 �0:0775 �0:1183 0:1173

9:29 �0:0888 �0:1060 0:1603

9:39 �0:0986 �0:0900 0:2050

9:49 �0:1065 �0:0701 0:2495

9:59 �0:1124 �0:0465 0:2917

9:69 �0:1156 �0:0194 0:3299

9:79 �0:1162 �0:0047 0:3468

9:89 �0:1162 �0:0009 0:3700

9:89 �0:1162 0:0001 0:4000

9:99 �0:1144 0:0347 0:4027

10:09 �0:1092 0:0678 0:3710

: : : : : : : : : : : :
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Fig. 3.39 Comparison between dynamic response according to Newmark with �t D 0:1 s and
�t D 0:025 s

Fig. 3.40 Comparison between linear and nonlinear solutions obtained by 4th order Runge-Kutta
method (�t D 0:025 s)
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Chapter 4
MDOF Systems

Abstract The chapter introduces the structural dynamic problem for structures
discretized as systems with a finite number of degrees of freedom (Multi-Degree-of-
freedom: MDOF). Distinction between shear-type frame and bending-type frame is
provided. Modal analysis is introduced and the response of MDOF systems to both
harmonic and earthquake excitations for undamped and damped systems. Finally
the analysis of a 3D MDOF building is also provided.

4.1 Discretization

In many engineering applications, the real structures are considered discrete systems
with a finite number of degrees of freedom (Multi-Degree-of-freedom: MDOF).
This idealization is widely used for static problems (e.g. Finite Element Methods)
and especially for dynamic applications in which the mass of the system can
be associated to a few DOFs. Thus, the dynamic problem can be reduced to an
algebraic system of equations whose solution is closer to the real one for a dense
discretization. In dynamics of structures, the 2D multistory buildings are discretized
as an assemblage of beam and column elements interconnected at nodal points
where the DOFs are assumed located. In general, the weight of a multistory building
can be assumed concentrated on each story since the beams and columns have a
negligible mass with respect to the horizontal deck. Usually, the masses are lumped
and considered in the middle of the roof level or on the connections between beams
and columns. The discretization of the structure is carried out by individuating its
nodes in which the kinematic variables are referred.
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Fig. 4.1 2D three-story building shear type (a) and bending type (b)

4.2 Shear Type and Bending Type Frames

From the stiffness distribution on multistory buildings, some information can be
detracted about the behavior of the structure towards to the dynamic excitation.
For this reason, a 2D three-story building with inextensible elements is considered
initially with infinitely rigid horizontal decks. Then the constraint of the horizontal
element is released, by allowing flexural deformations. The first case for example
applies to reinforced concrete buildings in which the horizontal decks are made
of thick reinforced concrete plates or by a concrete and masonry flooring system.
The large bending stiffness of the horizontal elements does not permit significant
rotations in the beam-column connections. Therefore, the horizontal strength of the
structure is described in terms of the lateral displacements only. In the dynamic
analysis, the structures having the aforementioned characteristics are called shear
type systems, since their global behavior is governed by the shear deformation.
On the contrary, if the flooring system does not have a negligible flexibility, the
rotational DOFs have to be considered in order to evaluate the global stiffness
contribution (bending type systems). In Fig. 4.1 is shown the difference in terms
of deformability between the shear and bending type buildings.

4.3 Mass, Stiffness and Damping Matrix

The inertia, stiffness and damping characteristics of MDOF systems are expressed
in matrix form, where the generic influence component aij represents the jth force
due to the imposition of a dual kinematic variable describing the ith DOF. First of
all, the number of DOFs has to be evaluated according to the following expression
valid for 2D systems (Eq. 4.1).

DOF D 3 � Nn (4.1)
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Fig. 4.2 Degree of freedom for a generic point P of a 2D system
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Fig. 4.3 Reduction of DOFs due to the inextensibility of the elements

where Nn represents the number of independent points of a physical system and
the constant 3 defines its generic DOFs in a 2D X-Y plan (Fig. 4.2). Since in
the structural analyses the axial stiffness is greater than the bending stiffness,
the element composing a structural system can be assumed as rigid axially. This
assumption leads to the reduction in the intrinsic DOF from three to two (Fig. 4.3).
Considering a generic multi-story building, the number of DOFs is equal to the
number of stories (Nf ). In addition, for shear type systems the rotational DOFs in
the beam-column nodes can be neglected ('z � 0) and the problem is simplified
further. Equations 4.2 give the number of DOFs for bending and shear type systems
with external full restraint.

(
DOFst D Nf ! shear type
DOFbt D Nf C Nn ! bending type

(4.2)

For example, in Fig. 4.1, the number of DOFs for bending and shear type system are
given by Eq. 4.3.

�
DOFst D 3

DOFbt D 9
(4.3)
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Fig. 4.4 Reduction of DOFs due to the internal rigid constraints of the element

In Fig. 4.4 is shown a generic bending moment frame in order to describe the
reduction of the number of DOFs due to the axial rigidity of the beam (b) and
column (c) elements. From Fig. 4.4, one can notice that all the vertical DOFs are
equal to zero by effect of the infinite axial stiffness of the columns (.EA/c ! 1),
while the inextensibility of the beams (.EA/b ! 1) causes an equal lateral
displacement for every node located in the same story. After individuating the DOFs
for the referenced structure, the mass, stiffness and damping matrix have to be
evaluated.
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Fig. 4.5 Different contributions to the dynamic equilibrium for a three-story bending type system

4.3.1 Bending Type Frames

As discussed for SDOF systems, Fig. 4.5 graphically explains the generic dynamic
problem for a bending type MDOF frame.

4.3.1.1 Stiffness Matrix

The stiffness matrix can be obtained according to the classical static methodologies.
Each component kij represents the elastic force associated to the jth DOF that arises
as an effect of the imposition of a unitary displacement expressed as ith DOF, while
the displacement in all other DOFs are kept zero (Chopra 2017). Figure 4.6 describes
all the elementary schemes assumed to define the elastic contributions associated to
three-story systems.
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Fig. 4.6 Imposition of unitary displacements representing the DOFs of the system

When the unitary DOF is imposed, the remaining ones are kept at zero (fully
restraint conditions). As known from the mechanics, from the imposition of a
displacement in a node of the system (composed by a finite number of fully restraint
elements) the elastic nodal reactions arise (McGuire et al. 2000). As example,
Fig. 4.7 illustrates the elastic actions due to the DOFs referred to the third story.
By imposition of the dual nodal equilibrium equations, the stiffness coefficients can
be evaluated according to superposition of effects (Eq. 4.4).
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Fig. 4.7 Elastic forces arise from the DOFs associated to the third flooring system
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The previous system can be rewritten in matrix form as shown in the Eq. 4.5.

Œk� � fıg D fFkg (4.5)

where Œk� represents the stiffness matrix. The complete formulation for the analyzed
three-story building is given in Eq. 4.6.
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: (4.6)

The stiffness matrix is squared and symmetric and the diagonal terms represent the
main elastic contributions of each DOFs (kij with i = j).

4.3.1.2 Damping Matrix

Similar to the stiffness matrix, the damping influence coefficient cij is evaluated by
imposing a unit velocity along DOF I, while the velocity in all other DOFs are equal
to zero. The compact matrix form of the damping forces is expressed in Eq. 4.7.

Œc� �
n Pı

o
D fFcg (4.7)

Assuming damping coefficients c' for the rotational DOFs and cu for the linear
DOFs, the damping matrix expression of the three-story bending type frame is given
in Eq. 4.8.
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(4.8)

Since the damping in the structure has been modeled with discrete dashpots, a
unit rotational velocity imposed in a node does not lead a damping force in the
other nodes. Different considerations can be made for the linear velocities since the
associated dashpots are disposed as a continuous system, but even in this case, the
damping matrix is symmetric.

4.3.1.3 Mass Matrix

The components of the mass matrix are defined by imposition of a unitary
acceleration dual to the ith DOF and keeping the accelerations of the masses
associated to the other DOFs at zero. Since the mass is considered concentrated
in the middle of each story, the imposition of an acceleration on a mass cannot
influence the motion of the other ones. For example, Fig. 4.8 illustrates the definition
of the three components mij for the case in which the lateral acceleration is applied
to the mass located to the third story.

Fig. 4.8 Definition of the m3j

mass matrix components

Fm2

Fm3

Fm1

m3

u3 = 1
••

m2

m1

F

D

BA

C

E

G
H
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In this case, the mass components associated with the linear DOFs are given in
the Eq. 4.9.

8
<

:

m31 D Fm1 D 0

m32 D Fm2 D 0

m33 D Fm1 D m3 � 1
(4.9)

Even for the other two masses, the relative contributions can be simply evaluated by
the imposition of a unitary acceleration on the first and second story, respectively.
Since the DOF of the bending type frame is equal to nine, even the null inertia
contributions due to rotations must be expressed. For this reason, the inertia forces
for the MDOF system can be expressed as shown in the Eq. 4.10.
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(4.10)

Only the direct components associated with the lateral displacement DOF are non-
zero (diagonal matrix). The matrix form of the previous expression is given in
Eq. 4.11.

Œm� �
n Rı

o
D fFmg (4.11)

4.3.2 Shear Type Frames

In practical engineering applications, the multi-story buildings are considered a
shear type system since the flooring systems are more rigid than the beams-columns
system. As previously mentioned, the dynamic problem will be reduced because
the rotational DOFs can be neglected. Considering the same three-story buildings,
the inertia, stiffness and damping components can be deduced from the following
scheme (Fig. 4.9) and the dynamic problem is reduced to a three DOFs system.

4.3.2.1 Stiffness Matrix

The influence stiffness components are evaluated in reference to the three elemen-
tary schemes illustrated in Fig. 4.10.
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Fig. 4.9 Different contributions to the dynamic equilibrium for a three-story shear type system

Fig. 4.10 Imposition of unitary displacements representing the DOFs of the system
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Each DOF can be expressed as ui notation, where i is the index of the story level
(Eq. 4.12).

8
<

:

uCD D u1
uEF D u2
uGH D u3

(4.12)

Thus, the generic stiffness matrix of the MDOF system is given in Eq. 4.13.

2

4
.k1 C k2/ �k2 0

�k2 .k2 C k3/ �k3
0 �k3 k3

3

5

8
<

:

u1
u2
u3

9
=

; D
8
<

:

Fk;1

Fk;2

Fk;3

9
=

; (4.13)

where the generic influence stiffness coefficient ki represents the direct elastic
contribution associated with the ith DOF (Eq. 4.14)

ki D kii D nc � 12EIc

h3
(4.14)

In which nc is the number of columns for the ith level (e.g. nc=2 for each story in
the MDOF analyzed). Finally, the elastic forces can be rewritten in Eq. 4.15

24EIc

h3
�
2

4
2 �1 0

�1 2 �1
0 �1 1

3
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8
<

:

u1
u2
u3

9
=

; D
8
<

:

Fk;1

Fk;2

Fk;3

9
=

; (4.15)

4.3.2.2 Damping Matrix

Assuming the same index notation used in the previous paragraph, the matrix form
of damping forces is given by Eq. 4.16.
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.c1 C k2/ �c2 0

�c2 .c2 C c3/ �c3
0 �c3 c3
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5

8
<

:

Pu1
Pu2
Pu3

9
=

; D
8
<

:

Fc;1

Fc;2

Fc;3

9
=

; (4.16)

4.3.2.3 Mass Matrix

Finally, the mass matrix is evaluated by remembering that each mass does not
influence the other ones (lumped mass model). The inertia forces are expressed in
the matrix Equation 4.17.
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4
m1 0 0

0 m2 0

0 0 m3

3

5

8
<

:

Ru1
Ru2
Ru3

9
=

; D
8
<

:

Fm;1

Fm;2

Fm;3

9
=

; (4.17)
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The diagonal mass matrix is composed as represented in the Eq. 4.18.

mij D 0 ! for W i ¤ j

mij D mi ! for W i D j
(4.18)

4.4 Reduction of DOFs

The computational load required by a bending type frame is greater than the shear
type frame. On the other hand, the DOF necessary for characterizing the dynamic
behavior of a structure is generally less than the DOFs used to evaluate the static
stresses and deformations. For example, for multi-story buildings, the predominant
DOFs are the lateral displacements at each story. It is logical that the reduction
in DOFs is for the case of the bending type systems for which the ”static” DOFs
include lateral displacement and nodal rotations. Generically, the total DOFs of
the system can be reduced by applying the condensation method. At this purpose,
one of the most commonly used approaches is the Guyan reduction (Guyan 1965)
according to which the DOFs are divided into master DOFs and slave DOFs. For
structural dynamic systems, the first ones are the lateral roof displacements, while
the second ones include the nodal rotations. For the sake of simplicity, an undamped
MDOF system is considered. The matrix form of the equation of motion has to be
adjusted in order to divide the master DOFs (m) from the slave DOFs (s) (Eq. 4.19).

�
ŒMmm� ŒMms�

ŒMsm� ŒMss�


 8
<

:

n Rım

o

n Rıs

o

9
=

; C
�
ŒKmm� ŒKms�

ŒKsm� ŒKss�


 � fımg
fısg

�
D

� fF.t/mg
fF.t/sg

�
(4.19)

This equation can be simplified by assuming that the inertial contributions associ-
ated with the slave DOFs are equal to zero.

ŒMms� D ŒMsm� D ŒMss� D Œ0�

In addition, the external forces applied to the slave DOFs can be assumed negligible
({F(t)s} ={0}). The system of the equations of motion can be rewritten in matrix
format (Eq. 4.20).

�
ŒMmm� Œ0�

Œ0� Œ0�


 8
<

:

n Rım

o

n Rıs

o

9
=

; C
�
ŒKmm� ŒKms�

ŒKsm� ŒKss�


 � fımg
fısg

�
D

� fF.t/mg
f0g

�
(4.20)

The vector of the slave DOFs ıs can be obtained from the second row of the matrix
given in Eq. 4.21.

co ŒKsm� fımg C ŒKss� fısg D f0g ! fısg D �ŒKss�
�1 ŒKsm� fımg (4.21)
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Substituting the expression found in the first equation of motion, the Eq. 4.22 is
given.

ŒMmm�
n Rım

o
C

�
ŒKmm� � ŒKms� ŒKss�

�1 ŒKsm�
�

fımg D fF.t/mg (4.22)

The equation of motion has been rewritten by referencing only the master DOFs and
the Eq. 4.23 defines the reduced or condensed stiffness matrix [KR].

ŒKR� D
�
ŒKmm� � ŒKms� ŒKss�

�1 ŒKsm�
�

(4.23)

The dimension of this matrix is equal to the master DOFs. For the symmetry of
the stiffness matrix, one can notice that [Ksm]=[Ksm]T . In addition, the master mass
matrix is represented by a diagonal matrix in which the non-zero contributions are
equal to the masses concentrated at each story. As an example of a Guyan reduction
application, let’s consider the three-story bending type frame seen previously.
Equation 4.24 represents the stiffness matrix reshaped in order to divide the master
components (uCD, uEF, uGH) from the slave ones ('C; 'D; 'E; 'F; 'G; 'H).
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(4.24)

The partitioned matrices represented in the Eqs. 4.25, 4.26 and 4.27 can be defined.
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(4.27)
It can be observed that the master stiffness matrix is coincident with the total
stiffness matrix of the same MDOF system assumed as shear type. Anyway, the
[KR] (3 � 3) reduced stiffness matrix is defined according to Eq. 4.23. Thus, the
equation of motion for the bending type three-story frame is given by Eq. 4.28.

ŒMm�
n Pım

o
C ŒKR� fımg D

2

4
m1 0 0

0 m2 0

0 0 m3
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Ru1
Ru2
Ru3

9
=

; C ŒKR�

8
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u1
u2
u3

9
=

; (4.28)

4.5 Modal Analysis

The case of a MDOF system subjected to free vibration is analyzed here considering
the generic scheme shown in Fig. 4.11. The dynamic problem is defined by means
of a system of n equations of motion, in which n indicates the number of DOF of
the system. In Eq. 4.29 the matrix form of the equation of motion for an undamped
discrete system is reported (Chopra 2017).

ŒM� � fRu.x; t/g C ŒK� � fu.x; t/g D f0g (4.29)

Since the stiffness matrix is not diagonal, the differential equations are not inde-
pendent from one another. In other words, each equation of motion contains more
than one kinematic unknown. From a mathematical point of view, the solution of the
dynamic differential system is complicated. In order to avoid a rigorous solution, a
coordinate transformation can be applied (Eq. 4.30) (Bathe and Wilson 1976).

fu.x; t/g D Œ�.x/� � fq.t/g (4.30)

m1
k1

u1(t=0)

+
m2

k2

u2(t=0)

+
mn

kn

un(t=0)

++ + +

Fig. 4.11 Discrete model of MDOF undamped system
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The independent variables of the system have been expressed as the multiplication
between a spatial function [�.x/] and a time function {q.t/}. Substituting the
previous expression, Eq. 4.31 is given.

ŒM� � Œ�� � fRq.t/g C ŒK� � Œ�� � fq.t/g D f0g (4.31)

Since � is time-independent, it is considered as a constant within the differential
equations. The coordinate transformation approach has led to obtain an uncoupled
system of equations. In fact, Eq. 4.29 assumes the typical form of the equations of
motion for n independent SDOF systems for less than a constant �. In reference
to the characteristics just discussed, the main goal of the problem is to evaluate
the component of the matrix spatial function [�]. Remembering the generic time
solution for an undamped SDOF system (Eq. 4.32).

8
ˆ̂<

ˆ̂:

q.t/ D Pu0
!

� sin .! � t/C u0 � cos .! � t/

Rq.t/ D �!2
� Pu0
!

� sin .! � t/C u0 � cos .! � t/

	 (4.32)

The equation of motion can be rewritten as given by the Eq. 4.33.

�!2 � ŒM� � Œ�� �
� Pu0
!

� sin .! � t/C u0 � cos .! � t/
�

C
C ŒK� � Œ�� �

� Pu0
!

� sin .! � t/C u0 � cos .! � t/
�

D f0g (4.33)

Thus, Eq. 4.34 is obtained.



ŒK� � !2 � ŒM�� � Œ�� D f0g (4.34)

It is important to emphasize again, from a mathematical point of view, that the initial
equations of motion have been transformed into a homogeneous algebraic equation
for n independent SDOF systems such that each of them is characterized by the
scalar vector �i. The coefficients of the algebraic equations are given by the term
([K]-!2 � ŒM�), while [�] represents the unknown ones. In order to obtain a nontrivial
solution ([�]=[0]), the coefficient must have a result that is exactly equal to zero
(Eq. 4.35).



ŒK� � !2 ŒM�� D f0g (4.35)

This means setting the determinant of the coefficient matrix to zero. Thus, if the
square of the angular frequency is replaced with the generic constant �, the problem
can be expressed by Eq. 4.36.

det ŒŒK� � � � ŒM�� D 0 (4.36)

This is a typical eigenvalue problem (Kuttler 2007) in which the � value represents
the eigenvalue and each vector � is the associated eigenvector. Naturally, the total
number of eigenvalues and eigenvectors is equal to the number of DOF of the
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system (n). Therefore, the null determinant condition corresponds to an nth order
algebraic equation. In addition, since the stiffness and mass matrix are positive
and symmetric, all the eigenvalues will be real and different from one another.
The following steps define the procedure to be applied in order to evaluate all the
eigenvectors.

I. Definition of the eigenvalues. They represent the n roots of the algebraic
equation associated to the condition of determinant equal to zero (Eq. 4.37).

det ŒŒK� � � � ŒM�� D det
h
ŒM��1 ŒK� � � � ŒI�

i
D 0 (4.37)

Eq. 4.37 can be also expressed as

a0 C a1 � �C : : :C a2 � �2 C an�1 � �n�1 C an � �n D 0 (4.38)

Thus the eigenvalues will be represented as given by the Eq. 4.39.

�i with W i D 1; 2; : : : ; n ! �1 < �2 < : : : < �n (4.39)

II. Evaluation of the ith eigenvector associated to the eigenvalue �i (Eq. 4.40).

.ŒK� � �i � ŒM�/ � f�ig D f0g ! f�ig D
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�ni

9
>>>=

>>>;
(4.40)

When all the eigenvectors are defined, the scalar spatial matrix can be obtained
(Eq. 4.41).
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D Œf�1g f�2g f: : :g f�ng� (4.41)

It represents the eigenspace of the problem. The uncoupling of the equation of
motions is due to the positivity and symmetry of the mass and stiffness matrix.
From these characteristics, it is possible to demonstrate the orthogonal property of
the eigenvectors. For this demonstration, a pair of different eigenvectors and their
associated eigenvalues are considered. From the dynamic equilibrium equation the
following system can be obtained (Eq. 4.42).

�
ŒK� f�lg D !l

2 ŒM� f�lg
ŒK� f�hg D !h

2 ŒM� f�hg (4.42)
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Multiplying both of the terms of the two equations by the transposed eigenvector
which is not associated with it, Eq. 4.43 is given.

� f�hgT ŒK� f�lg D !l
2f�hgT ŒM� f�lg

f�lgT ŒK� f�hg D !h
2f�lgT ŒM� f�hg (4.43)

Transposing the second equation, for the symmetry of the mass and stiffness matrix
it is possible to obtain Eq. 4.44.

�
f�lgT ŒK� f�hg

�T D !h
2
�
f�lgT ŒM� f�hg

�T ! f�lg ŒK� f�hgT D !h
2 f�lg ŒM� f�hgT

(4.44)
Thus the equation system can be rewritten (Eq. 4.45).

f�hgT ŒK� f�lg D !l
2f�hgT ŒM� f�lg

f�hgT ŒK� f�lg D !h
2f�hgT ŒM� f�lg (4.45)

Subtracting each term of the second equation from the related term of the first
expression, the Eq. 4.46 is obtained.



!l
2 � !h

2
� f�hgT ŒM� f�lg D 0 (4.46)

Since all of the eigenvalues are real, positive and different from each other, the
previous expression can be particularized as given in Eq. 4.47.

f�hgT ŒM� f�lg D 0 (4.47)

Substituting this expression into one of the equations reported before, the following
relationship can be deduced (Eq. 4.48).

f�hgT ŒK� f�lg D 0 (4.48)

The two last equations demonstrate the orthogonality of the eigenvectors with
respect to the mass and stiffness matrix. As given by the properties of algebra, if
a square matrix is symmetric and the number of the associated eigenvalues is equal
to the dimension of the matrix, it will be diagonalizable. The diagonalization of the
matrix is obtained by as generically expressed in the Eq. 4.49.

ŒD� D Œv�T ŒA� Œv� (4.49)

where D indicates the diagonal matrix of the original matrix A, while v represents
the eigenvectors matrix evaluated with referring to the matrix A. Using the same
definition for the mass and stiffness matrix and for the ith eigenvector, Eq. 4.50 is
given.
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Fig. 4.12 Decomposition of the motion of a 3-DOF system for a given time instant

�
Œ�i�

T ŒK� Œ�i� D ŒKd�

Œ�i�
T ŒM� Œ�i� D ŒMd�

(4.50)

where the diagonal matrices [Kd] and [Md] are called generalized modal stiffness
matrix and generalized modal mass matrix, respectively. The diagonal mass and
stiffness matrices lead to obtain a decoupled dynamic equation system. Thus, the
dynamic motion of the n-DOF system for a given time instant can be assumed to be
the response of n independent system with equivalent mass Mdii and stiffness Kdii.
Each of these dynamic responses are characterized by a spatial shape function {�i}.
Figure 4.12 graphically focuses on this aspect for a generic 3-DOF system. In order
to simplify the problem, the eigenvectors are considered normalized with respect
to the mass. Naturally, the introduction of an arbitrary constant in a mathematical
expression does not modify its solution. Thus, the constant Qi associated with the
ith eigenvector is introduced (Eq. 4.51).

Qi D 1
q

f�igT ŒM� f�ig
(4.51)

The normalized ith eigenvector {
i} is given by the Eq. 4.52.

f
ig D Qi � f�ig (4.52)

The mass and stiffness diagonal matrix can be rewritten by referring to the
normalized eigenvectors (Eq. 4.53).

�
Œ
i�

T ŒK� Œ
i� D �
Kd.
/

�

Œ
i�
T ŒM� Œ
i� D �

Md.
/
� (4.53)
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The normalization with respect to the mass leads to obtaining a diagonal normalized
mass matrix equal to the identity matrix (Eq. 4.54).

f
igT ŒM� f
ig D f�igT ŒM� f�igr�
f�igT ŒM� f�ig

�2 D 1 (4.54)

At the same time, it is easily demonstrated that the diagonal normalized stiffness
matrix is composed of all the eigenvalues of the problem (Eq. 4.55).

f
igT ŒK� f
ig D f�igT ŒK� f�igr�
f�igT ŒM� f�ig

�2 D �i D !2i (4.55)

This matrix obtained is called the spectral matrix. Generically, the normalized
diagonal matrix can be expressed as given by the Eqs. 4.56 and 4.57.

� __
M

� D ŒI� D

2

6664

1 0 � � � 0
0 1 � � � 0
:::
:::
: : :

:::

0 0 � � � 1

3

7775 !
( __

mij D 1 for W i D j
__
mij D 0 for W i ¤ j

(4.56)

�__
K

� D Œ�� D

2

6664

!1
2 0 � � � 0

0 !2
2 � � � 0

:::
:::
: : :

:::

0 0 � � � !n
2

3

7775 !
( _

kij ¤ !i
2 for W i D j

_
kij D 0 for W i ¤ j

(4.57)

Finally, the matrix form of the equations of motion can be rewritten as given by the
Eq. 4.58.

� __
M

� fRq.t/g C �__
K

� fq.t/g D f0g (4.58)

Substituting the matrices with their components the Eq. 4.59 is obtained.

2

6664

1 0 � � � 0
0 1 � � � 0
:::
:::
: : :

:::

0 0 � � � 1

3

7775

8
ˆ̂̂
<

ˆ̂̂
:

Rq1.t/
Rq2.t/
:::

Rqn.t/

9
>>>=

>>>;
C

2

6664

!1
2 0 � � � 0

0 !2
2 � � � 0

:::
:::
: : :

:::

0 0 � � � !n
2

3

7775

8
ˆ̂̂
<

ˆ̂̂
:

q1.t/
q2.t/
:::

qn.t/

9
>>>=

>>>;
D

8
ˆ̂̂
<

ˆ̂̂
:

0

0
:::

0

9
>>>=

>>>;
(4.59)

It is important to point out some observations about the procedure just discussed.
First of all, the eigenvalues of the problem represent the square of the angular
natural frequencies (�i D !2i ) for each of the independent SDOF systems (Blevins
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2001). In addition, the generic eigenvector {�i} is a linearly independent vector that
represents the natural modes of vibration of the MDOF system for a given natural
frequency !i. Therefore, the generic free vibration motion of an undamped n-DOF
system can be obtained by the superposition of n free oscillations with natural
frequency !i (i = 1,2,. . . n) where each of them is associated with a given shape
of the oscillation defined by means of {�i}. Moreover, the matrix containing the
natural mode of vibration is called the modal matrix where the generic component
�ij represents the ith DOF of the system and j is the index associated with the natural
frequency !j. Since the mathematical problem shown for the MDOF systems is
based on the superposition of the effects, it is only valid for linear elastic models.
In order to focus on the practical aspects of the free vibration MDOF system, it
is important to characterize the problem in terms of vibrational modes response
(time independent) and of dynamic response of the system (time dependent). These
concepts will be discussed in detail in the following two paragraphs.

4.5.1 Vibrational Modes Response

The coordinate transformation imparted on the DOFs of the system has been used
to uncouple the dynamic equilibrium equations. This has led to the evaluation of
the dynamic response of the system for a given time instant by linear combination
of the response of n equivalent SDOF systems characterized with different natural
frequencies !i and spatial shapes {�i}. These last ones represent the natural modes
of vibration that give information about the deformed configurations of the MDOF
system. Since the natural frequency of the system are increasing with the modes
(!1 < !2 < : : : < !n ), it is possible to demonstrate that the associated
natural modes have a number of sign inversions equal to i-1, where i represents
the referenced mode. Figure 4.13 illustrates the aforementioned characteristics of a
generic three DOFs system. As observed previously, the orthogonality of the modes
means that each of them is independent of the others. Another physical implication
of this property can be carried out in reference to the energetic content of the
vibrational modes. For this reason, the mutual virtual work of lth and hth vibrational
modes can be expressed by the Eq. 4.60.

ıLh:l D fı�hgT � .ŒM� fı�lg Rql C ŒK� fı�lg ql/ (4.60)

From the orthogonality of the modes, the following results are obtained (Eq. 4.61).

ıLh:l D
�
fı�hgT ŒM� fı�lg

�
Rq C

�
fı�hgT ŒK� fı�lg

�
ql D 0 (4.61)

This condition implies that the modes are energetically independent. The vibrational
modes analysis is able to provide a lot of information about the MDOF system
behavior. At the same time, it cannot represent the rigorous dynamic response of the
system because this last one is necessarily dependent on the time.
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w1 w2 w3

m3

m2

m1

f31

f21

f11

f32 f33

f23f22

f13
f12

Fig. 4.13 Vibrational modes of a three DOFs system

4.5.2 Modal Expansion of Displacements

The complete dynamic characterization of the MDOF system can be obtained from
the values of the DOFs (Fu and He 2001). Remembering the imposition carried out
at the initial part of the Sect. 4.5, the displacement associated with the mass of the
system can be evaluated (Eq. 4.62).

fu.t/g D Œ�.x/� � fq.t/g (4.62)

Vector {q(t)} contains the time variable functions associated with each DOF. Thus,
the qi(t) term represents a scalar factor of the given vibrational mode {�i} and it is
called a modal coordinate . Since the modal coordinates are not space dependent, by
using the Eq. 4.62 the shape of the displacement vector associated with a given mode
i ({ui(x,t)} ) is proportional to the relative vibrational mode. Figure 4.14 illustrates
the definition of each vector displacement contribution for the three MDOF seen
before.

The dashed lines refer to the vibrational modes. Therefore, the linear combination
between the modal coordinates and the vibrational modes lead to the evaluation of
the dynamic response of the MDOF system (Eq. 4.63).

fu.t/g D f�1g � q1.t/C f�2g � q2.t/C f�3g � q3.t/ (4.63)

Figure 4.15 illustrates the time evolution of the deformed shape for the three
DOF system in reference to the three time steps. The dashed lines represent the
displacement contributions for the three modes in each time step while the bold
continuous lines are the dynamic displacement responses for each time step. If one
vibrational mode is more dominant than the other ones ({qi}»({qh}, {ql},. . . )) the
dynamic response of the system is almost entirely due to this vibrational mode.
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u j 1 = fj 1 • q1 u j 2 = fj 2 • q2 u j 3  = fj 3 
• q3

u33

u23

u13u12

u22

u32u31

u21

u11

ω1 ω2 ω3

m3

m2

m1

Fig. 4.14 Displacement contributions for each mode of a three DOFs system

u(t1)

t1

u(t2)

t3t2

u(t3)
m3

m2

m1

Fig. 4.15 Dynamic response of the three DOFs system for time step t1, t2 and t3

Figure 4.16 shows a generic example for a three MDOF system. As will be discussed
in the next part of this chapter, the first modes are always predominant to the high
modes for regular multi-story buildings.
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Fig. 4.16 Predominant first
mode for a three DOF system

m3

m2

m1

f1 q1

f3 q3

f2 q2

fi qi

3

i =1

4.5.3 Energetic Considerations

The kinematic and potential energy for the ith mode of a MDOF system can be
defined as expressed in Eq. 4.64.

EK D 1

2
fRuigT ŒM� fRuig D 1

2
f�igT ŒM� f�ig � Rq2i

EE D 1

2
fuigT ŒK� fuig D 1

2
f�igT ŒK� f�ig � qi

2

(4.64)

One can notice how each of them is directly proportional to the product between
the vibrational modes. This implies that the total energy of the system is distributed
among each independent vibrational mode (Eq. 4.65).

.EK C EE/ D
nX

iD1
E .f�ig/ (4.65)

4.6 Free Vibrations

4.6.1 Undamped Systems

As obtained in the previous part, the dynamic solution of the equation of motion is
defined by means of the vibrational modes and of the modal coordinates (Eq. 4.66)
(Chopra 2017).
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fu.t/g D Œ�.x/� � fq.t/g D
nX

iD1
f�ig � qi (4.66)

The vibrational modes are defined from the modal analysis of the system, while
the modal coordinates can be obtained from the typical solutions of the SDOF by
imposing the initial conditions. In reference to the case of SDOF undamped system
subjected to free vibrations, the time dependent solution can be expressed in matrix
form (Eq. 4.67).

qi.t/ D A1i � sin .!i � t/C A2i � cos .!i � t/ (4.67)

where the constants are expressed as vectors and can be evaluated by means of the
initial conditions. Similarly to the SDOF case, the initial conditions are defined by
means of the initial displacement and velocity values (Eq. 4.68).

fu.t/g D
nX

iD1
f�ig � .A1i � sin .!i � t/C A2i � cos .!i � t//

fPu.t/g D
nX

iD1
!i � f�ig � .A1i � cos .!i � t/ � A2i � sin .!i � t//

(4.68)

The values of each component of the displacement and velocity vector are imposed
at time t = 0 (Eq. 4.69).

fu.0/g D fu0;ig D
nX

iD1
f�ig � A2i

fPu.o/g D fPu0;ig D
nX

iD1
!i � f�ig � A1i

(4.69)

In other words, the following modal coordinates can be deduced at time t = 0
(Eq. 4.69).

qi D A2i

Pqi D !i � A1i

(4.70)

Finally, in the Eq. 4.71 the dynamic displacement response of the system is given.

fu.t/g D
nX

iD1
f�ig �

�
qi � cos.!i � t/C Pqi

!i
� sin.!i � t/

	
(4.71)



120 4 MDOF Systems

SECTION s-s
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Fig. 4.17 Three-story shear type frame

Table 4.1 Geometric and mechanical characteristics of the frame

E [MPa] b [m] h [m] L [m] m [kg]

30,000 0.30 3.00 5.00 40,000

This expression is similar to the dynamic response obtained for the undamped SDOF
system. In this case, the initial displacement and velocity are expressed in matrix
form.

4.6.1.1 Numerical Example for Undamped System

Let’s consider a three-story regular building illustrated in Fig. 4.17 for which each
flooring system is considered infinitely rigid (shear type system). The geometric and
mechanical characteristics of the model shown in Fig. 4.17 are reported in Table 4.1

The column elements are assumed with the same area defined by the cross section
s-s. The mass and stiffness matrix are reported in the Eqs. 4.72 and 4.73.

ŒM� D m �
2

4
1 0 0

0 1 0

0 0 1

3

5 D 40;000 �
2

4
1 0 0

0 1 0

0 0 1

3

5 Œkg� (4.72)

ŒK� D 36EIc

h3
�
2

4
2 �1 0

�1 2 �1
0 �1 2

3

5 D 2:7 � 107 �
2

4
2 �1 0

�1 2 �1
0 �1 2

3

5 ŒN=m� (4.73)
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The eigenvalues are defined by referring to Eq. 4.74.

det
h
ŒM��1 ŒK� � � � ŒI�

i
D det

2

40:675 � 103 �
2

4
2 �1 0

�1 2 �1
0 �1 1

3

5 � � �
2

4
1 0 0

0 1 0

0 0 1

3

5

3

5 D

D det

2

4
1350 � � �675 0

�675 1350 � � �675
0 �675 675 � �

3

5 D 0

(4.74)
From the condition reported above, the characteristic polynomial expressed in
Eq. 4.75 is given.

�3 � 3:38 � 103 � �2 C 2:73 � 106 � � � 0:31 � 109 D 0 (4.75)

The three roots of the polynomial are given by Eq. 4.76.

�1 D 133:69
rad

s2
�2 D 1049:60

rad

s2
�3 D 2191:71

rad

s2
(4.76)

The natural frequency of the three modes can be evaluated (Eq. 4.77).

!1 D 11:56
rad

s
!2 D 32:40

rad

s
!3 D 46:82

rad

s
(4.77)

Thus, the natural periods can be defined (Eq. 4.78).

T1 D 0:54 s T2 D 0:19 s T3 D 0:13 s (4.78)

It is now possible to calculate the eigenvectors for each natural frequency as given
by the Eq. 4.79.

Mode1 !
2

4
.1350 � 133:69/ �675 0

�675 .1350 � 133:69/ �675
0 �675 .675 � 133:69/

3

5

8
<

:

�11
�21
�31

9
=

; D

D
2

4
1216:31 �675 0

�675 1216:31 �675
0 �675 541:31

3

5

8
<

:

�11
�21
�31

9
=

; D
8
<

:

0

0

0

9
=

;
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Mode2 !
2

4
.1350 � 1049:60/ �675 0

�675 .1350 � 1049:60/ �675
0 �675 .675 � 1049:60/

3

5

8
<

:

�12
�22
�32

9
=

; D

D
2

4
300:40 �675 0

�675 300:40 �675
0 �675 �374:60

3

5

8
<

:

�12
�22
�32

9
=

; D
8
<

:

0

0

0

9
=

;

Mode3 !
2

4
.1350 � 2191:71/ �675 0

�675 .1350 � 2191:71/ �675
0 �675 .675 � 2191:71/

3

5

8
<

:

�13
�23
�33

9
=

; D

D
2

4
�841:71 �675 0

�675 �841:71 �675
0 �675 �1516:71

3

5

8
<

:

�13
�23
�33

9
=

; D
8
<

:

0

0

0

9
=

;

(4.79)

Usually, the eigenvectors are evaluated by setting the values of the referenced
components to the top DOF of the frame equal to one. In other words, each
eigenvectors is expressed as normalized to the top modal displacement. In the case
study, the free vibrational modes are given by Eq. 4.80.

� D
2

4

8
<

:

0:45

0:80

1

9
=

;

8
<

:

�1:25
�0:55
1

9
=

;

8
<

:

1:80

�2:25
1

9
=

;

3

5 (4.80)

It can be noticed that the second and third eigenvectors have one and two sign
inversions, respectively. Figure 4.18 illustrates the vibrational modes, normalized
with respect to the top modal displacement of the system. In addition, the mass
normalized vibrational modes are given in Eq. 4.81.

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
<

ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
:

Mode1 ! Q1 D 1
q

f�1gT ŒM� f�1g
D 0:0037

Mode2 ! Q2 D 1
q

f�2gT ŒM� f�2g
D 0:0030

Mode3 ! Q3 D 1
q

f�3gT ŒM� f�3g
D 0:0016

! 
 D 10�2 �

2

64
0:16 �0:37 0:30

0:30 �0:16 �0:37
0:37 0:30 0:16

3

75

(4.81)
Thus, the matrix form of the equation of motion is given by the Eq. 4.82.

2

4
1 0 0

0 1 0

0 0 1

3

5

8
<

:

Rq1.t/
Rq2.t/
Rq3.t/

9
=

; C
2

4
133:69 0 0

0 1049:60 0

0 0 2191:71

3

5

8
<

:

q1.t/
q2.t/
q3.t/

9
=

; D
8
<

:

0

0

0

9
=

; (4.82)

The solution of the dynamic equilibrium equations in terms of displacements at each
story is evaluated as given by the Eq. 4.83.
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Fig. 4.18 Vibrational modes of the shear type frame normalized with respect to the top modal
displacements

fu.t/g D
nX

iD1
f�ig �

�
qi � cos.!i � t/C Pqi

!i
� sin.!i � t/

	
(4.83)

Rewriting the above expression in the form of a system, the Eq. 4.84 is given.
8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂:

fu1.t/g D
8
<̂

:̂

�11

�21

�31

9
>=

>;
�
�

q1 � cos.!1 � t/C Pq1
!1

� sin.!1 � t/
�

fu2.t/g D
8
<̂

:̂

�12

�22

�32

9
>=

>;
�
�

q2 � cos.!2 � t/C Pq2
!2

� sin.!2 � t/
�

fu3.t/g D
8
<̂

:̂

�13

�23

�33

9
>=

>;
�
�

q3 � cos.!3 � t/C Pq3
!3

� sin.!3 � t/
�

! fu.t/g D fu1.t/g C fu2.t/g C fu3.t/g

(4.84)
Next, let’s consider the initial displacement and velocity vector reported in the
Eq. 4.85.

fu0;igT D ˚
0:1 0:5 1

�
Œm�

fPu0;igT D ˚
0 0 0

�
Œm=s�

(4.85)

The modal coordinates at time t = 0 can be evaluated from the initial conditions
(Eq. 4.86).
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fu0;ig D
3P

iD1
f�ig � qi

fPu0;ig D
3P

iD1
f�ig � Pqi

(4.86)

Multiplying both sides by f�igT ŒM�, Eq. 4.87 is obtained.

f�igT ŒM� fu0;ig D
3P

iD1
f�igT ŒM� f�ig qi

f�igT ŒM� fPu0;ig D
3P

iD1
f�igT ŒM� f�ig � Pqi

(4.87)

where f�igT ŒM�f�ig is a diagonal matrix and the modal coordinates can be deduced
as given by Eq. 4.88.

qi D f�igT ŒM� fu0;ig
f�igT ŒM� f�ig

Pqi D f�igT ŒM� fPu0;ig
f�igT ŒM� f�ig

(4.88)

From this definition, the modal coordinates for the case study are evaluated and
expressed in Eq. 4.89

fqig D
8
<

:

0:7851

0:2088

0:0061

9
=

; fPqig D
8
<

:

0

0

0

9
=

; (4.89)

Thus, the displacements are given by the Eq. 4.90.

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
<̂

ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
:̂

fu1.t/g D
8
<

:

045

0:80

1

9
=

; � 0:7851 � cos.11:56 � t/

fu2.t/g D
8
<

:

�1:258
�0:55
1

9
=

; � 0:2088 � cos.32:40 � t/

fu3.t/g D
8
<

:

1:8

�2:25
1

9
=

; � 0:0061 � cos.46:82 � t/

(4.90)

It is possible to observe how the modal became very small for higher modes. In
other words, the amplitude contribution of the first mode is greater than the other
ones .q1 > q2 > q3/: It is important to remember that the displacement values found
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Fig. 4.19 Dynamic response of first mode, second mode, third mode and total of the three DOFs
frame for t D 0:1 s, t D 0:5 s and t D 0:1 s

are in reference to the relative displacement for each DOF. Figure 4.19 illustrates
the absolute displacements for each mode obtained for three different time instants.
Then, Eq. 4.90 defines the total dynamic response.

fu.t/g D fu1.t/g C fu2.t/g C fu3.t/g (4.91)

Since the modal coordinates associated with the third mode are much smaller than
the other ones, its contribution can be considered as null. In addition, one will notice
that the first mode is the predominant one because the total dynamic response is
very close to the first mode response. Even the second mode has little influence in
the dynamic response. The dynamic response of the MDOF system is expressed
as a linear combination of three periodic responses associated to its modes. This
observation leads to evaluate the total displacement at a generic time as reported
below (Eq. 4.92).

u.t/ D
3X

iD1
ui.t/ ' Aeq � cos.!eq � t C �eq/ (4.92)

where “e” identifies the equivalent characteristics of the periodic response. Thus,
Eq. 4.92 can be rewritten as shown below (Eq. 4.93).

Aeq �cos.!eq � tC�eq/ / q1 �cos.!1 � tC�1/Cq2 �cos.!2 � tC�2/Cq3 �cos.!3 � tC�3/
(4.93)

For this case study, the phase lag is equal to zero. In addition, since the energy of a
periodic signal is proportional to the square of its amplitude, the following energy
balance equation can be written (Eq. 4.94).

Aeq
2 / q1

2 C q2
2 C q3

2 (4.94)
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Substituting Eq. 4.94 in Eq. 4.93, the following Eq. 4.95 is given.

cos.!eq � t/ �

0

B@
q1 � cos.!1 � t/C q2 � cos.!2 � t/C q3 � cos.!3 � t/

q
q21 C q22 C q23

1

CA (4.95)

Substituting the trigonometric terms with the associated 2nd order Taylor series
terms centered in x = 0, Eq. 4.96 is given.

1 �


!eq � t

�2

2
D q1 C q2 C q3q

q21 C q22 C q23

�

0

B@
q1 � .!1�t/2

2
C q2 � .!2�t/2

2
C q3 � .!3�t/2

2q
q21 C q22 C q23

1

CA

(4.96)
Deriving twice with respect to the time variable, Eq. 4.97 is obtained.

!eq D q1 � !1 C q2 � !2 C q3 � !3q
q21 C q22 C q23

(4.97)

Substituting the associated numerical values, the following result is obtained
(Eq. 4.98).

!eq D 0:7851 � 11:56C 0:2088 � 32:40C 0:0061 � 46:82
p
0:78512 C 0:20882 C 0:00612

D 19:85 rad/s (4.98)

This result confirms that the first mode is predominant in the dynamic response of
the three DOF, but the second mode contributes as well.

4.6.2 Damped Systems

If the damping is considered, the equation of motion is rewritten in the following
matrix form (Eq. 4.99).

Œ�i�
T ŒM� Œ�i� fRq.t/g C Œ�i�

T ŒC� Œ�i� fPq.t/g C Œ�i�
T ŒK� Œ�i� fq.t/g D f0g (4.99)

As previously observed, the matrices [�i]T [M][�i] and are diagonalizable, but the
term is not diagonal. The MDOF system cannot be solved as the superposition of
n independent SDOF systems since the equations of motion are not uncoupled.
When the damping matrix is diagonalizable, then it is called ”classical damping
matrix” and according to Rayleigh (Liu and Gorman 1995) it is obtained as the
linear combination of stiffness and mass property of the system (Eq. 4.100).
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Fig. 4.20 Definition of the two control frequencies in the Rayleigh damping formulation (Chopra
2017)

ŒC� D ˛ ŒM�C ˇ ŒK� (4.100)

Multiplying both terms by the inverse mass matrix, the Eq. 4.101 is obtained.

2 � �i � !i D ˛ C ˇ � !i
2 ! �i D 1

2
�
�
˛

!i
C ˇ � !i

	
(4.101)

The coefficients ˛ and ˇ depend on the damping ratio and on the natural frequency
associated to the modes of the system. In practice, the damping ratio is assumed
constant for every mode, while the maximum and minimum natural frequencies
of interest are chosen. This damping evaluation depends on the pair of natural
frequencies used. Figure 4.20 explains graphically the problem.

The control frequency values !min and !max must be chosen in order to consider
all the predominant modes and to obtain reasonable damping ratio values. Usually,
these parameters are defined as the predominant frequency (!min=!1) and the last
frequency of interest for the system. According to this definition, the Eq. 4.102
shows the evaluation of the ˛ and ˇ coefficients.

(
˛ D 2 � � � !max�!1

.!maxC!1/
ˇ D 2��

.!maxC!1/
(4.102)

where �ref is the referenced damping ratio experimentally deduced for the MDOF
system. Thus, the classical damping matrix (or Rayleigh damping matrix) can be
rewritten as given by Eq. 4.103.

ŒC� D 2 � �
.!max C !1/

� .!max � !1 � ŒM�C ŒK�/ (4.103)
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Substituting this matrix in the Eq. 4.99 the dynamic equilibrium equations will be
uncoupled and the solution can be easily obtained (Eq. 4.102).

ŒMd� fRq.t/g C ŒCd� fPq.t/g C ŒKd� fq.t/g D f0g (4.104)

where [Cd]=[�i]T [C][�i] is the diagonal damping matrix. According to this damping
formulation, if the vibrational modes are normalized with respect to the mass, the
equation of motion can be rewritten as given by Eq. 4.105.

ŒI� fRq.t/g C 2 � �i � !i � ŒI� fPq.t/g C Œ�� fq.t/g D f0g (4.105)

4.6.2.1 Numerical Example for Damped System

For the case study described in Sect. 4.6.1.1, the first and second frequencies can
be used as two control frequencies, assuming �ref equal to 5%. Then, the following
values of ˛ and ˇ are deduced (Eq. 4.106).

(
˛ D 2 � 0:05 � .32:40�11:56/

.32:40C11:56/ D 0:8520

ˇ D 2�0:05
.32:40C11:56/ D 0:0023

(4.106)

Thus, the diagonal damping matrix is given by Eq. 4.107.

ŒC� D 0:8520 � 40;000 �
2

4
1 0 0

0 1 0

0 0 1

3

5 C 0:0023 � 2:7 � 107 �
2

4
2 �1 0

�1 2 �1
0 �1 1

3

5

D 6:14 � 104 �
2

4
2:55 �1 0

�1 2:55 �1
0 �1 1:55

3

5 (4.107)

Equation 4.108 reports the diagonal damping matrix.

ŒCd� D Œ��T ŒC� Œ�� D 104

2

4
8:51 0 0

0 37:10 0

0 0 217:07

3

5 (4.108)

while the diagonal damping matrix normalized with respect to the mass is given by
Eq. 4.109.

ŒCd� D Œ
 �T ŒC� Œ
 � D
2

4
1:16 0 0

0 3:34 0

0 0 5:56

3

5 (4.109)
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Fig. 4.21 Numerical errors in the definition of damping matrix coefficients

Comparing the results found with the ideal damping matrix composed by the terms
Cii D 2 � �i � !i, it is possible to evaluate the following percentage differences
(Eq. 4.110).

".C11/ D .1:16 � 1:15/
1:15

D 0:87%

".C22/ D .3:34 � 3:24/
3:24

D 3:08%

".C33/ D .5:56 � 4:68/
4:68

D 18:80%

(4.110)

From this observation, one can find that the assumption of a constant damping
ratio of 5% and control frequency lead to consistent result for the two first modes
(Fig. 4.21). The evaluation of the modal coordinates will be dependent on the
damping. In reference to the generic solution of a damped SDOF system, the
Eq. 4.111 is given.

qi.t/ D e���!i�t �
�

qi � cos .!Di � t/C Pqi C � � !i � q0i

!Di
� sin .!Di � t/

�
(4.111)

In the Eq. 4.112 the dynamic displacement response of the system is given.

fu.t/g D
nX

iD1
f�ig �

�
e���!i�t �

�
qi � cos .!Di � t/C Pqi C � � !i � qi

!Di
� sin .!Di � t/

�	

(4.112)
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Fig. 4.22 Numerical errors in the definition of damping matrix coefficients

Considering the same structure and initial conditions of the previous paragraph and
assuming � D 5% ! !i � !Di , the three components of dynamic response are
expressed in the Eq. 4.113.

8
<

:

fu1.t/g D f�1g � e���!1�t � q1 � f� cos .!1 � t/C � � sin .!1 � t/g
fu2.t/g D f�2g � e���!2�t � q2 � f� cos .!2 � t/C � � sin .!2 � t/g
fu3.t/g D f�3g � e���!3�t � q3 � f� cos .!3 � t/C � � sin .!3 � t/g

(4.113)

Substituting the numerical values, Eq. 4.114 is obtained.

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
<̂

ˆ̂̂
ˆ̂̂
ˆ̂̂
ˆ̂̂
:̂

fu1.t/g D e�0:005�11:56�t �
8
<

:

045

0:80

1

9
=

; � 0:7851 � .cos.11:56 � t/C 0:05 � sin.11:56 � t//

fu2.t/g D e�0:005�32:40�t �
8
<

:

�1:258
�0:55
1

9
=

; � 0:2088 � .cos.32:40 � t/C 0:05 � sin.32:40 � t//

fu3.t/g D e�0:005�46:82�t �
8
<

:

1:8

�2:25
1

9
=

; � 0:0061 � .cos.46:82 � t/C 0:05 � sin.46:82 � t//

(4.114)

Then, Eq. 4.115 shows the total dynamic response in terms of displacements.

fu.t/g D fu1.t/g C fu2.t/g C fu3.t/g (4.115)

Since the decrease in the amplitude response is proportional to the terms � � !i �
t the damping effects tend to further reduce the dynamic response of the higher
modes .!1 < !2 < !3/ Fig. 4.22 illustrates the absolute displacements for each
mode obtained for three different time instants. We can see that the contributions of
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Fig. 4.23 Undamped and damped dynamic response of first and second mode of the three DOFs
frame for t D 0:1 s, t D 0:5 s and t D 0:1 s

Table 4.2 Absolute percentage reduction of the dynamic response between undamped and
damped case for the first and second modes

t = 0.1 s t = 0.5 s t = 1 s

u [%] u [%] u [%]

MODE 1 MODE 2 MODE 1 MODE 2 MODE 1 MODE 2

5.10 14.54 27.16 54.32 48.33 78.72

the second and third mode for t = 15 s is essentially equal to zero. The presence of
damping in a MDOF system leads to a major predominance of the first mode over
the undamped system case. In order to focus on the aforementioned issue, Fig. 4.23
is proposed referring to the total dynamic response of the system (Table 4.2).

4.7 Response to Harmonic Excitation

4.7.1 Undamped Systems

The dynamic response of an MDOF system to an external harmonic force can be
derived by applying the procedure based on the modal analysis and on evaluations of
the modal coordinates as explained in Sect. 4.6.1 with reference to the SDOF forced
system. Suppose we consider the same 3-DOF shear type frame seen previously, in
which the external forces are applied on the masses (Fig. 4.24).

The equation of motion can be expressed as reported in Eq. 4.116.

Œ�i�
T ŒM� Œ�i� fRq.t/g C Œ�i�

T ŒK� Œ�i� fq.t/g D Œ�i�
T fF.t/g (4.116)

The external harmonic force vector is given by Eq. 4.117.
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Fig. 4.24 Three DOFs shear type frame forced by harmonic excitations

fF.t/g D
8
<

:

F1.t/
F2.t/
F3.t/

9
=

; D
8
<

:

F0;1 � sin.!f ;1 � t/
F0;2 � sin.!f ;2 � t/
F0;3 � sin.!f ;3 � t/

9
=

; (4.117)

Similarly, to the free vibration case, the equations of motion can be interpreted as n
uncoupled equations of SDOF systems in which ŒMd� D Œ�i�

T ŒM� Œ�i� and ŒKd� D
Œ�i�

T ŒK� Œ�i� represent the equivalent independent mass and stiffness parameters for
each SDOF system. In addition, Œ�i�

T fF.t/g indicates the force applied to the n
SDOF equivalent systems. The dynamic response is governed by the steady state and
free vibration solution. Since the external force is a harmonic function, the steady
state response can be evaluated as expressed in Eq. 4.118.

˚
up;i.t/

� D f�ig � F0;i

Kd;ii �
�
1 � ˇi

2
� � sin



!f ;i � t

�
(4.118)

Then, the modal coordinates are given by Eq. 4.119.

qp;i D F0;i

Kd;ii �
�
1 � ˇi

2
� � sin



!f ;i � t

�
(4.119)
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4.7.1.1 Numerical Example for Undamped System with Harmonic
Excitation

For the case study, the dynamic steady state solution is evaluated as expressed by
the Eq. 4.120.

up;1DOF.t/ D �11 � 1

.1�ˇ21/ � F0;1
Kd;11

� sin


!f ;1 � t

� C
C�12 � 1

.1�ˇ22/ � F0;1
Kd;22

� sin


!f ;1 � t

� C �13 � 1

.1�ˇ23/ � F0;1
Kd;33

� sin


!f ;1 � t

�

up;2DOF.t/ D �21 � 1

.1�ˇ21/ � F0;2
Kd;11

� sin


!f ;2 � t

� C
C�22 � 1

.1�ˇ22/ � F0;2
Kd;22

� sin


!f ;2 � t

� C �23 � 1

.1�ˇ23/ � F0;2
Kd;33

� sin


!f ;2 � t

�

up;3DOF.t/ D �31 � 1

.1�ˇ21/ � F0;3
Kd;11

� sin


!f ;3 � t

� C
C�32 � 1

.1�ˇ22/ � F0;3
Kd;22

� sin


!f ;3 � t

� C �33 � 1

.1�ˇ23/ � F0;3
Kd;33

� sin


!f ;3 � t

�

(4.120)

The previous equations can be rewritten in order to define the dynamic amplification
factor for each DOF by extrapolating the stiffness associated to the first mode (Kd;11)
(Eq. 4.121).

up;1DOF.t/ D F0;1
Kd;11

�

8
ˆ̂̂
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂̂
ˆ̂:

�11 � 1

.1 � ˇ21/
� sin



!f ;1 � t

�

C�12 � 1

.1 � ˇ22/
� Kd;11

Kd;22
� sin



!f ;2 � t

�

C�13 � 1

.1 � ˇ23/
� Kd;11

Kd;33
� sin



!f ;3 � t

�

9
>>>>>>>>=

>>>>>>>>;

up;2DOF.t/ D F0;2
Kd;11

�

8
ˆ̂̂
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂̂
ˆ̂:

�21 � 1

.1 � ˇ21/
� sin



!f ;1 � t

�

C�22 � 1

.1 � ˇ22/
� Kd;11

Kd;22
� sin



!f ;2 � t

�

C�23 � 1

.1 � ˇ23/
� Kd;11

Kd;33
� sin



!f ;3 � t

�

9
>>>>>>>>=

>>>>>>>>;

up;3DOF.t/ D F0;3
Kd;11

�

8
ˆ̂̂
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂̂
ˆ̂:

�31 � 1

.1 � ˇ21/
� sin



!f ;1 � t

�

C�32 � 1

.1 � ˇ22/
� Kd;11

Kd;22
� sin



!f ;2 � t

�

C�33 � 1

.1 � ˇ23/
� Kd;11

Kd;33
� sin



!f ;3 � t

�

9
>>>>>>>>=

>>>>>>>>;

(4.121)
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For the sake of simplicity, the following relations are considered (Eq. 4.122).

F0 D F0;1 D F0;2 D F0;3 D 5000 kN

!f D !f ;1 D !f ;2 D !f ;3 D 9 rad=s
(4.122)

According to these conditions, Eq. 4.121 can be rewritten as expressed in Eq. 4.123.

up;1DOF.t/ D F0
Kd;11

� sin


!f � t

� �

8
ˆ̂̂
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂̂
ˆ̂:

�11 � 1

.1 � ˇ21/

C�12 � 1

.1 � ˇ22/
� Kd;11

Kd;22

C�13 � 1

.1 � ˇ23/
� Kd;11

Kd;33

9
>>>>>>>>=

>>>>>>>>;

up;2DOF.t/ D F0
Kd;11

� sin


!f � t

� �

8
ˆ̂̂
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂̂
ˆ̂:

�21 � 1

.1 � ˇ21/

C�22 � 1

.1 � ˇ22/
� Kd;11

Kd;22

C�23 � 1

.1 � ˇ23/
� Kd;11

Kd;33

9
>>>>>>>>=

>>>>>>>>;

up;3DOF.t/ D F0
Kd;11

� sin


!f � t

� �

8
ˆ̂̂
ˆ̂̂
ˆ̂<

ˆ̂̂
ˆ̂̂
ˆ̂:

�31 � 1

.1 � ˇ21/

C�32 � 1

.1 � ˇ22/
� Kd;11

Kd;22

C�33 � 1

.1 � ˇ23/
� Kd;11

Kd;33

9
>>>>>>>>=

>>>>>>>>;

(4.123)

The terms in the brackets correspond to the dynamic amplification factor if the
Kd;11 stiffness can be assumed as representative of the MDOF system stiffness.
This assumption is accurate for regular MDOF structure for which the first mode
is always predominant. Thus, from the Eq. 4.123, the following equivalent dynamic
amplification factor can be deduced (Eq. 4.124).

jA1DOFj D
�
�11 � 1

.1 � ˇ21/
C �12 � 1

.1 � ˇ22/
� Kd;11

Kd;22
C �13 � 1

.1 � ˇ23/
� Kd;11

Kd;33

�

jA2DOFj D
�
�21 � 1

.1 � ˇ21/
C �22 � 1

.1 � ˇ22/
� Kd;11

Kd;22
C �23 � 1

.1 � ˇ23/
� Kd;11

Kd;33

�

jA3DOFj D
�
�31 � 1

.1 � ˇ21/
C �32 � 1

.1 � ˇ22/
� Kd;11

Kd;22
C �33 � 1

.1 � ˇ23/
� Kd;11

Kd;33

�

(4.124)
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Remembering that jAij D 1

.1�ˇ2i / , the previous relations can be rewritten and given

by Eq. 4.125.

jA1DOFj D
�
�11 � jA1j C �12 � jA2j � Kd;11

Kd;22
C �13 � jA3j � Kd;11

Kd;33

�

jA2DOFj D
�
�21 � jA1j C �22 � jA2j � Kd;11

Kd;22
C �23 � jA3j � Kd;11

Kd;33

�

jA3DOFj D
�
�31 � jA1j C �32 � jA2j � Kd;11

Kd;22
C �33 � jA3j � Kd;11

Kd;33

�
(4.125)

In reference to the case study, the diagonal stiffness matrix is obtained in Eq. 4.126.

ŒKd� D Œ�i�
T ŒK� Œ�i� D 107 �

2

4
0:98 0 0

0 12:02 0

0 0 81:50

3

5 ŒN=m� (4.126)

Therefore, the amplification factors for each of the masses of the system given by
Eq. 4.127 are obtained.

jA1DOFj D 1:23

jA2DOFj D 3:21

jA3DOFj D 4:38

(4.127)

The dynamic amplification for the masses located on the higher story of the frame
is greater than the lower ones. In addition, it is noted that the resonance of the
system can be achieved for the three cases with ˇi D 1 i D 1; 2; 3. Generally,
the amplification function for a MDOF system has a number of peaks equal to
the number of DOFs, since each of them is associated with a vibrational mode.
Observing Eq. 4.123, it is possible to observe that three resonance conditions can be
reached (! D !1, ! D !2 and ! D !3). Since the MDOF system is undamped,
the displacements associated with the resonance conditions tend to be infinite
(Fig. 4.25). The total dynamic response of the MDOF system is evaluated by means
of the sum between the free vibrational and the steady state effects (Eq. 4.128).

fu.t/g D
3X

iD1
f�ig �

0

BB@

A1i � sin .!i � t/C A2i � cos .!i � t/

C F0;i

Kd;ii �
�
1 � ˇi

2
� � sin



!f ;i � t

�

1

CCA

fu.t/g D
3X

iD1
!i � f�ig �

0

BB@

A1i � cos .!i � t/ � A2i � sin .!i � t/

Cˇi � F0;i

Kd;ii �
�
1 � ˇi

2
� � cos



!f ;i � t

�

1

CCA

(4.128)
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Fig. 4.25 Amplification function for the first DOF (u1) of a three story shear type undamped
building

Thus, the associated modal coordinates are given below (Eq. 4.129).

qi.t/ D A1;i �sin .!i � t/CA2;i �cos .!i � t/C F0;i

Kd;ii �
�
1 � ˇi

2
� �sin



!f ;i � t

�
(4.129)

Imposing the values of each component of the displacement and velocity vector at
time t = 0 (Eq. 4.130).

fu.0/g D fu0;ig D
nX

iD1
f�ig � A2i

fPu.o/g D fPu0;ig D
nX

iD1
!i � f�ig �

0

@A1i C ˇi � F0;i

ŒKd;ii� �
�
1 � ˇi

2
�

1

A
(4.130)

The Eq. 4.131 is given.

qi.t/ D A2i

Pqi.t/ D
0

@A1i C ˇi � F0;i

ŒKd;ii� �
�
1 � ˇi

2
�

1

A (4.131)

The same initial conditions of the MDOF system of the previous paragraph are
assumed (Eq. 4.132).
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fu0;igT D ˚
0:1 0:5 1

�
Œm�

fPu0;igT D ˚
0 0 0

�
Œm=s�

(4.132)

Multiplying both sides of the Eq. 4.129 by f�igT ŒM�, the following relations are
obtained (Eq. 4.133).

f�igT ŒM� fu0;ig D
3P

iD1
f�igT ŒM� f�ig qi

f�igT ŒM� fPu0;ig D
3P

iD1
f�igT ŒM� f�ig � Pqi

(4.133)

From which the modal coordinates given by the Eq. 4.134 can be found.

fqig D
8
<

:

0:7851

0:2088

0:0061

9
=

; fPqig D
8
<

:

0

0

0

9
=

; (4.134)

The values of the constants are given in Eqs. (4.135) and (4.136).

fA1ig D fPqig � ˇi � f�igF0;i
ŒKd;ii��.1�ˇi

2/
D

D
8
<

:

0

0

0

9
=

; � 10�3 �
8
<

:

5:4038

0:1315

0:0132

9
=

; D �10�3 �
8
<

:

5:4038

0:1315

0:0132

9
=

;

(4.135)

fA2ig D fqig D
8
<

:

0:7851

0:2088

0:0061

9
=

; (4.136)

The frequency ratios are given by Eq. 4.137.

ˇ1 D 0:7785

ˇ2 D 0:2778

ˇ3 D 0:1922

(4.137)

Thus, dynamic response of the MDOF system can be rewritten as expressed below
(Eq. 4.138).
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Fig. 4.26 Dynamic response of first mode, second mode, third mode and total of the three DOFs
forced frame for t D 0:1 s, t D 0:5 s and t D 0:1 s
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>>>>=
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ˆ̂̂
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9
>>>>=

>>>>;
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8
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1

9
=

; �
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ˆ̂̂
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ˆ̂̂
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C 5000000
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9
>>>>=

>>>>;

(4.138)

Figure 4.26 shows the dynamic response evaluated at three different time instants.
The presence of the external forces on the masses of the system leads to the
modification of percentage contributions of the vibrational modes to the dynamic
response. As seen in the previous paragraph, the dynamic response of the MDOF
system can be expressed by the Eq. 4.139.

u.t/ D
3X

iD1
ui.t/ ' Aeq � cos.!eq � t C �eq/ (4.139)

The total dynamic response of the case study frame can be written as given by
Eq. 4.140.
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Aeq � cos.!eq � t C �eq/ / q1 � cos.!1 � t C �1/C q2 � cos.!2 � t C �2/C
Cq3 � cos.!3 � t C �3/C 
 F0

k

�
eq

� jAeqj � sin.!f ;eq � t/
(4.140)

Introducing the constant C D 
 F0
k

�
eq

� jAeqj and since the energy of a periodic signal
is proportional to the square of its amplitude, the following energy balance equation
can be written (Eq. 4.141).

Aeq
2 / q1

2 C q2
2 C q3

2 C C2 (4.141)

Substituting this expression into the previous relation, Eq. 4.142 is given.

cos.!eq � t/ �

0

B@
q1 � cos.!1 � t/C q2 � cos.!2 � t/C q3 � cos.!3 � t/C C � sin.!f ;eq � t/

q
q21 C q22 C q23 C C2

1

CA

(4.142)
Substituting the trigonometric terms with the associated 2nd order Taylor series

centered in x = 0, Eq. 4.143 is given.

1�


!eq � t

�2

2
D q1 C q2 C q3q

q21 C q22 C q23 C C2
�

0

B@
q1 � .!1 �t/2

2
C q2 � .!2 �t/2

2
C q3 � .!3 �t/2

2q
q21 C q22 C q23 C C2

1

CA C C �


!f ;eq � t

�
q

q21 C q22 C q23 C C2

(4.143)
Deriving twice with respect to the time variable, Eq. 4.144 is obtained.

!eq D q1 � !1 C q2 � !2 C q3 � !3q
q21 C q22 C q23 C C2

(4.144)

It is possible to see that the constant C at denominator tends to reduce the natural
equivalent frequency of the MDOF system subjected to external forces. This leads to
obtaining a result closer to the first mode frequency (!1 D min.!i/ ) and therefore
its contribution for the total dynamic response is still more representative.

4.7.2 Viscously Damped Systems

Similar to previous case, Eq. 4.145 represents the dynamic equilibrium equation for
a damped MDOF system.

Œ�i�
T ŒM� Œ�i� fRq.t/g C Œ�i�

T ŒC� Œ�i� fPq.t/g C Œ�i�
T ŒK� Œ�i� fq.t/g D Œ�i�

T fF.t/g
(4.145)

System of equations can be uncoupled only for classic damping matrix formulation.
In this case, according to the results found for SDOF systems, the steady state
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solution assumes the form reported in Eq. 4.146.

˚
up;i.t/

� D f�ig � F0;i
Kd;ii

� 1

.1�ˇi
2/
2C.2���ˇi/

2

�
h
.1 � ˇi

2/ � sin.!f ;i � t/ � 2 � � � ˇi � cos.!f ;i � t/
i (4.146)

where the modal coordinates are given by Eq. 4.147.

qp;i D F0;i
Kd;ii

� 1
�
1�ˇi

2
�2 C .2 � � � ˇi/

2

�
h
.1�ˇi

2/ � sin.!f ;i � t/ � 2 � � � ˇi � cos.!f ;i � t/
i

(4.147)
In order to simplify the following dissertation, the terms reported in Eq. 4.148 are
considered.

jAij2 D 1
�
1 � ˇi

2
�2 C .2 � � � ˇi/

2

Bi D
h
.1 � ˇi

2/ � sin.!f ;i � t/ � 2 � � � ˇi � cos.!f ;i � t/
i

(4.148)

For the case study, the dynamic steady state solution is evaluated as expressed by
the Eq. 4.149.

up;1DOF.t/ D �11
F0;1
Kd;11

jA1j2 � B1C�12 � F0;1
Kd;22

� jA2j2 � B2 C �13 � F0;1
Kd;33

� jA3j2 � B3

up;2DOF.t/ D �21 � F0;2
Kd;11

� jA1j2 � B1C�22 � F0;2
Kd;22

� jA2j2 � B2 C �23 � F0;2
Kd;33

� jA3j2 � B3

up;3DOF.t/ D �31 � F0;3
Kd;11

� jA1j2 � B1C�32 � F0;3
Kd;22

� jA2j2 � B2 C �33 � F0;3
Kd;33

� jA3j2 � B3

(4.149)
Since the damping ratio assumes a very small value, for the sake of simplicity the
Bi coefficients can be assumed as reported in Eq. 4.150.

Bi � .1 � ˇi
2/ � sin.!f ;i � t/ (4.150)

The previous equations can be rewritten in order to define the dynamic amplification
factor for each DOF by explicating the stiffness associated to the first mode (Kd;11 )
(Eq. 4.151).
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up;1DOF.t/ D F0;1
Kd;11

� sin.!f � t/ � 

1 � ˇ21

� �
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ˆ̂̂
ˆ̂̂
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ˆ̂̂
ˆ̂̂
:̂

�11 � jA1j2

C�12 � Kd;11

Kd;22
� jA2j2 �



1 � ˇ22

�


1 � ˇ21

�
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�


1 � ˇ21

�

9
>>>>>>>=

>>>>>>>;
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(4.151)
Thus, the three dynamic amplification factors reported in Eq. 4.152 can be evaluated.

jA1DOFj D 
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>>>>=
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(4.152)

For the analyzed case, the following values have been found (Eq. 4.153).
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Fig. 4.27 Amplification function for the first DOF (u1) of a three story shear type damped building

jA1DOFj D 1:18

jA2DOFj D 3:09

jA3DOFj D 4:21

(4.153)

It can be observed that these values are less than the other ones evaluated for an
undamped MDOF system. As we know, the damping on the structure leads to the
dissipation of the free vibration response in a brief amount of time. For this reason,
the total dynamic response of the system is practically governed by the steady state
response.

Generally, according to the considerations made for the amplification function
of an undamped system, the introduction of damping in the system leads to obtain
the resonance conditions, while the amplification factor is not infinite. Figure 4.27
refers to the amplification function for a generic 3-DOF damped system.

4.8 Earthquake Response

When the external forces applied on the masses of the MDOF system are due
to the earthquake excitation, the vector F(t) of equilibrium equations assumes the
following form (Eq. 4.154).

fF.t/g D �

2

6664

m1 0 � � � 0
0 m2 � � � 0
:::

:::
: : :

:::

0 0 � � � mn

3

7775 �
8
<

:

Rug.t/
Rug.t/
Rug.t/

9
=

; D �

2

6664

m1 0 � � � 0
0 m2 � � � 0
:::

:::
: : :

:::

0 0 � � � mn

3

7775 �

8
ˆ̂̂
<

ˆ̂̂
:

1

1
:::

1

9
>>>=

>>>;
� Rug.t/

(4.154)
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Fig. 4.28 Composition of
lateral displacement
components

{1}üg ü

The ground acceleration induces the inertial forces for each DOF of the system.
As discussed in the paragraph for SDOF systems, the seismic excitation causes
an acceleration at the base of the structure (Rug.t/) and a relative acceleration Ru.t/
that produces deformation on the structure. The first one causes a rigid motion
of the system (Fig. 4.28). For a generic MDOF system the lateral components are
expressed in a matrix called Influence coefficient matrix, composed of a number of
columns equal to the base motion components and a number of rows equal to the
DOFs.

Since only lateral displacements are usually generated by earthquake excitation
the Influence coefficient matrix reduces to an influence coefficient vector of dimen-
sion n � 1, where n is the number of DOFs. Thus, the equation of motion for a
MDOF system classical damped subjected to earthquake excitation can be expressed
as shown in Eq. 4.155.

Œ�i�
T ŒM� Œ�i� fRq.t/g C Œ�i�

T ŒC� Œ�i� fPq.t/g C Œ�i�
T ŒK� Œ�i� fq.t/g D �Œ�i�

T ŒM� f1g Rug

(4.155)
where f1g represents the Influence coefficient vector and the right and left sides of
the equation have been previously multiplied by Œ��T . Normalizing with respect to
the mass, the equation of motion can be rewritten as shown in Eq. 4.156.

ŒI� fRq.t/g C �__
C

� fPq.t/g C Œ�� fq.t/g D � fgg Rug (4.156)

where the damping is defined according to Rayleighs formulation (Eq. 4.157).

ŒC� D ˛ ŒM�C ˇ ŒK� !
nX

iD1
f
igT ŒC� f
ig D

nX

iD1

f�igT ŒC� f�igr�
f�igT ŒM� f�ig

�2 D �__
C

�

(4.157)
Vector fgg contains the coefficients expressed by Eq. 4.158.
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gi D f�igT ŒM� f1gq
f�igT ŒM� f�ig

D f
igT ŒM� f1g (4.158)

It represents the ith modal participation factor that indicates the contribution of
the associated mode to the vibration of the system. This parameter is expressed
in [kg]1=2 unit measure and is very important since it provides information about
the representativeness of the mode. As observed in the previous paragraph, the
contribution of each mode decreases as the frequency of the modes increases. In
other words, the absolute values of the modal participation factors are sorted as
shown (Eq. 4.159).

jg1j > jg2j > : : : > jgnj (4.159)

This leads to have a low external seismic excitation for higher modes (Eq. 4.160).

jF.t/1j > jF.t/2j > : : : > jF.t/nj (4.160)

Similarly, the square of ith the modal participation factor gi is called modal mass
associated to the respective mode (Eq. 4.161).

m mod ;i D g2i D
�
f�igT ŒM� f1g

�2

f�igT ŒM� f�ig
D

�
f
igT ŒM� f1g

�2
(4.161)

It represents the energetic contribution of the ith mode to the total dynamic response
of the system. In other words, mmod;i is the mass contribution of mode i and its unit
of measure is [kg]. From this definition, its found that the sum of the n-DOFs modal
masses are equal to the total mass of the MDOF system (Eq. 4.162).

nX

iD1
m mod ;i D

nX

iD1
mi (4.162)

Thus the percentage contribution of each mode can be deduced according Eq. 4.163.

%


m mod ;i

� D m mod ;i
nP

iD1
mi

(4.163)

Usually, when the accumulated percentage modal mass is greater than 90% it is
possible to neglect the remaining vibrational modes. Different from the harmonic
excitation case, the solution of the problem cannot be obtained in closed form. For
this reason, the dynamic response of the MDOF system can be evaluated by means
of two different approaches outlined below:
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I. numerical methods application;
II. combinations of the modal displacements obtained from the elastic spectrum

The second approach is widely used because it uses a simple method to obtain
the maximum dynamic response of a MDOF system subjected to a seismic
excitation. It is based on the elastic acceleration spectrum definition in Sect. 12.3
that represents the maximum earthquake response of different SDOF systems.
Usually, the acceleration responses of the system are evaluated for each vibrational
mode (Sa.!i/). In addition, the pseudo-velocity (PSv.!i/) and pseudo-displacement
(PSd.!i/) response can be obtained from the acceleration responses (Eq. 4.164).

Sa.!i/ !
(

PSv.!i/ D Sa.!i/

!i

PSd.!i/ D Sa.!i/

!2i

(4.164)

Since this analysis is not capable of evaluating the time dependent dynamic response
but only its maximum values, the modal coordinates can be expressed as given by
Eq. 4.165.

qi;max D gm;i � Sd.!i/ ' gm;i � Sa.!i/

!2i
(4.165)

where the modal coordinates are dependent on the modal participation factor
because it can be seen as a scale factor of the dynamic response for the considered
mode. According to the coordinate transformation and with the mass normalization,
the maximum displacements for the ith mode are given by the Eq. 4.166.

fui;maxg D f
ig � qi;max ' f�ig � gm;i � Sa.!i/

!2i
(4.166)

Applying the same consideration for every vibrational mode, the following total
maximum displacement matrix is evaluated (Eq. 4.167).

Œumax� D Œ
i� � fqmaxg D � fu1;maxg fu2;maxg : : : : fun;maxg �
(4.167)

Each column vector represents the maximum dynamic displacement associated to
every masses of the system for the vibrational mode i. The maximum total dynamic
displacements have to be evaluated by means of modal combinations. For this
purpose, three different modal combination approaches are proposed:

(a) Square Root of Sum of Squares (SRSS)

ui;max D
q
.
i1 � q1;max/

2 C .
i2 � q2;max/
2 C : : :C .
in � qn;max/

2 (4.168)

This approach is used when the natural periods are clearly different from one
another.
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Fig. 4.29 Maximum elastic story forces for the first mode

(b) Complete Quadratic Combination (CQC)

ui;max D
vuut

nX

jD1

nX

lD1
�ij � .
il � q1;max/ � 



ij � qj;max
�

(4.169)

where �ij represents the correlation coefficient between mode i and j and is
defined by Eq. 4.170.

�ij D 8 � �2 � .1C !i=!j/ � .!i=!j/
3=2

�
1 � .!i=!j/

2
�2 C 4 � �2 � .!i=!j/ � 


1C .!i=!j/
�2 (4.170)

In addition, the elastic internal actions can be evaluated for each mode by referring
to the maximum displacement matrix.

4.8.1 Numerical Example

In Fig. 4.29 are shown the values of shear and bending moment for the first mode of
a generic three DOFs shear type frame.

Thus, similarly to the maximum displacement, the maximum shear (Vi;max) and
bending moment (Mi;max) for each mode can be defined (Eq. 4.171).

ŒVmax� D � fV1;maxg fV2;maxg : : : : fVn;maxg �

ŒMmax� D � fM1;maxg fM2;maxg : : : : fMn;maxg � (4.171)
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Fig. 4.30 Elastic acceleration response spectrum and modal accelerations

The total maximum shear and bending moment at each story is evaluated by SRSS
(Eq. 4.172) or CQC (Eq. 4.173) combination

8
<̂

:̂

Vi;max D
q

Vi1;max
2 C Vi2;max

2 C : : :C Vin;max
2

Mi;max D
q

Mi1;max
2 C Mi2;max

2 C : : :C Min;max
2

(4.172)

8
ˆ̂̂
ˆ̂̂
<̂

ˆ̂̂
ˆ̂̂
:̂

Vi;max D
vuut

nX

jD1

nX

iD1
�ij � .Vi;max/ � 


Vj;max
�

Mmax D
vuut

nX

jD1

nX

iD1
�ij � .Mi;max/ � 


Mj;max
�

(4.173)

Suppose we consider the three DOF shear type frame analyzed previously, for which
the vibrational modes and the natural period have been calculated (Eq. 4.174).

T1 D 0:54 s T2 D 0:19 s T3 D 0:13 s (4.174)

Figure 4.30 illustrates the considered elastic response spectra with the definition
of the three values of acceleration Sa(Ti). The modal participation factor of the
normalized modes are evaluated in Eq. 4.175.
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(4.175)
Then the modal masses reported in Eq. 4.176 can be determined.

m mod ;1 D gm;
2
1 D 109690 Œkg�

m mod ;2 D gm;
2
2 D 8985 Œkg�

m mod ;3 D gm;
2
3 D 1325 Œkg�

(4.176)

The sum of the three modal masses is equal to the total mass of the frame. In
addition, the following percentage mass contributions for each mode are evaluated
(Eq. 4.177).

%


m mod ;1

� D 91:4%

%


m mod ;2

� D 7:5%

%


m mod ;3

� D 1:1%

(4.177)

It is evident that the first mode is predominant in the dynamic response of the
system. However, in this example, all of the three modes will be considered.
According to the modal participation factors calculated, the maximum modal
coordinates are evaluated and expressed by Eq. 4.178.
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q1;max D 331:19 � 0:72 � 9:81
.11:56/2

D 17:51

q2;max D �94:79 � 0:78 � 9:81
.32:40/2

D �0:70

q3;max D 36:40 � 0:67 � 9:81
.46:82/2

D 0:11

(4.178)

Now, the three maximum modal displacement vectors can be obtained (Eq. 4.179).
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(4.179)
Inputting the just evaluated terms into the maximum displacement matrix, Eq. 4.180
is given.

Œumax� D 10�2 �
8
<

:

2:870

5:170

6:450

0:260

0:110

�0:210

�0:041
0:032

0:018

9
=

; (4.180)

The maximum shear and bending moments at each story are expressed by Eq. 4.181.
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8
ˆ̂̂
ˆ̂̂
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ˆ̂̂
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Vi3;max D 3 � 12EIc

h3
� .u3i;max � u2i;max/

Vi2;max D 3 � 12EIc
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� .u2i;max � u1i;max/

Vi1;max D 3 � 12EIc

h3
� u1i;max

8
ˆ̂̂
ˆ̂̂
<

ˆ̂̂
ˆ̂̂
:

Mi3;max D 3 � 6EIc

h2
� .u3i;max � u2i;max/

Mi2;max D 3 � 6EIc

h2
� .u2i;max � u1i;max/

Mi1;max D 3 � 6EIc

h2
� u1i;max

(4.181)
Thus the following numerical value can be found (Eq. 4.182).

ŒMmax� D
8
<

:

581:20

465:75

259:20

52:65

�30:40
�64:80

�8:30
14:80

�2:85

9
=

; ŒkN � m�

ŒVmax� D
8
<

:

1162:4

931:5

518:4

105:3

�60:8
�129:6

�16:6
29:6

�5:7

9
=

; ŒkN�

(4.182)

In order to obtain a single solution in terms of maximum displacements and internal
actions, the SRSS modal combination is used. Thus, the kinematic and static
solutions are reported in Eq. 4.183.

fumaxgT D 10�2 ˚
2:88 5:17 6:45

�
Œm�

fMmaxgT D ˚
538:60 466:95 267:20

�
ŒkN � m�

fVmaxgT D ˚
1167:2 933:9 534:4

�
ŒkN�

(4.183)

It is possible to see that the total dynamic response in terms of internal actions and
displacements is very close to the first mode results. In addition, the sum of the
internal action represents the total base reaction. For this reason, the base shear is
given by Eq. 4.184.

Vb;max D 2635:60 kN (4.184)

Figure 4.31 illustrates the deformed shape and internal actions diagrams for the three
DOFs shear type frame analyzed.

4.9 3D MDOF Multistory Buildings

Since the DOFs of the spatial structure are greater than the associated 2D one, the
computational effort is increased. In this paragraph, the stiffness and mass assembly
methodologies will be discussed for typical regular multistory buildings having
three DOFs (Fig. 4.32).
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Fig. 4.31 Deformed shape (a), total shear diagram (b) and total bending moment (c) in terms of
maximum values
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Fig. 4.32 3D three-story buildings

Assuming that every beam and column has respectively the same cross section
sb-sb and sc-sc indicated on the figure reported above, it is possible to define the
following inertia moments (Eq. 4.185).

beam ! Ib D b2�b31
12

column ! Ic D c2�c31
12

(4.185)

In addition, an elastic modulus is assumed for every frame element. According to
the lumped masses model, each mass is supposed concentrated in the gravitational
center of the associated flooring system. For the case study, the masses of the MDOF
frame are evaluated as expressed in Eq. 4.186.
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Fig. 4.33 DOFs for each
flooring system
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m1 D �c � �
.16 � h � c1 � c2/C hf



3 � Lx � 3 � Ly

��

m2 D �c � �
.16 � h � c1 � c2/C hf



3 � Lx � 3 � Ly

��

m3 D �c � �

16 � h

2
� c1 � c2

� C hf


3 � Lx � 3 � Ly

��
(4.186)

where �c is the mass per unit volume of the elements. In practical applications, the
mass contribution associated with the columns is neglected since it is less than the
flooring system (Eq. 4.187).

m1 D m2 D m3 D 9 � �c � hf � Lx � Ly (4.187)

According to the assumption of rigid flooring system and axially rigid elements,
the DOFs of the system are reported in Eq. 4.188.

DOFs D 3 � nf D 3 � 3 D 9 (4.188)

where nf represents the number of flooring system of the MDOS structure, while 3
indicates the generic DOFs for each mass that are illustrated in Fig. 4.33.

The generic motion of the point P located on the rigid deck can be described by
Eq. 4.189.

(
ux;P D ux C ' ��yP

uy;P D uy � ' ��xP

(4.189)
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Therefore, the dynamic equilibrium equations have been expressed for the x
and y direction and for the rotation '. Equation 4.190 is formed to represent
the equilibrium system of equations for the undamped three-story frame in free
vibrations conditions.

8
ˆ̂<

ˆ̂:



x
� ! ŒMx�

˚ Pux
� C ŒMx ��y�

˚ P'� C ŒKx�
˚
ux

� C ŒKx ��y�
˚
'

� D ˚
0
�



y
� ! ŒMy�

˚ Puy
� � ŒMy ��x�

˚ P'� C ŒKy�
˚
uy

� � ŒKy ��x�
˚
'

� D ˚
0
�



'

� ! ŒMx ��y�
˚ Pux

� C ŒMy ��x�
˚ Puy

� C ŒM'�
˚ P'� C ŒK'�

˚
'

� D ˚
0
�

(4.190)
Defining the DOFs vectors expressed by Eq. 4.191, the three system equations

can be condensed in matrix format as shown by Eq. 4.192.

˚
u
�T D

n˚
ux

�T˚
uy

�T˚
'

�T
o

(4.191)
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4
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5
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�

˚ Puy
�
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9
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C
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ŒKx ��y� �ŒKy ��x� ŒK'�
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5

8
<
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˚
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�
˚
uy

�
˚
'

�

9
=

; D
8
<

:

˚
0
�

˚
0
�

˚
0
�

9
=

; (4.192)

The reduced mass and stiffness matrix can be rewritten as given by Eq. 4.193.

ŒMxx� D ŒMx�I ŒMyy� D ŒMy�I ŒMx'� D ŒMx��y�I ŒMy'� D �ŒMy��x�I ŒM''� D ŒM'�

ŒKxx� D ŒKx�I ŒKyy� D ŒKy�I ŒKx'� D ŒKx ��y�I ŒKy'� D �ŒKy ��x�I ŒK''� D ŒK'�
(4.193)

This notation is more applicable than the first one since the principal mass and
stiffness contribution (diagonal terms) are expressed with a double equal index. It is
important to observe that each submatrix has nf �nf dimensions, where nf represents
the number of flooring systems, while the compact matrix dimension is n � n where
n is the total number of DOFs.

The stiffness and mass components denoted with index “''” describe the pure
torsional property of the frame that provides the torsional moment to the columns
of the frame. Generally, the torsional moments are lower than the bending moment
due to the fuxg and fuyg DOFs. Another interesting observation can be made related
to the components of the mass and stiffness submatrices expressed by the indices
“x'” and “y'”. They cause additional shear forces on the columns and are called
torsional effects. It can be observed that these effects increase with the terms �yi

and�xi that represent the offset between the gravitational center and the referenced
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center of the ith story in the y and x direction, respectively. In structural engineering
applications, the stiffness center is considered as a reference point for each flooring
system. In Eq. 4.194 every mass submatrix is defined for the analyzed frame.

ŒMxx� D ŒMyy� D

2

64
m1 0 0

0 m2 0

0 0 m3

3

75 I ŒM''� D

2

64
Io;1 0 0

0 Io;2 0

0 0 Io;3

3

75

ŒMx'� D

2

64
m1 ��y1 0 0

0 m2 ��y2 0

0 0 m3 ��y3

3

75 I ŒMy'� D

2

64
�m1 ��x1 0 0

0 �m2 ��x2 0

0 0 �m3 ��x3

3

75

(4.194)

In the previous equation the terms Io;i represent the polar inertia moment with the
pole corresponding to the gravitational center of the ith story. For the case study, the
three inertial moments are given by Eq. 4.195.

Io;1 D Io;2 D Io;3 D 

Ixo�xo C Iyo�yo

� D
D �c � � 3�Lx�



3�Ly

�3
12

C 3�Ly�


3�Lx

�3
12

� D �c � 81
12

� �
Lx � .Ly/

3 C Ly � .Lx/
3
� (4.195)

Since the mass and the stiffness are uniformly distributed over each story, the
offset in the x and y direction is always equal to zero


f�yg D f�xg D f0g�. This
property leads to the following associated matrices (Eq. 4.196).

ŒMx'� D ŒMY'� D ŒKx'� D ŒKY'� D
2

4
0 0 0

0 0 0

0 0 0

3

5 (4.196)

Regarding the ŒKxx� and ŒKyy� stiffness submatrices, Eq. 4.197 is given,

ŒKxx� D ŒKyy� D 16 �

2

6664

24EIc
h3

� 12EIc
h3

0

� 12EIc
h3

24EIc
h3

� 12EIc
h3

0 � 12EIc
h3

12EIc
h3

3

7775 (4.197)

where 16 is the number of columns that contributes to the lateral stiffness. The
components due to the pure torsional effects are based on the torsional stiffness of
the columns (Fig. 4.34), where G defines the shear elastic modulus and It represents
the torsional inertia of the element. For a full section of mono-dimensional elements
the inertial moment can be expressed as reported in Eq. 4.198.
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Fig. 4.34 Torsional effects
on a generic
mono-dimensional element
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G·q·It

ΔL

q

It D
Z
.x2 C y2/ � dA D Io D Ixo�xo C Iyo�yo (4.198)

The inertial moment is equal to the polar inertia of the cross section, in which
the referenced pole is coincident with the mass center. According to the previous
properties, the pure torsional stiffness submatrix is given by Eq. 4.199.

ŒK''� D 16 �

2

6664

2GIt;c
h � GIt;c

h 0

� GIt;c
h

2GIt;c
h � GIt;c

h

0 � GIt;c
h

2GIt;c
h

3

7775 (4.199)

In which the index “c” of the torsional inertia indicates the columns.
Therefore, the equation of motion for the 3D three-story building can be rewritten

(Eq. 4.200).
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Fig. 4.35 3D view (a) and plan (b) of the three-story building with four shear walls
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(4.200)

Now, the same structure is considered but with additional shear walls that cause
an offset between stiffness and mass center in each story (Fig. 4.35).

For the sake of simplicity, the columns are assumed to have a square shape
(c1 D c2 D c). Every shear wall is extended for the whole height of the building,
thus the offset between stiffness and mass center will be equal at each story. The
stiffness center of a flooring system is evaluated according to the static model shown
in Fig. 4.36.
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Fig. 4.37 Simplified model
of shear wall
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where the generic elastic reaction is given by Eq. 4.201.

Fk;i D ki � ui (4.201)

Thus, the absorbed action of a shear wall is proportional to its stiffness. For this
reason, it is useful to define a physical model in order to evaluate the stiffness of
each shear wall.

First, the x-y reference system has its origin coincident with the mass center (Cm).
The generic shear wall provides a stiffness contribution along its axis that is in the
direction along which the associated inertia moment is prevalent (Fig. 4.37).

Considering a flexural behavior for a shear wall and imposing the associated
unitary displacement at given story (Fig. 4.38), the stiffness contribution can be
evaluated with respect to the geometric characteristics of the walls.

Thus, Eq. 4.202 specifies the three stiffness components,

kx.1/;i D 3 � EIm;yy
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Fig. 4.38 Static scheme for a bending resisting wall

ky;i D 3 � EIm;xx
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Lm;x

�3
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(4.202)

where the index “i” refers to the ith story. Since the dimensions of the cross section
of the columns are smaller than the shear walls, they are neglected in the stiffness
center definition.

From the stiffness of each component, it is possible to define the center of
stiffness of the flooring systems (Eq. 4.203) using the scheme shown in Fig. 4.39.
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(4.203)
The terms�x and�y represent the offsets between the mass and stiffness center.

In the analyzed case they are given by Eq. 4.204.

�x D 3Lx � 3

2
Lx D 3

2
Lx

�y D �3
2

Ly C 1

3
Ly D �7

6
Ly (4.204)
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Fig. 4.39 Definition of the stiffness center

Now it is possible to evaluate the components of the mass (Eq. 4.205) and
stiffness (Eq. 4.206) submatrices associated to the mixed index “'x” and “'y”.
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Chapter 5
Energy Dissipation

Abstract The chapter introduces the energy balance equation of a generic system.
Attention is given to damping energy and plastic energy (Vakakis et al., Nonlinear
targeted energy transfer in mechanical and structural systems, vol 156. Springer,
Dordrecht, 2008). Two methods are introduced to estimate the damping on the
structural systems through experimental techniques: the Logarithmic Decrement
Analysis (LDA) and the Half-Power Method (HPM). The ductility factor and the
equal displacement criteria is also introduced.

5.1 Energy Balance Equation

The input energy of a generic inelastic system is mainly dissipated by damping
and plastic deformation phenomena, while the remaining part is transformed in
kinematic and potential energy. Equation 5.1 defines the integral expression of the
dynamic equilibrium of a generic system.

uZ

0

m � Ru.t/ � du C
uZ

0

c � Pu.t/ � du C
uZ

0

k.u; Pu/ � u.t/ � du D
uZ

0

F.t/ � du (5.1)

The term on the right side is the input energy EI . The first integral on the left
associated to the inertia force defines the kinetic energy EK associated with the mass
of the system. The second integral associated with the damping coefficient gives
information about the energy dissipated by the viscous damping phenomena (ED).
Finally, the third term on the left side represents the deformation energy that can
be decomposed into the elastic component EE (conservative contribution) and the
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Fig. 5.1 Elastic and plastic
deformation energy
contributions
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plastic component EP (irreversible contribution). The recoverable and irreversible
deformation energy contributions are explicitly expressed in Eq. 5.2.
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EE D
ueZ
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ke � u.t/ � du

EP D
upR

0

kp � u.t/ � du

(5.2)

Figure 5.1 illustrates the two forms of energy just discussed for a generic elastic
model with hardening.

Accounting for the previous considerations, the energy balance equation can be
rewritten (Eq. 5.3).

EK C ED C EE C EP D EI (5.3)

Assuming an undamped elastic system and expressing the energy equilibrium in
incremental form, the equation reported above assumes the same expression as that
of the conservation energy law (Eq. 5.4).

�EK C�EE D �EI (5.4)

When an earthquake excitation is considered, the input energy can be evaluated as
shown in the Eq. 5.5.

EI D
uZ

0

F.t/ � du D �
uZ

0

m � Rug.t/ � du (5.5)

In this case, it is important to notice that the damping, kinetic and deformation
energy values depend on the relative displacement of the system from the ground,
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while the input energy relates to the ground acceleration (Uang and Bertero 1990).
The energy balance equation during an earthquake excitation is useful to understand
the dynamic effects on the system through the energy interaction. Considering
the input energy a constant value, the amplitude of the motion (in terms of
displacements) increases if the dissipation phenomena are negligible (Eq. 5.6).

uZ

0

m � Ru.t/ � du C
ueZ

0

ke � u.t/ � du C
uR

0

c � Pu.t/ � du C
upZ

0

kp � u.t/ � du D
uZ

0

F.t/ � du

(5.6)

Remembering that the recoverable energy of a periodic excitation is directly
proportional to the square of amplitude response (A), the equation above can be
rewritten in the following form (Eq. 5.7).

uZ

0

F.t/ � du / A2 (5.7)

Thus, for a conservative system the amplitude of the response is maximized. If
the dissipation phenomena are considered, the previous expression can be rewritten
(Eq. 5.8).

uZ

0

F.t/ � du �
upZ

0

kp � u.t/ � du �
uZ

0

c � Pu.t/ � du / A2 (5.8)

In this case, the amplitude of the dynamic response decreases. This result is very
important since it is the basis of the active provisions used for the structures in order
to limit their amplitude response. On the other hand, the reduction of the response
amplitude due to the dissipation phenomena can lead to an excessive amount of
plastic deformation, causing the damage or even the collapse of the structure.

5.2 Damping Energy

As mentioned in Sect. 1.5, the energy dissipated by means of hysteretic process
is approximately described by the viscous damping ratio � . It has been observed
that this term depends on the frequency excitation and on the strain energy
(elastic characteristics) (Zahrah and Hall 1984). Experimental tests are conducted
to measure the damping property of a system by considering a frequency harmonic
excitation equal to the natural frequency (ˇ D 1). This approach leads to obtaining
an exact measure of damping for the resonance conditions and overestimated



164 5 Energy Dissipation

damping ratio values for the other conditions. Thus, the energy dissipated by
equivalent viscous damping for a generic load path is reported in Eq. 5.9.

ED D
ufZ

0

2 � �.ˇD1/ � m � ! � Pu.t/ � du (5.9)

Please note that the damping ratio is a constant in the integral expression since it
is experimentally defined. In addition, by observing Eq. 5.9 one can notice that the
dissipated energy is evaluated as a percentage (�) of the total hysteretic energy for
the load path.

5.2.1 Logarithmic Decrement Analysis (LDA)

Mass and stiffness of a dynamic system can be determined by its physical charac-
teristics, while an estimate of damping resistance can be obtained by experimental
measurements of the response of the structure to a given excitation. For this reason,
the experimental techniques used to estimate damping ratio are based on the free
vibration or on forced vibration response.

According to the first technique, damping effects for the free vibration decay of
underdamped systems (Sect. 2.1.1.2) can be defined by means of the Logarithmic
Decrement Analysis (LDA) (Inman 2014) of the displacement response (Helmholtz
1962) given by Eq. 5.10.

ı D 2��
!

!D
(5.10)

Generally, the natural damped frequency !D D ! � p
1 � �2 can be assumed

equal to the natural frequency, leading to the following expression of the logarithmic
decrement (Eq. 5.11).

ı D 2�� (5.11)

Figure 5.2 illustrates the different values assumed by logarithmic decrement by
referring to Eqs. 5.10 and 5.11.

For a damping ratio greater than 0.4–0.5 the differences between the two
decrement values cannot be neglected. In these cases, the damped natural period is
evaluated from the free vibration record by measuring the time required to complete
one cycle of vibration. In the practical applications, since the accelerations are
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Fig. 5.2 Comparison
between logarithmic
decrement for !D D !

and !D D ! � p
i � �2

(Chopra 2017)
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easier to measure than the displacement, the decrement can be expressed in terms
of accelerations (Eq. 5.12).

ı D ln

� Pun

PunC1

	
� 2�� !

!D
(5.12)

Thus, the decrement, together with the damped and the natural periods are
estimated experimentally from the acceleration response of the system. Starting
from these values, the damping ratio can be evaluated (Eq. 5.13).

� D ıp
4�2 C ı2

(5.13)

As stated above, the damping ratio can even be estimated from the experimental
tests on forced systems. Usually, the experimental methods used are based on the
definition of the maximum applied force in resonance conditions or on the detection
of the specific representative bandwidth for the amplification phenomena. In the first
methodology, the system is subjected to a harmonic excitation having a frequency
equal to the natural frequency of the system (ˇ D 1). As known, the dynamic
response of the system is maximum and it is detected by Eq. 5.14.

umax D F0
k

� 1
p
.1 � ˇ2/2 C .2 � � � ˇ/2 (5.14)

By experimental testing, it is possible to measure the maximum dynamic
displacement umax, while F0 represents the amplitude of the external excitation. For
resonance conditions, Eq. 5.15 is given.

� D 1

2 � k
� F0

umax
(5.15)
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Fig. 5.3 Half power method
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5.2.2 Half-Power Method (HPM)

The damping ratio on a structure can be estimated using the Half-Power Method
(HPM) (Badsar et al. 2010) based on the definition of the frequency ratio values for
an amplification factor equal to jAmaxj=

p
2 (Fig. 5.3).

The experimental method is called half power since the square of the referenced
amplitude is equal to 50% of the maximum power. According to the amplitude factor
definition, Eq. 5.16 represents the values of ˇ1 and ˇ2.

ˇ4�2 � .1 � 2 � �2/ � ˇ2C1� 2

jAmaxj2 D 0 ! ˇ21;2 D .1 � 2 � �2/˙ 2 � � �
p
1 � �2

(5.16)
For small values of damping, the previous expression can be rewritten (Eq. 5.17).

ˇ1;2 D
p
1˙ 2 � � (5.17)

Since the dynamic response of the system is measured in the frequency domain,
the damping ratio is defined by means of the previous expression (Eq. 5.18).

� D 1

2
� .ˇ2 � ˇ1/ (5.18)

5.3 Plastic Energy

The capacity of a structural system to dissipate energy in the form of plastic energy
is described by the ductility factor (Lee et al. 1999) given by Eq. 5.19.


 D ıu

ıy
(5.19)
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Fig. 5.4 Comparison between resistant and ductile system

It represents the ratio between the maximum tolerable displacement ıu and the
yielding displacement ıy. Naturally, systems with high values of ductility factor are
able to dissipate plastic energy leading to a decrease of the action absorbed. This
concept is focused by Fig. 5.4 where a comparison between a resistant and ductile
system is given.

The maximum displacement of the resistant system is less than the ductile one.
At the same time, since the stiffness of the first system does not decrease, the action
applied to the mass is greater than the ductile element. In reference to the ductile
system, the energetic equilibrium at a generic state in which u > uy, is given by
Eq. 5.20.

E.t/ D EM C EE C EP D
uZ

0

m � Ru.t/ � du C ke � u2y
2

C
uZ

0

k.u.t// � 

u.t/ � uy

� � du

(5.20)
The two last terms of the right side of the equation represent the deformation energy
that has been divided into the elastic and plastic components. Suppose we compare
the response of the system with the infinitely elastic and elasto-plastic models
(Fig. 5.5).

The following parameter is introduced (Eq. 5.21).

q D Fe

Fy
(5.21)

where Fe identifies the generic elastic action, while Fy is the yielding force.
Coefficient q is called over strength factor or strength reduction factor . It is used in
the design application in order to reduce the elastic action on a structure due to the
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Fig. 5.5 Infinitely elastic and
elasto-plastic models
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Fig. 5.6 Limit analysis of a fully restrained beam

plastic dissipation. The over strength factor is influenced by the ductility property of
the structure (Baker et al. 1980). In order to address more thoroughly the problem,
the fully restrained beam is considered subjected to a uniformly distributed static
load (Fig. 5.6).

Referencing the Figure reported above, it is possible to observe that after reaching
the elastic limit the internal actions are redistributed. The collapse conditions of
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a structural system reported in Fig. 5.4 is evaluated according to the upper bound
theorem, considering an elastic perfectly plastic model (Eq. 5.22).

�c D 16 � My

p � L2
(5.22)

Thus, the collapse load for elastic perfectly plastic model (pep;.c/) is given by
Eq. 5.23,

pep;.c/ D 16 � My

L2
(5.23)

where My is the bending moment value causing the plasticization of the cross
section. Considering a constant rectangular section of the beam with dimensions
b � h, the My value is given by Eq. 5.24,

My D 6 � fy
b � h2

(5.24)

where fy represents the yielding tension of the material constituting the beam.
Generally the structural system is able to carry a greater load than the yielding
load of the external cross sections (py). Figure 5.7 graphically explains this aspect
through a comparison between the elasto-plastic model and the infinitely elastic one.

Fig. 5.7 Comparison
between the elasto-plastic and
infinitely elastic load
evolution

pe

p

py

uy ue uep,(c) u

pep,(c)
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By imposing the two deformation works, it is possible to obtain the relationship
between the two load values (Eq. 5.25).

p2e
p2y

D
�

pep;.c/

py
� .
 � 1/C 


	
(5.25)

Remembering that the ratio between pe and py is the structure factor, Eq. 5.26 is
given.

q D
s�

pep;.c/

py
� .
 � 1/C 


	
(5.26)

Substituting the value of pep;.c/ obtained before and assuming py D 12 � My

L2
(according to the static equilibrium in the external cross sections), the over strength
factor assumes the expression reported in Eq. 5.27.

q D
s�

4

3
� 
 � 1

3

	
(5.27)

From this equation it is possible to observe how the over strength factor depends on
ductility of the element. Suppose we have a concrete element and according to the
elastic perfectly plastic model proposed by NTC08 (Fig. 5.8) it is possible to specify
the ductility factor (Eq. 5.28).


 D "cu

"c3
D 3:50

1:75
D 2 (5.28)

Equation 5.29 provides the value of the over strength factor in the static case.

q D 1:29 (5.29)

Fig. 5.8 Stress-deformation
model for concrete (Adapted
from Fig. 4.1.1 – NTC08)

εc3 = 0,175% εcu = 0,35%

εcuεc3

fcd

σ

ε
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Naturally, for assembled elements, the definition of the collapse load becomes very
difficult since the interaction between the systems has to be considered. In dynamic
cases, the procedure used to determine the over strength factor cannot be defined
with incremental static analysis since the response of the system is not governed by
a quasi-static loading process. For a generic system, the over strength factor will
be defined as maximum acceleration reduction, since the applied force is variable
over time. For this purpose, the maximum elastic dynamic response of a structural
system is described by means of the elastic spectra in which for every natural period
the maximum acceleration acting on the system is reported. In Sect. 12.2, the elastic
spectrum for a generic dynamic excitation will be discussed in detail. Now it is
generically introduced in order to explain how the maximum dynamic response of
a system depends on it. In addition, the acceleration reduction on an elasto-plastic
system is defined according to three criteria based on the period value (Leelataviwat
et al. 2009). According to the results of numerical investigations, the following
criteria are proposed:

– Equal displacement criterion. It is valid for high value of vibrational period (T >
0:5 s).

According to Fig. 5.9a, the structure period is defined by Eq. 5.30.

q D umax

uy
D 
 (5.30)

– Equal energy criterion. It describes the acceleration reduction for medium period
(0:1s < T < 0:5 s).

F

a b

F

Fe Fe

E1

E2

Fy Fy

uy uy ue uuue  umax umax−∼

Fig. 5.9 Equal displacement criterion (a) and equal energy criterion (b)
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Referencing Fig. 5.9b, the following energy equilibrium expression is
obtained (Eq. 5.31).

E1 D E2 ! 

Fe � Fy

� �


ue � uy

�

2
D Fy � .umax � ue/ (5.31)

Equation 5.32 reports the structure factor deduced from the previous expression.

q D p
2 � 
 � 1 (5.32)

– Equal acceleration criterion. It is valid for low value of vibrational period (T <
0:1 s).

For equal acceleration criterion there is no a reduction, then the over strength
factor is equal to one (Eq. 5.33).

q D 1 (5.33)

It is possible to observe how the structure factor depends on the ductility property
of the system.
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Chapter 6
Distributed Mass and Elasticity Systems

Abstract Typical problems of discretized systems (e.g. lumped mass systems) have
been analyzed in the previous chapters. In some real cases, the simplified approach
of lumped masses is not feasible, then an infinite number of DOFs have to be
considered in the analyses. The dynamic problem of systems with distributed mass
and elasticity are formulated in this chapter. A Simple structure is considered in
order to provide the closed form solution for both free vibrations and forced system
analyses.

6.1 Introduction

Many structural systems can be discretized as lumped mass physical models (e.g.
multistory buildings) since they are composed of massless flexible elements and
infinite rigid diaphragms in which the mass is concentrated. When a structure has an
almost uniform distributed mass and stiffness (Stokey 1988), the idealization of the
lumped masses cannot be used. In these cases, the problem becomes more complex
because the DOFs are infinite. In the following section, the generic undamped beam
element with distributed mass and elasticity will be studied (Fig. 6.1).

In order to write the dynamic equilibrium with respect to the vertical direction
(Eq. 6.1), let’s consider the differential element of the beam in Fig. 6.1.

dV

dx
� dx D p.x; t/ � m.x/ � d2u

dt2
(6.1)

If the rotational inertia contribution is neglected, the rotational equilibrium
equation is similar to the static equilibrium equation and the following relation can
be deduced (Eq. 6.2).

V D dM

dx
(6.2)
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Fig. 6.1 Elementary scheme of distributed mass and elasticity beam

In addition, if the shear deformation is assumed equal to zero (Bernoulli beam
element) and the flexural stiffness is constant, it is possible to define Eq. 6.3.

M D EI � d2u

dx2
(6.3)

According to Eqs. 6.2 and 6.3, the equilibrium dynamic equation can be rewritten
as given by Eq. 6.4 (Truesdell 1984).

m.x/ � d2u

dt2
C EI � d4u

dx4
D p.x; t/ (6.4)

6.2 Vibrational Modes Analysis

Starting from Eq. 6.4, in the free vibration case (q.x; t/ D 0) it is possible to apply
the coordinate transformation similarly to the MDOFs systems case. In this case the
equilibrium equation can be expressed as shown in Eq. 6.5.

m.x/ � �.x/ � Rq.t/C EI � �IV.x/ � q.t/ D 0 (6.5)

Dividing by the term m.x/ � �.x/, the ratio between Rq.t/ and q(t) is defined
(Eq. 6.6).

Rq.t/
q.t/

D � EI � �IV.x/

m.x/ � �.x/ D �!2 (6.6)

Thus, the equation of motion can be rewritten in the form given by Eq. 6.7.

EI � �IV.x/ � !2 � m.x/ � �.x/ D 0 (6.7)
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It is noticeable that the system is characterized by an infinite number of natural
vibrations and modal deformed shape. Supposing the mass as the constant (m(x) =
m), the equation becomes as expressed below (Eq. 6.8).

�IV.x/ � ˇ4 � �.x/ D 0 ! ˇ4 D !2 � m

EI
(6.8)

Since it is a 4th order differential equation with constant coefficients, the general
solution can be given by Eq. 6.9.

�.x/ D C1 � sin.ˇ � x/C C2 � cos.ˇ � x/C C3 sinh.ˇ � x/C C4 cosh.ˇ � x/ (6.9)

Thus, the complete dynamic solution is given by Eq. 6.10

u.x; t/ D q.t/ � ŒC1 � sin.ˇ � x/C C2 � cos.ˇ � x/C C3 sinh.ˇ � x/C C4 cosh.ˇ � x/�
(6.10)

The application of the boundary conditions leads to evaluation of the four
constants (C1;C2;C3 and C4). The parameters are obtained as the nontrivial solution
of the equation reported above. Finally, the natural frequencies are calculated and
from their values, the modal deformed shape will be obtained. Lets consider the
simple cantilever element shown in Fig. 6.2 for which the boundary conditions
expressed in Eq. 6.11 are defined.

8
ˆ̂̂
ˆ̂̂
<

ˆ̂̂
ˆ̂̂
:

u.0/ D 0

du

dx
.0/ D 0

V.L/ D 0

M.L/ D 0

!

8
ˆ̂̂
ˆ̂̂
ˆ̂̂
<̂

ˆ̂̂
ˆ̂̂
ˆ̂̂
:̂

�.0/ D 0

d�

dx
.0/ D 0

d3�

dx3
.L/ D 0

d2�

dx2
.L/ D 0

(6.11)

X

L

y

EI

Fig. 6.2 Cantilever beam with distributed mass and elasticity
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By including the boundary conditions reported above, the Eq. 6.12 is obtained.

8
ˆ̂<

ˆ̂:

C2 C C4 D 0

ˇ � .C1 C C3/ D 0

C1 � .sin.ˇ � L/C sinh.ˇ � L//C C2 � .cos.ˇ � L/C cosh.ˇ � L// D 0

C1 � .cos.ˇ � L/C cosh.ˇ � L// � C2 � .sin.ˇ � L/ � sinh.ˇ � L// D 0

(6.12)

The two first equations define simple relations between the constants, while the
last two equations can be written in the following system form (Eq. 6.13).

�
sin.ˇ � L/C sinh.ˇ � L/ cos.ˇ � L/C cosh.ˇ � L/
cos.ˇ � L/C cosh.ˇ � L/ � sin.ˇ � L/C sinh.ˇ � L/


 �
C1
C2

�
D

�
0

0

�
(6.13)

Naturally, the problem is solved as nontrivial solution by imposing the deter-
minant of the coefficients matrix to be equal to zero, whence the following
characteristic equation is obtained (Eq. 6.14).

1C cos.ˇ � L/ � cosh.ˇ � L/ D 0 (6.14)

Since it is not possible to find a simple mathematical solution from Eq. 6.14, the
Eq. 6.15 represents the first three numerical solution values.

ˇ1 D 1:875

L
I ˇ2 D 4:694

L
ˇ3 D 7:855

L
� � � (6.15)

Thus, the natural frequencies can be evaluated (Eq. 6.16).

!1 D 3:52 �
r

EI

m � L4
!2 D 22:03 �

r
EI

m � L4
!3 D 61:70 �

r
EI

m � L4
� � � (6.16)

Substituting the generic ith�ˇ coefficient in the Eq. 6.9 and imposing the two
boundary conditions, Eq. 6.17 depending on the arbitrary coefficient C1 (or C2) is
obtained.

�i.x/ D C1 �
�

cosh.ˇi � x/� cos.ˇi � x/� cosh.ˇi � x/C cos.ˇi � x/

sinh.ˇi � x/C sin.ˇi � x/
� .sinh.ˇi � x/� sin.ˇi � x//



(6.17)

Figure 6.3 illustrates the first three vibrational modes of the cantilever beam
considered.

Similar to the case of the lumped mass system, the dynamic response of the beam
can be obtained as a linear combination of the modes (Eq. 6.18),

u.x; t/ D
1X

iD1
�i.x/ � qi.t/ (6.18)
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Fig. 6.3 First three vibrational modes of the cantilever beam

where qi.t/ represents the modal coordinates associated with the vibrational mode
i. From this definition, according to the force-displacement relations, the bending
moment and shear functions can be evaluated (Eq. 6.19).

M.x; t/ D �
1P

iD1
EI � �II

i .x/ � qi.t/

V.x; t/ D �
1P

iD1
EI � �III

i .x/ � qi.t/
(6.19)

6.3 Vibrational Modes Analysis of Forced Systems

For a generic forced system, the dynamic equilibrium equation can be expressed by
Eq. 6.20.

1P
iD1

m.x/ � �i.x/ � Rqi.t/C EI �
1P

iD1
�IV

i .x/ � qi.t/ D F.x; t/ (6.20)

Multiplying both terms in Eq. 6.20 by the generic modal function and then
integrating over the total length of the element, the following equation is obtained.

Rqi.t/ �
LR

0

m.x/ � .�i.x//
2 � dx C EI � qi.t/ �

LR

0

�i.x/ � �IV
i .x/ � dx D

LR

0

F.x; t/ � �i.x/ � dx (6.21)

All the terms where �h.x/ and �i.x/ appear with h ¤ i are equal to zero according
to the orthogonality of the modes. Thus, the dynamic equilibrium equation can be
rewritten in terms of generalized characteristics in Eq. 6.22,

Rqi.t/ � Mi C qi.t/ � Ki D Fi (6.22)
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where the coefficients expressed with n index represent the generalized mass,
stiffness and force for the generic mode i of the system. Equation 6.23 defines their
mathematical expressions,

Mi D
LR

0

m.x/ � .�i.x//
2 � dx

Ki D
LR

0

EI.x/ � 

�II

i .x/
�2 � dx

Fi D
LR

0

F.x; t/ � �i.x/ � dx

(6.23)

where the term Ki has been rewritten by applying the integration by part. The
associated natural frequency is obtained by the ratio between the generalized
stiffness and mass (Eq. 6.24).

Ki

Mi
D !2i (6.24)

The expression of the equation of motion in terms of generalized characteristics
defines a generic formulation of the problem. Thus, the dynamic solution (in terms
of displacements and internal actions) will be evaluated by means of the linear
combination of infinite modes. It is important to remember that each of them
represents a generalized and independent SDOF system. In addition, if the external
excitation is due to an earthquake, the generalized force is given by Eq. 6.25.

Fi D �Rug.t/ �
LZ

0

m.x/ � �i.x/ � dx (6.25)
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Chapter 7
Generalized SDOF Systems

Abstract The chapter introduces the concept of generalized systems. A brief intro-
duction of the Lagrangian approach applied to the mechanical systems is provided.
Furthermore, some numerical examples are reported (system with distributed mass
and elasticity, system with distributed elasticity and lumped mass, and general
systems).

7.1 Lagrangian Approach

In the previous chapter, the generalized characteristics of a system have been
introduced. They represent the parameters (mass, stiffness and force) associated
with a specific vibrational mode of the system. The name generalized comes from
the Lagrangian mechanics (Lagrange 1811) where the univocal state of a physical
system is expressed by the generalized coordinates (Batchelor 2000). Consider
a mechanical system having n DOFs described in a generic reference system
with order m and coordinates x. Every variable x can be expressed in terms of a
generalized variable qi (Eq. 7.1).

8
ˆ̂̂
<̂

ˆ̂̂
:̂

X1 D f .q1; q2; : : : ; qn/

X2 D f .q1; q2; : : : ; qn/

: : : ::

Xm D f .q1; q2; : : : ; qn/

(7.1)

The number of generalized coordinates is equal to the number of DOFs of the
system. In addition, it can be observed that each generalized coordinate is linearly
independent from the others, therefore they only depend on the time .q D q.t//.
From this property, Eq. 7.2 can be obtained.
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Fig. 7.1 Pendulum system

dxj.t/

dt
D

nX

iD1

dxj

dqi
� dqi

dt
D

nX

iD1

dxj

dq1
� Pqi (7.2)

As an example, let’s consider the pendulum illustrated in Fig. 7.1, for which the
generic position is defined by means of the coordinates xm and ym of the mass.

The motion of the mass is described by the variable � that is the generalized
coordinate of the system (DOFs = 1). Equation 7.3 can be derived.

(
xm D L � sin.�/

ym D L � cos.�/
(7.3)

The first equation is identically satisfied while the second one is reported below
(Eq. 7.4),

m � Rym C m � g � cos2.�/ D m � g (7.4)

where, the acceleration Rym can be expressed as given by Eq. 7.5.

Rym D d

dt

�
dym

d�
� P�

	
D dym

d�
� R� D �L � sin.�/ � R� (7.5)

Thus, the equilibrium dynamic equation is expressed as given by Eq. 7.6,

�m � L � sin.�/ � R� C m � g � cos2.�/ D m � g (7.6)
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while the angular acceleration is given by Eq. 7.7.

R� D �g � .1 � cos2.�//

L � sin.�/
D � g

L
� sin.�/ (7.7)

The same result can be obtained if the equation of motion is written directly in
terms of (Eq. 7.8).

Io � R� C m � g � cos2.�/ D m � g (7.8)

Where Io represents the polar inertia mass with respect to the pole O (Eq. 7.9).

Io D m � L2 (7.9)

Thus, Eq. 7.10 is obtained.

m � L2 � R� C m � g � sin.�/ � L D 0 ! R� D � g

L
� sin.�/ (7.10)

7.2 Approximated Solution

For a complex system with distributed mass, the dynamic solution can be obtained as
a linear combination of infinite vibrational modes. In order to simplify the problem,
it is possible to pass from an infinite DOFs system to a generalized SDOF system.
This procedure comes from the possibility of describing a generic body motion
through few simplified generalized coordinates. Even the shape functions have to be
defined in order to obtain the dynamic response. These shape functions have to be
evaluated by modal analysis, but they can be approximatively assumed according
to some considerations. Naturally this approach gives exact results for systems
composed by rigid bodies (univocal shape function), but it is approximate for
flexible systems. As an example, let’s consider the following rigid body (Fig. 7.2).

The generalized coordinate has been expressed as qv.t/. The displacement
function v.x/ is expressed as reported in Eq. 7.11.

v.x/ D �.x/ � qv.t/ (7.11)

The definition of the shape function �.x/ is required to obtain the dynamic solution
for the considered system. Since the body is a rigid bar, it is possible to select the
following exact expression of the shape function (Eq. 7.12).

�.x/ D x

L
(7.12)
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Fig. 7.2 Rigid body subjected to an external dynamic force (a) and the imposition of the
generalized coordinate (b)

The dynamic response of the rigid body is given by Eq. 7.13.

v.x/ D x

L
� qv.t/ (7.13)

The associated equation of motion can be derived (Eq. 7.14).

m.b/ � x

L
� Rqv.t/C k.b/ � x

L
� qv.t/ D F.t/.b/ (7.14)

The mass, stiffness and external force coefficients have to be defined. Since the
equation of motion has been written with reference to the generalized coordinate
assumed for the point B, according to the definition of the mass and stiffness
property the following values are deduced (Eq. 7.15).

k.b/ D k

m.b/ D m

3

(7.15)

Figure 7.3 graphically explains the definitions of the previous coefficients.
Therefore, the equation of motion is given below (Eq. 7.16).

1

3
� m � x

L
� Rqv.t/C k � x

L
� qv.t/ D F.t/ (7.16)

7.2.1 Example 1: System with Distributed Mass and Elasticity

Let’s consider the cantilever beam analyzed in Chap. 8 for which the gener-
alized coordinate is applied at the free point of the element (Fig. 7.4). In this
case, the definition of a shape function is not exact, because it depends on

(continued)
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Fig. 7.3 Definition of the
stiffness (a) and mass (b)
coefficients for the
generalized system

an infinite number of modes. Since it is known that the first mode is always
predominant for uniformly distributed mass and stiffness systems, the shape
function can be assumed equal to the first vibrational mode. For the cantilever
beam, it was observed that the mathematical expression of the vibrational
modes is complex and has to be solved numerically.

Generally, the shape function is chosen in order to respect the boundary
conditions and the real elastic behavior. For this purpose, the shape function
of the cantilever beam can be deduced as flexural deformed shape due to a
unitary force applied to the free node (Eq. 7.17).

�.x/ D x2

2 � L2
� .3 � x

L
/ (7.17)

This expression is externally and internally compatible since it is defined from
the static analysis by imposing the given boundary conditions. According

(continued)
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Fig. 7.4 Generalized cantilever system

to the Eq. 7.22, the equation of motion is expressed in terms of generalized
characteristics (Eq. 7.18).

Qm � Rq.t/C Qk � q.t/ D F.t/ (7.18)

Thus, the generalized mass, stiffness and force can be evaluated (Eq. 7.19).

Qm D 0:24 � m

Qk D 3
EI

L3

QF D 0:38 � F.t/

(7.19)

A uniformly distributed load was assumed and thus Eq. 7.20 is given.

0:24 � m � Qq.t/C 3 � EI

L3
� q.t/ D 0:38 � p.t/ � L (7.20)

In addition, the natural frequency of the generalized system can be deduced
(Eq. 7.21).
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Table 7.1 Geometric and mechanical properties for the cantilever beam

E[MPa] L[m] b[m] h[m] p[kg/m3]

20,000 5.00 0.2 0.5 2500

Q! D
s

Qk
Qm D 3:53

L
�
r

EI

m � L
(7.21)

According to Eq. 7.19, the internal moment and shear are shown in Eq. (7.22).

M.x/ D �EI � �II.x/ � q.t/ D �3 � EI

L2
� .1 � x

L
/ � q.t/

V.x/ D �EI � �III.x/ � q.t/ D �3 � EI

L3
� q.t/

(7.22)

Let’s consider a numerical example. In Table 7.1 the geometric and mechani-
cal characteristics are summarized.

Moreover b and h represent the dimensions of the cross section for the
cantilever beam. Thus, with respect to the main central axis for which the
inertia moment is maximum, the generalized properties can be evaluated as
given by Eq. 7.23.

8
<

:
Qm D 0:24 � � � L � h � b D 240Kg

Qk D 3 � EI
L3

D 3 � E� b�h3
12

L3
D 512;000N/m

(7.23)

Natural frequency and period are calculated and reported in Eq. 7.24.

Q! D 46:19 rad/s ! QT D 0:14 s (7.24)
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7.2.2 Example 2: System with Distributed Elasticity and
Lumped Mass

Let’s consider now the three DOF system studied in Sect. 4.6.1 (Fig. 4.17).
The three multistory shear type buildings are considered as a lumped mass
system, but in this case it will be treated as a generalized system. The
top displacement is chosen as generalized coordinate (q(t)=q3(t)). Since the
system has an almost regular uniformly distributed mass and stiffness, the first
mode will be predominant. For this reason, it can be used as shape function
(Eq. 7.25).

�T D �T
1 D .0:45; 0:80; 1/ (7.25)

In this case, the integral expressions are substituted by the series relations
(Eq. 7.26).

8
ˆ̂̂
ˆ̂̂
<

ˆ̂̂
ˆ̂̂
:

Qm D
nD3P
iD1

mi � .�1i/
2

Qk D
nD3P
iD1

ki � .�1.i/ � �1.i�1//2

QF D
nD3P
iD1

Fi.t/ � �1i

(7.26)

Thus, the generalized mass, stiffness and force are evaluated for the case study
(Eq. 7.27).

8
ˆ̂<

ˆ̂:

Qm D m � .0:452 C 0:352 C 12/ D 1:84 � m D 73;700 kg
Qk D 36 � EIc

h3
� .0:452 C 0:352 C 0:22/ D 13:14 � EIc

h3
D 9:86 � 103 N/m

QF D F.t/ � .0:45C 0:80C 1/ D 2:25 � F.t/
(7.27)

The natural frequency can be calculated (Eq. 7.28).

Q! D 11:56 rad/s ! QT D 0:54 s (7.28)
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Obviously, the same natural frequency and period that is associated with
the first mode has been obtained. Suppose we consider the same structure
subjected to an earthquake excitation: now the generalized problem will be
solved considering as shape function a linear combination of the three modes
with participating mass normalized with respect to the maximum value as
coefficients (Eq. 7.29).

� D �1 � g1 C �2 � g2 C �3 � g3 (7.29)

Normalizing with respect to the component associated to the top DOF,
Eq. 7.30 is obtained.

� D �1 � g1 C �2 � g2 C �3 � g3 (7.30)

Thus, the generalized properties can be evaluated (Eq. 7.31).

8
ˆ̂<

ˆ̂:

Qm D 3:42 � m D 738;000 kg
Qk D 36 � EIc

h3
D 67:26 � EIc

h3
D 5:05 � 107 N/m

QF D �3:16 � RUg � m

(7.31)

The natural generalized frequency and period are given by Eq. 7.32.

Q! D 19:20 rad/s ! QT D 0:33 s (7.32)

In this case the generalized problem gives the exact solution since the shape
function has been evaluated with respect to the real contribution of each mode.
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Fig. 7.5 Dynamic complex
system

7.2.3 Example 3: General Systems

In this paragraph a complex MDOF system will be analyzed with the
generalized approach (Fig. 7.5).

The problem is solved by assuming the vertical time displacement of point
B as a generalized coordinate. The first problem is represented by the shape
functions for the rigid and flexible body

Figure 7.6 illustrates a compatible deformed configuration for the system, in
which the term represents the mass per surface of the square element.

The unknown generalized coordinates qI and qII are defined by the imposition
of equilibrium equations for the two bodies (Eq. 7.33).
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Fig. 7.6 Compatible deformation (a) and internal actions (b)

(
.I/˙MD D 0 ! c � PqI

L � k � .qI � qII/ � L C 2
3

� m � RqI � L � F.t/ � L D 0

.II/˙Fv D 0 ! k � .qI � qII/C EI
3�L3 � qII D 0

(7.33)

From the second equation, it is possible to evaluate the following relationships
(Eq. 7.34).

qI D qII

�
1 � EI

3 � k � L3

	
(7.34)

Substituting this definition into the first equation, the following result is
obtained (Eq. 7.35).

RqII � 2
3

� m � L �
�
1 � EI

3 � k � L3

	
C PqII � c

L
�
�
1 � EI

3 � k � L3

	
C qII � EI

3 � L2
D F.t/ � L

(7.35)

From this equation, it is possible to define the generalized mass, stiffness and
damping (Eq. 7.36).
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8
ˆ̂<

ˆ̂:

Qm D 2
3

� m � 

1 � EI

3�k�L3
�

Qc D c
L2

� 

1 � EI

3�k�L3
�

Qk D EI
3�L3

(7.36)

Finally, the equation of motion is given (Eq. 7.37).

Qm � RqII C Qc � RqII C Qk � RqII D F.t/ (7.37)
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Part II
Introduction to Earthquake Engineering



Chapter 8
Seismology and Earthquakes

Abstract The chapter provides a large overview on seismology. The earthquake
genesis, waves propagation and attenuation relationships are discussed. From the
engineering point of view, the characterization of an earthquake is a key point.
Thus, a detailed description of the ground motion and seismological parameters
is provided.

8.1 Basic Concepts of Seismology

8.1.1 Earthquake Genesis

8.1.1.1 Internal Structure of the Earth

The earth’s structure is composed of five layers with different mechanical and
physical characteristics. The outermost layer is called the crust and has a thickness
of 25–40 km below the continents and of 5 km beneath the oceans. The earth’s crust
is composed of resistant material such as basaltic and granitic rock. Under the crust,
the mantle layer is extended for 2850 km and can be divided into upper mantle and
lower mantle. In this layer, high temperatures are achieved (2250 ıC in average)
and the materials have a viscous semi-molten behavior. Thus, the mantle’s materials
behave like a solid if they are subjected to impulsive stress and like a fluid when
they are subjected to static stress. A further internal layer with 2260 km of thickness
is called the outer core and it is at liquid state. The innermost layer is the inner
core (solid core), which is dense and subjected to very high pressure at 2760 ıC.
Figure 8.1 illustrates the internal composition of the earth.

8.1.1.2 Plate Tectonics

In 1915 Wegener introduced the continental drift theory according to which the
continents were places with respect to each other. Wegener believed that over
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Fig. 8.1 Internal structure of the earth

Fig. 8.2 Pangea continent (Wegener’s theory of continental drift)

200 million years ago the earth had only one large continent called Pangea
(Fig. 8.2). This region broke into different pieces that slowly drifted until the current
continental configuration.

The theory of continental drift was widely accepted after 1960 when the current
seismographs and new techniques were used in order to investigate the ocean
floor. These searches lead to evidence of historical movement of the continents
according to the Wegener’s theory that suggested images of massive continents
pushing through the seas and across the ocean floor. From this scientific background,
a modern theory of plate tectonics evolved, according to which the earth’s surface is
divided into a number of large and massive blocks called plates that are subjected to
relative movements. Figure 8.3 shows the six major tectonic plates and the fourteen
subcontinental plates.
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Fig. 8.3 Major tectonic plates (Fowler 1990)

Smaller micro-plates are individuated near to the major plate boundaries. Since
the tectonic plates move relatively to one another, the quite slow deformation
between plates occurs only in narrow zones in proximity of their boundaries. The
result of a rapid relative deformation (called seismic deformation) is the earthquake,
while if it occurs slowly and continuously it is called aseismic deformation. The
earthquake epicenter map representative of the worldwide seismicity confirms the
hypothesis of tectonic deformation located close to its boundary (Fig. 8.4).

The cause of the movement can be found in a thermo-mechanical equilibrium
of the earth’s materials. In fact, the upper part of the mantle is in contact with the
cooler portion of the crust while the lower portion is located near to the hot outer
core. The temperature differences inside the mantle produce a variation of material’s
density that leads to an unstable situation in which the denser material sinks under
the action of gravity, while the less dense material tends to rise up. This movement
continuously occurs since the cooler material gradually becomes less dense and vice
versa for the warmer materials. Thus, convection currents occur inside the mantle
(Fig. 8.5) and they lead to the movement of the plate tectonics.
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Fig. 8.4 Worldwide seismic activity (Bolt 1988)

Fig. 8.5 Convection currents
in the mantle (Noson et al.
1988)

Since the masses of the movable block are extremely wide, the plate’s movement
produces a very large driving force. The nature of the earthquakes depends on the
plate boundaries, which can be divided into three different types:

- Spreading ridges
When two adjacent plates move in opposite directions, the molten rock

(magma) coming from the upper mantle rises to the surface becoming solid
because of the temperature reduction. Thus, the accumulated solidified mantle
material grows over the years and it shapes the spreading ridge. This type of
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Fig. 8.6 Spreading ridge boundary in an earth’s cross section (a) and in a 3D view (b)

boundary plate is located in the oceanic zone, where the crust is not very thick.
Thus, usually these are called oceanic spreading ridge. Another phenomenon
termed ridge push or slab pull contributes to the movement of plates. It is
caused by the fact that the density of the oceanic crust is greater than the one of
lower mantle, which is capable of creating a traction force downward. Figure 8.6
illustrates the spreading ridge with referring to slab pull phenomenon. The thin
crust located in the vicinity of the spreading ridge is formed by the slow upward
movement of magma or by means of the quick ejection of magma during the
seismic activity.

- Subduction zones
According to the constancy of the earth’s mass, the creation of new plate

material at spreading ridges must be balanced by the consumption of plate
material at other locations that are called subduction zones. In this part of
the earth, one plate moves downward, under the other one. Since the oceanic
crust is colder and denser than the continental one, generally it sinks under the
continental crust (Fig. 8.7).

- Transform faults (strike-slip)
When the plates move each other without creating or consuming crust

portion, the associated plate boundary is called a transform fault. The tangential
movement along the transform fault is the main cause of earthquakes. Generally
they are located orthogonally to two oceanic ridges and they are characterized by
scarps or depressions (Fig. 8.8).

The arrows on Fig. 8.8 represent the movement direction along the transform
fault (grey arrows) and along the ridge crests (black arrows). From these
movements, it is possible to identify two crust zones that move between one
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Fig. 8.7 Subduction zone
between oceanic and
continental crust

Fig. 8.8 Transform fault (strike-slip)

another (Area 1 and Area 2). The main example of a transform fault (strike-slip)
is San Andreas fault that connects the East Pacific ridge (Mexico) with the Juan
de Fuca ridge (Washington State).

8.1.1.3 Faults

In some regions, plate boundaries are not easily distinguishable since they are spread
out with the edges of the plates broken to form micro-plates inside the main larger
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plates. The local fractured portion of the crust is called the fault and along it is where
movement occurs. The length of a fault varies from several meters to hundreds of
kilometers and its depth can extend up to ten kilometers. In many cases, the fault
rupture does not reach the earth’s surface or is otherwise extended along a notable
length on the surface. The presence of a depth or superficial fault does not means
that in that region an earthquake will occur. In other words, it is important to detect
if a fault can be considered active or inactive. For this purpose, the most common
criterion is the one proposed by Slemmons (1977), which determines an active fault
by referencing the elapsed period of time since the most recent fault movement.
According to this definition, some scientific authorities use different time periods
ranging between 35,000 years and 100,000 years. The active faults confined within
the earth’s crust are generically called seismogenic faults. In addition, the fault
generating movement near or on the topographic surface are called capable faults.
A generic fault is described by means of geometric and kinematic parameters that
will be discussed in Sect. 8.1.2.

8.1.1.4 Elastic Rebound Theory

As discussed in the previous paragraphs, in most cases the relative plate movements
occur near the boundary zones. During the movement process, elastic strain energy
is stored in the materials as shear stresses on the fault plane that separates the
plates. When shear stress reaches the shear strength of the fault material, the
accumulated strain energy is released, leading to the material failure, following the
elastic rebound theory (Reid 1911). Of course, the mechanical characteristics of
the rock materials affect the failure process. For ductile and weak rocks, only little
strain energy is stored and when it is released slowly it causes aseismic movement.
On the contrary, a sudden failure process is activated for strong and brittle materials
(Fig. 8.9). In this case, part of the released energy is dissipated thermally, while the
remaining part generates stress waves that are felt as earthquakes.

After the release of energy, a fault dislocation occurs since one portion moves
relatively to the other. The three representative steps describing the elastic rebound
theory are shown in Fig. 8.10.

Faults are not uniform and therefore both strong and weak zones can exist over
the surface. In fact, the rupture surface manifests some irregular strong zones due
to the asperity that influences the total contact area between the two surfaces of the
faults. Obviously, if a surface has a wide presence of asperities, the shear stress is
concentrated on a large area, but in the opposite case the shear stress is applied to a
small amount of asperities (Fig. 8.11).

From Fig. 8.11a it is possible to notice how the shear stress is almost uniformly
distributed since the asperity is widely located on the rupture surface. The asperity
model was proposed by Kanamori (1977) to explain the earthquake genesis mecha-
nism. According to this model, the release of energy is governed by the distribution
of the asperities. The shear strength can be achieved only for one asperity or for a set
of them, causing its failure and a redistribution of the stress on the weak zones. This
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Fig. 8.9 Effects of energy release on ductile and weak material (a) and in strong and brittle
material (b)

Fig. 8.10 Three steps described by elastic rebound theory

Fig. 8.11 Surface with diffused asperity (a) and with modest asperity (b)
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process produces feeble wave propagation on the surface, called fore-shocks. When
the shear strength is reached for the resistant part of the rupture surface, the sudden
release of energy occurs in terms of main-shock. Another model complementary to
the previous one was proposed by Aki (1984) (Barriers model) and it is based on
the assumption of an inhomogeneous stress distribution along the fault surface. The
failure phenomenon is governed by particular zones called barriers, in which stress
intensification can occur. Thus, the fracture process starts from the weakest zones
and propagates towards the barriers. When shear resistance is reached on the weak
zones, the release of energy leads to the main shock. Progressively the stress on the
fault surface adjusts to the new uniform distribution, causing the aftershocks.

8.1.1.5 Seismic Gap

According to the elastic rebound theory, the occurrence of an earthquake depends on
the energy heap process. Thus, the probability of the occurrence of an earthquake on
a particular fault segment is related to the elapsed period, since the last earthquake
has occurred. In addition, the released energy is another important parameter in the
prediction of the earthquake occurrence. By considering the fault movement and the
historical earthquakes along a fault, it is possible to estimate gaps in seismic activity
for the analyzed fault segment. It is also possible not having a gap for a zone in
which wide earthquakes have occurred, because the considered segment fault has
been affected by an aseismic motion.

8.1.2 Seismological Parameters

A seismic event is described by means of three acceleration history components
(NS, WE and UD) which define the accelerations trend in the time domain for
a seismic station. The acceleration history on the earth’s surface is recorded by a
seismograph. It is composed by a simple pendulum joined with a recording system
(Fig. 8.12).

When a seismic event occurs, the associated wave causes the movement of the
support system. The different stiffness and mass characteristics between pendulum
and support causes a relative motion (ground motion) recorded on the rotating
drum by means of a little pen installed on the pendulum. Figure 8.13 illustrates
a generic ground motion record on a seismic station. The figure shows the different
waves contributions to the motion (P-waves, S-waves and surface waves). The wave
characteristics will be discussed in detail in Sect. 8.1.3.

From this figure, it can be observed that the first part of the acceleration time
history is caused by the P-waves. After a time interval, the S-waves and surface
waves occur. This aspect is related to the different velocity values of accelerations
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Fig. 8.12 Simple scheme of
pendulum seismograph

Fig. 8.13 Typical seismic accelerations record

(Eq. 8.1), while the delay between arrival of S-waves (�Tps) depends on the distance
between the seismic station and the hypocenter.

VP > VS > VR (8.1)

where VP, VS and VR represent the velocity of P-waves, S-waves and Rayleigh
waves, respectively. The time interval �TPS can be used to estimate the epicentral
distance (Repi) with respect to the seismic station (Eq. 8.2).

Repi D VPVS

VP � VS
�TPS (8.2)
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Fig. 8.14 Example of evaluation of approximated epicenter

The localization of the epicenter allows the evaluation of the epicentral distance
for three different seismic stations and defines the intersection among the three
respective circles with radius equal to its own value of distance (Fig. 8.14).

The acceleration time histories give local information on the earthquake, but
they cannot characterize the seismic source. One of the most important parameters
describing a seismic event is its intensity. It can be based on the seismic effects
(qualitative approach) or on the instrumental measures (quantitative approach). In
the first case, the seismic intensity is deduced by referring to the building damages,
loss of human life, geomorphological variations and so on. One of the most used
macro-seismic scales was proposed by Mercalli, Cancani, and Sieberg in 1930. It is
based on the definition of 12 intensity degrees describing a typical recorded effect
(Fig. 8.15).

However, this scale is not objective and cannot be used as a source parameter. A
quantitative approach is preferred for defining the earthquake scenario. Taking into
account the geometric and energetic characteristics of the earthquake source, it is
possible to define the seismic intensity by means of a parameter called magnitude
(M). In 1930 Richter et al. (1990) proposed a parameter called local magnitude (ML)
based on the instrumental measures on the ground surface. Analytically, the local
magnitude is defined as the logarithmic difference between a reference amplitude
(A0) and a measured peak amplitude (A) for a specific distance (Eq. 8.3).

ML D log.A/ � log.A0/ (8.3)

The term (A0) represents the maximum amplitude for a Wood-Anderson seismo-
grapher 100 km far from the epicenter. Moreover, the moment magnitude (MW ) is
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Fig. 8.15
Mercalli-Cancani-Sieberg
scale

Detected only by sensitive instruments

objects may swing

I

II

III

IV

V

VI

VII

VIII

IX

X

XI

XII

Felt by few persons at rest, especially

Felt noticeably indoors, but not always

on upper floors; delicately suspended

recognized as earthquake; standing autos
rock slightly, vibration like passing truck

Felt indoors by many, outdoors by few, at
night some may awaken; dishes, windows,
doors disturbed; autos rock noticeably

Felt by most people; some breakage
of dishes, windows, and plaster;
disturbance of tall objects

Felt by all, many frightened and run
outdoors; falling plaster and chimneys,
damage small

Everybody runs outdoors; damage to
buildings varies depending on quality of
construction; noticed by drivers of autos

Panel walls thrown out of frames; fall of
walls, monuments, chimneys; sand and
mud ejected; drivers of autos disturbed

Buildings shifted off foundations,
cracked, thrown out of plumb; ground
cracked; underground pipes broken

Most masonry and frame structures
destroyed; ground cracked, rails
bent, landslides

Few structures remain standing; bridges
destroyed, fissures in ground, pipes
broken, landslides, rails bent

Damage total; waves seen on ground
surface, lines of sight and level
distorted, objects thrown up in air

used to describe the energy release during the seismic event by means of the seismic
moment (M0) and is expressed in Eq. 8.4

MW D 2

3
log.M0/ � cost: (8.4)

where cost. is a constant equal to 6 for moment magnitude expressed in N � m or
10.7 for moment magnitude expressed in dyne � cm. The energy release in the event
is defined by means of M0 and is proportional to the crustal characteristics for the
rupture plane as shown in the Eq. 8.5.

M0 D G�uA (8.5)

where G is the shear modulus of the crustal material, A represents the rupture area
and�u is the mean value of the coseismic sliding along the rupture plane (Fig. 8.16).
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Fig. 8.16 Area of the rupture
plane (A) and coseismic
sliding (�u) in a normal-fault

Two other magnitude scales are used to provide information about the body
wave magnitude (Mb) and the surface wave magnitude (MS). The expression of the
aforementioned parameters (Eqs. 8.6 and 8.7) are reported and discussed below

Mb D log .
A

Tb
/C corr.D; h/ (8.6)

MS D log .
A

TS
/C corr.D; h/ (8.7)

where A represents the amplitude of the ground motion and Tb and TS are the period
of the body-wave and of the surface-wave, respectively. It can be observed that
the first term of the two equations is proportional to the energy of an oscillator by
means of the ratio between amplitude and period. The term indicated with corr(D,h)
is a correction to be applied in order to take into account the waves attenuation
phenomena proportionally to the fault depth (h) and to the distance (D) between
station and epicenter. In Fig. 8.17 the comparisons between the above discussed
types of magnitude scales and the moment magnitude are reported to emphasize
the differences in the range of high values of magnitude. In fact, it is possible to
observe that the moment magnitude is the unique parameter that does not suffer
from saturation, while the other ones reach the saturation for values of magnitude
greater than 5–6. This problem is due to the incapability of the seismographs to
record the long period fluctuations generated by the earthquakes with high energy.

The release energy during a seismic event is one of the interesting parameters
to be estimated. It considers a generic particle subjected to a harmonic excitation
with amplitude A and period T. For a particle with distance d from the source of the
excitation, its total energy (E) can be written as in the Eq. 8.8.

log .E/ D log .F.d; �;V//C log.
A

T
/ (8.8)
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Fig. 8.17 Comparisons
between moment magnitude
(MW ) and the other scale
magnitude
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where the function F.d; �;V/ depends on the distance (d), the density of the
perturbed element (�) and on the propagation velocity (V). Since the amplitude
A is strongly dependent on the seismic intensity, a correlation between energy and
magnitude of the seismic event has been observed experimentally. Gutenberg and
Richter proposed an empirical relationship between magnitude MS and energy E
(Eq. 8.9).

log .E/ D 11:8C 1:5Md (8.9)

This relationship suggests that for a unitary magnitude, there is a corresponding
release of energy equal to 30. Thus, the seismic energy increases exponentially with
the magnitude. Furthermore, Gutenberg and Richter also provided a relationship
between the magnitude of a seismic event and its frequency of occurrence �
(Eq. 8.10).

log .�/ D a � bM (8.10)

where the parameters a and b have to be calibrated for the available seismic data of
the region of interest. The term � defines the number of events with magnitude
greater than M for a given time interval. The complete characterization of the
expected effects in a surface site depends on the intensity and geometric parameters
expressed in terms of distances. For this reason, several distance parameters can be
considered and they are illustrated in Fig. 8.18 in the case of normal-fault.

where Rjb is the horizontal distance on the surface projection of the rupture plane
(Joyner-Boore distance or fault-distance), Repi defines the epicentral distance and
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Fig. 8.18 Distance parameters

Fig. 8.19 Fault-plane parameters (Courtesy of the INGV 2013)

Rhyp represents the hypocentral distance. The Rrup distance parameter is the closest
distance to the rupture plane and it describes the radiation of seismic waves better
than the other ones. According to the theory of the elastic rebound, earthquake
generation is due to a sudden release of the elastic energy through a sliding surface
called fault. The geometric parameters that describe the fault are the orientation
(strike) and the slope (dip) of the fault-plane and the direction of the sliding through
the fault (slip) and they define the focal mechanism, also called fault-plane solution
(Fig. 8.19).

The type of movement occurring on a fault is determined by the direction of the
strike and dip. Even if the bidirectional movement occurs, one component of it is
always predominant. For this reason, the fault movements are divided into:

- Dip slip movement
The primary movement occurs in the direction of the dip. This type of

movement is further divided by a function of the direction of the movement and
dip angle. Usually this classification is led by referring to the relative movement
between the hanging wall and foot wall (Fig. 8.20).

The first one is the rock portion above the fault plane, while the second one
represents the rock part located under the fault plane. A Normal fault is detected
when the foot wall moves over the hanging wall and a tensile stress is generated
in the crust. On the contrary, when the foot wall moves under the hanging wall a
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Direction of
relative motion

Footwall
Block

Hanging Wall
Block

Marker Bed

Fault surface

Fig. 8.20 Fault terminology

Fig. 8.21 Normal fault (a) and reverse fault (b)

Fig. 8.22 Thrust Fault (dip
angle less than 30ı)

Thrust Fault

reverse fault is identified. If the fault plane has a small dip angle, a special type
of reverse fault is identified with the name of trust fault. Figure 8.21 illustrates
an example of normal and reverse fault.

- Strike slip movement
The movement occurs parallel to the strike and the associated strike-slip fault

plane is usually close to being vertical (Fig. 8.23). Depending on the relative
direction of movement, it is possible to have a right lateral and left strike-slip
fault. The individuation of the movement direction is led by observing the other
side displacement direction of the fault (Fig. 8.23).
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Fig. 8.23 Left lateral (a) and right lateral strike-slip (b)

Fig. 8.24 Focal mechanism and related fault types (USGS 2008)

In addition, oblique fault movement occurs when it is characterized by both
dip-slip and strike-slip components.

Furthermore, the focal mechanisms are represented by means of white and
grey geographic oriented spheres (“beach balls”) containing the hypocenter, in
which the fault plane and the auxiliary plane (orthogonal to the fault plane) are
used in order to define the compressed (white zones) and tied zones (grey zones).
The focal mechanism is provided to understand the fault movement which is
often used in the attenuation models as the source-site parameter. For this reason,
four different fault mechanisms can be identified: strike slip (left-lateral or right-
lateral), normal, reverse and oblique reverse (Fig. 8.24).

8.1.3 Waves Propagation

The motion on the earth’s surface due to sudden release of energy from the seismic
source is controlled by the elastic wave propagation in the soil. This type of physical
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Fig. 8.25 P-waves (a) and S-waves (b) in an elastic 1D element (Bolt 1988)

dx

dx

+ dx

u

p ∂s
∂x

x

ss

a b

Fig. 8.26 Mono-dimensional elastic body (a) and stress state for dx length element (b)

mechanism is such that only the energy is transferred by the waves through the
elastic body (mass or volume waves). The waves are divided into two types:

• P-waves (compression waves)
• S-waves (distortion waves)

The wave propagation causes the particle oscillation in the same direction
through compression and expansion steps. The P-waves lead to volume variation
but not shape modification of the elastic body. For the S-waves the fluctuation of
the body’s particles occurs perpendicularly to the wave direction. In this case the
volume of the body became constant but the shape change (distortion) (Fig. 8.25).

The wave length is one of the characteristics of the propagation in the time
domain and it defines the distance between two deformed zones next to each
other. D’Alembert was the first scientist who studied the problem of the elastic
wave propagation in a mono-dimensional body. In reference to a generic P-
waves propagation, Equation describes the equilibrium, kinematic compatibility and
elastic relationship for the bar shown in Fig. 8.26.

8
ˆ̂̂
<̂

ˆ̂̂
:̂

d�

@x
C p D �

@2u

@t2

" D du

@x
� D E"

(8.11)
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where � is the density of the element and q is its weight expressed in reference
to the unitary length. Neglecting the own weight of the element, setting the ratioq

E
�

and considering the Eq. 8.11, the following equation of motion can be obtained

(Eq. 8.12)

@2u

@x2
D 1

V2

@2u

@t2
(8.12)

where the term V represents the propagation wave velocity, and u is the displacement
of the material point of the elastic element. V defines the velocity of the perturbation,
while @u

@t is the velocity of the actual particle of the body. The equation of motion
obtained can be particularized for P-waves or S-waves by fixing the corrected quan-
tity and boundary conditions. In Eq. 8.13 the expressions of the wave propagation
velocities are reported for three significant theoretical cases.

8
ˆ̂̂
<

ˆ̂̂
:

VP D
q

E
�

VS D
q

G
�

VP;c D
q

M
�

(8.13)

VP and VS refer to the propagation of P-waves and S-waves, respectively. The
VP;c term represents the perturbation velocity for P-waves in the case of lateral
constraints applied in the bar. In the last case, the elastic coefficient M can be defined
as in Eq. 8.14.

M D 1 � �
.1C �/.1 � 2�/ (8.14)

The volume waves propagation occurs in the different soil layers of the earth’s
crust and are controlled by the geometric optics laws. The different stiffness
characteristics of two adjacent soil layers leads to refraction and reflection of the
waves. Since the stiffness of the soil is increasing with the depth, in the real cases
the local direction of propagation (seismic ray) is represented by a curve having its
tangent vertical for the soil surface (vertical seismic rays) as shown in Fig. 8.27.

This phenomenon leads to the direction of attention only to S-waves on the
surface, since they produce the horizontal shaking on the structures. The earth’s
surface can be seen as an irregularity in the wave propagation. When the elastic
waves achieve the surface they are transformed into surface waves. The two main
types of surface waves are:

- Rayleigh waves
- Love waves
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Fig. 8.27 Vertical seismic
rays on the surface

Fig. 8.28 Rayleigh waves
(Bolt 1988)

In the first case, the particle oscillation occurs in a vertical plane containing
the direction of propagation. Each particle of the elastic element is subjected to
an elliptical motion as shown in the Fig. 8.28.

For the Love wave the oscillation of the particles occurs in the plane parallel to
the surface plane (Fig. 8.29). The perturbation velocity depends on the frequency of
excitation, but its value can be assumed equal to 90% of the S-waves velocity.

One of the most interesting phenomena of wave propagation is represented
by the geometric attenuation of motion with the distance due to the energy
dispersion in the space. Naturally, this aspect is inversely proportional to the distance
between the seismic source and the local surface point. Furthermore, the attenuation
phenomenon is also related to the shape of the wavefront which defines the envelope
of the perturbed points at the same time. This characteristic depends on the waves
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Fig. 8.29 Love waves (Bolt
1988)

Fig. 8.30 Wavefronts for Rayleigh waves and volume waves generated by the impulsive load on
surface (Woods 1968)

type. For this reason, Fig. 8.30 illustrates the typical wavefront of volume waves and
Rayleigh waves induced by an impulse applied on the soil surface.

The wavefront of the Rayleigh waves is described by a cylinder shape, while a
spherical shape is observed for wavefront volume. Thus, considering r as distance
between the source of the perturbation and the generic point, the geometric
attenuation proportional factor is given by the ratio 1

rn
. As observed about the

wavefront shape, the exponent n is equal to 1
2

for Rayleigh waves and is equal to
1 for volume waves. Furthermore, it was observed that the transported energy of
the Rayleigh waves is about 67% of the total energy, while the remaining part is
associated with volume waves (26% for S-waves and 7% for P-waves). The inelastic
behavior of the soil causes dissipation with consequentially further attenuation of
the motion on the surface (intrinsic attenuation). In the practical soil dynamic
applications, the soil behavior is approximated by means of a viscous-elastic model
in which the original elastic characteristics are modified in the complex associated
parameters. Since the ground motion due to earthquakes can be described by an
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exponential equation, the generic dynamic displacement on the surface can be
expressed as in Eq. 8.15.

u.x; t/ D u0 � e˛sx � e�i!. x
Vs

�t/ (8.15)

where the first exponential term indicates the intrinsic attenuation by means of the
˛s term (Eq. 8.16) which is related to the soil thickness and the rupture depth (Rrup).
Both exponential parameters are inversely proportional to the distance x, so that
these contributions give information about the geometric attenuation.

˛s D !D

Vs
(8.16)

where D measures the soil viscous damping. For shallow earthquakes, the attenua-
tion phenomenon is predominant with respect to the attenuation due to the energy
dissipation in the perturbed soil.

8.1.4 Attenuation Relationship

One of the goals of seismology is to predict the ground motion in a specific site at
a given epicentral distance (Repi) for a given earthquake. At this purpose, different
mathematical attenuation laws are proposed to estimate a specific ground motion
parameter, considering a wide set of seismic events characterizing the seismic zone.
The attenuation relationships define the exceedance probability for a given ground
motion parameter (Y) with respect to a parameter y� for a given magnitude (M) and
distance (R) (Eq. 8.17)

PŒY > y� j M;R� D 1 � FY. y�/ (8.17)

Figure 8.31 illustrates a generic attenuation curve for the parameter Y with the
related probability distribution.

Many attenuation models have been proposed to predict the value of the
considered ground motion parameter and each of them is calibrated with respect
to a specific geographic zone. However, modern GMPE mainly uses the moment
magnitude (MW ) and the closest distance to the rupture plane (RRUP) as magnitude
and distance parameter in equation.

The main GMPEs will be discussed next. A common engineering application
of the GMPE focuses on the spectral acceleration prediction at different periods.
For this purpose, many attenuation models have been developed such as Ambraseys
et al. (1996) GMPE which is valid for European sites.

log Sa.Ti/ D C1
0 C C2M C C4 log R C CASA C CSSS (8.18)
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M = m

P [Y >y* | m, r ]

r

y*

Y

log R

Fig. 8.31 Attenuation curve for Y parameter

where C10, C2, C4, CA and CS are the site-dependent coefficients, determined using
416 records in Europe and adjacent regions, while M and R are the magnitude and
fault distance, respectively. The parameters SA and SS refer to the site conditions
(stiff or soft soil). The equation is recommended for a magnitude range between 4.0
and 7.5 and for source distances of up to 200 km (Ambraseys et al. 1996). The output
are the spectral ordinates (Sa.Ti/), damped at 5%, in a period range of 0.1–2 s. The
Campbell and Bozorgnia (2008) and Boore and Atkinson (2008) GMPEs (Eqs. 8.19
and 8.20) have been derived by empirical regression of part of PEER database and
they define the spectral ordinates with 5% of damping for periods from 0.01 to 10 s.

ln.Sa.Ti// D FM.M/C FD.RJB;M/C FS.VS30;RJB;M/ (8.19)

The attenuation relationship of Boore-Atkinson is obtained as the sum of three
contributions: FM is the magnitude scaling, FD represents the distance function
and FS is the site amplification coefficient. The main input parameters are the
Joiner-Boore distance(RJB), the moment magnitude (M) and the average shear
wave velocity in a depth of 30 m (VS30). The site amplification term is obtained
by summing a linear contribution (FLIN) and a nonlinear contribution (FNL). The
Boore-Atkinson attenuation model is applicable for a magnitude range 5–8 and
Joyner-Boore distance less than 200 km.

ln Sa.Ti/ D . fmag C fdis C fflt C fhng C fsite C fsed/C ln.Sa.Ti/Comp=GM/ (8.20)

The last term of the Campbell and Bozorgnia predictive equation is the adjust-
ment to the median model represented by the sum of the six terms: magnitude
term (fmag), distance term (fdis), style of faulting term (fflt), hanging wall term (fhng),
shallow site response term ( fsite) and deep site response term ( fsed). This model can
be applied for a magnitude greater than 4 and less than 8 and for a distance ranging
from 0 to 200 km. In addition, the Campbell-Bozorgnia model can be assumed valid
for western United States sites and in other similarly tectonically active regions. For
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each GMPE discussed, the total aleatory standard deviation is defined as the sum of
two terms (Eq. 8.21).

�	 D
p
�2 C 	2 (8.21)

where the �2 term represents the intra-event variance and 	2 parameter is the inter-
event variance. The intra-event component describes the dispersion degree for a
single ground motion, instead the dispersion between an event and the mean of all
the events is called inter-event term.

8.2 Ground Motion Parameters

The ground motion parameters describe the motion on the ground, so they assumed
a certain importance in the engineering applications. Since these parameters char-
acterize the motion trend, they are also called waveform parameters. They can be
divided into three different categories based on the given information:

1. peak parameters;
2. frequency content and energetic parameters;
3. time parameters.

It is important to define each of them to obtain a complete characterization of the
ground motion.

8.2.1 Peak Parameters

The peak parameters refer to the maximum values of the ground motion time history.
The most common peak value is the Peak Ground Acceleration (PGA), which
identifies the maximum value of the recorded acceleration time history. From this
peak value, the Peak Ground Velocity (PGV) and the Peak Ground Displacement
(PGD) can be obtained by a single and a double integration of the acceleration
in the time domain, respectively. Figure 8.32 illustrates the three aforementioned
parameters for a record of Northridge earthquake (1/17/1994).

8.2.2 Frequency and Energetic Content

8.2.2.1 Theoretical Background

Every ground motion recorded is represented as an irregular acceleration history in
the time domain. Anyway, it is possible to decompose any periodic function into
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Fig. 8.32 PGA (a) PGV (b) and PGD (c) for the Northridge earthquake (1/17/94, 12:31, Canyon
Country – W Lost Canyon)

a linear combination of infinite harmonic functions with given frequency (f) and
phase .'/. This approach was proposed by Fourier in early nineteenth century and
it provides the generic time contribution of the periodic function as shown in the
Eq. 8.22

F.t/ D 1

2
a0 C

1X

nD1
cn sin .!nt C �n/ (8.22)

where a0 is the constant of the series (Eq. 8.23), while cn represents the amplitude
associated to the harmonic part of the previous expression.

a0 D 1

Ti
C

Z Ti

0

F.t/dt (8.23)

where Ti indicates the characteristic period of the function F(t). Introducing the
following expressions reported in the Eq. 8.24, the Fourier series can be rewritten as
indicated in the Eq. 8.25.

8
<
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cn D

p
an
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2

�n D arctan
�
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F.t/ D 1

2
a0 C

1X

nD1
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�
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� t

	
C bn sin
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2 � � � n
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� t

	
(8.25)

Instead Eq. 8.26 defines the values of the coefficients a and b.

8
ˆ̂<

ˆ̂:

an D 2

Ti

R Ti

0
F.t/ � cos

�
2 � � � n

Ti
� t � dt

	

bn D 2

Ti

R Ti

0
F.t/ � sin

�
2 � � � n

Ti
� t � dt

	 (8.26)
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Fig. 8.33 Example of
Fourier-series for n D 4
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Let’s consider the case of square wave with absolute value of amplitude equal
to 1 (Fig. 8.33). Only four harmonic contributions will be considered (n = 4).

The approximation of the method improves as the number of selected harmonic
functions increases. It has been shown that, for a unique representation of the signal
in the frequency domain, both amplitude and phase information should be provided
for each frequency component. The first one give information about the energy
contribution, while the second part represents the shift of the regular function in
the time. The representation of the periodic functions in the frequency domain
is very useful for many engineering applications. For this purpose, the Fourier
transform is used to obtain the periodic function in terms of amplitude (A) or
phase .'/ with referring to the frequency contributions. Equation 8.27 shows the
mathematical expression of the Fourier transform, while the Fig. 8.34 illustrates the
general scheme used to switch from the periodic function in the time domain to the
frequency domain.

F.!/ D
Z 1

�1
F.t/ � e�i!tdt (8.27)

In order to use Eq. 8.27 with sampled digital data, it is necessary to convert the
Fourier transform in discrete form. The Fast Fourier Transform (FFT) is the most
efficient algorithm used in the engineering applications that can be applied for a
periodic function sampled in N points at fixed time range �t (Eq. 8.28).

F.k!/ D �t
N�1X

nD0
F .n�t/ � e�ik�!�t (8.28)

As for the Fourier transform, the second half of the results obtained with the
FFT are symmetrically equal to the first half one. One immediate advantage of the
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Fig. 8.34 From time domain to frequency domain

Fourier transform is that complex differential operations in the time domain are
converted into simpler algebraic operations in the frequency domain. This permits
the reduction of the computational load. Similarly, the inverse operation applied
by the Fourier transform makes it very easy to return to the time domain, starting
from the frequency domain. The mathematical instrument allowing the operation
just discussed is called the Inverse Fourier Transform. Equations 8.29 and 8.30
illustrate the inverse Fourier transform in the continuum and in the discrete domain,
respectively.

F.t/ D
Z C1

�1
F.!/ � ei2�!td! (8.29)

F.kt/ D �!

N�1X

nD0
F .n�!/ � eik�!�t (8.30)

The following Table 8.1 summarizes the main Fourier transform properties.

Table 8.1 Main Fourier
transform properties

Symmetry jF.�!/j D jF�.!/j
Linearity k1F1.t/C k2F2.t/ $ k1F1.!/C k2F2.!/

Scaling Z.t/ D F.kt/ $ Z.!/ D F. !k /
jkj

Shifting F.t � t0/ $ e�i!t0F.!/

Differentiability dF.t/
dt $ i!F.!/

Integration
R t

�1

F.t/dt $ 1
i! F.!/C �F.0/ı.!/
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real signal

sampled signal

Fig. 8.35 Real signal vs sampled signal
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Fig. 8.36 Aliasing distortion observed in the amplitude Fourier spectrum

Recalling that the primary purpose of digital Fourier analysis is to obtain a
discrete approximation of the continuum periodic function, the signal sampling
operation is essential in order to obtain consistent results. In Fig. 8.35 the real
periodic signal is compared with the same sampled signal.

The figure above shows an incorrect sampling procedure because the sampling
interval .�t/ is very high with respect to the frequency of the real signal. This
phenomenon is called Aliasing distortion in the frequency domain and it can be
explained by referencing a generic case shown in Fig. 8.36. In the time interval [0,
T], the sampled function Fs.t/ can be assumed equal to the real signal F(t). However,
Fs.n��!/ is only approximately equal to the real function F.n��!/ in the frequency
interval [0, F].

In order to avoid the aliasing phenomenon, the minimum sampling frequency
.�f / has to be equal to two times the maximum frequency deduced from the Fourier
spectrum (F/2 in the previous example). This last parameter is called Nyquist
frequency and is expressed in the Eq. 8.31.

fN D 1

2
�f D 1

2�f
(8.31)

If a filter is applied before signal sampling in order to remove all the contributions
associated with a frequency greater than the Nyquist one, the aliasing phenomenon
would not occur (anti-aliasing filter). One of the advantages of the frequency domain
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Fig. 8.37 Response to a elementary impulse (a) and to two elementary impulses (b)

approach is to remove fixed contributions of the decomposed harmonic signals or, in
other words, it is possible to remove the unwanted frequencies. The procedure just
discussed is called signal filtering and is based on the modification of the frequency
content of the input signal by application of filters. They are considered as dynamic
systems capable of transmitting only the energy contained in a specific bandwidth.
In order to understand the filtering signal concepts, the dynamic response of a
physical system is discussed below. Considering a physical system in which an
impulsive signal ı.t/ is applied, the response of the system h.t/ can be assumed
as a periodic function. If the given system is linear and time-invariant, by applying
several elementary impulses, the response is given by the sum of each elementary
response (Fig. 8.37).

The terms I.t/ and O.t/ refer to the system input and output, respectively. The
time 	j refers to the instant in which the jth elementary impulse is applied. Each
generic periodic input function (I.t/) can be seen as sum of several elementary
impulses occurring in different time instants .	/. Thus, the dynamic response of
the system (O.t/) can be assumed as expressed in Eq. 8.32.

O.t/ D
Z C1

�1
I.	/h.t � 	/d	 (8.32)
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Fig. 8.38 Logical scheme of
linear physical system LINEAR SYSTEM
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Fig. 8.39 Band-pass filter (a) and band-eliminate filter (b)

This expression is called the convolution product between the function I.t/ and
h.t/. Using the Fourier transform leads to the estimation of the output response in
the frequency domain (Eq. 8.33).

O.!/ D
Z C1

�1
I.	/

�
h.t � 	/ � ei!tdt

�
d	 D H.!/

Z C1

�1
I.	/ � ei!td	 D H.!/I.!/

(8.33)
The dynamic response in the frequency domain .O.!// is given by the product

between the input I.!/ and the parameter H.!/, called transfer function. For a linear
system, it represents the algebraic relationship between the input and output of the
system (Fig. 8.38).

The transfer function H.!/ depends on the dynamic characteristics of the system.
In other words, the transfer function can be compared to a special filter that modifies
the frequency content of the input signal. Generally, the filter used to modify the
signal characteristics is capable of eliminating a given band-frequency and leaving
another one unchanged. Thus, the filter used in signal processing can be divided into
two different types:

1. band-pass filter;
2. band-eliminate filter.

In the first case all the contributions due to the frequencies outside the band are
eliminated, while in the second case, they remain constant (Fig. 8.39).

If the passing band is associated with a high frequency value, the associated filter
is called high-pass. On the contrary, when the low frequency remains constant, the
filter is called low-pass.
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8.2.2.2 Filtering

Many engineering applications are based on seismic signals such as acceleration
time history. However, often the respective velocity and displacement time histories
obtained by integration methods might be affected by some errors (e.g. permanent
drifts) due to low frequencies components in the signal. In this case, filtering
operations became the primary means for correcting the ground motion records.
The Butterworth filter is one of the most used filters in the seismic applications
and it is a band-pass filter that passes frequencies within a certain range and rejects
frequencies outside that range.

jH.!/j D 1
r
1C

�
!
!c

�2
N

(8.34)

Equation 8.34 shows the amplitude response of a Butterworth filter, where !
is the generic angular frequency, !c represents the cutoff frequency and n is the
order of the filter. Low frequency operation can cause the loss of important physical
information related to the soil permanent displacement. In addition, the cut of
the high frequency field is necessary for removing the pseudo-horizontal part of
the associated elastic spectrum. For the reasons just mentioned, setting the three
Butterworth parameters case by case is reasonable and guarantees more adaptability
in the signal analysis operations. The accuracy of band-pass filtering is proportional
to the order of the filter .n1 < n2 < n3/, in fact, as shown in the Fig. 8.40, with the
increase of the filter order, the filter shape becomes very close to the ideal band-pass
filter.

The application of the specific filtering process for uncorrected records is
necessary for removing the linear drift in the displacement histories, obtained by
means of the double integration of the acceleration recorded history. This process is
called baseline correction and consists of reporting the mean value of the recorded
acceleration to the null value (Fig. 8.41).

In Fig. 8.42 the differences between the baseline uncorrected and corrected
displacement histories for the Emilia earthquake (station of Modena and North-
South component, 2012) are shown.

n1
n2 N N

n3 wc1 wc2

Fig. 8.40 Three different orders of Butterworth filter and ideal band-pass filter
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Fig. 8.41 Baseline correction to be applied for removing the difference between mean acceleration
line and zero line

Fig. 8.42 Displacement
history for uncorrected and
corrected record (Emilia
earthquake, 05/20/2012)

It can be observed that the baseline correction is an essential process for
removing the displacement and velocity drifts.

8.2.2.3 Frequency Content

The frequency content of a seismic record gives information about its predominant
frequency band .�fp/ and the distribution of amplitude or phase contributions
in the frequency interval Œ fmin; fmax�. In the practice of earthquake engineering
applications, the frequency content of a record is expressed only in terms of
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Fig. 8.43 Amplitude Fourier
spectrum for
Kozani-Prefecture record
(Kozani mainshock,
13/05/1999)

amplitude Fourier spectrum, because it is directly related to the energy of the record.
For example, in the Fig. 8.43 the Fourier amplitude spectrum of Kozani mainshock
earthquake is reported.

From Fig. 8.43 it is possible to see that the maximum amplitude contribution is
given by the frequency of 3 Hz, while after 5 Hz the frequency content became very
poor. The individuation of the predominant frequency band is a simple procedure
and it is essential to identify the possible resonance phenomena with respect to a
given structure.

8.2.2.4 Energy Content

An efficient measure of a seismic event in terms of dissipated energy of a structure
subjected to the earthquake excitation has been given by Arias in 1970. The Arias
Intensity .IA/ is an integral parameter based on the accumulated energy in a SDOF
system with damping and vibrational frequency ! (Eq. 8.35).

IA D �

2g

Z te

0

a.t/2dt (8.35)

The Arias intensity is expressed as a velocity (cm/s), it is defined in the
direction of the motion and it’s proportional to the square of the accelerations in
the interval Œ0; te�, where te indicates the duration of the recorded earthquake record.
The definition of IA for each time instant of the referring interval represents the
cumulative energy trend in the time domain (Fig. 8.44).

Figure 8.44 can provide information about the real duration of the earthquake
(see also Sect. 8.2.3). It can be noted that the greatest intensity gradient is located in
the interval [5, 10] Hz.
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Fig. 8.44 Arias intensity
trend for Kozani-Prefecture
record (Kozani mainshock,
13/05/1999)

8.2.3 Duration

As discussed in the previous paragraph, the Arias intensity provides information
about the real duration of the earthquake. This parameter is very important, because
it controls the damage level of a structure excited in the horizontal plan. In fact, it
has been experimentally observed that a seismic event with high value of PGA and
short duration leads to less level of damage than an event with low value of PGA
and long duration. The duration of an earthquake can be defined from the recorded
acceleration time history by means of two proposed methods:

1. significant duration approach;
2. bracketed duration approach.

The first one is the most used in the practical applications and it considers the
duration as time range in which 90% of the total energy is registered (Trifunac and
Brady 1975). Thus, this definition shows the direct link between the Arias intensity
(energy content) and the duration of the seismic event. Figure 8.45 highlights the
definition of effective duration.

The significant duration is defined for the time value associated with Arias
intensity greater than 5% and lesser than 90%. Page et al. (1972) proposed the
definition of bracketed duration as the time range between the first and last peak
acceleration value greater than 0.05 g (Fig. 8.46).

Another parameter is represented by the peak acceleration time .Tp/ which
defines the time instant related to the peak acceleration.
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Fig. 8.45 Significant
duration definition for
Kozani-Prefecture record
(Kozani mainshock,
13/05/1999)

0.2

0.1

–0.1

–0.2

0.0

0 5 10 15 20

t[s]

A
cc

el
er

at
io

n
 [

g
]

0.05g

–0.05g

Fig. 8.46 Bracketed duration definition for Kozani-Prefecture record (Kozani mainshock,
13/05/1999)

8.2.4 Other Parameters

In structural and geotechnical engineering the parameters providing information
about the frequency content, the duration and the peak values simultaneously are
widely used. The most important set of data is the set of Root Mean Square (RMS)
parameters, that provide information about both the frequency content and the
amplitude characteristics related to the accelerations, velocities and displacements
.aRMS; vRMS and dRMS/. The expressions of RMS parameters are mathematically
similar and the acceleration RMS is reported in Eq. 8.36.

aRMS D
s
1

Td

Z Td

0

a.t/2dt (8.36)

where Td is the duration of the motion, while a.t/ represents the acceleration
corrected history. In Table 8.2 all the main properties of the ground motion
(waveform parameters) are summarized.
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Table 8.2 Waveform parameters

Amplitude Time RMS Energy and
paramaters paramaters paramaters frequency paramaters

PGA Duration ŒTd� aRMS Arias intensity ŒIa�

PGV Peak acceleration time ŒTp� vRMS Fourier transform ŒF.!/�

PGD dRMS
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Chapter 9
Major Seismic Events That Occurred in
Italy and in the World

Abstract The chapter introduces the major historical seismic events occurred in
Italy and in the world. The main seismological and general information are listed
for each seismic event (e.g. magnitude, fault type, etc.).

9.1 Introduction

In this chapter is presented a classification of the 10 strongest earthquakes that
occurred in Italy in the past 150 years (INGV 2013) and in the World from 1960
until today (USGS 2008, Oceanic and Administration 2015). Each earthquake is
described with a table reporting the following information:

• date and location of the event;
• magnitude;
• fault type;
• fault rupture length;
• estimated damages;
• peak ground acceleration (PGA);
• comments;
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9.2 Earthquakes Occurred in Italy in the Past 150 Years

(1) 1908/12/28 Messina and Reggio Calabria

Magnitude: 7.2.

Fault type: normal fault.

Breaking fault length: 40 km.

Estimated damages: 120,000 victims, more than 40,000 collapsed buildings.

Peak ground acceleration: 0.27 g.

Comments:

A tsunami with wave height of 10 m caused thousands of
victims, completing and aggravating the devastation and

destruction of the earthquake (Farrell et al. 2015). In about
80 towns of the provinces of Messina and Reggio

Calabria, extensive damages hit from 70 to 100% of
buildings. The earthquake with the following tsunami and
fire destroyed completely the building stock of Messina.
In Calabria the earthquake had destructive effects in a

wider area than in Sicily. After this event, in Italy started
the study of the effects of earthquakes and a seismic zones

classification was issued.

Fig. 9.1
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(2) 1905/09/08 Nicastro, Calabria

Magnitude: 7.1.

Fault type: normal fault.

Breaking fault length: 30 km.

Estimated damages: 557 victims, serious damages to the surrounding towns.

Peak ground acceleration: about 0.3 g.

Comments:

The earthquake struck with destructive effects the region
of the Gulf of St. Eufemia. 13 towns were almost

completely destroyed and more than 100 were seriously
damaged in the provinces of Cosenza, Catanzaro, Vibo

Valentia (Stanley et al. 2014) and Reggio Calabria. These
effects were worsened by the state of the building stock,

characterized by poor construction techniques. The shock
was followed by a tsunami which raised the sea level of
1,3 meters, submerging the coast that goes from Vibo

Marina to Tropea.

Fig. 9.2
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(3) 1915/01/13 Avezzano, Abruzzo

Magnitude: 7.0.

Fault type: normal fault.

Breaking fault length: about 30 km.

Estimated damages: more than 30,000 victims.

Peak ground acceleration: about 0.4 g.

Comments:

The town of Avezzano was literally toppled from the
shaking: 96% of its population died and it lost its most

important monuments. Only one high-rise building
remained standing. These damages were attributed to the
length of the shock, over 1 min, and the enormous amount

of power released during the tremor. Damage of the
earthquake was distributed throughout a wide area in
central and southern Italy. The main shock was felt in

Rome where light damages to historic building occurred.

Fig. 9.3
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(4) 1980/11/23 Irpinia, Campania e Basilicata

Magnitude: 6.9.

Fault type: normal fault.

Breaking fault length: about 30 km.

Estimated damages:
almost 3000 victims and 300,000 buildings seriously

damaged.

Peak ground acceleration: 0.38 g.

Comments:

The quake had devastating effects in a wide area of the
Southern Apennines, especially in the region called Irpinia
and in the adjacent areas in the provinces of Salerno and

Potenza. 14,000 houses at least were seriously damaged in
the epicentral area alone (Valensise 1993). Many collapses
occurred in Naples affecting many old houses made in tuff

and many damaged or decaying buildings. 506 towns in
the eight affected provinces were damaged.

Fig. 9.4
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(5) 1930/07/23 Irpinia, Campania and Basilicata

Magnitude: 6.7.

Fault type: normal fault.

Breaking fault length: about 30 km.

Estimated damages: 1400 victims, 3000 collapsed buildings.

Peak ground acceleration: about 0.27 g.

Comments:

The earthquake was especially destructive in Aquilonia
and Lacedonia, where about 70% of buildings collapsed

completely. Most of these were built with river stones and
poor quality mortar. The quake was affected in a wide

territory between Campania, Apulia and Basilicata for an
estimated total area of 36,000 km2. Collapses and deep
lesions were found in 68 countries of the provinces of

Avellino, Potenza, Foggia, Benevento and Salerno. Many
of historical value buildings such as churches and old

castles were destroyed.

Fig. 9.5
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(6) 1920/09/07 Garfagnana, Tuscany

Magnitude: 6.5.

Fault type: inverse fault.

Breaking fault length: not found.

Estimated damages: 171 victims, 650 injured people.

Peak ground acceleration: 0.2 g.

Comments:

Fivizzano was destroyed, and with it part of the regions of
Lunigiana and Garfagnana. The area of damage was

extensive, including the coasts of Liguria, the Versilia, the
mountainous areas of Parma, Modena, the provinces of
Pistoia and Pisa. The quake was felt from the French
Riviera to the Friuli and, on the south, in the whole of

Tuscany, Umbria and Marche. According to surveys, most
of the damages was due to the poor quality of the mortars

used in the masonry houses.

Fig. 9.6
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(7) 2016/10/30 Norcia, Umbria

Magnitude: 6.5.

Fault type: normal fault.

Breaking fault length: 15 km

Estimated damages: several collapsed buildings.

Peak ground acceleration: 0.48 g

Comments:

the earthquake was felt in almost all the Italian country
and even in some parts of Austria. It was a shallow quake

as its depth was between 5 and 9 km, and was the
mainshock of a seismic sequence started on August 24th.
It did not cause casualties but the buildings suffered huge
damages. More than half of the houses of Castelluccio di

Norcia were destroyed. Also important historical
monuments collapsed,such as the San Benedetto basilica

and the Santa Maria Argentea cathedral in Norcia.
Significant hydro-geological effects were also generated

and the two edges of the fault are clearly visible as there is
a difference in level up to 70 cm.

Fig. 9.7
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(8) 1976/05/06 Tolmezzo, Friuli Venezia Giulia

Magnitude: 6.4.

Fault type: normal fault.

Breaking fault length: about 20 km.

Estimated damages: 989 victims, more than 45,000 homeless.

Peak ground acceleration: 0.35 g.

Comments:

The earthquake lasted 50 s. The seismic event, combined
with the morphology of the ground, generated numerous
landslides which damaged many roads hampering rescue
efforts. The towns affected by the greatest losses were 41;

those seriously damaged were 45. Collapses occurred
across the border with Austria and in the territory of

Slovenia. After the main event, the most violent
aftershocks occurred more than 4 months later, on 11 and

15 September.

Fig. 9.8
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(9) 1968/01/15 Belice, Sicily

Magnitude: 6.4.

Fault type: normla fault.

Breaking fault length: 40 km.

Estimated damages: about 300 victims, 70,000 homeless.

Peak ground acceleration: 0.12 g.

Comments:

Belice’s valley was considered, until the earthquake of
1968, one of the so-called “non-seismic areas” and

consequently built with crumbling structures, consisting
of caves and huts used as houses. Several settlements in
Trapani’s province were totally destroyed by the shaking
and different roads suffered disruptions hampering rescue

efforts.

Fig. 9.9
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(10) 2009/04/06 Lâquila, Abruzzo

Magnitude: 6.3.

Fault type: normal fault.

Breaking fault length: 25 km.

Estimated damages:
308 victims, 1500 injured people, 10,000 million euros in

damages.

Peak ground acceleration: 0.3 g.

Comments:

The fault located near the settlement of Paganica was the
one considered responsible for the earthquake (Chiarabba

et al. 2009). It was clearly felt throughout central Italy
down to Naples and the main shock was followed by

dozens of aftershocks. In this event public, private, artistic
and architectural building stock was damaged as well as
many infrastructures. In the only city of L’Aquila lived

over 55% of the population directly affected by the
earthquake.

Fig. 9.10
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9.3 Earthquakes Occurred in the World from 1960 to the
Present Day

(1) 1960/05/22 Valdivia, Chile

Magnitude: 9.5.

Fault type:
thrust fault (subduction of the Nazca plate beneath the

South American plate).

Breaking fault length: 1000 km.

Estimated damages:
5700 victims, 2 million homeless, about 1000 million

dollars in damages.

Peak ground acceleration: 0.29 g.

Comments:

The earthquake generated one of the most destructive
Pacific tsunamis with waves high up to 25 m. It reached
the coastline of Chile within 10 to 15 min killing at least
200 people, sinking all the boats, and inundating half a
kilometer inland (Cifuentes 1989). It was particularly
destructive even in the Hawaiian Islands and in Japan,

where it arrived about 15 h later. In addition to the tsunami
there were other geologic phenomena like extensive
subsidence, alteration of the shoreline and of local

flooding. After the main shock, the Cordon Caulle volcano
erupted for 47 h.

Fig. 9.11
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(2) 1964/03/28 Prince William Sound, Alaska

Magnitude: 9.2.

Fault type:
thrust fault (subduction of the Pacific plate beneath the

North American plate).

Breaking fault length: 700 km.

Estimated damages:
about 130 victims, more than 310 million dollars in

damages.

Peak ground acceleration: 0.44 g.

Comments:

The earthquake caused vertical displacements which
ranged from about 12 m of uplift to 2,3 meters of

subsidence relative to sea level (Plafker 1965). The zone
of subsidence covered about approximately 285.000 km2.

A Pacific-wide tsunami was generated which was
destructive in Western Canada, Oregon, California and the
Hawaiian islands, killing about 110 people. There were 52
larger aftershocks, the first 11 of which, with magnitude
greater than 6,0 on the Richter scale, occurred in the first

day.

Fig. 9.12
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(3) 2004/12/26 Off the west coast of Northern Sumatra, Indonesia

Magnitude: 9.1.

Fault type:
Thrust fault (subduction of the Indian plate beneath the

Burma plate).

Breaking fault length: about 1500 km.

Estimated damages: about 230,000 victims.

Peak ground acceleration: 0.25 g.

Comments:

The hypocentre of the main earthquake was in the Indian
Ocean, just north of Simeulue Island, at a depth of 50 km
below the mean sea level. The earthquake generated the

greatest fault rupture of any recorded earthquake,
spanning a distance of about 1500 km. The whole rupture
lasted 10 min (Lay et al. 2005). Along the plate boundary

there were displacements up to 20 m that generated a
devastating tsunami. It struck Sumatra in 15 min, Thailand

in half an hour, India in two hours with no possibility to
alert the people since there were no sensors able to predict

the propagation of the tsunami.

Fig. 9.13
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(4) 2010/02/27 Offshore Maule, Chile

Magnitude: 8.8.

Fault type:
thrust fault (subduction of the Nazca plate beneath the

South American plate).

Breaking fault length: more than 500 km.

Estimated damages: 500 victims at least, 500,000 seriously damaged buildings.

Peak ground acceleration: about 0.3 g.

Comments:

This earthquake occurred at the boundary between the
Nazca and South American tectonic plates. The two plates
are converging at a rate of 70 mm per year. From 1973 in
this area there were at least 13 quakes with a magnitude
higher than 7,0. A tsunami was generated but it caused

few damages.

Fig. 9.14
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(5) 2005/03/28 Northern Sumatra, Indonesia

Magnitude: 8.7.

Fault type:
thrust fault (subduction of the Indian plate beneath the

Burma plate).

Breaking fault length: 300 km.

Estimated damages: 1300 victims.

Peak ground acceleration: about 0.3 g.

Comments:

The Indian plate is moving in a northeastward direction at
about 5 to 5,5 cm per year relative to the Burma plate. The

rupture started off the western coast of North Sumatra
near Nias Island and progressed in a southeast direction

along a preexisting major fault. Nias Island had the
hardest losses both in terms of deaths and damages to the
buildings. A tsunami with wave height up to 3 m occurred

along the Indonesian coast but the population was
informed and had time to escape.

Fig. 9.15
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(6) 1965/02/04 Rat Islands, Alaska

Magnitude: 8.7.

Fault type:
thrust fault (subduction of the Pacific plate beneath the

North American plate).

Breaking fault length: 600 km.

Estimated damages: 130 victims.

Peak ground acceleration: not found.

Comments:

This region, where the Pacific and North American plates
are forced directly into one another, is one of the world’s
most active seismic zones. Only 9 deaths were due to the

earthquake, the others were caused by the tsunami
generated after the main shock.

Fig. 9.16
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(7) 2007/09/12 Southern Sumatra, Indonesia

Magnitude: 8.5.

Fault type:
thrust fault (subduction of the Australian Plate beneath

and the Sunda plate).

Breaking fault length: 350 km.

Estimated damages:
25 victims, 160 injured people, 50,000 seriously damaged

buildings.

Peak ground acceleration: 0.2 g.

Comments:

At the location of these earthquakes, the Australia plate
moves northeast with respect to the Sunda plate at a

velocity of about 60 mm/year. After the first, and largest,
shock, the Pacific Tsunami Warning Centre issued a
tsunami alert for the Indian Ocean basin. A tsunami

approximately 1 m high was reported at Padang,
Indonesia.

Fig. 9.17
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(8) 1963/10/13 Kuril Islands, Russia

Magnitude: 8.5.

Fault type: thrust fault.

Breaking fault length: 245 km.

Estimated damages: 1 injured person, 2 destroyed docks.

Peak ground acceleration: about 0.1 g.

Comments:

In the region of the earthquake’s epicenter, the Pacific
plate moves northwest with respect to the Okhotsk plate

with a velocity of about 90 mm/year, and becomes
progressively deeper to the northwest, remaining

seismically active to a depth of 680 km. The earthquake
generated a tsunami with a maximum wave height of 5 m.

Fig. 9.18
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(9) 2001/06/23 Off the coast of Peru

Magnitude: 8.4.

Fault type:
thrust fault(subduction of the Nazca plate beneath the

South American plate).

Breaking fault length: 150 km.

Estimated damages:
about 100 victims, 2600 injured people, more than 25,000

collapsed buildings.

Peak ground acceleration: 0.44 g.

Comments:

The epicenter of the quake was off the coast, just north of
the town of Ocona in Southern Peru. The motions were so

strong that even in Peru’s capital, Lima (600 km away),
homes collapsed and injured several people. 25 people at

least died because of the tsunami generated by the
earthquake.

Fig. 9.19
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(10) 2003/09/25 Hokkaido, Japan

Magnitude: 8.3.

Fault type: thrust fault.

Breaking fault length: about 100 km.

Estimated damages: about 700 injured people, 90 million dollars in damages.

Peak ground acceleration: about 0.2 g.

Comments:

The hypocenter of the earthquake was off the coast at a
depth of about 30 km. Damages were restricted to the

coastal area and nobody died. However the quake
generated landslides and a tsunami with 4 m wave height.

Fig. 9.20
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Chapter 10
Seismic Hazard Analysis

Abstract The chapter introduces the analyses used to estimate the seismic hazard at
a specific site. A brief introduction and definition of risk is given. The Deterministic
Seismic Hazard Analysis (DSHA) and the Probabilistic Seismic Hazard Analysis
(DSHA) are discussed.

10.1 Introduction

All the seismological considerations given in Chap. 8 can be used to produce the
models used for the seismic hazard estimation at a specific site. This procedure
represents the first step in earthquake engineering, because each hazard level is asso-
ciated with a seismic action to be considered for the structures. The seismological
models are based on the macro-division of the region of interest. The fundamental
equation of seismic risk is the following (Eq. 10.1).

R D H � D � L (10.1)

where .H/ is the hazard, .D/ is the vulnerability and .L/ is the exposure. The seismic
hazard H represents the probability of occurrence of a given seismic event. The
vulnerability D represents the probability of being in a given damage state. The
exposure L is a parameter related to the density of the population and the built
environment in general. In Fig. 10.1 are shown some examples of the Italian maps
referred to the hazard, the vulnerability and the exposure.

In general, the hazard H is defined as the probability of having a certain ground
motion parameter value in a given observation period. The methodologies used to
evaluate the seismic hazard can be grouped in deterministic-based or probabilistic-
based and they are described in detail in the following paragraphs.
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Fig. 10.1 Hazard map (a), vulnerability map (b) and exposure map (c) for Italy

10.2 Deterministic Seismic Hazard Analysis (DSHA)

This is the first approach used in earthquake engineering and it is structured into 5
different steps reported below.

• Step 1: identification of all the seismic sources capable of producing an effect on
the site of interest.

In order to identify all the possible potential sources, the seismogenetic-source
map is defined. It contains the seismogenetic zones identified in the region of
interest. For the Italian sites, the ZS9 map (Fig. 10.2) has been defined and thus
provides information about the expected seismic source mechanism for each
uniform zone in which the Italian territory is divided (macro-seismic division).

The seismo-genetic map can be found online at the link:
http://www.arcgis.com/home/webmap/viewer.html?webmap=8c5d55e0d3b

34ea78346e802fd4f6d73
In addition, the INGV provides the Database of Individual Seismogenic

Sources (DISS), available to the link:
http://diss.rm.ingv.it/diss/KML-HTMLoptions.html (Basili et al. 2008). Each

of the zones is characterized by the effective depth (Zeff ), the maximum mag-
nitude (Mmax) and the fault type. As an example, let’s consider the zone 929
(Tirrenic Calabria) (Fig. 10.3).

Figure 10.4 shows a screenshot of DISS for the North-Calabrian sites from
which it is possible to notice the different geometric fault contributions.

• Step 2: Evaluation of the maximum expected magnitude from the seismological
and historical data.

The mean number of possible seismic events with magnitude greater than
a given limit m in a given period (�m) are estimated by using the recurrence
law (Gutenberg-Richter law) (Eq. 10.2). As seen in Sect. 10.2, this relationship

http://www.arcgis.com/home/webmap/viewer.html?webmap=8c5d55e0d3b34ea78346e802fd4f6d73
http://diss.rm.ingv.it/diss/KML-HTMLoptions.html
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Fig. 10.2 ZS9 map (Meletti and Valensise 2004)

is expressed in semi-logarithmic scale by a linear function, where the two
parameters have to be calibrated by referring to the historical data. In the Fig. 10.5
two examples are reported.

log.�m/ D a � bM (10.2)
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Fig. 10.3 Seismo-genetic information about zone 929

Fig. 10.4 Screenshot of
results obtained in the DISS
(Basili et al. 2008)
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Fig. 10.5 Gutenberg-Richter
laws for two different sites
with data coming from
Esteva, 1970 (Kramer 1996)

Fig. 10.6 Example of
source-site distance definition

The inverse of the �m parameter represents the mean return period T.R;m/.
After estimating the parameters a and b, it is possible to define the maximum
magnitude associated with a given return period, or, in other words, for a given
exceedance probability.

• Step 3: Definition of the source-site distances (R) (Fig. 10.6).
• Step 4: Estimation of the expected effect on the site by means of a given

attenuation model. The main parameters characterizing the attenuation phenom-
ena are the magnitude M.ref / (defined in Step 2) and the source-site distance
R.ref / (defined in Step 3). A large variety of attenuation laws based on other
seismogenetic parameters are proposed in the Sect. 8.1.4.
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Fig. 10.7 Example of motion
parameter estimation from the
attenuation curves

• Step 5: Selection of the control earthquake in terms of ground motion parameters.
Starting from the given attenuation model, the parameter M.ref / and R.ref / it is
possible to evaluate the ground motion parameter controlling the hazard at the
site.

Figure 10.7 represents the estimation process of the motion parameter (Yref )
starting from the attenuation curves.

Figure 10.8 displays all the discussed steps to be followed in the DSHA.

The main limitations of the DSHA are listed below:

(a) Uncertainty of the recurrence model and attenuation model. The consistency
of the parameters defined by the two models depends on the number of past
seismic events considered in the analysis.

(b) Overestimation of the expected ground motion parameter coming from the
choice of the source-site distances. Since the seismo-genetic zones are wide,
if the site is inside a specific zone, it is suggested to consider it a null distance.
This leads to obtain the estimated effects greater than the real ones.

10.3 Probabilistic Seismic Hazard Analysis (PSHA)

The Probabilistic Seismic Hazard Analysis (PSHA) was proposed by Cornell
(1968), who recognized the need for seismic hazard to be based on a method which
properly accounted for the intrinsic uncertainties associated with the earthquake.
The hazard parameter P.Y > Y/ defines the exceedance probability of a given
parameter Y with respect to the corresponding threshold value. The model for the
occurrence of ground motions at a specific site for specified level of magnitude is
assumed to be that of a Poisson process. One of the property of the Poisson process
is that it’s memoryless, so every event is independent from the other within a given
period range. In addition, this is a stationary approach because the probability is the
same for any constant time interval. Considering a time interval VR, the probability
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Fig. 10.9 Exceedance
probability conditioned by
the magnitude m and
source-site distance r

of having at least one seismic event with magnitude greater than the limit m, is
reported in Eq. 10.3.

P.N � 1/ D 1 � e��VR (10.3)

where � is the mean annual seismic frequency with a given magnitude, while its
inverse value represents the return period TR. In addition, the natural uncertainty
associated with the variability of the parameters of the model (source-site distance,
magnitude and other seismological parameters) is accounted for by considering
the parameters as random variables, whose discrete values are assigned weights
reflecting their likelihood. Thus, the referenced magnitude (M.ref /) and source-site
distance of interest (R.ref /) are expressed in terms of probability density function
fM.m/ and fR.r/ respectively. Then, the probability defining the seismic hazard at
the site is defined in Eq. 10.4.

P.Y > Y/ D
“

m;r

P.Y > Y=m; r/ � fM.m/ � fR.r/ � dm � dr (10.4)

where P.Y > Y/ is the conditional probability of having a hazard parameter Y
greater than the limit Y , for an event with a magnitude m and source-site distance
r. In other words, the attenuation effects are considered as stochastic variables
normally distributed. Thus, if Ym indicates the mean hazard parameter and � is the
standard deviation of the normal distribution, the given seismological parameters
are used to estimate the desired probability (Fig. 10.9).
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Fig. 10.10 Definition of the probability density function of source-site distance

The probability density functions (pdf ) associated with the magnitude and
distance definitions take into account the power and the spatial uncertainty, respec-
tively. The impossibility of defining the geometry of a spatial seismic source with
high-quality accuracy leads to consider the distance R as a stochastic variable. The
pdf of source-site distance fR.r/ can be defined by considering a uniform seismic
event distribution on the source zone. This assumption leads to the definition of the
frequency histograms and the corresponding pdf (Fig. 10.10).

As shown in the previous paragraph, in order to take into account the variability
of the intensity of the seismic events in the given period of interest, the Gutenberg-
Richter law is used. In this case, the pdf associated with the magnitude can be
evaluated using Eq. 10.5,

fM.m/ D
m1Z

m0

b � e�b.m�m0/

1 � e�b.m1�m0/
dm (10.5)

where m0 and m1 define the minimum and maximum magnitude thresholds, while
b is the coefficient obtained from the regression of the historic data. The steps
followed in the PSHA are the same of the DSHA, only the parameters definition
is different. Figure 10.11 illustrates all the ordered steps used in the PSHA.
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Chapter 11
Earthquake Prediction

Abstract The chapter introduces some of seismic prediction methods proposed in
the last 50 years. Having in mind the physical and statistical limits in earthquake
predictability, the earthquake prediction methods are impartially reported in this
chapter.

11.1 Introduction

Although many researchers still concentrate their efforts on assigning probability
values, it is well known that making quantitative probabilistic claims, particularly
for large and sporadic events, requires a long series of recurrences, which cannot be
obtained at local scale from the existing earthquakes catalogs.

The operational and decision-making problems related to earthquake forecast/
prediction and seismic hazard assessment are nowadays a matter of significant
debate, due to the unsatisfactory global performance of Probabilistic Seismic
Hazard Assessment at the occurrence of most of the recent destructive earthquakes.
Based on the available data and current knowledge of seismic process, earthquakes
cannot be predicted precisely. There are, in fact, several elements that limit the
accuracy of the predictions. From a physical point of view, an earthquake involves
a fault segment with finite dimensions; therefore, location uncertainty will be at
least equal to the seismic source size (e.g. several hundred km in the case of 2011
Tohoku earthquake). Moreover, although many researchers still concentrate their
efforts on assigning probability values, it is well known that making quantitative
probabilistic claims, particularly for large and sporadic events, requires a long series
of recurrences, which cannot be obtained at local scale from the existing catalogs
of earthquakes. Having in mind the physical and statistical limits in earthquake
predictability, it still appears a reasonable task to provide improving space-time
constraints about impending strong earthquakes.

© Springer International Publishing AG 2018
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11.2 General Aspects

The United States National Research Council, Panel on Earthquake Prediction of
the Committee on Seismology suggested the following consensus definition (1976,
p. 7): “An earthquake prediction must specify the expected magnitude range, the
geographical area within which it will occur, and the time interval when it will
happen with sufficient precision so that the ultimate success or failure of the
prediction can readily be judged. Only by careful recording and analysis of failures
as well as successes can the eventual success of the total effort be evaluated and
future directions charted.”

The ICEF Report (IR) attempts to enrich this definition with the following
distinction of prediction and forecast: “A prediction is defined as a deterministic
statement that a future earthquake will or will not occur in a particular geographic
region, time window, and magnitude range, whereas a forecast gives a probability
(greater than zero but less than one) that such an event will occur.” (IR, p. 319).

Earthquake prediction is a branch of seismology and it is usually defined
as the specification of the time, location, and magnitude of future earthquakes
within stated limits (Geller 1997). Prediction procedures have to be reliable and
accurate in order to justify the costs of actions to be done. The possibility to
establish scientific methods for predicting seismic events has been always a hot
topic. While some scientists still believe that prediction might be possible, many
others now claim that earthquake prediction is inherently impossible. In 1997,
Geller claimed that the results in non-linear dynamics are consistent with the
idea that earthquakes are inherently (or effectively) unpredictable due to highly
sensitive non-linear dependence on the initial conditions. Nowadays, the systematic
instrumentation of large regions allows the acquisition of large data sets. Thus,
some scientists are confident that earthquake prediction will be possible in the near
future. In 1980, Aki said: I believe it is possible to develop in the next decade a
quantitative scale which measures the gradation of concerns about the earthquake
occurrence on the basis of observed data on precursory phenomena. In the
1980s, the scientific research was focusing on empirical analysis trying to identify
distinctive precursors for earthquakes or some geophysical trends or patterns in
seismicity that might have preceded an earthquake. The basic idea of the empirical
methods is the observation of a precursor that would allow alarms to be issued with
high reliability and accuracy. Earthquake precursors can be defined as anomalous
phenomena (seismological, geodetic, hydrological, geochemical, electromagnetic,
animal behavior and so on). The main problem is that there are not objective
definitions and quantitative physical mechanisms associated to these anomalies.
In 1982, Raleigh et al. claim that reliance on empirically established precursory
phenomena will still be necessary until a better formulation of a theoretical model
is possible. Both as a means of developing the observational basis for better models
and collecting data which will have value as precursory signals, an extensive
network for closely monitoring and for analyzing strain and seismicity data in
real time is imperative. In 2011, the International Commission on Earthquake
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Forecasting for Civil Protection (ICEF) reviewed some precursor methods including
changes in strain rates, seismic wave speeds, and electrical conductivity; variations
of radon concentrations in groundwater, soil, and air; fluctuations in groundwater
levels; electromagnetic variations near and above Earth’s surface; thermal anoma-
lies; anomalous animal behavior; and seismicity patterns. The conclusions of the
Commission are summarized in the next paragraphs.

11.3 Prediction Methods

The ICEF has reviewed the knowledge about earthquake predictability and its
current implementation in prediction and forecasting methods. Since any infor-
mation about the future occurrence of earthquakes contains large uncertainties, it
can be evaluated and provided in terms of probabilities on various time scales and
ranges (long or short terms). Obviously, the capabilities of earthquake forecasting
will benefit from investments in observational technologies and data collection
programs. The most widely-used long-term (years to decades) models used in
seismic hazard assessment assume earthquakes happen randomly in time, while
short-term (month or lesser) models are not able to predict large earthquakes. The
most promising approach seems nowadays related to predictions at the intermediate
term time scale (months to years). According to the last aspect, the search for
diagnostic precursors has not yet produced a successful short-term prediction
scheme.

The four main precursors used in prediction models are:

• animal behavior
• changes in Vp/Vs
• radon emission
• electromagnetic variation
• anomalous variations in seismic activity

11.3.1 Animal Behavior

Abnormal animal behavior is the oldest and most consistently reported short-term
earthquake pre-cursor (Lott et al. 1981). When animals showed an unusual behavior
before a seismic event, it has been suggested they are sensitive to the P-wave. Thus,
they are not able to predict the earthquake at long-term, but only the imminent arrival
of S-waves. From the same study, it has also been suggested that unusual animal
behaviors can be displayed some hours or days before the main seismic shock
(fore-shock activity) even for imperceptible magnitude by humans. Statistically,
an unusual animal behavior before the earthquake has been observed in one case
over 5 for the case of similar earthquakes. This trend can be explained by the
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Fig. 11.1 Anomalous
behavior of toads in China
before Sichuan earthquake
(2008)

flashbulb memoriesİ that are memories for the circumstances in which one first
learned of a very surprising and consequential (or emotionally arousing) event
(Brown and Kulik 1977). An example of this anomalous behavior has been observed
in China (Mianzhu) just few hours before Sichuan earthquake (2008, May 12th)
when thousands of toads appeared in the streets (Fig. 11.1).

11.3.2 Changes in VP/VS

Small-scale laboratory experiments have shown that the ratio between the P-wave
and the S-wave velocity changes when the rock is near the point of fracturing. This
breakthrough was made by Russian seismologists observing such changes in the
region of a subsequent earthquake (Hammond 1973) as effect of dilatancy. In 1973,
Whitcomb studied a velocity anomaly beneath the Transverse Ranges in southern
California (Fig. 11.2).

After the first coherent and positive results, additional studies on quarry blasts
observed no variation in the velocity ratio. Later in 1997, Lindh et al. (1978)
claimed an alternative explanation for the velocity anomalies which were caused
by differences in the depth and magnitude of the source earthquakes during the
“anomalous” periods and were unrelated to any premonitory material property
changes.
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Fig. 11.2 Vp and Vs data
variation during 1971 San
Fernando earthquake in
southern California
(Whitcomb et al. 1973)

Fig. 11.3 Daily radon concentration in the Marmara region (Turkey, 2003)

11.3.3 Radon Emission

Small amounts of radon, different from the atmospheric gases, are contained into
uranium-bearing rocks. This gas is a product of radioactive decay of radio and it
is not uniformly distributed on the Earth. Radon is almost no soluble in water,
is highly volatile and it diffuses through soils and rocks. Some researches on
radon concentration in ground water claimed that this gas could be considered
as an earthquake precursor. After Taskent earthquake (1966–1967), large radon
concentrations were recorded in wells located in the region near the epicenter. Right
before the 2003 earthquakes in Turkey, radon flux variations were observed right
before the main shocks with peaks of radon concentrations just right before the
shake followed by a rapid decrease (Fig. 11.3).

Furthermore, laboratory experiments showed that radon emission increases sig-
nificantly during rock fracturing, since the pre-seismic stresses fracture the rock and
cause the release of the gas in the atmosphere and in the ground water. Even for soft
soils, the vertical raising (up and down) of the soil during a foreshock can produce
variations of the radon concentration. Recently Cicerone et al. (2009) collected up
to 125 variations of radon concentration, associated with 86 earthquakes. According
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to ICEF, these anomalies have been rarely recorded by more than one or two
instruments, and often at distant sites but not at sites closer to the epicenter, therefore
the correlation is not really significant.

11.3.4 Electromagnetic Variations

Several measurements of the electro magnetic signal (Seismic Electrical Signals,
SES) caused by stress and strain variation due to pre-seismic activities have been
observed in the past (Park 1996). So, the collected data has allowed researchers to
do statistical analysis in order to consider these variations as earthquake precursors.

In 1981, professors P. Varotsos, K. Alexopoulos and K. Nomicos (VAN group)
(Varotsos et al. 1981) claimed that by measuring geoelectric voltage it is possible
to predict earthquakes of magnitude larger than 2.8 within the Greece territory
at least 7 h before the main shock. In 1986, the same research group downsized
the dimensions of the predicted parameters. An interesting result was observed in
2006, when a SES variation was recorded almost simultaneously with East Kythira
earthquake (Fig. 11.4).

The analysis of the wave propagation of SES in the Earth’s crust (Bernard and
Le Mouel 1996) proofed the physical impossibility for signals with the amplitude
reported by the VAN method to be transmitted over several hundred kilometers from
the epicenter to the monitoring station. Later, the VAN method was criticized as
statistically inconsistent because 74% of the seismic events in the considered catalog
were false while 14% had uncertain correlation.

In the same year, the Journal Geophysical Research Letters presented a debate
on the statistical significance of the VAN method. The largest part of reviewers

Fig. 11.4 Seismic Electrical Signals recorded in Greece almost concurrently with East Kythira
earthquake (2006)
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claimed that VAN method was statistically insignificant. Following this debate, the
VAN method has been further modified in 2001 to take into account the time series
analysis.

11.3.5 Precursory Seismicity Patterns

Currently the catalogues of earthquakes represent the most widely available geo-
physical data, collected systematically for quite a prolonged period of time; that is
why most of the proposed methods for earthquake prediction are based on specific
changes of background seismicity. Even if the ultimate validation of precursors
may come only from the tests in forward predictions, the availability of earthquake
catalogues allows for a formal analysis of possible anomalies in seismic activity,
which may precede the strong events. Several possible scenarios of precursory
seismic activity have been proposed; nevertheless, only a few formally defined algo-
rithms allow for a systematic monitoring of seismicity, as well as for a widespread
testing of their performances. Nowadays, one of the most promising approaches is
represented by the intermediate-term middle-range earthquake predictions (i.e. with
a characteristic alarm-time from a few months to a few years and a space uncertainty
of hundreds of kilometers) based on the detection of formally defined variations
in the background seismicity that precedes large earthquakes in a predefined area.
In fact, the formal analysis of the seismic flow evidenced that specific patterns in
the events below some magnitude threshold, M0, may prelude to an incumbent
strong event, with magnitude above the same threshold M0. An essential step, when
analyzing premonitory seismicity patterns, consists in the definition of the area
where precursors have to be searched, the area of investigation, which increases
with the size of the events to be predicted.

11.4 Earthquake Prediction and Time-Dependent Seismic
Hazard Scenarios

Recently the research group from the University of Trieste (http://www.geoscienze.
units.it/) developed an integrated neo-deterministic approach for seismic hazard
assessment that combine different pattern recognition techniques, designed for the
space-time identification of strong earthquakes, with algorithms for the realistic
modeling of seismic ground motion. The integrated approach allows for time
dependent definition of the seismic input through the routine updating of earthquake
predictions.

http://www.geoscienze.units.it/
http://www.geoscienze.units.it/
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11.4.1 Algorithms for Intermediate-Term Middle Range
Earthquake Prediction

Different methods have been developed during the last decades, which permit to
identify the areas characterized by an increased probability of strong earthquakes
occurrence, based on a quantitative analysis of seismicity at the middle-range
intermediate-term space-time scale. In this section we consider two algorithms,
namely CN (Keilis-Borok and Rotwain 1990) and M8 algorithms (Keilis-Borok and
Rotwain 1990), that are based on a multiple set of premonitory patterns and have
been designed following the general concepts of pattern recognition. Quantification
of the seismicity patterns is obtained through a set of empirical functions of
seismicity, each representing a reproducible precursor, whose definition has been
guided by the theory of complex system and laboratory experiments on rocks
fracturing. Specifically, the functions, which are evaluated on the sequence of the
main shocks occurred within the analyzed region, account for increased space-time
clustering of moderate size earthquakes, as well as for specific changes in seismic
activity, including anomalous activation and quiescence.

The results of the global real-time experimental testing of M8 and CN algorithms
allowed for a statistical assessment of their predictive capability (e.g. Kossobokov
2013), as confirmed by ICEF Report (Jordan et al. 2011). These indicate the
possibility of practical earthquake forecasting, although with limited accuracy (i.e.
with a characteristic alarm-time ranging from a few months to a few years and a
space uncertainty of hundred kilometers). The recent M8.3 earthquake, which struck
Chile on September 16 2015 (Fig. 11.5), scores amongst the successful predictions
in the M8 on-going real-time experiment for the great (M8.0+) and major (M7.5+)
earthquakes worldwide (see http://mitp.ru/en/default.html).

These methodologies are applied and routinely tested (since 2003) also in the
Italian region and its surroundings (Peresan et al. 2011). Actually, Italy is the only
region of moderate seismic activity where the two algorithms CN and M8S (i.e. a
stabilized variant of M8) are applied simultaneously for the routine intermediate-
term middle-range earthquake prediction of earthquakes with magnitude larger
than a given threshold (namely 5.4 and 5.6 for CN algorithm, and 5.5 for M8S
algorithm). The routinely updated results and a complete archive of predictions are
made available on-line via the following website: (http://www.geoscienze.units.it/
esperimento-di-previsione-dei-terremoti-mt.html).

The results obtained so far evidenced the high confidence level (above 97%) of
the issued predictions by real-time monitoring (Peresan et al. 2005). The probability
gain associated with CN and M8S predictions for the Italian territory can be grossly
estimated between 2 and 4, in good agreement with the independent estimates by
ICEF (Jordan et al. 2011). Noticeably, these conclusions are based rigorously on the
results from real-time prospective testing of the considered prediction algorithms,
and thus reflect their effective predictive capability.

http://mitp.ru/en/default.html
http://www.geoscienze.units.it/esperimento-di-previsione-dei-terremoti-mt.html
http://www.geoscienze.units.it/esperimento-di-previsione-dei-terremoti-mt.html
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Fig. 11.5 Prediction of the M8.3 Chile earthquake (a) Map of the epicenter as reported by
USGS (http://earthquake.usgs.gov) and (b) map of ongoing alarms at the time of the earthquake
occurrence, as identified by M8 algorithm (yellow circles) and, in second approximation, by MSc
algorithm (red area), (http://www.mitp.ru/en/index.html)

11.4.2 Neo-Deterministic Time-Dependent Seismic Hazard
Scenarios for the Italian Territory

An operational integrated procedure for seismic hazard assessment has been devel-
oped that allows for the definition of time-dependent scenarios of ground shaking,
through the routine updating of earthquake predictions, performed by means of CN
and M8S algorithms. Accordingly, a set of neo-deterministic scenarios of ground
motion at bedrock, proper for the time interval when a strong event is likely to
occur within the alerted areas, can be defined based on the calculation of realistic
synthetic seismograms, as described in detail in Peresan et al. (2005).

Following the procedure for the neo-deterministic seismic zoning, NDSHA
(Panza et al. 2014), ground motion is defined by full waveforms modeling, starting
from the available information on the Earth structure, seismic sources, and the
level of seismicity of the investigated area. Seismic sources considered for ground
motion modeling are defined based on the largest events reported in the earthquake
catalogue, as well as incorporating the additional information about the possible
location of strong earthquakes provided by the morphostructural analysis, active
fault studies and other geophysical indicators (including Earth Observations, like
GPS), thus filling in gaps in known seismicity.

The time-dependent ground motion scenarios for the Italian territory are rou-
tinely updated every two months since 2006. A strong earthquake (Mw D 6.1)

http://earthquake.usgs.gov
http://www.mitp.ru/en/index.html
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Fig. 11.6 Time-dependent scenarios of ground shaking, associated to an alarm declared by CN
algorithm for the period 1 March 1 May 2012: (a) Peak Ground Acceleration map, computed
considering simultaneously all of the possible sources within the alarmed area and for frequencies
up to 10 Hz; (b) same as map (a), but for A>0.2 g. The circle evidences the area within 30 km
distance from the epicenter of the Emilia earthquake (After Peresan et al. 2012).

hit the Emilia region, Northern Italy, on 20th May 2012. The time-dependent
ground shaking scenario associated to CN Northern region defined for the period
1 March 2012 1 May 2012, correctly predicted the ground shaking, as large as
0.25 g, recorded for this earthquake (Fig. 11.6). Notably, the ground shaking for
this earthquake systematically exceeded the values expected at the bedrock in the
area according to current Italian seismic regulation (i.e. PGA<0.175 g), which is
based on a classical PSHA map (Gruppo di Lavoro 2004). Since the time NDSHA
time-dependent scenarios are regularly computed, namely starting on 2006, this is
the second large earthquake that struck the Italian territory, along with L’Aquila
earthquake (M D 6.3, 2009). In both cases the method correctly predicted the
observed ground motion, although L’Aquila earthquake scores as a failure in the
earthquake prediction experiment, because the epicenter was located about 10 km
outside the alarmed territory (Peresan et al. 2005).

The provided examples of the existing operational practice in predicting seismic
ground shaking are perfectly in line, or even anticipating, the guidelines and
recommendations given in the Report of the International Commission on Earth-
quake Forecasting (Jordan et al. 2011). The results acquired in the prospective
application of the time-dependent NDSHA approach provide information that
can be useful to assign unbiased priorities for timely mitigation actions. As an
example, for sites were large ground shaking values (e.g. greater than 0.2 g) are
estimated at bedrock (Fig. 11.6), further investigations can be performed taking
into account the local soil conditions, to assess the performances of relevant
structures, such as historical and strategic buildings (e.g. following the procedures
described at: www.provincia.trieste.it/opencms/opencms/it/attivita-servizi/cantieri-
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della-provincia/immobili/Programma_verifiche_sismiche/ in addition to natural low
key actions as described in Kantorovich and Keilis-Borok 1991).

11.5 Notable Predictions

The scientific or quasi-scientific basis for earthquake prediction methods derived
from important studies carried out before some earthquakes. In the following part,
they are discussed in order to explain the statistical and scientific observations
based-on some precursors.

11.5.1 Haicheng (China, 1975)

On 4 Febraury 1975 a 7.3 magnitude earthquakes occurred in China. Its epicenter
was located near to the small town of Haicheng (Fig. 11.7).

Fig. 11.7 Haicheng area and major faults in Liaoning Province
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The fore-shock sequence recorded in the days before the main shock was
recurring. The first seismic activity was on February 1 with a magnitude of about
0.5, while 2 days later more than eight tiny shocks were detected. Twenty four
hours before the earthquake the fore-shock sequence began more intense and the
number of recorded shocks were about 20. Few hours before the earthquake the fore-
shock activity continued with a frequency of five shocks/hour (the largest one was
with M = 4.7). The intense and repetitive fore-shock activity had led to successfully
predict the mains hock which occurred at 19:36 CST. Local politicians ordered the
evacuation the day before the earthquake took place, and saved many lives. Since
1971, vertical fault creep measurements had been conducted across the right-lateral
Jinzhou fault. The measurements showed that the elevation offset was constant in
the first 20 months, then increased in the second half of 1973 and finally reversed
the direction on October 1974. This trend was opposite with respect to the usual
observations in the region (geodetically measured in 1971), so this phenomenon
was considered an anomaly. In December 1974, a group of seismologists developed
a synthetic short-term prediction for small earthquakes in the region according to
the studies conducted in the Dandong zone. Two days after, an earthquake swarm
with maximum magnitude of 4.8 occurred between the north zone of Dandong and
Haicheng. Later on, the earthquake swarm was recognized as correlated with the
water movements in Qinwo Reservoir.

Haicheng earthquake was also a notable case of animal anomalous behavior.
It was shown experimentally an increase of 2 in the ground temperature that has
interrupted the hibernation of the snakes. More than 20 snakes were found frozen
to death in the evening because they have been fooled by the warm weather. Also
other types of anomalous animal behavior was observed continuously especially in
the rural areas (Fig. 11.8).

11.5.2 Parkfield (USA, 1985–1993)

Various earthquakes occurred near the town of Parkfield in California and they have
been studied by geologists who installed an elaborate array of seismometers, creep
meters, strain meters, and other instruments since 1985. Already since 1857, five
moderate earthquakes occurred in the Parkfield section of the San Andreas Fault. In
Fig. 11.9 is shown the epicenter distribution of the earthquakes in the period 1975–
1984.

The typical earthquakes in the region have similar faulting mechanism, magni-
tude, rupture length, location, and, in some cases, the same epicenter and direction of
rupture propagation as earlier shocks. The earthquakes in 1979 at Coyote Lake and
in 1984 at Morgan Hill (magnitude 6) are examples of characteristic earthquakes,
apparently repeating the shocks in 1897 and 1911.

In 1985, Bakun and Lindh (1985) Lindh proposed to model the process of the
characteristic earthquakes on Parkfield region, assuming a deterministic recurrence
law for the earthquakes. Later Bakun (1988) observed a recurrence of shocks
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Fig. 11.8 Animal precursors observed in Chinese earthquake
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Fig. 11.9 Map of earthquake epicenters (1975–1984) relative to the trace of the San Andreas fault
(bold line) and the epicenters of the fore-shock (ML 5.1) and the main shock in 1966 (small and
large stars, respectively, near the center of the map) (Courtesy of USGS 2008)

with magnitude 6 every 21–22 years, having the same epicenter and rupture area.
Figure 11.10 illustrates the Parkfield recurrence model considering the earthquake
sequences in 1881, 1901,1922,1934, and 1966.

According to this model the prediction (with 95% of confidence) of the next
earthquake (with magnitude 6) would hit around 1988, or 1993 but this prediction
was unsuccessful. Only on October 20th 1992, an earthquake of magnitude 4.7
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Fig. 11.10 The Parkfield recurrence model (Courtesy of USGS 2008)

occurred near Parkfield (California) and an alert was broadcast in five different
counties. After this shock, none of the earthquakes predicted by the model hap-
pened.

11.5.3 Loma Prieta (USA, 1989)

On October 17th 1989, a 6.9 moment magnitude earthquake with epicenter in the
Santa Cruz Mountains caused significant damage in the San Francisco Bay area.
One year later, in 1990 USGS claimed that this earthquake was an anticipated event.
According to USGS, the Loma Prieta earthquake demonstrated that meaningful
predictions can be made of potential damage patterns and that, at least in well-
studied areas, long-term forecasts can be made for future earthquake locations and
magnitudes. Such forecasts can serve as a basis for action to reduce the threat major
earthquakes pose to the United States.

Lindh et al. (1978) claimed that the southernmost part of the rupture zone of
the 1906 San Francisco earthquake had slipped much less than the points to the
north, and thus had a high probability of rupturing within the next few decades.
In addition, some anomalous not quantitative phenomena were observed but not
strictly correlated to the earthquake. For example, Silver and Valettesilver (1992)
observed variations in the period of eruption of a geyser. Harris (1998) reviewed
some scientific forecasts, but none of these could be rigorously tested.
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Fig. 11.11 Trend of radon level from May 2nd to May 6th in L’Aquila region (2009)

11.5.4 L’Aquila (Italy, 2009)

On April 6th 2009, an earthquake with magnitude 6.3 occurred in the Abruzzo
region of Central Italy. Many damages have been recorded in the city of L’Aquila
and its surrounding area. On December 2008, low-level swarm earthquakes occurred
in the Abruzzo region and on March 30th, L’Aquila was struck by a shock with
magnitude 4. Three days before, the seismologist Giampaolo Giuliani predicted
an earthquake within 24 h and a day later he made a second prediction about a
catastrophic earthquake in the range of 6–24 h. The city of Sulmona was evacuated,
but the earthquake did not occur. These predictions were based-on the anomalies in
the radon emission, that Giuliani monitored using instruments designed and built in
the Physic Lab under the Gran Sasso Mountain.

Some hours before LAquila seismic event of April 6th, Giuliani recorded an
increase of radon level (Fig. 11.11).

He tried to alert the public, but he was unsuccessful. After the main seismic shock
of April 6th, the debate about the radon emission as earthquake precursor started. Dr.
Marzocchi (Chief scientist of INGV) examined two documents containing examples
of radon concentrations measured by Giuliani. He focused on the problem of having
many peaks in the radon measurements in a very short time period. In addition,
there was no correlation between the size of the peaks and the magnitudes of the
subsequent quakes. For the mentioned reasons, the recorded radon levels used by
Giuliani as earthquake precursors were not considered scientifically significant.
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Other scientists also claimed that there is no connection between the radon
emission and the earthquakes, thus the radon emission cannot be considered as an
earthquake precursor.

Recently in 2013, Pitari et al. (2014) concluded that no evidence has been
found on the deterministic character of the observed radon emission changes to
forecast the location and timing of the earthquakes, or that seismic activity before a
major event does necessarily produce significant radon increases in the atmosphere
boundary layer.
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Chapter 12
Seismic Input

Abstract The chapter introduces the main concepts of the seismic input definition
according to the seismic codes. In particular, the Italian (NTC-08, Nuove Norme
Tecniche per le Costruzioni. Gazzetta Ufficiale della Repubblica Italiana, 2008)
and European (1998-1 E, Design of structures for earthquake resistance Part 1:
general rules, seismic actions and rules for buildings. European Committee for
Standardization, 2004) standards are discussed in detail. Furthermore, the Response
Spectrum method and the use of time histories as seismic input are analyzed.

12.1 Introduction

Nowadays, all the main seismic standards are structural and performance based.
This aspect can be observed in the definition of different particular conditions
(LS). Each of them is characterized by different hazard levels, or rather, several
exceedance probabilities PVR in a given reference period VR. This approach leads to
approximately removing the time unpredictability of the seismic excitation, but its
spatial and quantity prediction remains the main problem.

In practice, the seismic action at a given limit state can be evaluated with
simplified methods or according to more rigorous methodologies, depending on the
type and importance of the structure to be designed.

For ordinary structures like residential multistory buildings, the seismic action
can be defined using a given response spectra. If Tref is the period of interest of
the structure, the Sa .T D Tref / will be the spectral acceleration to be used in the
analyses. This simplified method is based on the response of a SDOF system to a
seismic excitation, so it can be used for regular and small size structures.

In the remaining cases, the seismic input has to be defined by referring to the
complete acceleration histories expected on the structures.
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12.2 Brief History of Italian Seismic Standards

The first European seismic standards were released after the Calabrian earthquake
in 1783 during the Bourbon Kingdom of Naples. They included design rules
for reconstructions which were valid in the Reggio Calabria region. After 1859
Norcia earthquake, the Pontificial seismic standards were released and they included
obligatory technical rules aimed at the reconstruction of the civil buildings and
factories. Nevertheless, the first seismic standards of the Italian Reign were released
with the R.D.(Royal Decree) no 193/1908 after the catastrophic Reggio Calabria
and Messina earthquake of 1908. Since the seismic engineering knowledge was
not yet developed, these rules included some empirical prescriptions for both
existing and new buildings. Additional new rules were released after the earthquakes
which occurred in Marsica (1915/01/13 and 1930/11/01), Irpinia (1930/07/24 and
1962/08/21) and Belice (1968/01/15), to modify and integrate the existing ones. All
of these regulations are considered to be the first generation seismic standards. It is
interesting to notice the evolution of the seismic zonation of the Italian territory
after the occurrence of the catastrophic events. In 1909 only the Calabrian and
Messina zones were considered to be seismic regions. After Marsica earthquake
(1915), Abruzzo and nearby areas were added as Italian seismic zones. In 1927 two
categories of seismic zones (I and II) were introduced and they were modified again
after the Irpinia and Belice events.

The second generation seismic standards were released in 1974 with the law no

64 of 1974/02/02 in which the first earthquake engineering concepts and knowledge
were adopted. This standard was valid for different types of structures, such
as masonry buildings, bridges etc., and they followed the first seismic analyses
developed in the United States. The technical standards mainly refer to the
maximum height, the minimum distances between two buildings and the vertical
and horizontal actions to be considered in the design of the structural elements
(using an equivalent static model). After the Friuli earthquake (1975/05/06), a
new provision was released to add part of Friuli Region as a seismic zone. Only
after the Irpinia earthquake (1980/11/23) two D.M.(Decrees of the Ministry) were
issued that introduced an additional seismic zone III (low seismicity zone) and
also included other Italian areas in the seismic classification. One of the most
important regulations is D.M. 1996/01/16 (“Norme tecniche per le costruzioni in
zona sismica”) in which structural analysis, execution and inspection standards
for reinforced concrete, pre-stressed concrete and steel structures are contained. In
addition, for the first time the Limit State (LS) was proposed even if the procedures
are essentially based on the Allowable Stress Design method (ASD). The D.M. 1996
was important because the prescriptive approach used before was switched into a
performance based approach.

The following standards are considered as third generation rules. The O.P.C.M.
3274/2003 was promulgated after the seismic event of San Giuliano di Puglia,
which had a broad impact on the media. In this decree, the standardization task
passed from the Ministry of Public Works (LL.MM.) to the Civil Protection
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(National Emergency Authority of Italy). The general criteria for classifying the
whole national territory according to seismic hazard was decided. The entire Italian
geographical area was divided into four seismic zones. The complete and definitive
version of the O.P.C.M. was published on May 10, 2005 according to the European
Community prescriptions contained in Eurocode 8 (EC8). Furthermore, in 2005 the
D.M. “Norme tecniche per le costruzioni” was issued in which all the prescriptions
in terms of safety (including the seismic standards of the previous O.P.C.M.) are
contained. Finally, in 2008/01/14 the latest D.M. with the title “Applicazione delle
nuove norme tecniche per le costruzioni (NTC2008)” was published on the G.U.
replacing the previous D.M. of 2005. In 2009, the Circolare esplicativa no 617 was
added to the 2008/01/14 D.M.. In addition, with NTC2008, the technical standards
pass from the Allowable-Stress Design method (ASD) to the Limit State Design
method (LSD).

12.3 Elastic Response Spectra

The time-response of a structure for a generic earthquake is difficult to determine, as
a high computational charge is requested and, at the same time, it identifies an ineffi-
cient engineering representation. The prediction of the maximum seismic action on
the structure is obtained with more simple calculation procedures giving the most
unfavorable structural response. In order to apply these concepts to any structure,
the response spectra methodology is applied, in which the relationship between
the maximum response of the structure (in terms of accelerations, velocities and
displacements) and its fundamental period is calculated for a given strong motion.
In fact, a generic structure can be described by stiffness and mass characteristics,
which give information about the fundamental vibration frequency (!0) and then the
fundamental period (T0). Figure 12.1 schematically illustrates the elastic response
spectra definition.

Fig. 12.1 Scheme of the
definition of the elastic
acceleration response spectra
for a given strong motion
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Figure 12.1 shows a series of structures approximately represented by a number
of oscillators characterized by their own natural period (Ti). For each of them the
maximum acceleration due to the strong motion (ag.t/) is calculated and reported in
the ordinates axis. The first oscillator is characterized by an infinite stiffness, or, in
other words, it identifies the soil response. Thus, the maximum value of acceleration
corresponding to the first oscillator (ag;MAX) represents the peak ground acceleration,
since it is defined as the maximum acceleration of the ground motion. The procedure
just discussed can be carried out by numerical integration of the dynamic equation
for each oscillator in the elastic field (Eq. 12.1).

mRu C cPu C ku D �mRug (12.1)

where m, c and k represent the mass, the viscous damping and the stiffness of the
oscillator, respectively, while u is the displacement at a generic time instant and Rug

is the seismic acceleration applied at the base of the SDOF element. This procedure
leads to building the elastic displacement response spectra (Sd), but observing
the dynamic equation it is possible to deduce a simple relationship between the
accelerations and the displacements in the ideal case of undamped system (Eq. 12.2).

RU D k

m
u D !2u (12.2)

where RU is the absolute acceleration and ! is the angular frequency. Similarly, the
expression reported above can be adopted in terms of maximum values (Eq. 12.3).

Sa.!/ D !2Sd.!/ (12.3)

where Sa.!/ defines the generic spectral ordinates of the acceleration response. This
formulation is correct for undamped structures, but, since this is only an ideal case, it
is commonly called pseudo-acceleration response spectrum. In addition, the pseudo-
velocity response spectrum can be obtained by referring to the Duhamel integral
(Eq. 12.4) which can be used in order to solve the dynamic problem.

u.t/ D 1

!D

tZ

0

Rug.	/e
��!.t�	/ sin!D.t � 	/d	 (12.4)

For an under-damped system, the natural angular frequency ! can be assumed
equal to the damped angular frequency !D, then the argument of the integral is
almost coincident with the velocity at time t. In terms of maximum values, the
relationship between the displacements and velocities can be written as shown in
Eq. 12.5.

Sv.!/ Š !Sd.!/ (12.5)
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Fig. 12.2 Acceleration (a), velocity (b) and displacement (c) response spectra for Kozani-
Prefecture record (Kozani mainshock, 13/05/1999)

where Sv.!/ represents the pseudo-velocity spectral ordinate. The accuracy
of the Sv and Sa expression is inversely proportional to the damping of the
structure. Figure 12.2 shows all the spectra obtained from OPENSIGNAL 4.0
(Cimellaro and Marasco 2015) for the corrected record of Kozani-Prefecture
(f.min/ D 0:25Hz; f.max/ D 25Hz; n D 4).

Alternatively, the acceleration, velocity and displacement spectra can be evalu-
ated with classical methods of solution of equations of motion.

12.4 Uniform Hazard Spectrum (UHS)

The UHS is a response spectrum in which every spectral acceleration has the same
return period. UHS is always associated to a given hazard level and exceedance
probability. It is determined by enveloping the results of the PSHA. The interactive
hazard maps provide the spectral accelerations in ten period values for ten different
exceedance probability (from 2% to 81%). In Fig. 12.3 the uniform hazard spectra,
related to the median level (50 percentile), is obtained by the interactive maps for
the southern Italian site of Soveria Mannelli (16.3859 longitude, 39.0969 latitude,
close to Lamezia Terme).

The UHS is evaluated by enveloping the response spectrum associated to
different earthquakes scenario at a given site that provide distinct contributions to
the UHS as it was observed by Reiter (1991). According to him the contribution
to the hazard can be classified into two categories of earthquakes: the small nearby
earthquakes influence mainly the small periods of the spectrum, while large distant
earthquakes have a greater contribution in the hazard definition for large periods
(Fig. 12.4).

The idea behind the UHS is to design a building with the same risk level, which
means considering ground motions parameters with equal exceedance probability
independent from the period of the structure and from the specific seismic event.

For this reason, the Uniform Hazard Spectrum is an efficient way of representing
the seismic hazards at a given site, but at the same time, the spectral values at each
period cannot occur in a single ground motion record. In other words, the amplitude
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Fig. 12.3 Uniform hazard spectra for a southern Italy site of Soveria Mannelli
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Fig. 12.4 Scheme of UHS with the two earthquake contributions

of a single ground motion is not equally spaced-out from the UHS over all periods.
Thus, the uniform hazard spectrum is not very representative as a target spectrum
for a single individual ground motion. The lack of correlation between the UHS and
a single seismic event with given magnitude M and epicentral distance Repi can be
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solved using the hazard deaggregation. This process leads to the evaluation of the
effective contribution in the hazard analysis of each pair M � Repi (Eq. 12.6).

�m.mj; rj/ � P.mj D M/ � P.rj D Repi/ �
NSX

iDj

�i � P.Y > Y=mj; rj/ (12.6)

where �i is the contribution of the M �Repi pair for a given mean annual exceedance
probability �m. The expression reported above represents the inverse process used
for evaluating the hazard in the PSHA. Thus, from the all magnitude and epicentral
distance values found, the preponderant pair can be defined in the hazard analysis.
The S1 project of INGV (Barani et al. 2009) also provides the deaggregation study
for every grid point and in Fig. 12.5 is shown an example of the deaggregation results
for a specific site. The deaggregation parameters can be used for several purposes
including the ground motion selection (Cimellaro et al. 2011; Cimellaro 2013).

Fig. 12.5 Deaggregation hazard contributions for a southern Italy site of Soveria Mannelli
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12.5 Design Response Spectrum (DS)

The Design Response Spectra (DS) change worldwide according to the codes (e.g.
Uniform Building Code, Eurocode 8, and International Building Code, Italian code
etc). This section will focus on the description of the Italian Design Spectrum
according to NTC08 (2008) and EC8 (1998-1 2004).

12.5.1 Design Response Spectrum According to NTC08
and EC8

In all the International, European and National standards, the hazard definition
refers to the PSHA, because this approach is capable of providing the seismic
design parameters for different measures of performance level of the structures
(Limit States (LS)) (Cimellaro and Reinhorn 2011). Each of them is defined through
the exceedance probability PVR in a given period VR. The choice of the period of
interest is associated to the requested structural durability and to its importance. In
other words, the VR parameter represents the period (expressed in years) in which
the structure maintains its functionality (design life of the structure). In the Italian
standards, this parameter is expressed (Eq. 12.7) by the product between the design
life of the structure (VN) and a coefficient depending on the importance class defined
in the section 2.4.2 of NTC 2008 reported in Table 12.1.

VR D VN � CU (12.7)

In the European standards the classes of importance are summarized in
Table 12.2.

As discussed, the probabilistic approach refers to a Poissonian model, in which
the parameters above are expressed as shown in the Eq. 12.8.

TR D � VR

ln.1 � PVR/
(12.8)

where TR is the return period. In all the technique standards, two different
categories of LS are identified: Serviceability Limit State (SLS) and Ultimate Limit
State (ULS). SLS indicates the particular conditions after which there is loss of
functionality for the structure, while the ULS are those associated with collapse

Table 12.1 Classes of importance and related coefficients for the European standards (EN1
1998-1)

Importance class I II III IV

Coefficient Cu 0.7 1.0 1.5 2.0
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Table 12.2 Classes of importance and related coefficients for the European standards (EN1
1998-1)

Importance Important

class Buildings factor �t

I Buildings of minor importance for public safety, e.g. 0.8

agricultural buildings, etc.

II Ordinary buildings, not belonging in the other categories 1.0

Buildings whose seismic resistance is of importance in view

III or the consequences associated with a collapse, e.g., schools, 1.2

assembly halls, cultural institutions etc.

Importance for civil protection, e.g. hospital, fire stations,

IV power plants, etc. 1.4

importance for civil protection, e.g. hospital, fire stations,

Table 12.3 Limit states and related exceedance probabilities in 50 years according to the Italian
seismic standard

Limit state (LS) Exceedance probability

Serviceability limit state OLS (SLO) 81%

DLS (SLD) 63%

Ultimate limit state SLS (SLV) 10%

CLS (SLC) 5%

or with other forms of structural failure which might endanger the safety of the
people (Cimellaro and Reinhorn 2011). In the NTC 2008, four different LS are fixed:
Operational Limit State (OLS), Damage Limit State (DLS), life Safety Limit State
(SLS) and Collapse prevention Limit State (CLS), which are reported in Table 12.3
for a period of 50 years.

The described approach is performance � based, since the new constructions
must be designed according to different structural behavioral conditions occurring
over its entire life. The seismic actions to be used for a given LS are defined with
respect to the hazard at the referenced site. The seismic hazard is expressed in
terms of maximum expected ground acceleration (ag) in free field condition on
horizontal and rigid site surface, and in terms of elastic horizontal and vertical
spectral acceleration for the same conditions. INGV provides the hazard map of
Italy, in which the maximum ground accelerations corresponding to a exceedance
probability of 10% in 50 years are defined with respect to 50th percentile (Fig. 12.6).
Furthermore, the trends of the maximum ground accelerations with the exceedance
probability are called hazard curves. They are provided for different values of
accuracy (16th, 50th and 84th) in order to understand the dispersion measure. Four
different seismic zones are identified depending on the ag value. (Table 12.4).
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Fig. 12.6 Italian hazard map

Table 12.4 Italian seismic
zone

ag [g]

Seismic zone PVR = 10% in 50 years

1 ag > 0:25

2 0:15 < ag � 0:25

3 0:05 < ag � 0:15

4 ag � 0:05
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On the other hand, the spectral shapes are defined in terms of:

• Maximum ground acceleration ag

• Maximum amplitude factor for horizontal acceleration spectrum F0
• Initial period value of constant velocity range T�

C

The parameters mentioned above have been evaluated for nine different values
of return period (30, 50, 72, 101, 140, 201, 475, 975 and 2475 years), or rather for
nine values of exceedance probability. These parameters are reported in the Annex
B of the NTC08 for all the points of the national grid. Furthermore, for different
TR values than the ones proposed, the referenced ag, F0 and T�

C coefficients can
be evaluated with a logarithmic interpolation. In addition, if the site is not located
in the referenced grid point, the associated hazard parameters have to be assumed
according to bilinear interpolation of the coefficients associated to the four closer
grid points. The interactive hazard data are provided by the INGV in the S1 project
and they are available at the link: http://esse1-gis.mi.ingv.it.

12.5.1.1 How to Build the Design Response Spectrum According
to NTC08

The mathematical expressions of the DS proposed in NTC08 is calibrated using
three coefficients ag, F0 and TC� that modify the shape and the amplitude of the
spectrum at a given site.

Since the three coefficients refer to the condition of flat and rigid surface,
additional parameters are used to take into account the amplification phenomena due
to the stratigraphy effects and topographic effects. The real soil stiffness induces
an amplification of the ground motion that depends on the shear wave velocity
measured 30 m deep (VS30). This coefficient is assumed to be equivalent to the
stiffness index of the soil. For this reason, the NTC08 proposes to group five
different soil categories (Table 12.2.II NTC08). Seed et al. (1976) observed from
more than 100 acceleration spectra that the real stratigraphy of the soil leads to the
two effects discussed below:

• amplification of the maximum accelerations;
• shifting towards greater periods.

Figure 12.7 shows the mean elastic acceleration response spectra analyzed
by Seed et al. (1976) for four soil categories normalized to the peak ground
accelerations.

The above discussed effects and observations should be included using two
coefficients SS and SS related to the soil categories. The first one represents the
accelerations amplifications, while the second term refers to the spectrum shifting.

http://esse1-gis.mi.ingv.it
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Fig. 12.7 Mean elastic acceleration spectra normalized to the PGA for four soil categories

Table 12.5 Stratigraphy amplification coefficients (Table 3.2. V NTC08).

Soil category SS CC

A 1.00 1.00

B 1:00 6 1:40� 0:40 � Fo � ag

g
6 1:20 1:10 � .T�

C /
�0:20

C 1:00 6 1:70� 0:60 � Fo � ag

g
6 1:50 1:05 � .T�

C /
�0:33

D 0:90 6 2:40� 1:50 � Fo � ag

g
6 1:80 1:25 � .T�

C /
�0:50

E 1:00 6 2:00� 1:10 � Fo � ag

g
6 1:60 1:15 � .T�

C /
�0:40

Table 12.6 Topography
amplification coefficient
(Table 12.2. VI NTC08)

Topographic category Structure location ST

T1 – 1.0

T2 At the top of the cliff 1.2

T3 At the ridge of the relief 1.2

T4 At the ridge of the relief 1.4

12.5.1.2 Horizontal Design Spectrum

For the horizontal spectral acceleration components the SS and CC coefficients are
reported in Table 12.5.

Furthermore, the European and National standards define two categories S1 and
S2 referring to liquefaction susceptible soils.

The amplification phenomena due to the site topography is considered by means
of a coefficient ST shown in Table 12.6.

Thus, the total amplification is expressed with the coefficient S D SS � ST . The
definition of the design horizontal response spectrum is carried out considering four



12.5 Design Response Spectrum (DS) 293

Table 12.7 Referring
periods and damping ratio for
the NTC08

TBŒs� TCŒs� TDŒs� �Œ%�

TC=3 CCT�

C 4
ag

g
C 1:6

s
10

2C �
� 0:55

Table 12.8 Coefficients for
T1 horizontal spectrum
(Table 3.2 EC8)

Soil category S T(s) T(s) T(s)

A 1.0 0.15 0.4 2.0

B 1.2 0.15 0.5 2.0

C 1.15 0.20 0.6 2.0

D 1.35 0.20 0.8 2.0

E 1.4 0.15 0.5 2.0

Table 12.9 Coefficients for
T2 horizontal spectrum
(Table 3.3 EC8)

Soil category S T(s) T(s) T(s)

A 1.0 0.05 0.25 1.2

B 1.35 0.05 0.25 1.2

C 1.5 0.10 0.25 1.2

D 1.8 0.10 0.30 1.2

E 1.6 0.05 0.25 1.2

period ranges identified by the period TB (initial value of constant acceleration
range), TC (initial value of constant velocity range), and TD (initial value of
constant displacement range) with a fixed damping ratio (�). Table 12.7 reports the
aforementioned period parameters and the damping ratio expression.
where � is the equivalent viscous damping ratio of the structure expressed in
percentage. The equations of the Italian design horizontal spectrum (Eq. 12.9),
expressed for different period ranges, are reported below.

0 � T < TB W Sa.T/ D ag � S � � � FO �
�

T

TB
C 1

� � FO

�
1 � T

TB

	


TB � T < TC W Sa.T/ D ag � S � � � FO

TC � T < TD W Sa.T/ D ag � S � � � FO �
�

TC

T




TD � T W Sa.T/ D ag � S � � � FO �
�

TCTD

T2




(12.9)

The same methodology is suggested by the European standards (EC8), except
for the set of hazard parameters. In fact in the EC8, only the maximum horizontal
acceleration for a ground type A(ag) must be taken into account for the design
spectrum evaluation. The three period values must be assumed according to the
National standards, but if the real stratigraphy of the soil is not known it is possible
to consider two types of spectra (T1 and T2) for which the soil coefficient and the
referenced period values are indicated (Tables 12.8 and 12.9).



294 12 Seismic Input

Table 12.10 Topography amplification coefficient (Annex A EN-5:2004)

Topographic conditions (average slope,angle 15)

Isolated cliffs and slopes (a)

Ridges with crest width signif-
icantly less than the base width
(b)

Presence of a loose surface
layer (c)

ST � 1:2 1:2 � ST � 1:4 ST � 0:2min.ST .a/ST .b//

Sa/ag

2.5Sh

S

TB TC TD T TB TC TD T

ShF0

S(1+hF0)

Sa/ag

Fig. 12.8 Comparison between DS according to NTC08 and EC8

The importance class of the building is considered increasing or decreasing the
ground acceleration value (agR) as expressed in Eq. 12.10.

ag D agR�I (12.10)

In addition, for important structures (�I) the topographic amplification effects
should be taken into account as suggested in the EN-5:2004 (Table 12.10).

The complete formulation of the design horizontal spectrum according to EC8 is
expressed in the Eqs. 12.11.

0 � T � TB W Sa.T/ D ag � S �
�
1C T

TB
.� � 2:5 � 1/




TB � T � TC W Sa.T/ D ag � S � � � 2:5

TC � T � TD W Sa.T/ D ag � S � � � 2:5 �
�

TC

T




TD � T W Sa.T/ D ag � S � � � 2:5 �
�

TCTD

T2




(12.11)

Finally, a comparison between the horizontal DS obtained according to Italian
and European rules is reported in the Fig. 12.8.
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Table 12.11 Period
coefficients for NTC08
(Table 12.2. VII)

Soil category SS TB TC TD

A,B,C,D,E 1.0 0.05 s 0.15 s 1.0 s

Table 12.12 Period
coefficients for EC8
(Table 12.4.)

Spetrum avg=ag TB.s/ TC.s/ TD.s/

Tipo 1 0.90 0.05 0.15 1.0

Tipo 2 0.45 0.05 0.15 1.0

12.5.1.3 Vertical Design Spectrum

The vertical spectral components are also defined in three period ranges. In this
case the suggested values of characteristic periods and amplification coefficients are
defined independently from the soil categories. Tables 12.11 and 12.12 show the TB,
TC and TD values proposed by NTC08 and EC8, respectively.

NTC08 defines a coefficient FV as maximum amplitude factor for vertical
acceleration (Eq. 12.12), while EC8 indicate the acceleration ratio avg/ag. For both
of them the stratigraphic amplification coefficient is equal to the unit (SS = 1) but
for NTC08 the topography amplification coefficient ST is the same of the horizontal
components.

FV D 1:35 � FO �
�

ag

g

	0:5
(12.12)

By means of Eqs. 12.13 and 12.14 the vertical DS can be defined according to
NTC08 and EC8, respectively.

0 � T < TB W Sve.T/ D ag � S � � � FV �
�

T

TB
C 1

� � FV

�
1 � T

TB

	


TB � T < TC W Sve.T/ D ag � S � � � FV

TC � T < TD W Sve.T/ D ag � S � � � FV �
�

TC

T




TD � T W Sve.T/ D ag � S � � � FV �
�

TCTD

T2




(12.13)

0 � T � TB W Sve.T/ D avg �
�
1C T

TB
.� � 3 � 1/




TB � T � TC W Sve.T/ D avg � S � � � 3

TC � T � TD W Sve.T/ D avg � S � � � 3 �
�

TC

T




TD � T W Sve.T/ D avg � S � � � 3 �
�

TCTD

T2




(12.14)
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Both the European and National standards provide some limitations in the use of
the horizontal and the vertical DS as target for the seismic input:

• DS can be evaluated with Sa(T) mathematical expressions for period range lesser
than 4 s;

• For S1 and S2 soil categories the S, TB, TC and TD coefficients must be defined
by means of specific researches;

• For ULS the DS can be reduced proportionally to a parameters q considering the
dissipation capacity of structures. The EC8 defines this parameter as behavior
coefficient, while in the NTC08 it is called structural factor. Moreover, the
minimum design acceleration threshold must be equal to 0.2 g. Naturally, for
SLS q must be set equal to 1 since the structure is in the elastic field.

12.5.2 Conditional Mean Spectrum (CMS)

The shape of a uniform hazard spectrum (UHS) has been criticized to be unrealistic
for a site where the spectral ordinates of the UHS at different periods are governed
by different scenario events and conservative for long-return-period earthquake
shaking. This limitation has led to the development of the Conditional Mean
Spectrum (CMS) which is obtained by conditioning on a spectral acceleration
related to one period. The deaggregation parameters (M, R and "), obtained from
the PSHA as mean values are depending on the period of interest and are used
to calculate the predicted mean and standard deviation of the logarithmic spectral
acceleration values using the selected ground motion prediction equation (GMPE).

Knowing the GMPE, the CMS can be calculated as the sum of two contributions:
the first one is the logarithmic spectral acceleration (log.Sa.Tref //) and the second
part is obtained as the product between the conditional mean " value, for the period
of interest (Tref ), the standard deviation of logarithmic distribution (�log.Sa/) and the
correlation coefficient (�.Ti;Tref /) (Eq. 12.15).Analytically the logarithmic spectral
acceleration is given by

log.Sa.Ti//=log.Sa.Tref // D log.Sa.Tref //C �.Ti;Tref /".Tref /�log.Sa/.Ti/ (12.15)

The parameter " is a measure of the difference between the logarithmic spectral
acceleration of a record and the mean or median logarithmic spectral demand
predicted, while the correlation coefficient defines the linear correlation between
a pair of " associated to two different periods. Figure 12.9a shows an example of
"-defined for a period of interest of 1 s, while Fig. 12.9b illustrates the line of best fit
for ".Ti D 2 s/ and referring ".Tref D 1 s/ D 2, obtained for a large suite of ground
motions in the NGA database (Baker 2011). The slope of the previously mentioned
line represents the correlation coefficient for the two " values (�.Ti;Tref /).

Recently this method starts to be adopted also in Europe, therefore a new
correlation equation has been developed for the European sites analyzing 595 strong
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Fig. 12.9 Example of "� definition for period of 1 s (a) and correlation coefficient for ".T D 1 s/
and ".T D 2 s/ (b).

motion records and considering the Ambraseys Ground-Motion Prediction Equation
(GMPE) to evaluate the " (Cimellaro 2013) (Eq. 12.16).

�".T1/".T2/ D 1 �
�

A0 C A2logTmin C A4.log.Tmax//
2

1C A1logTmax C A3.log.Tmin//2

	
ln

�
Tmin

Tmax

	
(12.16)

where Tmin D min.T1;T2/, Tmax D min.T1;T2/, while A0;A1;A2;A3;A4 are the
model parameters. Similar analytical predictive equations were proposed by Chiou
and Youngs (2008) (Equation) in which the parameters of the model have been
modified to adjust to European strong motion.

�".T1/".T2/ D

8
ˆ̂̂
<̂

ˆ̂̂
:̂

C2 ! if Tmax < A1

C1 ! if Tmin < A1

min.C2;C4/ if Tmax < A2

C4 ! else

(12.17)

where Tmin D min.T1;T2/, Tmax D min.T1;T2/ while A1;A2;A4 are the coefficients
and they are determined as a function of seven model parameters (A0, A1, A2, A3,
A4, A5, A6 and A7).

Previously Baker and Cornell (2006) proposed a correlation model for the
California sites valid for a low period range of 0.05–5 s (Eq. 12.18), while later
Baker and Jayaram (2008) have proposed a redefined correlation model suitable
over the 0.01–10 s period range.

�".T1/".T2/ D 1 � cos

�
�

2
�

�
A0 � A1 � ITmin<A2 ln

Tmin

A2

		
ln

�
Tmin

Tmax

	
(12.18)
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Fig. 12.10 Contours of the predicted horizontal correlation coefficients of response spectra versus
natural vibration periods T1 and T2 for Ambraseys (2005) GMPE, using Baker and Cornell (a),
Chiou and Youngs (b) and Cimellaro (c)

where Tmin D min.T1;T2/, Tmax D min.T1;T2/; .Tmin < A2/ is a step function equal
to 1 if Tmin < A2 and equal to 0 otherwise and A0;A1 and A2 are the parameters of
the model.

Figure 12.10 shows the contours of the predicted horizontal correlation coeffi-
cients of the response spectra discussed above versus natural vibration periods Ti

and Tj for the 2005 Ambraseys GMPE (Cimellaro and De Stefano 2010).
Contours of the predicted horizontal correlation coefficients of response spectra

versus natural vibration periods T1 and T2 for Ambraseys (2005) GMPE, using
Baker and Cornell (a), Chiou and Youngs (b) and Cimellaro (c).

12.6 Use of Acceleration Time Histories

According to NTC8, the use of acceleration time histories is allowed for particular
structural and geotechnical systems. Each of them must be applied simultaneously
in the two horizontal directions (X and Y) and in the vertical direction (Z). The three
acceleration timel histories in the three directions define an acceleration group. EC8
fixes the minimum number of acceleration groups to three, but for detailed analyses
it is suggested to use seven groups of acceleration histories. The seismic standards
allow the use of three types of accelerograms:

• real ground motions (from strong motion databases);
• real ground motions (from strong motion databases);
• synthetic ground motions (generated from theoretical seismological models).

Only the first category can be used in dynamic geotechnical applications. A
common goal of the artificial and real accelerograms is the compatibility with the
target spectra in the given period of interest. EC8 and NTC08 do not establish
any rigid range of period for real ground motions. On the contrary, the maximum
and minimum values of period are given for artificial accelerograms (Tables 12.13
and 12.14).
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Table 12.13 Referring period intervals for NTC08

Ultimate Limit State (ULS) Service Limit State (SLS)

maxŒ.0:15s � 2:0s/I .0:15s � 2:0Tref /� maxŒ.0:15s � 2:0s/I .0:15s � 1:5Tref /�

Table 12.14 Reference
period interval for EC8

0:2Tref � 2:0Tref

The accelerograms can be selected to be spectrum compatible with the target
spectrum, so that the mean acceleration response spectrum of the set has a dispersion
of 10% in the period range of interest.

In addition, the set of accelerograms to be selected must be consistent with the
geological characteristics of the site. The simulated synthetic ground motions can be
evaluated from theoretical seismological models of seismic fault rupture by means
of dynamic or kinematic models. Using this procedure it is not possible to have
consistent results for frequency values greater than 5 Hz. On the other hand, the
artificial accelerograms do not have a reasonable amplitude, frequency content and
duration, since they are estimated from stochastic approaches.

These observations led to prefer the real ground motion records because they
are realistic and they have the best correlation between the spatial components.
Furthermore, nowadays the availability of a wide strong motion databases has led
to prefer real ground motion records in the analysis using advanced ground motion
selection methods.

12.6.1 Ground Motion Selection and Modification

It is important to mention that the general characteristics of the earthquake ground
motion set depends on the specific goals of the analyses to be performed. In fact
the Performance Assessment of Buildings (Applied_Technology_Council 2011)
define three selection methodologies depending on the performance assessment of
buildings:

• Intensity-based assessment;
• Scenario-based assessment;
• Time-based assessment.

These methodologies include the development of a target response spectrum,
the selection of an appropriate suite of earthquake ground motions and the scaling
procedure for consistency with the target spectrum. The scaling procedure is
necessary for modifying the record and match the target spectrum for the period
of interest.

The first step in the ground motion selection procedure is defining the target
spectrum according to the type of assessment (Table 12.15).
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Table 12.15 Target spectrum used in the performance analyses (ATC-58-1, 2012)

Intensity-based assessment Scenario-based assessment Time-based assessment

Any spectrum consistent
with site geologic
characteristics

Spectrum deriving with an
appropriate GMPE

One spectrum for each
seismic hazard interval used
in the analysis

Once the target spectrum has been defined, the ground motion selection is carried
out to obtain a set of ground motions that will produce unbiased estimates of
median structural response with non linear response history analyses (NRHA) or
other specific analyses. In other words, the ground motion selection is applied to
obtain an estimate of the structural dynamic response as accurate as possible. In
order to simplify the spectral matching procedure, three different approaches are
proposed:

• scaling in time domain (simple amplitude scaling for a specific period value);
• Frequency content modification;
• Adding wavelets functions in the record in the time domain..

The frequency content modification is the basic procedure for generating artificial
accelerograms matching the target spectrum, but also the third approach is used to
obtain artificial time histories which are spectrum compatible.

12.6.1.1 Real Ground Motion Records

In this paragraph specific selection and modification procedures won’t be discussed,
but instead the focus will be on the general characteristics of all methodologies
currently available. First of all, it is suggested to select real acceleration time
histories coming from different seismic stations and for different events. As dis-
cussed previously, the consistency with a target spectrum and with the seismological
characteristics of the site are the first steps in the selection and scaling procedure.

Thus, the ground motions are selected by means of several matching target
spectrum shape-based criteria and source and waveform-based criteria from the
available database. In literature are available several ground motion selection and
modification procedures. Each of them is based on the same logical steps to be
followed (Fig. 12.11).

The amplitude-based modification procedures in the time domain are based on
the definition of a scale factor SF which depends on the spectral acceleration of the
target spectrum (Sa; target.Tref /) (Eq. 12.19).

SF D Sa;target.Tref /

Sa;gm.Tref /
(12.19)

where Sa; gm.Tref / represents the spectral acceleration at the same period of the
considered ground motion. Usually, for building structures the period of interest
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Fig. 12.11 Overview of the options available for selecting and scaling real accelerograms
(Adapted from Bommer and Acevedo 2004)

Tref is assumed equal to the fundamental period of the structure (first vibrational
mode) (Fig. 12.12a). For geotechnical systems the period of interest Tref D 0 which
means to use the PGA as target acceleration (Fig. 12.12b).

Despite the large availability of strong motion databases, finding real ground
motions with similar seismological characteristics (fault mechanism, epicentral
distance, rupture depth etc.), site category (depending on VS30) and adequate mean
spectral compatibility, might not be enough. This observation has led proposing new
approaches based on the generation of artificial or synthetic ground motion records.

12.6.1.2 Artificial Seismic Records

Artificial accelerograms are obtained through numerical simulations starting from a
target spectrum. A commonly used method adjusts the Fourier amplitude spectrum
iteratively, based on the ratio of the target response spectrum to the time history
response spectrum, while keeping the Fourier phase of the reference time history
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Fig. 12.12 Scaling procedure to match spectral acceleration at some period (a) or at PGA (b)

Fig. 12.13 Example of
SIMQKE results in terms of
spectrum-compatibility

2

1.5

Sa (g)

T (s)

1

0.5

0
0.0 0.5 1.0 1.5 2.0 2.5 3.0

fixed (code BELFAGOR and SIMQKE, Gasparini and Vanmarcke (1976)). In other
words this is an iterative procedure through which the frequency content of the
record is modified step by step (Fig. 12.13).

The thick black spectrum defines the target spectrum, while the other lines rep-
resent all the compatible modified records (artificial accelerograms). This approach
can alter the non-stationary character of the time history, if the shape of the Fourier
amplitude spectrum is changed significantly.

An alternative approach for spectral matching adjusts the time history in the
time domain by adding wavelets to the selected ground motion record (Lilhanand
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and Tseng 1988; code RSPMATCH Abrahamson 1998). While this procedure is
more complicated than the frequency domain approach, it has good convergence
properties and in most cases preserves the nonstationary characteristics of the
ground motion. The ground motion records developed with this procedure are often
referred to as intelligent artificial accelerograms.

12.6.1.3 Synthetic Seismic Records

The synthetic procedures are based on the empirical or physical methods for the
generation of the ground motions. The empirical methods can be carried out using
the attenuation relationships, while the physical methods include dynamic and
kinematic models.

Dynamic models rigorously take into account the causative forces resulting in
earthquakes and are based on the dynamics of the fault rupture, which involves
specifying the forces (tectonic stresses) that drive the process and the forces (such
as friction and asperities on the fault) that resist the rupture propagation. Mechanics
and equations of motion are then used to define the rupture process and the
resulting ground motion. Such techniques are highly complex, require very intensive
calculations and also require the specification of many geophysical parameters that
are generally unavailable and unpredictable for future earthquakes. Hence, they have
been very infrequently used to generate motions for engineering purposes. The main
application of dynamic fault models has been to interpret the rupture history of
previous earthquakes in order to better understand the processes of generation and
propagation.

Kinematic fault models (Hartzell et al. 1976) are more widely used to generate
synthetic ground motions. The model characterizes the rupture process in terms
of the displacement (slip function) of the fault as a function of time and location.
The response at a site can then be calculated using mathematical forms called
Greens functionsİ that represent the ground motion at the site deriving from an
instantaneous unit pulse displacement at a particular point on the fault. They
simulate the propagation of seismic waves from the fault to the observation point,
taking into account the effect of the intervening geologic structure. Calculating
Greens functions represents the largest portion of kinematics modeling computa-
tions. A common practice that has come into use, to overcome the lack of strong
motion recordings, is the use of weak motion recordings from small earthquakes as
empirical Greens functions. The two components necessary for fully defining the
motion are, therefore, the Greens functions and the distribution in time and space
of the individual point ruptures that make up the complete fault rupture. Of course,
it is impossible to predict in both time and space the rupture propagation for future
earthquakes, so a degree of randomness is usually introduced into the summation of
the sub-events in order to represent the heterogeneity of real fault ruptures typical
of large earthquakes.
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12.6.2 Available Databases for Signal Processing and Ground
Motion Selection

All the ground motions are recorded and collected in the database in order to be
available for any seismic analysis. Three of the most useful strong motion databases
are the ITalian ACcelerometric Archive (ITACA), the European Strong Motion
Database (ESMD) and the Pacific Earthquake Engineering Research database
(PEER) for Italian sites, European sites and world sites, respectively. From ITACA
and from ESMD one can obtain the acceleration time histories (corrected and
uncorrected) and additional information about any recorded ground motion in zip
files after registration in the official site (http://itaca.mi.ingv.it/ItacaNet/ for ITACA
and www.isesd.hi.is/ for ESMD). The PEER ground motions are freely available
at the link: http://ngawest2.berkeley.edu/. Figures 12.14, 12.15 and 12.16 show
the screenshots related the databases just mentioned and they also illustrate the
differences between the internet graphical user interfaces.

For a single event the East-West (E-W), the North-South (N-S) and the Vertical
(V) components are given for the three databases. In addition, Fault-Normal (FN)

Fig. 12.14 Screenshot of the ITACA internet GUI

Fig. 12.15 Screenshot of the ESMD internet GUI

http://itaca.mi.ingv.it/ItacaNet/
www.isesd.hi.is/
http://ngawest2.berkeley.edu/
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Fig. 12.16 Screenshot of the PEER internet GUI

Fig. 12.17 Format of the
output uncorrected record
name (ITACA) E.BUI HNZ.D.19760911

Stream Event dateStation code

Network

Event time Uncorrected

163501 X.ACC.ASC. ...

and Fault-Parallel (FP) components of the shaking are available for the latest version
of the PEER database. The Italian and European strong motion database provide
uncorrected and corrected (with default Butterworth filter and baseline correction)
acceleration histories. In order to explain the main differences between the output
file formats, a Friuli earthquake record was selected from the three database and the
main format name differences are summarized in Figs. 12.17, 12.18 and 12.19.

In each database it is possible to perform any research using the station criteria
or the waveform criteria.
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Fig. 12.18 Format of the
output uncorrected record
name (ESMD) 000116XA.RAW

Uncorrected

Waveform ID Component

Fig. 12.19 Format of the
output record name (PEER)

FRIULI/BUI-WE
Location

Station code

Component
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Chapter 13
Opensignal

Abstract The chapter illustrates the capabilities of the OPENSIGNAL computer-
based platform environment (Cimellaro GP, Marasco S, Frontiers in Built Environ-
ment 1:17, 2015) for processing and selecting the seismic input to be used in the
seismic analyses. All the features and the software components are explained in
detail and an illustrative application is reported.

13.1 Introduction

The use of ground motion data has been growing worldwide due to the large
availability of ground motion records and increased interest from the earthquake
engineering community in using nonlinear response history analysis in seismic
analysis and design. In particular, the selection and processing of earthquake records
plays a key role in seismic risk assessment of buildings and structures in general.
A computer-based platform OPENSIGNALİ has been developed (Cimellaro and
Marasco 2015) for the analysis, processing and selection of ground motion records
from the main international databases (ESMD, PEER, ITACA, Chilean database)
using different search criteria. The main advantage and unique quality of the
platform is that it allows spectral matching selection using different target spectra
rather than the UHS such as the Conditional Mean Spectra (CMS) or any other
user-defined target spectra (Cimellaro et al. 2011). In particular, the computer
environment allows building the Conditional Mean Spectra on the Italian national
territory. Furthermore, the proposed platform combines the functionalities of differ-
ent software, such as multi record processing and also allows exporting the selected
records in different formats (e.g. excel, txt) using a simple graphical interface. The
computer-based platform is freely available for the general public at the following
website: http://areeweb.polito.it/ricerca/ICRED/Software/OpenSignal.php
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13.2 State of Art

Nowadays, the state-of-practice in earthquake engineering design has progressively
moved toward the use of dynamic elastic and even nonlinear time history analysis
with respect to response spectrum analysis, because of the exponential increment of
computational power. All these methods require the selection of a proper suite of
earthquake ground motions as prerequisite in order to be reliable. In fact, among
all possible sources of uncertainty (e.g. structural material properties, modeling
approximations, design and analysis assumptions etc.) the selection of earthquake
ground motion has the highest effect on the variability of the structural response.
The selection of earthquake records in most seismic design codes are based on
parameters obtained by disaggregated seismic hazard maps at a specific site such
as the magnitude, M, and the source-to-site distance, R, but other parameters
can also be used such as the soil type, the source mechanism, the duration etc.
Other parameters can also be used based on intensity measures such as the peak
ground acceleration (pga), the spectral acceleration at the fundamental period of
the structure Sa(T1) etc. Other selection criteria are based on spectral matching to
a specific target spectrum, such as a design code spectrum evaluated by referring
to seismic scenario determined by a ground motion prediction equation (GMPE), a
uniform hazard spectrum (UHS), a conditional mean spectrum (CMS), etc. Using
design code spectrum and UHS might cause over-softening and over-damping
during the analysis; therefore, a matching procedure based on the conditional mean
spectrum leads to more consistent results. Several alternatives and more advanced
methods are available in literature (see review in Cimellaro and De Stefano 2010).

A large number of computer programs, public and commercial, are available
at the ORFEUS (Observatories and Research Facilities for European Seismology)
data center (http://www.orfeus-eu.org/software.html). Most existing public signal
processing software are developed to analyze single seismic earthquake records at a
time (e.g. Seismosignal – available at http://www.seismosoft.com/en/seismosignal.
aspx). For multiple records analysis commercial software such as BISPEC (Hachem
2008) (http://www.ce.memphis.edu/7137/PDFs/BispecHelpManual.pdf) is needed,
but they have the inconvenience that they are not freely available in the market.
Furthermore, most of these programs can be used after the earthquake records are
selected, but they are not able to guide you through the ground motion selection
process from a given database, thus is one example of how they do not provide
users with the ability to perform all of these functions in an integrated fashion.

Recently Katsanos and Sextos (2013) developed a Matlab-based software envi-
ronment which integrates finite element analysis with earthquake records selection
which works with the PEER database. However signal processing, soil response
analysis and the possibility of using new target spectra such as the Conditional Mean
Spectra is not included in the program. Consequently, there is a need for a specific
platform that combines all of these functionalities together. The computer-based
platform OPENSIGNAL, which can read data in a large variety of file formats from
the most common ground motion databases, is freely available for the general public
(available at http://areeweb.polito.it/ricerca/ICRED/Software/OpenSignal.php). In

http://www.orfeus-eu.org/software.html
http://www.seismosoft.com/en/seismosignal.aspx
http://www.seismosoft.com/en/seismosignal.aspx
http://www.ce.memphis.edu/7137/PDFs/BispecHelpManual.pdf
http://areeweb.polito.it/ricerca/ICRED/Software/OpenSignal.php
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fact, the platform can be used to automatically select seismic records from several
databases such as the PEER-NGA strong motion database (PEER – http://ngawest2.
berkeley.edu/), the European Strong-Motion database (ESMD – http://www.isesd.
hi.is/ESD_Local/frameset.htm) and from ITalian ACcelerometric Archive (ITACA
– http://itaca.mi.ingv.it), but it also allows manual reading of seismic records by
selecting the free format. It is composed of several interactive graphical interfaces
that integrate the most common signal-processing and selection criteria techniques
used in earthquake engineering. For example, it allows processing multiple ground
motion records simultaneously, filtering the unwanted frequency contents, carrying
out spectral analysis, soil response analyses etc. Finally, all processed data and
records can be exported into other common formats such as MS Excel, txt, etc.

The goal of OPENSIGNAL is to provide users with the latest techniques on
ground motion selection and processing, while simultaneously providing utilities
for file management, import and export of data, unit conversion, and other time-
consuming tasks for earthquake engineering professionals, students and researchers.

13.3 Structure of the Software

The software architecture of OPENSIGNAL is based on three main windows that
provide tools, which corresponds to the same logical process that is usually followed
by each designer to select “reliable” earthquake records:

1. Signal processing analysis;
2. Seismic record selection;
3. Site response analysis.

(i) Signal Processing is designed for a user who has his own input data and
needs to process it; (ii) Seismic records selection window supplies the instruments
for obtaining both response spectra and time-histories; (iii) Site Response Analysis
concerns the analysis of the amplification effects at a given site due to the soil
stratigraphy.

The main graphical interface of the program is shown in Fig. 13.1.
Each part of the computer environment has been implemented in MATLAB and

has a graphical user interface that is simple and intuitive to be used. Each toolbox
can be used following the sequence shown in Fig. 13.1 or independently. In the next
paragraphs, each part of the platform is described in detail.

13.4 Strong Motion Databases

The proposed framework retrieves records from the PEER-NGA strong motion
database (PEER – available at http://ngawest2.berkeley.edu/ ), the European
strong motion database (ESMD – available at http://goo.gl/hkUKDG), the ITalian

http://ngawest2.berkeley.edu/
http://ngawest2.berkeley.edu/
http://www.isesd.hi.is/ESD_Local/frameset.htm
http://www.isesd.hi.is/ESD_Local/frameset.htm
http://itaca.mi.ingv.it
http://ngawest2.berkeley.edu/
http://goo.gl/hkUKDG
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Fig. 13.1 Main graphical interface of the software

ACcelerometric Archive (ITACA available at http://itaca.mi.ingv.it), and the
Chilean ground motion database (records from 1994 to 2010 are available at http://
terremotos.ing.uchile.cl/). Additional Chilean records related to the 1985 earthquake
are available at http://goo.gl/JeowCW, while the raw data (uncorrected) of the
records of the 2014 Iquique earthquake are available at http://www.sismologia.
cl/. Furthermore, the software also allows manual reading of the seismic records
selecting the free format, if the file format is different from the three databases
mentioned above.

13.5 Signal Processing and Filtering

Figure 13.2 shows the main user dialog window of “signal processing” tool. Signal
processing allows the user to open raw data obtained from the main source databases
from all over the world and calculate the principal seismic parameters, such as Arias
Intensity, Fourier Transform as well as the file information (i.e event description,
sampling interval, etc.). In the Input Data (upper left), the records are uploaded
and read automatically for the selected ground motion databases (PEER, ESMD,
ITACA and UCHILE) or using the option free format. The signal processing module
(Fig. 13.2) allows the correction of the ground motion records with the Butterworth

http://itaca.mi.ingv.it
http://terremotos.ing.uchile.cl/
http://terremotos.ing.uchile.cl/
http://goo.gl/JeowCW
http://www.sismologia.cl/
http://www.sismologia.cl/
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Fig. 13.2 User dialog window for “Signal Processing”

filter by modifying the default set up values (fmin D 0:25Hz, fmax D 25Hz, n D 4)
if needed. It is also possible to scale the acceleration history selected by setting
the scale factor. The effect of the filter is shown in the Time Histories visualization
panel in which the accelerations, velocities and displacements records, both filtered
and unfiltered are displayed. In the Signal Processing window (Fig. 13.2) the main
parameters of the earthquake records (e.g. peak ground acceleration, velocity and
displacement, duration, etc.) both peak and root mean square values are calculated
and saved for both filtered and unfiltered data. The Arias Intensity and the Fourier
Transform graph are plotted as well. All processed data and records can be saved in
bothxls and txt format using the saving input data block (bottom-left in Fig. 13.2).
Then the set of records created can be processed in the spectral analysis dialog
window (Fig. 13.3).

13.5.1 Response Spectra Analysis

Signal Processing tool contains a powerful tool, the Response Spectrum Analysis,
which permits simultaneous Spectrum Analysis of different time-histories. Starting
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Fig. 13.3 User dialog window for Spectral analysis

from the set of ground motions selected and filtered, the Elastic Response Spectra
(acceleration, velocity, displacement etc.) can be computed for a given value of
damping ratio. Furthermore, the mean and median acceleration response spectra
of the uploaded set of records with the associated range of dispersion (˙� ) can also
be evaluated and plotted using log and semi-log scales.

Different types of target spectrum can be defined in the framework. The Design
Spectrum (DS) can be evaluated according to the Italian seismic standards, the NTC
2008 for any point in the Italian territory, once the parameters are defined (e.g.
nominal life, soil category, damping ratio, over strength factor q to describe the
inelastic behavior, etc.). Additionally the DS according to the European seismic
standard, EC8, and to the US standards can be evaluated inserting the proper
parameters. Furthermore, the platform allows the evaluation for a given probability
of exceedance of the Uniform Hazard Spectrum (UHS), and the Predicted Mean
Spectrum (PMS) using four different ground motion prediction equations (GMPE)
which are currently available: Ambraseys et al. (1996), Campbell and Bozorgnia
(2008), Boore and Atkinson (2008), Iyengar et al. (2010) and Contreras and
Boroschek (2012). However, the real novelty of the proposed system architecture
is that it allows evaluation of the Conditional Mean Spectrum (CMS) on the entire
Italian territory (Cimellaro 2013).
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13.6 Seismic Records Selection

Ground motion selection is applied in order to obtain a set of motions that are
usually used in dynamic elastic and even nonlinear response history analysis. The
Seismic Records Selection module is shown in Fig. 13.4 where after selecting the
ground motion database to be used for the search (e.g. PEER or ESMD), the
waveform (left in Fig. 13.4) or spectral criteria (right on Fig. 13.4) can be used.
The Seismic Records Selection tool shown in Fig. 13.4 has a layout perceived in
two main panels, Spectrum panel and Time-History panel. The first one provides
the computation of the most used Spectra (i.e Design Spectrum, Conditional Mean
Spectrum, Predicted Mean Spectrum, Uniform Hazard Spectrum). The second
one is subdivided in three sections: Real, Artificial and Synthetic Time-History.
In particular, Artificial and Synthetic Time-history panels allow generating new
input data using the SMSIM code (Boore 2003) and a wavelet-based stochastic
model (Yamamoto 2011). The Real Time-History panel allows finding earthquake
records in the main databases (e.g. PEER or ESMD) by peak values, magni-
tude and soil category (waveform matching), by spectrum matching or energetic
methods.

13.6.1 Real Time History Selection

13.6.1.1 Waveform and Spectral Matching

The waveform matching can be obtained selecting some specific parameters
obtained by the disaggregated seismic hazard maps at a specific site such as the
moment magnitude, Mw, the fault distance or Joyner-Boore distance (R or RJB,

Fig. 13.4 User dialog window for Seismic Records Selection
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expressed in km), the fault mechanism, the soil type according to EC8 and US
standards and the waveform parameters (e.g. Peak Ground Acceleration, Peak
Ground Velocity, Peak Ground Displacement). In the search with the Spectral
Matching block, the first step is the definition of the type of matching to be carried
out. There are three currently available options: (i) Single period, (ii) Multi periods
(up to three values) and (iii) Mean Deviation. A selected percentage error is defined
in all cases to vary the number of earthquakes selected. The second step is the
selection of the Target Spectrum among the CMS, the DS, the UHS, the PMS or any
User Defined (UDS) response spectrum. After the selection of the target spectrum,
the search of the records between the ground motion databases available in the
computer environment is performed. Both horizontal and vertical components of
ground motion can be considered for ESMD, while the geometric mean components
are used for PEER. Then the records found can be preselected in a table and visually
inspected comparing both response spectra and other data (e.g. location) and only
after this further check the records can be downloaded and saved.

13.6.1.2 Energetic Method

A novel Ground Motion Selection and Modification (GMSM) procedure is also
implemented in the software for minimizing the dispersion of the Engineering
Demand Parameters (EDP) and enhancing the accuracy in the prediction of dynamic
structural response (energetic method). The new selection and scaling procedure
emerges from comparing a set of horizontal ground motions at various ranges of
frequency and then obtaining a set of ground motions with similar seismic severity
by matching the target spectrum at the period of interest Tref . Furthermore, the
selected motions are scaled in order to have an equivalent Housner intensity in
the period range 0:2Tref � 2Tref comparable withe the target spectrum one. The
horizontal components for every band of frequency is obtained using a specific
index that depends on the energy-frequency trend’s shape as well as on its scattering
degree around the mean value (Marasco and Cimellaro 2017). This allows obtaining
a set of spectrum-compatible records with almost identical severity and low
dispersion of the structural response parameters. The methodology has been tested
showing a significant effectiveness in terms of low variability of parameters and
accuracy in preserving the median demand for a given hazard scenario. This new
software component is able to select and modify ground motion records coming
from PEER and ESMD database and setting magnitude and epicenter distance
ranges, by imposition af a given reference period. Then, seven groups of records
(in both horizontal direction) can be derived and used in the time history analyses.
The proposed GMSM procedure is available both for structural and geotechnical
applications. The Energetic method dialog box is shown on Fig. 13.5.

As a result, this new energetic proposed approach allows to select a representative
set of ground motion according to the spectrum-compatibility criterion, to the fre-
quency content representativeness and to the consistency of the expected structural
damage for the given hazard scenario.
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Fig. 13.5 User dialog window for energy-based GMSM procedure

13.6.2 Artificial Time-History Selection

The decomposition of ground motion time-histories into wavelet packets and the
reconstruction of time-histories from wavelet packets has been applied in the
creation of a stochastic ground-motion model (Yamamoto and Baker 2013). The
wavelet packet is defined as in the Eq. 13.1.

ci
j;k D

1
s

�1
x .t/  i

j;k .t/ dt (13.1)

Exploiting two groups of wavelet packets, 13 parameters quantify time and
frequency characteristics of the acceleration time histories. Such parameters are
predicted as a function of four predictor variables: the moment magnitude (Mw), the
hypocentral distance (Rhyp), rupture distance (Rrup), and average shear-wave velocity
within 30 m depth (Vs30). In turn, the predictor variables are obtained by a two-stage
regression analysis. In Yamamoto and Baker (2013) it has been proposed a range
of values that provides a good match from the GMPEs; those values are reported
and recommended inside the code. As in synthetic time-histories, the generation
of independent time-histories is unlimited and the signal processing is analogous
(Fig. 13.6).

13.6.3 Synthetic Time-History Selection

OPENSIGNAL allows the creation of synthetic time-histories exploiting the physic
concepts implemented in SMSIM code (Boore 2003) where the total spectrum of the
motion at a site can be divided into contributions from earthquake source, path (P),
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Fig. 13.6 Window of generation of artificial time-histories. Synthetic time-histories share a
coincident layout with few differences in the INPUT DATA panel

and site. The shape and amplitude of the source spectrum are function of earthquake
size; it is overall defined by three elements: a constant value (C), the seismic moment
(M0) and the displacement source spectrum (S.M0; f /). The constant C is computed
(Eq. 13.2) according to the radiation pattern (Rrp), the partition of total shear-wave
energy into horizontal components (V), a reference distance (R0), the effect of the
free surface (F), the soil density (�s) and the shear wave velocity (ˇs) in the vicinity
of source. The soil density and the shear wave velocity are set by the user; Rrp is set
to 0.55, V to 1/2, R0 to 1, and F to 2.

C D RrpVF

4��sˇ3s R0
(13.2)

Different formulations of displacement source spectrum exist in literature; in
OPENSIGNAL is possible to choose between a singular corner frequency or a
double corner frequency. In the first case the only input is the stress drop (ı� ) while
the user selects the ratio of both corner frequencies as well as the stress drop in the
second case. The variability of the stress drop can be formulated by the reference
magnitude of the stress drop and the derivative of it in the log space. The path
contribution is split in the geometric spreading (Z.R/) and attenuation (Q. f /) as
given in Eq. 13.3.

P .R; f / D Z .R/ exp

�
� fR

Q . f /
cq

	
(13.3)
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where cq is the seismic velocity used in the determination of Q. f /. The geometric
spreading in OPENSIGNAL is defined by means of five parameters, in order to
create a series of three linear straight lines with slope (p1, p2, p3) with in the
range among (R1, R2). The attenuation contribute is represented by three piecewise-
continuous line segments specified by 8 parameters: the slopes of first (s1) and third
lines (s2) that have values (Qr1) and (Qr2) at frequencies (fr1) and (fr2), the transition
frequencies (ft1) and (ft2). The site effect is generally formulated as the product of an
amplification effect and diminution effect. OPENSIGNAL provides a formulation
for a generic rock site amplification, by recommending a proper local site analysis
to take into account the amplification of soil. The diminution factor describes the
path-independent loss of high frequency by applying two filters (Eq. 13.4).

D . f / D exp .��k0f /r
1C

�
f

fmax

�8 (13.4)

The user defines a proper value of (k0) and (fmax). All the parameters are set in a
proper window (Fig. 13.7) where the user can choose the time envelope shape.

An arbitrary number of independent time-histories can be generated by multiply-
ing the normalized amplitude spectrum of white-noise with the computed spectrum.
The total duration of the white-noise is set according as Eq. 13.5.

Fig. 13.7 Required
parameters for generation of
synthetic time-histories
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(13.5)

The time envelope shape is scaled according to the source duration weight
(wa,wb). For each time-history, several parameters are computed and displayed (e.g.
velocity, displacement, Fourier amplitude, Arias intensity).

13.7 Approximated Site Response Analysis

The CMS and the UHS are usually used as target spectra in order to perform the
selection procedure discussed previously. Since the two spectra just mentioned are
obtained for the condition of rigid and flat surface, the selection procedure does
not lead to a representative set of acceleration histories. In real cases, the soil
parameters affect the seismic response of a geotechnical system, because the soil
filters the seismic input, so specific frequencies may be amplified while others may
not. Thus, the soil surface seismic response is not coincident with the assumption
of rigid and flat surface (bedrock). In order to take into account the local site
effects of the ground motion propagation a special OPENSIGNAL component is
implemented (Fig. 13.8). A new set of accelerograms or an existing one can be used
as input motion at bedrock. For this reason, it is possible to select the acceleration
histories selected in the Matching procedure (Import set in Fig. 13.8). This software
component performs the soil response analysis by using a time domain solution of
the dynamic equations with the implicit method of Newmark based on the Eqs. 13.6
and 13.7.

Fig. 13.8 User dialog window for site response analysis
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PuiC1 D Pui C Œ.1 � �/�t�Rui C .��t/RuiC1 (13.6)

uiC1 D ui C .�t/Pui C Œ.
1

2
� ˇ/�t2�Rui C .ˇ�t2/RuiC1 (13.7)

where �t defines the time step, u, Pu and Ru represent the displacement, velocity and
acceleration of the system, respectively. These ones are determined at the time i+1
starting from the known values at time i. The parameters ˇ and � define the variation
of the acceleration over a time step and in the present work they have been set equal
to ˇ D 1

4
and � D 1

2
(average acceleration method). The layered soil column

is idealized as a multi-degree of freedom system with lumped parameters (spring-
dashpot system Fig. 13.9) and the seismic excitation is imposed at the base of the
physical model (bedrock) as an acceleration history. The equations of motion can
be expressed in the following matrix form Eq. 13.8.

ŒM� fRug C ŒC� fPug C ŒK� fug D � ŒM� ŒI� fRugs (13.8)

where [M], [C] and [K] are the mass matrix, viscous damping matrix and stiffness
matrix respectively, while Ru , Pu and u define the vectors of the absolute nodal
accelerations, velocities and displacements respectively. The term f Ig Rug represents
the earthquake load, where each component of the vector I is equal to the unit
value. In a nonlinear formulation the energy of the system is dissipated through
the hysteretic loading-unloading cycle, thus, the viscous damping matrix may be
defined in order to simulate the mentioned process of dissipation. In addition, in
the time domain analyses, the damping depends on the frequencies. One of the
most common and simplified methods used to compute the damping matrix is the
Rayleigh formulation (RF), where the damping is assumed to be proportional to

Fig. 13.9 Multi degree of freedom system with excitation at the base



322 13 Opensignal

the mass matrix and to the stiffness matrix (Eq. 13.9) by means of two coefficients
a0and a1 frequency dependent (Eq. 13.10 and 13.11).

ŒC� D a0 ŒM�C a1 ŒK� (13.9)

a0 D �
4�.f0f1/

f0 C f1
(13.10)

a1 D �
1

�.f0 C f1/
(13.11)

where � is the damping ratio of the soil system and f0 and f1 are the two control
frequencies. The main approximation of this procedure consists in the underestima-
tion of the damping at frequencies between f0 and f1, and the overestimation of the
damping at frequencies lower than f0 and higher than f0. Thus, the selection of the
two control frequencies is very important in order to obtain good results. For this
purpose, OPENSIGNAL performs the dynamic analysis calculating the damping
matrix according to Hudson et al. (1994) in which f0 is the fundamental frequency of
the soil column and f1 represents the predominant frequency of the ground motion.
In addition, OPENSIGNAL takes into account the variation of damping ratio among
the layers of soil calculating the damping matrix as an ensemble of damping element
matrices (Eq. 13.12).

ŒC� D 4�.f0f1/

f0 C f1

2

664

�1m1 0 : : : 0

0 �2m2 0 0

: : : 0 : : : : : :

0 0 : : : �nmn

3

775

C 1

�.f0 C f1/

2

664

�1k1 ��1k1 : : : 0

��1k1 �1k1 C �2k2 ��2k2 : : :

: : : ��2k2 : : : ��n�1kn�1
0 : : : ��n�1kn�1 �n�1kn�1 C �nkn

3

775

(13.12)

OPENSIGNAL uses a hybrid method in which the hysteretic behaviour of
the soil is approximated using the shear modulus degradation curve (G-� ) and
the damping ratio curve (�-� ). For this reason, the clay, the sand and the rock
degradation curves are available in OPENSIGNAL according with the default
curves available in EERA (Bardet et al. 2000).

This approach allows approximating the real soil behavior, by assuming that
the shear modulus and the damping ratio vary with the shear strain amplitude
(equivalent linear model). The nodal displacements and the shear deformations
related to the relative displacements are calculated for a generic time using the
Newmark method. These values will be considered to upload the shear modulus
and the damping ratio used in the following instant to define the new stiffness
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Table 13.1 OPENSIGNAL soil response analysis vs EERA

Feature OPENSIGNAL EERA

Discretization Lumped mass Continuous layers

Type of solution Time domain Frequency domain

Type of analysis Step by step integration Transfer function

Soil model G(�) and D(�) curves G(�) and D(�) curves

Damping model Rayleigh formulation (RF) Kelvin-Voigt model

Nonlinearity Solution with parameters
uploading at every step

Iterative approximation of equivalent
linear response

and damping matrix. The main approximation is due to the nonlinear behavior
of the soil and the inconsistency of the soil parameters determination in the large
shear strain range, because in this field the real stiffness and damping depend on
the number of loading-unloading cycles. Nevertheless, it was observed that in the
medium deformation range the nonlinear behavior of the soil is not significantly
influenced by the load path. The comparison between the method implemented in
OPENSIGNAL and the one implemented in EERA is shown in Table 13.1. The
proposed hybrid method can lead to inaccurate solutions for seismic records with
high amplitude, because they generate wide shear deformations in the soil column
and, as mentioned before, in the large strain range it is necessary to consider the
real (	 � � ) trend in order to appreciate the nonlinear soil phenomena. Thus, in this
case, it is necessary to adopt a specific nonlinear soil response analysis software.
In addition, since the proposed method carries out the RF to define the damping in
each step, the solution is strictly dependent upon the f0/f1 ratio. For this reason, at
high values of the frequency ratio the RF leads to an underestimated damping, then
the calculated solution is greater than the real one.

13.8 Case Study

As an illustrative example to show the capabilities of the computer-based platform
environment, six ground motion records have been chosen to test the record
processing tool, while a set of deaggregation parameters has been identified to
test the record selection criteria tool. The first dialog window of the computer
environment focuses on the ground motion signal processing, using filters to process
the signals and evaluate the elastic response spectrum.

The platform allows automatic reading of the accelerograms from these databases
and plotting the main related information. In particular, the records can be selected
from the PEER strong motion database (PEER) , the European Strong Motion
Database (ESMD) , the Italian Accelerometric Archive version 2.0 (ITACA) and
the University of Chile database (UCHILE).

As an illustrative example, six records, from UCHILE, ESMD and PEER
database have been selected and listed in Table 13.2. The associated acceleration
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Table 13.2 Six ground motion records from UCHILE, ESMD and PEER database

Database Station ID Event ID
Earthquake
name Date PGA [cm/s2] ML/W R [km]

UCHILE S/N 6735 Matanzas Maule 27/02/2010 311.15 8.8 -

UCHILE S/N 935 Santiago
Centro

Maule 27/02/2010 186.87 8.8 -

ESMD 553 472 Izmit 17/08/1999 319.29 7.6 12.00

ESMD 54 87 Tabas 16/09/1978 319.85 7.3 12.00

PEER 89324 P0810
Cape Men-
docino 25/04/1922 360.22 7.1 18.50

PEER CHY006 P1120 Taiwan 20/09/1999 362.74 7.3 14.93

Fig. 13.10 Elastic acceleration response spectra (a) and mean acceleration response spectrum (b)

elastic response spectra damped at 5% are shown in Fig. 13.10. The six uncor-
rected records have values of PGA between 186.87 cm/s2 and 362.74 cm/s2

and local/moment magnitude between 7.1 and 8.8. Every uncorrected record in
Table 13.2 has been filtered with a Butterworth filter having fmin D 0:25Hz, fmax D
25Hz and n D 4. The filtered set of records is then used for the response spectral
analysis. In Fig. 13.13 the acceleration elastic response spectra of the ground motion
set in Table 13.2 with a damping ratio equal to 5% are shown. After uploading the
records, OPENSIGNAL allows the evaluation of main signal parameters divided
into three main categories:

• Peak values: PGA, PGV and PGD;
• Time values: Arias intensity, Duration, Peak acceleration time;
• Root mean square values: aRMS, vRMS, dRMS.;

The parameters are calculated for both the unfiltered (Original) and filtered (Mod-
ified) records. As example, the time histories of Mauleİ earthquake are considered
and the relative signal parameters are summarized in Table 13.3. The selection
criteria of the ground motion records follow two different approaches: waveform
matching and spectral matching. OPENSIGNAL enables the selection procedure
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Table 13.3 Signal properties of the unfiltered vs. filtered records (Maule earthquake Matanzas
S/N 6736)

PGA
[cm/s2]

PGV
[cm/s]

PGD
[cm] Ia [cm/s] Duration [s]

Peak acc.
Time [s] aRMS vRMS dRMS

Unfiltered 333.8 48.0 - 707.8 33.85 41.3 64.1 14.4 -

Filtered 311.2 47.0 30.7 665.0 33.75 41.38 62.4 7.8 8.8

Fig. 13.11 Waveform matching for the PEER database (a) and ESMD (b)

to perform, starting from the European database (ESMD) and the international
database (PEER). The selection procedure can be carried out by choosing between
the horizontal and the vertical components of ground motion for the ESMD, while
the geometrical horizontal mean values are considered for the selection of the
acceleration history in the PEER database.

The selection procedure based on waveform matching is based on the source
and site characteristics such as the Moment Magnitude (Mw), the fault distance
or Joyner-Boore distance (RJB) and the soil category, or on the waveform char-
acteristics such as the peak ground acceleration (PGA), the peak ground velocity
(PGV) and the peak ground displacement (PGD). For example, in Fig. 13.11 the
response spectra of the ground motions selected from the PEER (Fig. 13.11a) and
the ESMD (Fig. 13.11b) respectively are shown, considering a range of moment
magnitude of 3–6.5 and the fault distance of 10–50 km. Several techniques have
been developed for selecting a reliable set of earthquake records to be used in the
dynamic structural analysis. One selection criteria is based on the spectral matching
for a specific target spectrum. Thus, the definition of a target spectrum represents
the preliminary phase of the spectral matching, and for this purpose, OPENSIGNAL
allows choosing between five different spectra:

1. Design Spectrum (DS) according to NTC2008, EC8 and FEMA 302;
2. Uniform Hazard Spectrum (UHS);
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3. Predicted Mean Spectrum (PMS) according to Ambraseys et al. (1996), Camp-
bell and Bozorgnia (2008), Boore and Atkinson (2008), Iyengar et al. (2010),
Contreras and Boroschek (2012), GMPE;

4. Conditional Mean Spectrum (CMS);
5. User Defined Spectrum (UDS).

As an example, the three deaggregation parameters have been chosen to define
the CMS which will be used as target spectrum in order to perform the spectral
matching (Table 13.4). The Conditional Mean Spectrum (CMS) has been defined
for the period of 0.2 s and for a probability of exceedance of 10% in 50 years. The
CMS has been built taking into account the deaggregation values associated with the
reference period using the Boore and Atkinson (2008) GMPE. In OPENSIGNAL
three different approaches for spectral matching are available:

• Single period approach;
• Multi period approach;
• Mean deviation approach.

OPENSIGNAL can use any of the matching procedures mentioned above, by
selecting the tolerance in term of percentage error for the first two approaches or
in term of mean deviation for the latter one. The search can be performed for the
X, Y or Z components for both the ESMD and PEER records. In Table 13.5 the
parameters used for the matching criteria for both the ESMD and PEER database
are summarized, while the results are shown in Fig. 13.12.

Table 13.4 Mean
deaggregation values chosen

M R [km] � VS;30 [m/s] Fault

7.85 34.55 0.97 350 Normal

Table 13.5 Spectral matching parameters

Database Matching criteria Component % error Ti [s]

ESMD Single period Y-component 10 0.2

PEER Single period Y-component 10 0.2

Fig. 13.12 Single period matching with conditional mean spectrum as target spectrum, for the (a)
PEER database and (b) ESMD
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Table 13.6 Ground motion characteristics

Station ID Event name Date ML

TLM1 Friuli 05/06/1976 4.5

CSC Val Nerina 09/19/1979 5.5

Table 13.7 Geotechnical soil characteristics

Layer Soil
Thickness
[m]

Shear wave
velocity [m/s]

Initial shear
modulus [MPa]

Initial damping
ratio [%]

Unit weight
[kg/m3]

1 Sand 6.5 136.21 37.18 0.24 2004.08

2 Sand 5.0 176.15 62.19 0.24 2004.08

3 Clay 9.0 404.46 348.35 0.24 2129.46

4 Sand 8.0 225.52 101.93 0.24 2004.08

5 Clay 6.0 275.84 162.03 0.24 2129.46

6 Sand 8.0 207.46 86.26 0.24 2004.08

Fig. 13.13 Shear modulus degradation curve and damping ratio curve for sand (a) and clay (b)

As a practical example of Soil response analysis, two different ground motions
with medium intensity have been considered and their main characteristics are
illustrated in Table 13.6. The stratigraphic characteristics of the soil column chosen
in the application are reported in Table 13.7 in which layer 1 defines the soil surface
while the layer 6 is located above the bedrock.

Figure 13.13 illustrates the (G0/G-� ) and (�-� ) curves used in the application.
The accuracy of the numerical solution depends on the number of sublayers,

or rather on the degree of freedom. Since the generic half earthquake wave length
should be described by at least 3–4 points for each layer, the thickness to be assigned
to the single layer should not be greater than the ratio between the shear wave
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Fig. 13.14 Val Nerina earthquake (a) and Friuli earthquake (b) comparisons between bedrock and
soil surface results

Fig. 13.15 Val Nerina earthquake (a) and Friuli earthquake (b) comparisons between EERA and
OPENSIGNAL results

velocity (Vs) and six times the height of the predominant seismic frequency (fmax).
In order to satisfy the previous conditions (Eq. 13.13), OPENSIGNAL performs a
preliminary division of the soil column.

hmax Š Vs

7f max
(13.13)

The amplification phenomena are emphasized in Fig. 13.14 in which the spec-
trum on bedrock is compared with the spectrum on the soil surface. Finally, the
results obtained with OPENSIGNAL and EERA are compared in Fig. 13.15.
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Chapter 14
Methods of Analysis

Abstract The chapter analyzes the structural seismic analysis methods. The four
common analysis method are illustrated (Linear static, linear dynamic, nonlinear
static, and nonlinear dynamic analyses). Additionally, the direct displacement-based
seismic design procedure is discussed in detail.

14.1 Introduction

The methods of analysis for multistory buildings are based on static or dynamic
approaches. Since the earthquake excitation is a dynamic action, the second
procedure is more conservative and accurate than the first one. In addition, both
analysis procedures can be applied by including mechanical nonlinearities (nonlin-
ear methods) or by neglecting them (linear methods). The choice of the methodology
to be used depends on the degree of accuracy of the problem and on the geometric
configuration system. For this reason, static analyses can be applied for buildings
having a regular mass and stiffness distribution in elevation and in plan. In these
cases the dynamic action due to an earthquake is assumed to have a pseudo-static
force configuration. The dynamic analyses are able to take into account the time
variation of the system response but they request a higher computational effort.

The linear analyses can be used for both non-dissipative systems and dissipative
ones with low plasticity, however in this last case the results might be too
conservative. From this definition, it is clear that the reliability of the linear methods
depends on the distribution of the plastic dissipation elements (ductility request
distribution). In addition to that, if the stiffness and mass distribution of the elements
of the building is not uniform, the linear analyses lead to results which are not
comparable with the nonlinear ones. Either way, the linear analyses for dissipative
systems leads obtaining actions greater than the effective one. For this reason, when
the linear analysis is used for dissipative system, it is necessary to reduce the forces
deduced from the design elastic spectrum by means of the over-strength factor q
discussed in Sect. 5.2. The NTC08 (2008) approach is based on the definition of
a constant value of q for all period values of the design spectrum greater than
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TB. The value of the over-strength factor needs to be selected as function of the
ductility characteristics of the system and it is used for the two directions of the
seismic excitation. NTC08 proposes the expression given by Eq. 14.1 for over-
strength factor definition to be used for horizontal elastic seismic actions.

q D q0 � KR (14.1)

where q0 represents the maximum value of over-strength factor that depends on the
expected ductility, structural typology and on the ˛u=˛1 ratio. The term ˛u represents
the initial seismic action value causing the formation of a number of plastic hinges
that lead to an unstable configuration, while ˛1 is the value associated with the
first flexural plasticization on the more heavily stressed elements. The coefficient
KR takes into account the regularity and it assumes a value equal to 1 for regular
structures and 0.8 for structures with irregularity in elevation. The values assumed
for q0 and ˛u=˛1 coefficients are reported in paragraph 7.4.3.2 of NTC08.

Instead for vertical seismic actions, the suggested value of the over-strength
factor is 1.5. The reduction of the seismic design actions due to dissipative effects
has to be used only for Ultimate Limit State (ULS) design or verification methods.
Figure 14.1 illustrates an example of scale reduction for a generic elastic design
spectrum that defines the seismic input for the structure.

The linear analyses where the elastic forces are reduced due to the presence of
dissipative systems are not able to take into account the modifications in the struc-
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Fig. 14.1 Reduction of the design spectral accelerations
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Fig. 14.2 Comparison between nonlinear and linear with force reduction behavior

tural response due to the damage increments (progressive plastic hinges formation).
In other words, it is not possible to consider the redistribution of the internal forces
inside the structural elements of the system. Figure 14.2 schematically illustrates the
F-u relationship obtained for a generic dissipative structure assuming a linear (with
force reduction) or nonlinear behavior.

The values of uc.NL/ and uc.LR/ represent the collapse displacement (ultimate
capacity) obtained for nonlinear solution and linear with force reduction solution,
respectively. It is possible to observe how the ultimate capacity of the system
evaluated with the two methods, can be significantly different.

In order to obtain a more accurate response at ULS, the nonlinear procedures
must be used. These methods request a wide computational effort, since they are
based on the redefinition of the stiffness characteristics after the formation of a
plastic hinge. NTC08 does not give enough information about the applications of
nonlinear methodologies, while more information is given in Chapter 4 of the EC8
(1998-1 (2004)).

Usually, for new buildings the linear dynamic analysis is most commonly used
because it allows designing the structural elements. For existing buildings instead
it is necessary to assess the safety of the structures through a nonlinear dynamic
analysis since the nonlinear effects have to be necessarily considered to achieve an
accurate response. In the following paragraphs, the four analysis methods listed in
NTC2008 will be discussed in detail.
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14.2 Linear Static Analysis

As mentioned in Part I, the effects of the higher modes of a regular structure
can be neglected since the first mode is predominant. In these cases, both for the
dissipative and the non-dissipative systems, the seismic action can be modeled with
a pseudo-static equivalent distribution. Since the masses of a multistory building are
practically concentrated on the stories, the seismic action is composed of equivalent
inertia static forces applied on each flooring system. NTC08 proposes the following
criteria to be satisfied in order to use the linear static analysis:

– regular mass and stiffness distribution along the vertical direction;
– the fundamental period of the structure (T1) has to respect the condition given in

Eq. (14.2).
T1 � min.2:5 � TC;TD/ (14.2)

According to NTC08, the fundamental period of the structure can be estimated
by referring to the height of the structure and structural typology (Eq. 14.3).

T1 D C1 � H3=4 (14.3)

where the coefficient C1 depends on the structural typology (Table 14.1) while
H represents the height of the structure expressed in meters (measured from the
foundation level).

The equivalent static inertial forces (Fi) applied at each story mass are evaluated
according to Eq. 14.4, in which the distribution is assumed proportional to the first
vibrational mode.

Fi D Fh � zi � WiP
j

zj � Wj (14.4)

where:

– Wi and Wj represent the ith and jth mass;
– zi and zj are the height of mass i and j measured from the foundation level;
– Fh is the base shear deduced by the design spectral acceleration at period of

interest (Sd.T1/).

In Eq. 14.5 the base shear is given:

Fh D Sd.T1/ � W

g
� � (14.5)

Table 14.1 Coefficient C1 according to NTC08

Steel structures Reinforced concrete structures Other type structures

0.085 0.075 0.05



14.2 Linear Static Analysis 335

F4

F3

F2

F1
m

m

m

m

h

h

h

h

Fig. 14.3 Equivalent static forces distribution for a four story regular building

in which W indicates the total mass of the structure, g is the gravitational
acceleration and � represents a coefficient equal to 0.85 for structures with a number
of stories greater than 2 and with T1 < 2TC, or equal to 1 otherwise. Naturally,
the dissipative effects on the structure are taken into account by reducing the
elastic design spectrum with an over-strength factor. Figure 14.3 illustrates a generic
example of an equivalent static force distribution for a regular multistory building.

Considering the multistory building displayed in Fig. 14.3, the associated static
equivalent forces applied at each story are given by Eq. 14.6.

F1 D Sd.T1/ � 4 � m � � � .m�g/�h
30�.m�g/�h D 1

30
� Sd.T1/ � m � �

F2 D Sd.T1/ � 4 � m � � � .m�g/�2�h
30�.m�g/�h D 1

15
� Sd.T1/ � m � �

F3 D Sd.T1/ � 4 � m � � � .m�g/�3�h
30�.m�g/�h D 1

10
� Sd.T1/ � m � �

F4 D Sd.T1/ � 4 � m � � � .m�g/�4�h
30�.m�g/�h D 2

15
� Sd.T1/ � m � �

(14.6)

Due to the direction and center of the mass location (accidental eccentricity)
unpredictability, the NTC-08 (2008) prescribes the use of different seismic load
combinations to assess the response of the structure subjected to the earthquake
excitation.

1. Accidental eccentricity is introduced in order to take into account the uncertainty
in the location of the center of mass. The NTC-08 (2008) considers an accidental
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eccentricity of 5% of the orthogonal structure’s dimension in each direction. The
application of the static forces with a certain center of the mass offset induces
torque moments (moment in the X-Y plan) that have to be considered in the
analyses.

2. Seismic action direction is not known, then the horizontal forces have to be
applied considering both negative and positive direction.

3. Predominant direction of the earthquake unknown. At this purpose the NTC-
08 (2008) provides to evaluate the seismic response of the structure in both
horizontal directions as given by the Eq. 14.7

�
Ex C 0:3 � Ey C 0:3 � Ez

Ey C 0:3 � Ex C 0:3 � Ez
(14.7)

where Ex, Ey, and Ez represent the seismic actions in X, Y, and Z directions,
respectively. Since the simultaneous application of the maximum seismic actions in
the horizontal directions is unlikely, the coefficient 0.3 is considered to reduce the
maximum seismic action value in one of these directions. The Table 14.2 illustrates
the total number of combinations to be considered in the linear static analysis.

The evaluation of the internal stress and strain on the structure have to be carried
out considering the most critical seismic combination case which is given by the
envelope of the 32 combinations.

14.3 Linear Dynamic Analysis

The seismic effects on a multistory building can be defined by using the modal
analysis and the response spectrum that was discussed in detail in Part 1. This
approach is widely used for its simplicity because it combines the responses
associated to the different modes. The design spectrum at a given site is used for the
definition of the seismic action. For ULS verification the dissipative effects are taken
into account by scaling the design spectrum by the over-strength factor. According
to NTC08, the effects of the seismic actions can be obtained using the Complete
Quadratic Combination (CQC) approach (Kiureghian and Nakamura 1993). In this
case, the participating mass of the mode must be greater than 5% in order to be
considered representative. In addition, the total participating mass of the selected
modes must be greater than 85%. The modal combination produces a single, positive
result for each direction of acceleration. These values for a given response quantity
are combined to produce a single positive result. This allows to neglect the direction
uncertainty of the seismic excitation. Anyway, due to the bi-directionality of the
seismic excitation and the uncertainty in the center of the mass location 8 different
seismic combination (Table 14.3) have to be considered.

Also in the case of linear dynamic analysis, the results are assumed as envelope
of the 8 different seismic combinations.
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Table 14.2 Seismic load combinations for linear static analysis

Principal seismic action Sign Eccentricity Secondary seismic action Eccentricity Combination
Ex C ey 0.3 Ey ex 1

ex 2
0.3 Ey ex 3

ex 4
ey 0.3 Ey ex 5

ex 6
0.3 Ey ex 7

ex 8
� ey 0.3 Ey ex 9

ex 10
0.3 Ey ex 11

ex 12
ey 0.3 Ey ex 13

ex 14
0.3 Ey ex 15

ex 16
Ey C ex 0.3 Ex ey 17

ey 18
0.3 Ex ey 19

ey 20
ex 0.3 Ex ey 21

ey 22
0.3 Ex ey 23

ey 24
� ex 0.3 Ex ey 25

ey 26
0.3 Ex ey 27

ey 28
ex 0.3 Ex ey 29

ey 30
0.3 Ex ey 31

ey 32

14.4 Nonlinear Static Analysis: Pushover

This simplified nonlinear method is used to estimate the seismic vulnerability of
a structural system and is based on the concept of structural performance (Fajfar
2002). The analysis is also called pushover analysis since the structure is subjected
to horizontal loads of distributed static inertial forces that increase monotonically
leading to a plastic hinge formation and also to a stress redistribution. In other
words, the pushover analysis is a simplified tool that permits the estimation of the
capacity of a structure subjected to a given external lateral load (demand).
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Table 14.3 Seismic load combinations for linear dynamic analysis

Principal seismic action Sign Eccentricity Secondary seismic action Eccentricity Combination
Ex C ey 0.3 Ey ex 1

ex 2
ey 0.3 Ey ex 3

ex 4
Ey C ex 0.3 Ex ey 5

ey 6
ex 0.3 Ex ey 7

ey 8

The seismic demand is determined by means of the elastic design spectrum and
it represents the maximum acceleration expected on the structure according to the
hazard level of the considered site. The structural capacity is considered in terms
of displacements of a representative point of the structure called the control point.
Usually, the control point corresponds to the center of mass of the upper story of the
multistory building. Since a monotonic equivalent static distribution is applied to
the structure, the control displacement parameter (ı) will vary with a control force
parameter that usually is the building base shear (Fb). Thus, the function Fb � ı

defines the capacity of the structure subjected to a given equivalent static distribution
and it is called capacity curve or pushover curve.

Figure 14.4 shows the evolution of the structural response when the intensity
vector of the static equivalent forces increase: the number of plastic hinges (Megson
2005) that are formed after the elastic threshold increase up to the collapse of
the element. This method can assess different parameters such as the total global
displacement, the interstory drift, the deformation and the stresses in the structural
elements considering the inelastic behavior of the different members. The main
problems of the method are due to the choice of the static force distribution shape
and to the typology of load application. Regarding the latter aspect, the pushover
analysis can be carried out in force or displacement control. The second procedure is
more efficient than the first one since it is possible to observe the softening portion of
the capacity curve. Nevertheless, the pushover procedure based on the application of
a monotonic force distribution is more useful, because it is based on the assumption
of a force distribution compatible with the inertia effects induced by the earthquake
excitation. For this reason, EC8 recommends the application of two different vertical
force distributions for multistory buildings:

– uniform distribution based on the lateral forces proportional to the mass neglect-
ing the height of the system (uniform acceleration response).

– distribution proportional to the first mode deduced from linear dynamic analysis
or proportional to the lateral inertia forces defined from the linear static analysis.

According to NTC08, at least two lateral forces distributions must be considered.
One coming from the principal distribution (Group 1) and the other from the
secondary distribution (Group 2). The definitions of the two mentioned distributions
are reported below:
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Fig. 14.4 Capacity curve or pushover curve (Adapted from Filiatrault and Christopoulos (2006))

(I) Group 1

– distribution proportional to the lateral inertia forces deduced by the linear
static analysis. The mass participating factor of the fundamental mode in the
considered direction should not be less than 75% [Ia];

– distribution proportional to the first vibrational mode in the considered
direction. The mass participating factor of the fundamental mode in the
considered direction should not be less than 75% [Ib];

– distribution proportional to the total shear at each story deduced by linear
dynamic analysis. The fundamental period of the structure must be greater
than TCŒIc�;

(II) Group 2

– uniform distribution along the whole height of the structure [IIa];
– adaptive distribution changing with the increase of the control displacement

due to the hinges plasticization [IIb];

The generic mathematical form of the force distribution is given by Eq. 14.8:

fFg D �.t/ � f�g (14.8)
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Table 14.4 Lateral force distributions according to NTC08

Group 1

Ia Ib Ic

fFg D �.t/ � fmgTf�1gnorm fFg D �.t/ � fFignorm fFg D �.t/ � ˚
Vb;i

�
norm

Group 2

IIa IIb

fFg D �.t/ � fmgT fIg fFg D �.t/ � fFi.ıi/gnorm

where �.t/ is the scalar multiplier that identifies the time variability of the force
distribution and {�} is the vector that represents the shape function assigned to the
distribution.

Table 14.4 reports the different forces distribution of Group 1 and 2 for a generic
regular multistory building.

The force distribution vectors {F} have been expressed by using an initial shape
function normalized with respect to the force on top of the multistory building. The
terms used in the expressions are below explained:

– fmgT f�1g: force distribution proportional to first vibrational mode {�1};
– {Fi}: lateral forces vector obtained according to Eq. 14.4;
– {Vb; i}: shear force vector deduced by the shear forces at each story;
– fmgT fIg: force distribution to the mass (constant accelerations);
– fFi.ıi/g: adaptive lateral forces vector. It is expressed as function of the displace-

ment vector ıi.

The pushover procedure can adopt a lateral force distribution proportional to the
first vibrational mode, called unimodal distribution when the structure is regular
both in plant and along the height, so the contribution of the higher modes on
the structural response can be neglected. Instead when the higher modes can not
be neglected a multimodal distribution can be applied by considering the lateral
force distribution as a linear combination of the predominant modes (Paraskeva and
Kappos 2010, Chopra and Goel 2002).

Some considerations need to be done about the evolution of the monotonic
force distribution. Usually the increments of the forces are independent from the
deformation level reached on the structure (non-adaptive method). On the contrary,
the force distribution can be applied to take into account the effective deformation
level of the structure that produces a redistribution of the forces, according to the
new values of stiffness (adaptive methods) (Kalkan and Kunnath 2006). These
methods are used for irregular structures, since the response is influenced by more
than one mode.

Table 14.5 summarizes all the possible approaches to be used for the pushover
analyses. The generic shape function has been expressed as {�}:

The term cj represents the combination mode coefficient. Different multimodal
models are proposed, but one of the most used ones is obtained by the SRSS
combination of the static equivalent forces corresponding to the selected modes
(Eq. 14.9).
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f�g D
vuut

NX

jD1



gj � f�gj

�2 (14.9)

where gj represents the modal participating factor associated to the mode f�gj.
Assuming the generic vector {�} to be a shape function of the force distribution,
Fig. 14.5 illustrates a capacity curve of a multistory building.

According to the previous considerations, the generic force applied on story i at
time tk is given by Eq. 14.10:

Fi.tk/ D �.tk/ � Fi;initial D Fi;.k�1/ C�Fi;.k/ (14.10)

When the pushover operates in force control, the variation�Fj is constant for all
the time steps. From Fig. 14.5, it is possible to observe four different characteristic

Table 14.5 Different approaches for pushover analyses

Non-adaptive Adaptive

Unimodal fFg D cos t 8t

f�g D f�gj j D 1

fFg D fF.ıi/g 8t

f�g D f�gj j D 1

Multimodal fFg D cos t 8t

f�g D
NP

jD1

cj � f�gj

fFg D fF.ıi/g 8t

f�g D
NP

jD1

cj � f�gj

Fig. 14.5 Capacity curve for a multistory building subjected to a force distribution proportional to
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points of the capacity curve that refer to a specific seismic limit condition (318
2014):

– OP: Operational Performance;
– IO: Immediate Occupancy;
– LS: Life Safety;
– CP: Collapse Prevention.

The main goal of a pushover analysis is to monitor the performance point (PP)
of the structure subjected to an earthquake excitation. This point is representative of
the pair Fb � ı that is reached under seismic excitation. The performance point of
the structure is obtained by comparing the capacity curve with the demand curve.
The demand of the system is expressed in terms of design response spectrum that
represents the maximum response of an equivalent SDOF system. For consistency
with the problem, the capacity curve has to be adapted for an equivalent SDOF
system by means of the equivalent mass m� and the definition of the transformation
coefficient (Eq. 14.11).

� D m�
DOFsP
hD1

mh � �2h
D

DOFsP
hD1

mh � �h

DOFsP
hD1

mh � �2h
(14.11)

Thus, the equivalent base shear (F�
b ) and the top displacement (ı�) can be

obtained using Eq. 14.12.

F�
b D Fb

�
ı� D ı

�
(14.12)

Finally, the evaluation of the performance point can be determined with two
methods:

– Capacity Spectrum Method (CSM);
– N2 method.

It is important to specify some aspects of the pushover analysis. First of all,
the assumption of a non-adaptive force distribution can lead to inconsistent results
for irregular structures (e.g. predominance of higher modes) or for high dissipation
systems. In fact, the redistribution of the internal forces due to the plasticization of
some elements’ cross sections can vary the force applied at each story. In addition,
since the pushover analysis is applied to estimate the performance of a 2D structure
in a given horizontal direction, the torsional effects are not considered, or they are
evaluated by comparing the effects of two analyses in the two horizontal directions
(Cimellaro and Marasco 2014). Even in this case, the torsional effects are evaluated
with an inconsistent procedure. Naturally this limit is amplified for a system having
irregular plan in which the torsional effects cannot be neglected (Fajfar et al. 2005).
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14.4.1 Capacity Spectrum Analysis Method

Mahaney et al. (1993) were the first to propose and develop the capacity spectrum
analysis method (CSM), which is a graphic method that allows a visual evolution
of how the structure will perform when subject to earthquake ground motion. The
first thing to do is to convert the seismic demand curve and the capacity curve in the
respective spectra with the relationship between the spectral acceleration Sa and the
spectral displacement Sd as:

Sd D 1

4�2
SaT2 (14.13)

To transform the capacity curve is important that the behavior of the structure is
equal as a single-degree-of-freedom system. To ensure the equality between the
kinetics energy of the structure and the one of the equivalent single-degree-of-
freedom system, the transformation coefficient � and the mass coefficient ˛1 are
used:

Sa D Fb

W˛1

Sd D ı

� �

(14.14)

where Fb is the base shear of the target displacement, W is the total mass of the
building, ı is the top displacement and � is the modal shape. According to the
displacement rule, an initial estimate of the performance point is made as an elastic
structure displacement with the same initial stiffness:

d0i D de (14.15)

This establishes an equivalent bilinear capacity representation until the perfor-
mance point, which is necessary to estimate quickly the equivalent damping and
the consequent reduction of the spectral demand. When a structure enters in the
nonlinear range during a seismic event it is subjected to damping which is assumed
to be a combination of viscous damping and hysteretic damping. The equivalent
viscous damping is therefore associated with a specific maximum displacement and
is estimated using the equation:

ˇeq D ˇ0 C 0:05 (14.16)

where ˇ0 is the hysteretic damping, bound to the energy dissipation of the structure,
while 0:05 is the viscous damping of the structure, considered equal to 5% for a
concrete building.
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Fig. 14.6 Estimation of equivalent viscous damping

Figure 14.6 shows this estimation; dpi and api are the coordinates of the maximum
displacement and the maximum acceleration expected, dy and ay are the yielding
displacements and accelerations. The hysteretic damping can be estimated as:

ˇ0 D 1

4�

ED

ES0
(14.17)

where ED and ES0 are respectively the dissipated hysterical and elastic energy that
is returned during the cycling.

ED D 4


aydpi � apidy

�

ES0 D 1

2
apidpi

(14.18)

Equation 14.19 describes the equivalent viscous damping and it’s calculated
using the 4 critical points of the bilinear representation of the capacity spectrum:

ˇeq D 4


aydpi � apidy

�

4�
2

apidpi
C 5 D 63:7



aydpi � apidy

�

apidpi
C 5 (14.19)

The hysteretic cycling tends to overlook the actual value of the equivalent viscous
damping because the effects like pinching are not considered; for this reason it’s
possible to use the k factor as:
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ˇeq D 63:7k


aydpi � apidy

�

apidpi
C 5 (14.20)

k depends on the structural behavior of the building and it’s function of the
resisting seismic system and of the duration of the seismic ground motion. In the
ATC40 report, three types of structural behaviors are considered:

– type A: structure with hysterical cycling wide and stable;
– type B: structure with a moderate reduction of the hysterical cycling area;
– type C: structure with a considerable reduction of the hysterical cycling area.

The response spectrum is reduced using the equivalent damping as follows:

� D
s

10

5C ˇeq
(14.21)

The intersection point of the reduced demand spectrum with the capacity
spectrum is determined. The intersection stops when the nonlinear displacement di

given by the intersection of the two curves converges at the value of the displacement
used to estimate the equivalent damping.

14.4.2 N2 Method

The N2 method is a variation of the CSM based on inelastic spectra (Fajfar and
Fischinger 1988). This methodology is based on the fact that the response of a
MDOF systems is equivalent to the one of a SDOF system with an appropriate
hysterical characteristic. The acronym N2 indicates that it is a nonlinear method
(N) that combines the pushover analysis of a MDOF model with the response
spectrum analysis of an equivalent SDOF system that has a capacity represented by
a bilinear curve (2). Furthermore, the methodology uses an inelastic spectrum for
the representation of the demand. The pushover analysis is performed to define the
capacity curve Fb �ı. Consequently, the structure is modeled as a SDOF system and
it is assumed that the displacement shape f�g is constant. The modal participation
factor � controls the transformation from MDOF to SDOF model and vice-versa
and it is defined as:

� D �TM	

�TM�
(14.22)

where 	 is the dragging vector corresponding to the system direction. The maximum
resistance of the equivalent system F�

bu is identified as:

F�
bu D Vbu

�
(14.23)
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Fig. 14.7 System and equivalent bilinear diagram (Mezzina et al. 2011)

The maximum resistance value of the real structure is Vbu while the maximum
resistance of the equivalent system is Fbu. Thus it’s possible to identify the elastic
stretch to the point 0:6 � F�

bu as the Fig. 14.7 shows.
The plasticization force F�

y imposes the equality between the area under the
bilinear curve and the capacity curve, multiplying it to the maximum displacement
��

u that corresponds to a resistance reduction � 0:15F�
bu. The elastic period of the

idealized bilinear system T� can be determined as:

T� D 2�

r
m�
k� (14.24)

If the period of the SDOF is T� � TC, the maximum displacement d�
max that the

inelastic system can obtain is equal to the one of an elastic system (rule of the equal
displacement).

��
max D �e;max D SDe.T

�/ (14.25)

If the period of the SDOF is T� < TC, the response of the inelastic system is
higher than the response of the elastic system (Eq. 14.26).

�max D 1

R

�
�
1C .R
 � 1/ � TC

T�



(14.26)

where R
 represents the reduction factor, defined as

8
<

:
R
 D 1C .
 � 1/ � TC

T� for W T� < TC

R
 D 
 for W T� � TC

(14.27)
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When the maximum displacement is defined, it is possible to compute the
effective displacement of the MDOF system as:

�max D � d�
max (14.28)

After the estimation of the control point, it is possible to know the deformation
configuration and, consequently, the verification of the building through the control
of the displacement of the ductile elements and the resistance of the fragile elements.
Overall, eight pushover analyses must be done: two towards the principal directions
(X and Y) for two verse and two different load distributions.

14.5 Direct Displacement-Based Seismic Design Procedure

The seismic design of a structure is based on a specific target displacement
for a specific seismic hazard level. This concept is at the base of the direct-
displacement method and it was introduced by Priestley and Kowalsky (2000). The
structure is modeled like a single-degree-of-freedom system and the global behavior
of the structure at the target displacement is represented to the total equivalent
viscous damping and the equivalent elastic lateral stiffness properties. Summing
the assumed internal viscous damping and the equivalent viscous damping provided
by the hysterical response of the structure it is possible to obtain the total viscous
damping. Figure 14.8 shows the flowchart of the process.

• Step 1 The first thing to do is to define the target displacement ıt and relying on
the first mode response, so it is possible to obtain the relationship:

ıt D �r

˛1A1r
(14.29)

�r1 is the maximum roof lateral displacement, ˛1 is the first modal partic-
ipation factor and �r is the roof component of the fundamental mode shape.
It possible to define the seismic hazard associated at the target displacement in
terms of design relative displacement response; this can be obtained using the
code design spectral acceleration of the seismic zone SACode and transform them
in the corresponding spectral displacement value such as:

SDCode D T2eff

4�2
SACode (14.30)

where Teff is the effective elastic secant period of the building. Equation 14.30
is not accurate for structures with long period, so in this case the EC8 method is
suggested. When the design has a different performance level than the life safety
limit state, the spectral displacement, according with 356 (2000), is approximated
as follows:
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Fig. 14.8 Flowchart of direct-displacement seismic design adapted from Filiatrault and
Christopoulos (2006)
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SDTr D
�

Tr

475

	n

SDCode (14.31)

where Tr is the mean return period of the ground motion and n is a power factor
that depends on the site.

• Step 2 The equivalent viscous damping ratio is obtained by:

�eq D ED�t

2�keff�2
t

(14.32)

where ED�t is the energy dissipated per cycle at the target displacement �t

and keff is the effective secant lateral stiffness of the structure. In order to
model the nonstructural elements and/or the rest of the structure it is possible
to increment the value of �eq with a small amount of damping. Figure 14.8a
shows the relationship between the equivalent damping value and the nonlinear
characteristics of the structure. It’s possible to define the characteristics of the
structure as the maximum displacement of the system with continuous nonlinear
hysteric relations.

• Step 3 The effective elastic period of the building �eff is determined as in
Fig. 14.8b after the calculation of the target displacement and the equivalent
viscous damping.

• Step 4 The computation of the effective lateral stiffness, considering the structure
as a SDOF, is given by:

keff D 4�2Weff

gT2eff

(14.33)

where Weff is the effective seismic weight applied to the structure.
• Step 5 The computation of the design base shear is given by:

Vb D keff�t (14.34)

The structural elements are designed so that the capacity of the system is equal
to the base shear.

When the yield displacement of the structure is defined, the equivalent base
shear that is derived from the design base shear is used to provide a conventional
load and resistance design.

• Step 6 It is possible to calculate the correct value of the equivalent viscous
damping �eq and compare this value with the assumed value �eq to define the
actual force-deflection characteristic of the structure.

• Step 7

�eq D �eq (14.35)
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If the upper relationship in Eq. 14.35 is verified, the direct displacement-base
seismic design procedure is complete. If not, the value of the equivalent damping
is changed and the process restarts from Step 2.

If the relationship between the equivalent damping and the global inelastic
deformation of the system is known, it possible to avoid the complete assessment of
the cyclic nonlinear characteristics of the structure.

14.6 Nonlinear Dynamic Analysis

The most accurate response of a system subjected to a seismic excitation is obtained
through the integration of the nonlinear equations of motion. This method considers
the nonlinearities and the variation of the response in the time domain. It is used
in particular cases when the structures need to be designed with a high safety level
(strategic buildings) or in the cases in which the ductility request is very high. The
nonlinear dynamic analyses are also necessary for base-isolated or strongly irregular
structures. However, in these cases the seismic action is modeled using acceleration
time-history in the two horizontal (Fig. 14.9) and in the vertical direction.

Fig. 14.9 Horizontal base seismic excitations in X and Y directions
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According to EC8, if the groups of accelerations used in the analyses are less than
seven, the maximum response from the nonlinear response history analysis must be
considered. Instead when the earthquake records is equal or greater than seven, the
final response can be obtained as an average of the nonlinear dynamic responses.
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Seismic Design of Buildings



Chapter 15
Capacity Design

Abstract This chapter introduces the basic concept of the Capacity Design. The
ordered steps to be followed in the seismic design of buildings are summarized
according to the European standards.

15.1 Introduction

The Capacity Design is the sum of rules that have to be followed when designing
structural elements exposed to seismic actions (Paulay and Priestley 1992). The
brittle failure of structural elements must be avoided to allow a global ductile
behavior for the construction, which is influenced by the behavior of the struc-
tural elements and their connections. In Capacity Design, bending mechanisms
(ductile mechanism) are prioritized over shear mechanisms (brittle mechanisms).
Figure 15.1 shows a bending failure mechanism (Fig. 15.1a) and a shear failure
mechanism (Fig. 15.1b) of a beam.

The main concept of the Capacity Design philosophy can be schematically
expressed by Fig. 15.2.

The chain is composed by some brittle links and a ductile link in the middle.
When a tensile force is applied in the chain, the ductile link stretches by yielding
before breaking while the brittle links do not yield. The failure will occur in the
chain system when the weakest link breaks. If the ductile link is the weakest one,
the global load capacity is less than the case in which the brittle links are the
weakest elements. Nevertheless, the chain will show larger final elongation than
the brittle failure case. In fact, when the global failure is brittle, the chain will
fail suddenly and show limited final elongation. In a structural system, the ductile
failure mechanism allows to have large deformations and therefore a greater energy
dissipation. According to the chain example, it is necessary to make the ductile
element the weakest one, to guarantee a ductile behaviour.
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Fig. 15.1 (a) Bending failure mechanism; (b) Shear failure mechanism of a beam

Ductile link

Brittle links

F F

Fig. 15.2 Capacity design philosophy explained by the chain scheme (George and Varghese 2012)

15.2 Capacity Design of a Multi-story Building

Several research on seismic resistance of structures has attracted increasing attention
worldwide due to the economic and social implications of inadequate seismic
design. In major earthquakes, the insufficient seismic resistance of columns has
been recognized as the most likely reason of collapse for concrete frame structures.
This can lead to both loss of life and economic losses (Liu 2013). The current
methodology focuses on the dissipation of the seismic energy through large inelastic
deformations of structures. Modern design codes (such as Committee et al. 2008,
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Fig. 15.3 Frame with strong columns and weak beams (a) and frame without strong columns and
weak beams (b)

NZS 2006, 1998-1 2004, and NTC-08 2008) aim to develop yielding in beams
rather than in columns by adopting the strong column-weak beam philosophy. The
global seismic capacity of a concrete frame system is strictly dependent on the
columns resistance which carry the lateral forces induced by the earthquake. The
beams carry the vertical load which distribute in the columns as axial load. the
seismic excitation induces additional internal actions on the beams. When collapse
occurs on a beam or on several beams, a residual resistance to lateral actions is
provided by the columns. Then, in structure with strong columns and weak beams,
the yielding occurs before in the beams and the global capacity is guaranteed by
the columns. This concept is similar to the chain scheme aforementioned, where the
beams represent the ductile links which allow to dissipate seismic energy primarily
in well-confined beam plastic hinges and the columns remain in the elastic field.
Figure 15.3a illustrates a common behaviour of a frame with strong columns and
weak beams, while Fig. 15.3b depicts the case of frame without strong columns and
weak beams.

The frame without strong columns and weak beams (Case B) has a top
displacement less than the one associated with the frame having strong columns
and weak beams (Case A). It is interesting to formulate the expression used to
calculate the collapse multiplier related to the two analyzed cases. According to
the limit analysis of structures, the value of collapse multiplier (�) identifies the
coefficient to be multiplied by the elastic limit force of the system (Fy). This values
is associated with the lateral resultant force which causes the plastic hinge formation
at the base of the column and at both extreme points of the column, respectively for
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Case A and Case B. Using the upper bound limit theorem two collapse multipliers
can be evaluated using the kinematic approach by normalizing the internal work
(work due to the internal stresses on the elements) with respect to the external work.
Equation 15.1 shows the mathematical expression of the collapse multipliers for the
two considered cases:

(
�1 D nc�My;cC2�nspan�nstory�My;b

Fy;1�zR

�2 D 2�nc�My;c

Fy;2�zR

(15.1)

where My;c and My;b are the yield bending moment of the columns and the beams,
respectively, nc is the number of columns, while nstory and nspan are the number of
story and span of the frame, respectively. Fy;1 and Fy;2 identify the resultant lateral
forces causing the occurrence of the elastic limit shear force for Case A and Case
B, respectively. Finally, zR is the distance between the application of the resultant
force’s axis and the base level. It is possible to observe how the internal energy of
the system (dissipated energy) in Case A is larger than Case B. Considering the
columns with the same dimensions for both cases, the values Fy;2 is greater than
Fy;1. In fact, in Case A the redistribution of the actions due to the formation of
plastic hinges in the beams, increase the internal stress in the column which reaches
the plastic deformation for load forces magnitude less than Case B. Figure 15.4
depicts a qualitative comparison between the global capacity curve obtained for the
two cases.

Capacity Design rules are applied to ensure an adequate energy dissipation within
the structural system subjected to a seismic excitation by designing a frame with
strong columns and weak beams. Furthermore, the damage caused by an earthquake
to a column should be limited to avoid any partial or total collapse. The beam-
column joint are crucial zones for transferring the loads between the connecting
elements. Past earthquakes have induced the collapse of many frame buildings due

Top Displacement
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Fig. 15.4 Comparison of global capacity curves for Case A and Case B
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to the relevant shear stresses in the beam-column joints (Uma and Jain 2006).
The basic requirements is that the joint must be stronger than the other structural
members and should always keep an elastic behavior since the recovery can be
expensive and difficult.

15.3 Design Approach by Codes

The Capacity Design procedure is applied to establish the element hierarchy in the
structure, by ensuring that the strength of the columns is higher than the beams
while the beam-column joint is the stronger frame element. The global ductility
of a structure is also increased by avoiding brittle mechanisms induced by shear
stress and allowing the ductile mechanism due to bending. Similarly to the chains
example, the local failure bending mechanisms must occur before the shear failure
mechanisms. Figure 15.5 shows the schematic ordered strength hierarchy to be
followed in the Capacity Design approach.

According to the strength hierarchy above discussed, the Capacity Design rules
are listed below:

1. Design the beams for bending;
2. Design the beams for shear;
3. Design the columns for bending;
4. Design the columns for shear;
5. Design the beam-column joint.

Fig. 15.5 Strength hierarchy in the capacity design approach
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The Low Ductility Class (DCL) and the High Ductility Class (DCH) are provided
by EC8 (1998-1 (2004)) to ensure a certain ductility level to structures under seismic
actions. According to the Capacity Design rules, the design value of the seismic
action (AC) is obtained by multiplying the actions derived from the analysis (AR) by
a factor (�Rd) (Eq. 15.2 ). This factor accounts for the over strength of the concrete
element due to the steel strain hardening and the concrete confinement. This factor
is 1:3 in case of DCH and 1:1 in case of DCL.

AC D �RD � AR (15.2)

15.3.1 Design of Beams for Bending

The design values of the bending moment of the beams are obtained from the
seismic analysis of the structure. The resisting bending moment for a beam (MC) is
given by Eq. 15.3.

Mc D �Rd � Mr (15.3)

15.3.2 Design of Beams for Shear

The shear in the beam is calculated by imposing a static equilibrium. Since the
seismic action is a cyclic load, the sign of the bending moment at both ends of the
section can be positive or negative. In addition, the live vertical loads could increase
or decrease the shear reactions on the beam, thus the shear is calculated considering
the most critical load combination given by only the permanent loads (Gk) or the
permanent and the live loads (Qk) (Fig. 15.6).

The resisting shear (VC) of the beam is given by Eq. 15.4.

VC D max

�
�Rd � MṘA C MṘB

l
˙ Gk � l

2
I �Rd � MṘA C MṘB

l
˙ Gk � l C 0:3 � Qk � l

2

	

(15.4)
where MRA and MRB are the resisting bending moments at the ends of the beam
section (corresponding to the plastic hinge formation) and l is the length of the
beam.

15.3.3 Design of Columns in Bending

Brittle failure in columns is prevented by increasing the design bending moment of
an over-strength factor. The design bending moment in the columns is determined
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Gk

Gk + 0.3 Qk

l

l
B
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b

gRdMRB

gRdMRB
gRdMRA

gRdMRA
±

± ±

±

B

Fig. 15.6 The seismic load combination with permanent loads (a) and with permanent and live
loads (b)

Beam

Column

gRd · Mb,Rd
i gRd · Mb,Rd

j

Mc,Rd
k

Mc,Rd
h

Fig. 15.7 Beam-column joint actions

using the equilibrium relationships at the beam-column joint. The moments coming
from the beams are the plastic moments, which correspond to the formation of
plastic hinges in the beams. The only unknown will be the column design bending
moment. Figure 15.7 depicts the statical configuration of a generic beam-column
joint.

The resisting bending moment of the column (Mc;Rd) should satisfy the expres-
sion below (Eq. 15.5).

X
Mc;Rd > �Rd �

X
Mb;Rd (15.5)
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where Mb;Rd represents the bending moments corresponding to the formation of
the plastic hinges in the beams. The resisting bending moment in the columns are
obtained by multiplying the design bending moment derived from the structural
analysis (MC;Ed) by the amplification factor (˛) given in Eq. 15.6.

˛ D �Rd �
ˇ̌
ˇ̌
P

Mb;RdP
Mc;Ed

ˇ̌
ˇ̌ (15.6)

15.3.4 Design of Columns in Shear

The design values of the shear force are determined following the Capacity Design
rules considering that the columns are subjected to end moments corresponding to
plastic hinge formation (Fig. 15.8). So the design shear of the column (VC;Rd) is
given by Eq. 15.7

VC;Rd D �Rd � Ms
c;Rd C Mi

c;Rd

lc
(15.7)

Fig. 15.8 Column subjected
to plastic moments

Column

Mc,Rd
s

Mc,Rd

lc

i
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a b c

Fig. 15.9 Fully confined joint (a) and partially confined joint (b) (c)

As,1 fyd

Mt,1 Mt,2

Vt,1

Vc

Vjbd

Nc

Mc

Vt,2 As,2 fyd
As,2

As,1

Fig. 15.10 Static configuration of the beam-column joint

15.3.5 Beam-Column Joint

The beam-column joint should prevent any failure of the adjacent beams and
columns. The joint is classified as fully confined (Fig. 15.9a) or partially confined
(Figs. 15.9b and c) depends on the numbers of adjacent beams.

The confinement of the column plays a key role for the resistance and the ductility
of the joint. Considering the static scheme illustrated in Fig. 15.10, the resisting
shear (Vjbd) is given by Eq. 15.8.

Vjbd D �Rd � .AS1 C AS2/ � fyd � VC internal joint
Vjbd D �Rd � AS1 � fyd � VC external joint

(15.8)

The shear strength of the beam-column joint can be evaluated according the
model proposed by Paulay et al. (1978) which considers the total shear within the
joint core as carried by:
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a

b

Fig. 15.11 Strut mechanism (a) and truss mechanism (b)

Beam-column jointa
b

Fig. 15.12 Transversal strain in transversal direction for 3D joint (a) and 2D joint (b)

1. Diagonal concrete strut;
2. idealized truss (consisting in horizontal hoops, inclined and vertical reinforce-

ment bars between the cracks).

Figure 15.11 shows the model proposed by Paulay et al. (1978) which illustrates
the two separated contributions of shear within the joint.

The joint has to support the strut mechanism providing adequate transversal
reinforcement which enhances the truss mechanism in the joint core. The main
key parameter is the compressive strength of the diagonal concrete strut. The
compressive strength of the concrete is affected by the tensile strains in the
transverse direction (both considering the 2D and 3D model of the joint as shown in
Fig. 15.12).

So the 1998-1 (2004) suggests a reduction factor � to be applied to the design
compressive strength of the concrete (15.9).

� D 0:6 � 1 � fck

250
(15.9)
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Fig. 15.13 Effect of confinement on the concrete (Park and Paulay 1975)

Recent studies have also demonstrated that critical situations can occur when
the axial load acting on the column is large. In this case, the diagonal compression
failure of strut can occur before the diagonal tensile cracking in the joint. The 1998-1
(2004) provides the following coefficients to reduce the total shear capacity (15.10)

r
1 � �d

�
(15.10)

where the parameter �d represents the normalized axial load acting on the joint.
The presence of stirrups increases the confinement of the concrete (Mander et al.

1988) and therefore its compressive strength and ductility (Fig. 15.13).
The arrangement of the stirrups along the element and in the cross section

influences the local stress-strain capacity of concrete. Figure 15.14 illustrates the
effect of confinement in terms of confining forces considering different stirrups
arrangements.

Considering the beam-column joint,
The local tensile stress (�� ) in the beam-column joint should be less than the

tensile strength of concrete, to avoid a brittle failure of the joint. This result can be
obtained by adding stirrups in the columns (Fig. 15.15) that reduce the tensile stress
in the concrete.

The corresponding tensile stresses acting on the concrete with and without
stirrups are given by Eq. 15.11.

8
<

:
�� D

q

�
2

�2 C 	2 � �
2

without stirrups

�� D
q


���c
2

�2 C 	2 � ���c
2

with stirrups
(15.11)

where �C represents the confining stress induced by the stirrups.
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Fig. 15.14 Effect of confinement in terms of confining forces for a column along its height (a)
and cross section (b) (Park and Paulay 1975)

σ

Without stirrups With stirrups

Without stirrups

With stirrups

σc

σc

σ

σ στ

τ

τ

τ

Fig. 15.15 Comparison of the internal plane stress between a confined and an unconfined beam-
column joint
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Chapter 16
Seismic Modeling of Infill Walls

Abstract This chapter analyzes the seismic modeling of infill walls. the first part
of the chapter describes the main parameters of the infill walls which influences the
displacement capacity of a frame system. the failure mechanism are also discussed
considering the presence of the surrounding frame. a large variety of analytical
models which take into account the presence of infill walls are detailed listed and
explained. finally, the mechanisms of crisis of masonry panels (both in-plane and
out of plane) are summarized.

16.1 Introduction

Infill walls and dividers made with light masonry bricks and bricklayers are
commonly used in buildings whose skeleton consists of steel frames. They are
known for their peculiar behavior compared to bare frames, and their influence on
the seismic response of the building can either be positive or a negative. They can
compensate with its own strength for the increase of inertial force, but on the other
hand they can also represent a factor of great uncertainty that could invalidate the
measures adopted to control the resistant mechanism.

Concerning the use of infill walls in new constructions, there are two main points
of view: one claims that in order to prevent the alteration of the behavior expected
at the design stage, the infilled frames must be disconnected from the structural
skeleton; the other empathizes the role of infill walls as a second line of defense
against severe seismic events, thus underlining the importance of making the infill
frame collaborative with the load-bearing structure.

Overall, when applying one approach or another, it is essential to know the
parameters that influence the properties of infill walls and the mechanisms of failure
that affect them.

© Springer International Publishing AG 2018
G. P. Cimellaro, S. Marasco, Introduction to Dynamics
of Structures and Earthquake Engineering, Geotechnical, Geological
and Earthquake Engineering 45, https://doi.org/10.1007/978-3-319-72541-3_16

369

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-72541-3_16&domain=pdf
https://doi.org/10.1007/978-3-319-72541-3_16


370 16 Seismic Modeling of Infill Walls

16.2 Influential Parameters

16.2.1 Strength of the Masonry Infill

The strength of the masonry infill is influenced by the properties of the mortar and
the bricks, and a strong masonry is given by a better quality to the constitutive
materials although this does not increase necessarily the lateral strength of the
infilled frame as premature failure of the frame may occur when the masonry is
excessively strong. Instead of hollow bricks, solid bricks are preferred as they show
a higher compressive strength (Bin 2006).

16.2.2 Characteristics of the Reinforced Concrete Frame

The characteristics of the reinforced concrete frame which can influence the
response of infilled frames are the concrete and steel area and the amount of
longitudinal and transverse reinforcement. As observed in 1958 by Benjamin and
Williams (Benjamin and Williams 1958), in the uncracked stage the variation
of concrete and steel area does not influence the stiffness, while the resistance
of the frame to bending moment, axial force and shear are relevant. As for the
amount of longitudinal reinforcement, experiments run by Fiorato et al. (1970),
by Valiasis (1989), Gavrilovic and Sendova (1992), and Ishibashi et al. (1992),
show that it increases significantly the attainable ductility of the frame structure. If
sufficient transverse reinforcement is provided, the infilled frame can sustain large
deformations without a brittle shear failure.

16.2.3 Relative Stiffness

Between 1966 and 1969 in “A method for analysis of infilled frames”, Smith and
Carter (1969) defined a dimensionless parameter �h to express the relative stiffness
between the infill panel and the surrounding frame:

�h D 4

s
Emtsin.2�/

4EcIcHm

(16.1)

where:

• t= thickness of the masonry panel
• hm = height of the masonry panel respectively
• �= inclination of the diagonal of the panel
• Em= modulus of elasticity of the masonry
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• Ec= modulus of elasticity of the concrete
• Ic= moment of inertia of the columns.

The frame is much stiffer than the infill panel for small values of �h.

16.2.4 Gaps Between Infills and Surrounding Frame

Gaps between the masonry panel and the surrounding frame can be vertical or
horizontal. Horizontal gaps between the panel and beam can generally influence
the structure. Vertical gaps between the columns and the masonry can be negligible
when they assume low values, because they close rapidly when the lateral force
is applied. On the contrary, when large gaps are considered, the response of the
structure is significantly influenced.

16.2.5 Openings

The amount of influence from openings – windows and doors is quite difficult to
define. According to a research of Mallick and Garg (1971), the openings reduce
the stiffness and the strength of the structure, especially when they are placed on the
loaded corners.

16.3 Mechanisms of Failure

The failure mechanisms affecting the components of the infilled frames are named
failure modes, and they are generally divided into failure modes of (i) infills
(Sect. 16.3.1) and (ii) surrounding reinforced concrete frames (Sect. 16.3.2).

16.3.1 Failure Modes of Infills

The failure modes of infills are shown in Fig. 16.2 and they are of three types:

• Compression failure, which can occur following two mechanisms:

– Crushing of the loaded corner (Fig. 16.1): it takes place when lateral loading
causes a biaxial compression stress in the area close to the loaded corners.

– Compressive failure of the diagonal strut (Fig. 16.3): it takes place when,
as the tensile stress along the diagonal is relieved, the masonry between the
cracks behave like small prisms loaded axially.
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Fig. 16.1 Compressive
failure due to crushing of the
loaded corners

Fig. 16.2 Failure modes

• Shear cracking, which is the most common type of failure and it depends on
shear and normal stress. When subjected to lateral forces, the stress along the
diagonal is represented by the ratio of normal stress fn and shear stress 	 , which is
equal to the ratio of the height of the masonry panel hm and the length of masonry
panel Lm. The combination of the two parameters can produce the following three
mechanisms:

fn
	

D hm

Lm
D aspect ratio (16.2)
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Fig. 16.3 Shear cracking
with stepped cracks

– Stepped cracking along the mortar joints (Fig. 16.4): it is the most common
type of failure and it occurs when the shear stress predominates over the
normal stress (low to medium aspect ratio) or when the mortar joints are
weaker than the masonry units. In that case cracking usually occurs by
debonding along the mortar joints.

– Horizontal sliding along the mortar joints: it happens when the formation of
a horizontal crack causes the panel fails by shear (Fig. 16.5). The formation
of the horizontal crack could be facilitated by the relative dimension of the
masonry units and the infill panel, and it could form when the following
equation is satisfied:

hm

Lm
<
2b

d
(16.3)

where d and b are the length and height of masonry unit. Fiorato et al. (1970)
reported this type of failure in tests of infilled reinforced concrete frames, and
tests results indicate that the major crack usually starts a few courses below
the upper loaded corner, it continues diagonally downwards to approximately
the center of the panel, and then it propagates horizontally.

– Cracking due to diagonal tension: it occurs when the normal stress pre-
dominated over the shear stress (medium to high aspect ratio) and when in
comparison with the masonry, the mortar joints are stronger.

• Flexural cracking, which can occur when the columns of the frame are weak and
flexure effects are predominating, such as in multistory infilled frames. In these
cases, as reported by Leuchars and Scrivener (1976), flexure cracks can open due
to the low tensile strength of the masonry in the tensile side of the panel.
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Fig. 16.4 Shear cracking
with horizontal sliding

Fig. 16.5 Shear cracking due
to diagonal tension

16.3.2 Failure Modes of Surrounding Reinforced Concrete
Frames

The failure modes of surrounding reinforced concrete (Fig. 16.6) are of two types:

• Flexure collapse mechanism, which happens when, in a multistory frame, at
the ends of the columns a flexure plastic hinge occurs, leading to a collapse after
the failure of the panel (Fig. 16.7). Plastic hinges can also occur at the end and
the middle height of the columns when sliding shear takes places in the masonry
panel. The deformation capacity of the frame depends on the deformation of
plastic hinges after they are formed. Thus, within the hinge region the inelastic
deformation capacity should be guaranteed.
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Fig. 16.6 Failure modes for surrounding reinforced concrete frame

Fig. 16.7 Flexure collapse
mechanism with plastic
hinges at member ends

• Axial loads failure, which can occur when the columns undergo a severe cyclic
loading, thus leading to a compressive failure. In fact the columns subjected to
tension and axial forces can yield and the reinforced concrete members can crack
with the increment of the lateral forces.

This type of failure can occur in the following three modes:

– Tension failure with yield of longitudinal reinforcement: it may happen in
infilled frames due to tensile strains. This produces a large elongation of the
columns, which may lead to a loss of compatibility between the frame and the
panels because of the distinct difference of the structural properties.
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Fig. 16.8 Shear failure of the
columns

Fig. 16.9 Beam-column
joint failure

– Bar anchorage failure: it is caused by slipping of the longitudinal reinforce-
ment of the tension column, and it can be avoided by providing an adequate
development length for the longitudinal bars.

– Shear failure of the columns: it happens when shear forces resulting from the
composite interaction with the infill panels cause the failure of the columns.
It can be avoided by providing adequate amount of transverse reinforcement
and shear length of the concrete (Fig. 16.8).

– Beam-column joint failure: it occurs when high normal and tangential stresses
develop along the contact lengths in the zones close to the stressed corners,
causing large shear forces and bending moments (Fig. 16.9).
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16.4 Existing Analytical Models

Due to the nonlinear inelastic behavior, both materially and geometrically, infilled
frames are complex structural types which require sophisticated computational
techniques to be correctly considered in the modeling. For this reason there are
different techniques proposed in the literature for the in-plane analysis of the
strength and stiffness of masonry infilled frames. These analytical models can be
divided in two categories:

• Local or micro-models, which focus on the infill behavior specifically. The most
common micro-model is the finite element analysis, first applied by Mallick and
Severn (1967), which is advantageous as it describes the behavior of infilled
frames in their various parts, indicating the local effects related to cracking,
crushing, and contact interaction. However, this type of model also implies a
greater computation effort, and with the improvement of computer capabilities
and the development of the finite element method, these types of model have
been discarded.

• Simplified or macro-models, which are the models based on a physical under-
standing of the behavior of the infill panel as a whole, and they are particularly
useful in developing design equations. Some macro-models were developed
to evaluate the stiffness of the structure assuming elastic behavior (Smolira
1973; Leuchars and Scrivener 1976; Liauw and Lee 1977), or to investigate the
global response of infilled frame structures (Moroni et al. 1996), or to describe
the influence of masonry panels on infilled frames. The latter purpose was
achieved through the diagonal strut concept, which was first proposed in the tests
conducted by Polliakov (1963), and it was further developed by Holmes (1961)
and Smith and Carter (1969). It was later reported by Mallick and Severn (1967),
Klinger and Bertero (1976), and many others afterwards.

As reported by Tucker (2007), the existing analytical models have been divided in
stiffness (Sect. 16.4.1) and strength (Sect. 16.4.2) methods and they will be presented
in chronological order in the following paragraphs.

16.4.1 Stiffness Methods

The object of the majority of the researches was the calculation of the width of the
equivalent diagonal strut, after which, since the stiffness of a system is based on the
elastic shortening of the diagonal strut, it becomes easy to determine it through a
simple braced frame analysis.
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16.4.1.1 Polyakov, 1956

Polliakov (1963) was the first to recognize that the most accurate representation
of the stiffness of the masonry infilled structure is that of a braced frame with the
masonry replaced by an equivalent diagonal strut. For his research he used a steel
four-hinged frame, while most of the following researchers used fixed-based frames.
For this reason his specific method has the merit to be the first one, but it became
obsolete.

16.4.1.2 Holmes, 1961

Holmes’s (Holmes 1961) merit is to have extended Polyakov’s (Polliakov 1963)
equivalent diagonal strut representation to infill structures. He obtained the follow-
ing equation for the horizontal deflection of the infilled frame at failure:

SH D e
0

cdcos˛ (16.4)

where SH is the horizontal deflection (mm), e
0

c is the strain in the infill at the moment
of failure (mm/mm), d is the diagonal length of infill (mm) and ˛ is the angle of the
strut with the horizontal (degrees).

Another equation presented by Holmes is the one for the calculation of the
horizontal load which causes crushing failure in the corner regions:

H D 24EIe
0

cd

h3.1C I
I0

cot˛/cos˛
C Afccos˛ (16.5)

where H is the horizontal shear force at failure (kN), E is Young’s modulus of the
column (kN=mm2), I is the moment of inertia of the column(mm4), I0 is the moment
of inertia of the beam (mm4), h is the height of the frame (mm).

16.4.1.3 Stafford-Smith and Carter, 1969

In the equation developed by Smith and Carter (1969), he calculated ˛, the length
of contact between the infill and the frame, as follows:

˛

h
D �

2�h
(16.6)

where ˛ is the length of contact (mm), h is the height of the column between
centerlines of beams (mm) and � is the characteristic stiffness parameter (mm�1). In
particular, �h is a nondimensional expression for the relative stiffness of the frame
to the infill, where � is defined as:

� D 4

r
Ett sin2�

4EIh0

(16.7)
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where Et is Young’s modulus of infill (kN/mm2), t is the thickness of the infill (mm),
� is the slope of infill diagonal to the horizontal (degrees), h

0

is the height of the infill
(mm). Another equation that was attributed to Smith and Carter (1969) by Al-Nimry
et al. (2014) is:

a D �

2�
(16.8)

where a is the width of the equivalent strut (mm).

16.4.1.4 Fiorato, Sozen and Gamble, 1970

Fiorato et al. (1970) calculated the lateral stiffness as follows:

Kb D 1
1

Ksh
C 1

Kfl

(16.9)

Ksh D AwGw

hw
(16.10)

Kf l D 3EcI

h3
(16.11)

where Kb is the lateral stiffness (kN/mm), Ksh is the shear stiffness of a cantilever
composite beam (kN/mm), Kfl is the flexural stiffness of a cantilever composite
beam (kN/mm), Aw is the cross-sectional area of the wall (mm2), Gw is the infill
shearing modulus (kN/mm2), hw is the height of the infill (mm) and Ec is the
modulus of elasticity of the concrete (or frame) (kN/mm2). Moreover Fiorato et al.
(1970) calculated also Gw, the infill shearing modulus, using the linear shear strain
measurements from the wall, obtaining:

Gw D kV

Aw"xy
(16.12)

where k is the coefficient depending on the shape of the cross section, V is the total
shear force on the structure (kN), Aw is the cross-sectional area of the wall (mm2),
"xy is the shearing strain in the wall calculated from the linear strain measurements.

16.4.1.5 Mainstone, 1971

Mainstone (1971) used the relative stiffness parameter, � for the experimental
testing of small scale micro-concrete infill and scaled brick masonry, obtaining two
sets of equations based on the value of the product �h: one set was for the brick
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infill, the other for the concrete infill. Equations 16.13 and 16.14 are for �h values
between four and five, while Eqs. 16.15 and 16.16 are for �h values that are higher
than five.

w
0

eK

w0

D 0:175.�hh/�0:4 brick (16.13)

w
0

eK

w0

D 0:115.�hh/�0:4 concrete (16.14)

w
0

eK

w0

D 0:16.�hh/�0:3 brick (16.15)

w
0

eK

w0

D 0:11.�hh/�0:3 concrete (16.16)

where w
0

eK is the effective width of infill considered as a single diagonal strut for
stiffness (mm), w

0

is the diagonal length of the infill (mm) and �h is the relative
stiffness parameter (mm�1).

16.4.1.6 Liauw and Kwan, 1984

The width of the diagonal strut, w, was calculated by Kwan and Liauw (1984) as
follows:

w D 0:95hcos�p
�h

(16.17)

where h is the story height (mm). Kwan and Liauw (1984) also worked on a finite
element analysis that neglected friction, and their conclusion was that there is an
upper limit to the width of the diagonal strut even for very stiff frames with flexible
infill. They suggested to use smaller values from the Eq. 16.17 to calculate the width
of the strut, such as 0:86 or even 0:45 instead of 0:95.

16.4.1.7 Decanini and Fantin, 1986

Based on results obtained from framed masonry tested under lateral forces, Decanini
and Fantin (1986) proposed two sets of equations considering different states of the
masonry infill.

For uncracked panels:

bw D .
0:748

�h
C 0:085/dm; if�h � 7:85 (16.18)

bw D .
0:383

�h
C 0:130/dm; if�h � 7:85 (16.19)
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For cracked panels:

bw D .
0:707

�h
C 0:010/dm; if�h � 7:85 (16.20)

bw D .
0:470

�h
C 0:040/dm; if�h � 7:85 (16.21)

where dm is the diagonal length of infill (mm).

16.4.1.8 Moghaddam and Dowling, 1988

Moghaddam and Dowling (1988) suggested that a simple percentage of the length
of the diagonal could be used as the width of the strut, and calculated as follows:

w D d

6
(16.22)

16.4.1.9 Eurocode 8, 1988

The EC8 (1998-1 2004) stated that the width of the diagonal strut can be calculated
using equations from literature, and that in order to give the effects of local thrusts
on the beams and columns a requirement is to include three diagonal struts in the
analysis. The equation suggested in the Eurocode 8 is:

bw D 0:15d (16.23)

where bw is the width of the equivalent strut (mm).

16.4.1.10 Duranni and Luo, 1994

Luo et al. (1994) studies Mainstone’s (Mainstone 1971) work and modified it, using
the effective width factor to describe the stiffness of the infill and calculate the
effective width of the equivalent diagonal strut as follows:

wc D �dsin.2�/ (16.24)

� D 0:32
p

sin2�

�
H4Ett

mEcIcb

	�0:1
(16.25)

m D 6

0

@1C
6˛tan

�
EbIbH
EcIcL

�

�

1

A (16.26)
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where wc is the width of the equivalent strut (mm), � is the effective width factor,
Ei is the modulus of elasticity of the masonry infill material (kN/mm2), m is the
dimensionless parameter relating the ratio of beam to column stiffness, Ic is the
moment of inertia of the confining column (mm4), Eb is the modulus of elasticity
of the confining beam (kN/mm2), Ib is the moment of inertia of the confining beam
(mm4), L is the length of the infill (mm).

16.4.1.11 Bennet, Flanagan, Adham, Fished and Tenbus, 1996

Bennett et al. (1996) calculated the width of the equivalent strut, w, as follows:

w D �

C�cos�
(16.27)

where C is the empirical constant based on infill damage.

16.4.1.12 Crisafulli, 1997

Initially the concept of the equivalent strut model was one diagonal strut that
connected two opposite corners of the infill panel (Fig. 16.10). Two struts in each
diagonal were planned in order to represent the cyclic behavior, and they only
resisted compression stresses (Crisafulli 1997). Since the single diagonal strut
model doesn’t describe the local effects resulting from the interaction between the
infill panel and the surrounding frame, and as a result the bending moments and
shear forces are not realistic nor the location of potential plastic hinges can be
adequately predicted, the model was modified by Crisafulli (1997) as in Fig. 16.11.
The diagonal strut is characterized geometrically by its length, thickness and width
(often defined respectively dw, tw and bw), which can be seen instead in Fig. 16.12.

Fig. 16.10 The initial
concept of equivalent strut
model
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Fig. 16.11 Modified strut models (Adapted from Crisafulli 1997)

Fig. 16.12 Geometric characteristics of the diagonal strut

16.4.1.13 Al-Chaar, 2002

Al-Chaar et al. (2002) calculated the stiffness of masonry infilled frames as follows:

a D 0:0835CD

�
1C 2:574

�tH

	
1

h
� 1:5 (16.28)

C D �0:3905
�

l

h

	
C 1:7829 (16.29)

a D 0:0835D

�
1C 6:027

�tH

	
1

h
� 1:0 (16.30)
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where a is the equivalent width of infill strut in the elastic range (mm), C is the
multiplication factor that accounts for aspect ratio and D is the diagonal length infill
(mm). Linear interpolation is required for aspect ratios ( 1h ) between 1:0 and 1:5.

16.4.1.14 El-Dakhakhni, Eagaaly and Hamid, 2003

For El-Dakhakhni et al. (2003) a three-strut model better represented the actual
distribution of forces from the infill to the frame, and they calculated the total strut
area by multiplying the width by the infill thickness.

w D .1 � ˛c/˛ch

cos�
(16.31)

˛ch D
s
2.Mpj C 0:2Mpc/

tf
0

mD0
� 0:4h (16.32)

where ac is the ratio between the column contact length and its height, Mpk is the
minimum of the column’s, the beam’s or the connection’s plastic moment capacity,
referred to as the plastic moment capacity of the joint (kN � mm), Mpc is the column
plastic moment capacity (kN � mm), tf

0

mD0 is the masonry strength parallel to bed
joints (kN/mm2). The strut area is split among three struts and the beam contact
length needed to analyze the infilled frames is:

˛bl D
s
2.Mpj C 0:2Mpb/

tf
0

mD90
� 0:4l (16.33)

where ab is the ratio between the beam contact length and its span, Mpb is the beam’s
plastic moment capacity (kN-mm) and tf

0

mD90 is the masonry strength perpendicular
to bed joints (kN/mm2).

16.4.2 Strength Methods

Strength methods until now have been based on several design philosophies and
failure modes, such as the equivalent diagonal strut or the shear friction within the
masonry or a plastic analysis that includes frame contributions. Some methods are
for the capacity to the first crack loads, others for the ultimate load capacity, and a
few include both capacities.
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16.4.2.1 Mainstone, 1971

Mainstone (1971) calculated the composite strength of the frame-infill system as
follows:

H D HF C HI (16.34)

HI D R
0

ccos� (16.35)

R
0

c D f i � cw
0

cct (16.36)

where H is the horizontal racking strength of the infilled frame (kN), Hf is the
horizontal racking strength of the frame without the infill (kN), HI is the nominal
horizontal racking strength of the infill (kN), R

0

c is the nominal diagonal load on the
infill (kN), f

0

c is the crushing strength of the material of the infill (kN/mm2), w
0

cc is
the effective width of infill considered as a single diagonal strut at ultimate strength
(mm).

16.4.2.2 Klingner and Bertero, 1976

Klinger and Bertero (1976) calculated the axial force in the strut (kN) as follows:

S D EA

L
v (16.37)

where A is the cross-sectional area of the strut (mm2) and v is the axial deformation
in the strut (mm). The product between the width of the strut calculated above and
the panel’s thickness allows to calculate the cross-sectional area of the strut. Instead,
the strength envelope curve is calculated as follows:

S D Afc.e
�v/ (16.38)

where fc is the compressive strength of the infill material (kN=mm2) and � is the
strength degradation parameter, equal to 1 for all analysis. The tensile capacity was
taken as zero from a practicality standpoint.

16.4.2.3 Wood, 1978

Wood (1978) calculated the ultimate collapse load by examining the composite
shear mode of failure with equal plastic moments Mp in the beam and columns.

F D 4Mp

H
C 1

2
�cBtw (16.39)
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where F is the horizontal collapse load of composite panel (kN), �c is the
compressive principle stress in wall (kN=mm2), B is the length of the panel and tw is
the wall’s thickness. Wood also considered a shear rotation failure mode to calculate
the horizontal collapse load while taking into account the difference in rotation of
the infill and the frame as follows:

F D 2.Mp C Me/

H
C

p
.C � C2/�ctwB (16.40)

where Mp is the plastic moment in beams and columns (kN � mm) and Me is the
beam end moment, not plastic (kN � mm), C is the ratio of horizontal wall stress to
crushing stress taken as 1=2.

16.4.2.4 Rosenblueth, 1980

Rosenblueth (1980) presented two equations for the strength of a typical infilled
frame, one for sliding shear failure (Eq. 16.41) and one for compression failure of
the diagonal strut (Eq. 16.42).

Rs D
�
0:9C 0:3

l

h

	
fbsht (16.41)

where Rs is the diagonal strut force when sliding initiate (kN) and fbs is the shear
bond strength (kN=mm2).

Rc D 2

3
˛tf

0

msec� (16.42)

where Rc is the diagonal strut force at compression failure (kN), ˛ is the contact
length between panel and the column (mm), f

0

m is the compressive strength of the
masonry (kN=mm2).

16.4.2.5 Kwan and Liauw, 1984

Kwan and Liauw (1984) presented equations for the following four failure modes:

• Mode 1: corner crushing with failure in columns and infill-beam connections
(Eq. 16.43);

• Mode 2: corner crushing with failure in beams and infill-column connections
(Eq. 16.44);

• Mode 3: diagonal crushing with failure in infill-beam connection (Eq. 16.45);
• Mode 4: diagonal crushing with failure in infill-column connection (Eq. 16.46).
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The corresponding equations are the following:

Hu D �cth

s
2.Mpj C Mpb/

�cth2
(16.43)

Hu D �cth

tan�

s
2.Mpj C Mpb/

�cth2
(16.44)

Hu D 4Mpj

h
C �cth

6
(16.45)

Hu D 4Mpj

h
C �cth

6tan2�
(16.46)

where Hu is the collapse shear (kN), �c is the crushing stress of the panel’s material
(kN=mm2), Mpj is the joint plastic moment capacity (kN � mm) and Mpb is the beam
plastic moment capacity (kN � mm).

16.4.2.6 Stafford Smith and Coull, 1991

Smith et al. (1991) calculated the horizontal shear load as follows:

Q
0

c D f
0

m˛t (16.47)

where Q
0

c is the ultimate horizontal shear. However Smith et al. (1991) noticed that
Eq. 16.47 overestimated the real values of the experimental data. Thus they modified
the equation as follow:

Q
0

c D 1:12

�
4EI

Emth3

	0:22
f

0

mhtcos2� (16.48)

where Em is the modulus of elasticity of the masonry infill material (kN/mm2). Smith
et al. (1991) furthermore calculated the allowable horizontal shear force based on
shear failure, Qs, as follows:

Qs D fbsLt

1:43 � 
 

0:8h

L � 0:2� (16.49)

where fbs is the bond shear strength (kN/mm2) and 
 is the coefficient of internal
friction. The maximum allowable horizontal shear force is:

Qs � 0:7Ltfs max (16.50)
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where fs max is the maximum allowable shear stress (kN=mm2). The horizontal shear
based on diagonal tensile failure, Qd is:

Qd D 1:7Ltft (16.51)

where ft is the allowable flexural tensile stress (kN=mm2).

16.4.2.7 Flanagan, 1994

Flanagan and Bennett (1999b) calculated the ultimated capacity of an infilled frame,
Pu, as follows:

Pu D 6EI

h3
ı C Af

0

mcos� (16.52)

where ı is the column in-plane displacement taken at beam centerline (mm).

16.4.2.8 Mehrabi, Shing, Schuller and Noland, 1996

Mehrabi et al. (1996) calculated the sliding shear strength, Fw, as follows:

Fw D 0:345Aw C 0:9Pw (16.53)

where Aw is the horizontal cross-sectional area of the infill (mm2) and Pw is the
vertical load acting on the infill (kN).

16.4.2.9 Galanti, Scarpas and Vrouwenvleder, 1998

Galanti et al. (1970) calculated the ultimate strength of the diagonal strut, FD, as
follows:

FD D fwcbwtw
q
1C a2s (16.54)

where fwc is the compressive strength of the masonry (kN/mm2), bw is the width of
the equivalent strut (mm), as is the wall aspect ratio. The maximum sliding shear,
FS, is calculated as follows:

FS D 	mlwtw (16.55)

where 	m is the shear strength of mortar material and lw is the wall’s length.
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16.4.2.10 Flanagan and Bennett, 1999

Flanagan and Bennett (1999a) calculated the cracking strength, Hcr, as follows:

Hcr D KcrLt
p

f 0

m

1000
(16.56)

where Kcr is an empirical constant. Based on testing of structural clay tile, a mean
value of 0:066 is recommended for Kcr. The corner crushing strength, Hult was
calculated by Flanagan and Bennett (1999a) ass follows:

Hult D Kulttf
0

m

1000
(16.57)

where Kult is an empirical constant.
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Chapter 17
Passive Energy Dissipating Systems

Abstract This chapter introduces the different passive strategies used to protect
the structure from seismic actions. The types of passive energy dissipation are
illustrated. Furthermore, a large variety of passive energy dissipating systems are
analyzed in detail.

17.1 Introduction

The principal scope of the seismic design is to avoid the catastrophic failure and loss
of life with the design of functional structure that can resist at earthquake. Some
strategic structures such as hospitals, police stations and the major infrastructure
are design with a high performance level to resist at catastrophic events in order to
remain functional after a seismic event. Different strategies can be used to protect
the structure from seismic actions (Fig. 17.1)

- Seismic Isolation (Chap. 19);
- Passive Damping;
- Semi-Active and Active Systems;
- Smart Materials.

Damper devices are systems that dissipate energy during a seismic action,
differently to seismic isolation system that reduces the seismic actions on the
structure (Soong and Cimellaro 2009). The dissipation of energy does not have any
effect on structure, which is protected by a high stiffness bracing system to remain
in the elastic field. The main purpose is “braking rather than breaking”. In other
words, the forces acting on the main structure is reduced, rather than letting the
whole seismic action act on the structural elements causing unrepairable damages.
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SEISMIC
PROTECTION

SYSTEMS

Seismic Isolation Passive Damping

HYBRID SYSTEMS

Semi-active, active Smart Materials
Systems -   ER fluid

-   MR fluid
-   SMA

-   Variable Stiffness
-   Variable Damping
-   Active Bracing System

-   Metalic
-   Friction
-   Viscoelastic
-   Viscous

-   Elastometric
-   Lead-Rubber
-   Sliding
-   Elastoplastic

Fig. 17.1 Seismic protection system

17.2 Energy Balance Equation

The equation of a nonlinear Multi-Degree-of-Freedom (MDOF) system excited at
the base by a horizontal acceleration time history, is given by

ŒM�fRu.t/g C ŒC�fPu.t/g C fFr.t/g D �ŒM�frg Rug.t/C fFsg (17.1)

where ŒM� and ŒC� are the global mass and viscous damping, respectively; fRu.t/g,
fPu.t/g and fu.t/g are respectively the vector of global acceleration, velocity and
displacement relative to the moving base at time t. fFrg is the vector of restoring
forces at time t due to the hysteresis, while fFs.t/g is the vector of global static
loads applied to the structure. frg is the vector coupling the directions of ground
motion with the directions of the DOFs of the structure, and Ru.t/ is the horizontal
acceleration of the ground at time t. Considering an increment of global structural
displacement fdug, the energy formulation can be obtained by integrating the work
done by each component of Eq. 17.1.

Z
fdugT ŒM� fRu .t/g C

Z
fdugT ŒC� fPu .t/g C

Z
fdugT fFr .t/g D

D �
Z

fdugT ŒM� frg Rug .t/C
Z

fdugT fFsg
(17.2)

The incremental displacement and velocity can be expressed in the following
form

fdu.t/g D fPu.t/gdt

fd Pu.t/g D fRu.t/gdt
(17.3)
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Then, substituting the aforementioned expressions in the mass and damping
terms, the following relationships are given

Z
fdugT ŒM�fRu.t/g D

Z
fPugT ŒM�fRu.t/gdt D

Z
fPugT ŒM�fd Pu.t/g

Z
fdugT ŒC�fPu.t/g D

Z
fPugT ŒC�fPu.t/gdt D

Z
fPugT ŒC�fdu.t/g

(17.4)

Substituting the terms derived in Eq. 17.4, the energy balance equation can be
rewritten as follow

Z
fPu.t/gT ŒM�fd Ru.t/g C

Z
fPu.t/gT ŒC�fdu.t/g C

Z
fdugTfFr.t/g D

D �
Z

fdugT ŒM�frgRug.t/C
Z

fdugTfFsg
(17.5)

The energy balance equation can be redefined in the following form

EK.t/C ED.t/C EEH.t/ D E0
I.t/C Est.t/ (17.6)

where E0
K.t/ is the relative kinetic energy, ED.t/ is the energy dissipated by

viscous damping, EEH.t/ is the absorbed energy (due to both elastic and plastic
deformation), E0

I.t/ is the relative input energy and Est.t/ is the work done by static
loads applied before and maintained during the seismic excitation. Equation 17.7
resumes all the energy components of Eq. 17.6.

E0
K.t/ D 1

2
fPu.t/gT ŒM�fd Pu.t/g

ED.t/ D
Z

fPu.t/gT ŒC�fdu.t/g

EEH.t/ D
Z

fdu.t/gTfFr.t/g

E0
I.t/ D �

Z
fdu.t/gT ŒM�frgRu.t/

Est.t/ D
Z

fdu.t/gTfFsg

(17.7)

The equation of the absorbed energy term EEH.t/ can be written as follow

EEH .t/ D EE .t/C EH .t/ (17.8)

where EE is the recoverable elastic strain energy and EH is the energy dissipated
through hysteretic damping. Then, the fluctuations of the term EEH is affected by
the hysteresis model defined through the elasto-plastic force-displacement hysteretic
relation for a given DOF.
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The energy balance equation (Eq. 17.6) can be also expressed in terms of absolute
energy as follow

Ea
K .t/C ED .t/C EEH .t/ D Ea

I C Est .t/ (17.9)

where Ea
K is the absolute kinetic energy and Ea

I is the absolute input energy. When
a dissipating system is included, the Eq. 17.9 is modified with a new term ESD, that
represents the supplemental damping in the system. Considering this last parameter,
the absolute energy balance equation is obtained.

Ea
K .t/C ED .t/C EEH .t/C ESD .t/ D Ea

I C Est .t/ (17.10)

A passive energy dissipating system has to be capable to absorb a certain amount
of energy that is not necessary equal to the maximum requested energy dissipation
by dampers. Then, it is useful to define a new term associated with the vibrational
energy EV which corresponds to the portion of input energy at time t that is
not dissipated by viscous damping or through supplementing damping systems.
According to this definition it is clear that the vibrational energy is associated with
the amount of absolute energy which can potentially cause damage on the structure
and it is equal to the sum of the absolute kinetic energy and the absorbed energy.

EV .t/ D Ea
K .t/C EEH .t/ (17.11)

Thus, Eq. 17.10 becomes

EV .t/ D Ea
I .t/ � ESD .t/ � ED .t/ (17.12)

It is possible to notice that maximizing the dissipated energy (by viscous
damping and supplemental dampers) does not necessary leads to minimize the
vibrational energy over time since the input energy can significantly vary. Then,
the optimum passive energy dissipation system design must take into account the
characteristics of the motion (Cimellaro et al. 2009; Cimellaro and De Stefano
2010).

17.3 Types of Passive Energy Dissipating System

In literature the dampers devices are grouped as follows:

- Displacement-activated dampers:

– Metallic dampers;
– Friction dampers;
– Self-Centering Systems.
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Fig. 17.2 Example of cyclic deformation for a displacement-activated damper

- Velocity-activated dampers:

– Viscous dampers;
– Viscoelastic dampers.

In the next sections each type of passive energy dissipating system will be
described in detail.

17.3.1 Displacement-Activated Dampers

The cyclic response of displacement-activated dampers depend on relative dis-
placement at the end points of the device, while the energy dissipation is due to
the plastic deformation of the device. The displacement-activated dampers have a
stable hysteretic behavior (Fig. 17.2). On the contrary, fatigue failure mechanism
may occur for elevated number of cyclic deformation. In addition, they are highly
sensitive to the temperature variations, and in case of negative thermal gradient these
devices behave as a brittle material.

Different types of displacement-activated systems are described in detail in the
next paragraph.

17.3.1.1 Metallic Dampers

Metallic dampers are generally made of thin plates where the plastic deformations
are uniformly distributed (Hoehler and Stanton 2006). Different types of materials
such as steel, lead, and shape memory alloy are usually used as metallic dampers
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Fig. 17.3 Cyclic stress-strain
hysteresis of a steel element

1

1
–σy

σ

ε

+σy

1
1

Bauschinger
Effect

Bauschinger
Effect

Yield
Plateau

Strain
Hardening

E
EE

E

Fig. 17.4 Single steel plate
damper

V

V

h/2

d0

b0

(Roh et al. 2011). According to the specification of these materials, the cyclic stress-
strain behavior of the dampers is different. Figure 17.3 depicts an example of a
cyclic stress-strain hysteresis for the steel element. Metallic dampers can be used as
part of chevron bracing systems. In these cases, the yielding devices dissipate energy
through the relative horizontal displacement between the chevron’s top and the floor
level. In order to maximize the energy dissipation, it is desirable that the plastic
moments in the different sections are reached simultaneously (Fig. 17.4). Metallic
plate where d0 is smaller than b0 are usually selected to minimize the local buckling
effects (see Fig. 17.4). Some examples of typical metallic dampers are listed and
discussed below.

- The Added Damping Added Stiffness (ADAS) system, originally manufactured
by Bechtel Corporation, incorporates several interconnected yielding plates in
series (Fig. 17.5). The ADAS elements (Scholl 1990) are usually capable to
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Fig. 17.5 Example of ADAS dampers

Fig. 17.6 Deformation in an
ADAS system

Fig. 17.7 ADAS system implementation in Wells Fargo building, San Francisco (a) Izazaga
building, Mexico City (b)

sustain 100 loading cycles at three times the measured yielding displacement
without any sign of degradation. In addition they can be safely designed for 10
times the yielding displacement (Fig. 17.6). Figure 17.7 shows some examples of
ADAS system implementation.
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Fig. 17.8 Example of
TADAS system (Tsai et al.
1993)
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(attached to top of braced
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to the top Connection Plate

F

F

Fig. 17.9 Geometric scheme of TADAS system

- The Triangular Added Damping Added Stiffness (TADAS) system was developed
by Tsai et al. (1993). It consists in a variation of ADAS system using triangular
metallic plate dampers. The triangular plates are rigidly welded to a top plate
and simply connected to a slotted base. The TADAS systems are not affected
by gravity loads because of the slotted holes in the base plate, and no rotational
restraint are required at the top of the brace connection assemblage. On the other
hand, the construction is more complicated and a careful welding procedure
is required. Figure 17.8 illustrates a geometric scheme of TADAS system
(Fig. 17.9).
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Fig. 17.10 Scheme of LED
system
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- The Lead Extrusion Devices (LED) were developed in the mid-1970s in New
Zealand (Robinson and Tucker 1976). These devices take advantage of extrusion
of lead through orifices within a cylindrical chamber (Fig. 17.10). The LED
devices have a stable hysteretic behavior, and the fatigue failure is avoided
for elevated number of cyclic deformation. In addition, the sensitiveness to a
thermal gradient is low. The toxicity of lead represents the main disadvantage.
The constricted tube and bulged shaft configurations of LED system are available
(Fig. 17.11). Figure 17.12 illustrates an examples of LED system implementa-
tion.

- The Buckling restrain braces (BRB) were originally manufactured by Nippon
Steel Corporation in Japan. They are composed of a steel core plate encased in
a steel tube filled with concrete. The steel core carries the axial load while the
outer tube, via the concrete, provides lateral support to the core and prevents
global buckling (Fig. 17.13) (Tsai and Chih-Yu 2013). A thin layer of lubricating
material is located at the concrete interface. Contrarily to the other metallic
dampers, the BRB devices have a stable hysteretic behavior (Fig. 17.14). An
example of BRB dampers implementation is illustrated in Fig. 17.15.

17.3.1.2 Friction Dampers

The friction dampers are devices that dissipate energy due to friction between two
sliding surfaces. Originally, they were based on the vehicle breaking system (Pall
et al. 1980). Generally, the friction dampers have the following characteristics:
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Steel Shaft

Containement
Cylinder Lead

Bulged
Steel Shaft

Constricted Tube

a

b

Fig. 17.11 Constricted tube configuration (a) and bulged shaft configuration (b)

Fig. 17.12 LED system
implementation in Central
Police Station in Wellington,
New Zealand

1. Total friction force is independent of area of contact;
2. Friction force is proportional to the normal force acting on the sliding interface;
3. For low relative velocities, the friction force and sliding velocity are mutually

independent.

As an advantage, the friction dampers behavior is independent of the intensity
of load, frequency, and number of cycles. On the contrary, the behavior of these
devices is strictly dependent on the mechanical configuration and on the materials
used for the sliding surfaces. Different configurations of friction dampers can be
used:

- In the configuration proposed by Pall et al. (1980) (Pall friction dampers), a
friction damper is located on the X-braces joint (Fig. 17.16). The X-braces are



17.3 Types of Passive Energy Dissipating System 401

Fig. 17.13 Scheme of BRB

Fig. 17.14 Cyclic stress-strain hysteresis of BRB damper

connected by means of a flexible frame and they are subjected to tensile stress.
An example of the Pall friction dampers is shown in Fig. 17.17.

- The Sumimoto friction damper is composed by a piston covered by a breaking
copper bearing that slides within a steel cylinder (Aiken and Kelly 1990)
(Fig. 17.18). Figure 17.19 illustrates an example of the installation of Sumimoto
friction dampers.

- The Slotted Bolted Connections dampers are made of plates having slots in which
the bolts slide (Fig. 17.20). The interacting surface is steel/steel or steel/brass
(Fitzgerald et al. 1989). Figure 17.21 illustrates two installation details of the
slotted-bolted-connections dampers.

- In the Energy Dissipating Restraint configuration, the friction forces arise
along the interface between a steel cylinder wall and bronze friction wedges
(Fig. 17.22). An additional stiffness is provided by a helical steel (Richter et al.
1990).
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Fig. 17.15 Example of BRB dampers implementation

Fig. 17.16 Pall friction damper

17.3.1.3 Shape Memory Alloy Dampers

The shape memory alloy devices are made of shape memory alloy wires. While
in the steel elements, the hysteretic behavior is due to a dislocation mechanism,
in the case of shape memory alloys the hysteretic behavior is caused by a phase
transformation (from martensite to austenite). Figure 17.23 shows the cyclic stress-
strain relationship for these devices. These devices are able to limit the residual
deformations with a consequent stability of deformation cycles. In addition, they
resist the fatigue for reduced number of cycles, and they have a low sensitivity
to thermal gradients. On the contrary, the shape memory alloy dampers do not
reach high stiffness and their costs are elevated (Song et al. 2006). The Nickel-
Titanium (NiTi) is the most widely used shape memory alloy since it has a very high
fatigue life (100,000 cycles under cyclic strain max = 0.02 according to Funakubo
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Fig. 17.17 Pall friction dampers installation at the Concordia University library building, Mon-
treal

Fig. 17.18 Scheme of the Sumimoto friction damper (Constantinou and Symans 1992)

and Sakamoto 1987). The NiTi shape memory alloy has a large recoverable strain
without residual deformation, a self-centering ability, and an excellent corrosion
resistance. According to the characteristics above mentioned, the shape memory
alloys are integrated in the brace system and they are called Reusable Hysteretic
Damping Brace (RHDB) (Zhu and Zhang 2007). Figure 17.24 shows an example
of RHDB configuration. Simulation and test on RHDB systems have shown a
different behavior for the pre-tensioned and the un-pretensioned braces (Fig. 17.25).
In order to enhance the behavior of these devices, the combined effects of the un-
pretensioned and pretensioned RHDB can be used (Fig. 17.26).
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Fig. 17.19 Sumimoto
friction dampers installation
at Asahi building in Tokyo,
Japan

Fig. 17.20 Detailed view of the slotted bolted connections

17.3.1.4 Self-Centering Systems

The cost associated with the loss of business operation and the damage to structural
and non-structural components following a moderately strong earthquake can be
significant. Thus, most structural systems are designed to respond beyond the elastic
limit with a consistent energy dissipation. In order to reduce or eliminate the
cumulative damage to the main structural elements, the self-centering devices are
used. These devices allow the structural system to return to its original position
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Fig. 17.21 Details of the slotted bolted connections dampers (Fitzgerald et al. 1989)

Fig. 17.22 Scheme of the energy dissipating restraint damper

after an earthquake. Figure 17.27 illustrates the characteristic flag-shaped seismic
response of a self centering system.

Different self centering devices are provided for reinforced concrete and steel
building frames. For steel moment resisting frames, a hybrid post-tensioned con-
nection can be used (Ricles et al. 2001). This connection consists of high strength
steel strands that run along side the web of the beam and then is anchored in
the exterior column flange at the end of the frame. The seat and the top angles
are bolted to both the column and the beam. The shear resistance is provided
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Fig. 17.23 Cyclic
stress-strain relationship for
shape memory alloy dampers
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Fig. 17.24 RHDB configuration

by a combination of friction at the beam-column interface and also by the steel
angles (Fig. 17.28). After major earthquakes, only the steel angles would need to
be replaced. A Post-Tensioned Energy Dissipating (PTED) steel frame concept
was proposed by Christopoulos and Filiatrault (2003). The post-tensioning force
is applied at each floor by high strength bars located at mid-depth of the beam, and
symmetrically placed energy-dissipating bars are also included at each connection
(Fig. 17.29).
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Fig. 17.25 Test and simulation results for the un-pretensioned (a) and the pretensioned (b) RHDB
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Fig. 17.26 Combination of the effects of un-pretensioned and pretensioned RHDB

17.3.2 Viscous and Viscoelastic Dampers

Viscous and viscoelastic dumpers dissipate energy by transforming the mechanical
energy into heat. This device consists of a container with a liquid that passes
through holes due to the movement of a piston. The main advantages are the low
sensibility to the variation of frequency and the phase shift between the force and
the displacement. The disadvantages are the sensibility to temperature variations,
the large dimensions, and the cost.

Viscoelastic dampers are made of a solid element or a fluid element. Solid devices
are made of polymeric or vitreous materials which dissipate energy when a shear
force is applied on them. The main disadvantages of solid viscoelastic dampers are
the high sensibility to variation of temperature and difficulty to have high stiffness.
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Fig. 17.27 Cyclic stress-strain relationship for self centering systems (Filiatrault et al. 2004)

Viscoelastic dampers have hysteretic behavior and their simplest representation
is the model kelvin solid (Chawla and Meyers 1999), assuming that it is of a unit
height and a unit area. The displacement is expressed in terms of strains and the
force in terms of stress.

Considering Fig. 17.30, by applying equilibrium

	" .t/C 	c .t/ D 	s .t/ (17.13)

where 	" .t/ is the shear stress carried by an elastic component and 	c .t/ is the shear
stress carried by a viscous component. Shear strain compatibility implicates

�" .t/ D �c .t/ D �s .t/ (17.14)

where �" .t/ is the elastic shear strain and �c .t/ is the viscous shear strain.
Differentiating Eq. 17.14 gives the shear strain rate, and by replacing the constitutive
relationship of the elastic and the viscous components the following equation is
obtained

P	" .t/
G"

D 	c

Gc
D P�s .t/ (17.15)

Equations 17.13 and 17.15 lead to the shear constitutive relationship for Kelvin solid

	s .t/ D G" �s .t/C Gc P�s .t/ (17.16)
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Fig. 17.28 Hybrid
post-tensioned connection
developed by Ricles et al.
(2001) (Filiatrault et al. 2004)
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Fig. 17.29 PTED steel frame system

Assuming a shear thickness h and a shear area As for the viscoelastic material,
Eq. 17.16 leads to a force-displacement relationship

F .t/ D Nk u .t/C Nc Pu .t/ (17.17)

with Nk D G" As
h and Nc D Gc As

h .
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Fig. 17.30 Kelvin solid model
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Fig. 17.31 Force-displacement relationship of Kelvin Solid

If the Kelvin element is subjected to a time-varying axial displacement u .t/ D
U0 sin!t, where U0 is the displacement amplitude between the ends of the element
and ! is the forcing frequency (Fig. 17.31). The axial forces induced in viscoelastic
damper is given by Eq. 17.18

F.t/

U0 Nc! D
Nk
	 !

�
u .t/

U0

	
˙

s

1 �
�

u .t/

U0

	2
(17.18)

The energy dissipated Eved by Kelvin solid in each cycle is given by Eq. 17.19,
which represents the area under the force-displacement relationship.

Eved D Nc�!U2
0 (17.19)
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Fig. 17.32 Viscous Wall
Damper

This relationship reveals the material properties of Kelvin solid, in particular the
damping

Nc D Eved

�!U2
0

(17.20)

The viscous characteristics can be evaluated through the displacement controlled
sinusoidal tests at various excitation frequencies.

17.3.2.1 Viscous Wall Dampers

A structural implementation of viscous dampers are Viscous Wall Dampers
(Fig. 17.32), which is made of a steel box filled with viscous fluid with a vane
dipped in it. The box is connected to the lower floor, while the steel plate is
connected to the upper floor. During seismic actions, the relative movement causes
the plate to move through the viscous fluid. In addition, the damping depends on
the displacement and the velocity of the motion. Viscous walls can be constructed
with one vane (Fig. 17.33a) or two vanes (Fig. 17.33b).

17.4 Mechanical Model of Dampers

Dampers are considered energy dissipating devices and they are classified into two
categories:

- Displacement-activated dampers;
- Velocity-activated dampers.
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Fig. 17.33 Viscous wall with one vane (a) and two vanes (b)

The cyclical response of displacement activated dampers is captured by moni-
toring the relative displacement of the device’s extremities. This kind of devices is
characterized by a hysteretic bilinear or trilinear behavior. This type of dampers can
be further divided into:

- Elasto-plastic dampers (EP), which is characterized by the elastic stiffness,
hardening factor, and ductility;

- Friction damper (FR), which is characterized by its scrolling force.

As for the velocity-activated dampers, the cyclical response is controlled by the
relative velocity of the device’s extremities and the excitation frequency. Two types
of dampers can be classified under this category:

- Linear viscous damper (VL), which is governed by its viscous coefficient;
- Linear elastic viscous dampers, characterized by its elastic stiffness and loss

factor.

The mechanical models of the four types of dampers discussed above are
presented in Fig. 17.34.

17.5 Characteristics of the Braces

Generally, the dampers are characterized by the following characteristics:

- Reduce the displacement;

- Increase the energy dissipation;
- Increase the structural resistance;
- Increase the stiffness of the structure.
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Fig. 17.34 Mechanical models of dampers

- Decouple the vertical and lateral resisting systems;
- The damping level is between 10% and 30% of the critical load.

Figure 17.35 shows the difference in the fundamental period between a structure
equipped with a bracing system and another structure equipped with a damping
system. The main advantage of dampers is that they increase the fundamental period
of the structure significantly, and this causes the reduction of the corresponding
ground acceleration. Therefore, the structure can then be designed for reduced
forces.

17.6 Seismic Behavior of a Passive Brace

Figure 17.36 shows the difference in the behavior of elastic braces and dampers.
Bracing systems increase the stiffness of the structure, which increases the strength
to resist lateral forces. This is also accompanied by a reduction of the structure’s
fundamental period, which may cause the structure to be subjected to a higher
ground acceleration. On the other hands, the damping systems increase the lateral
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Fig. 17.35 Comparison between a rigid and a damped brace

stiffness of the structure due to their initial elastic effect, they yield at low level of
force, and therefore no additional stiffness is added to the structure stiffness. The
global system then continues to have the initial stiffness of the structure until the
yielding of the structural elements. The global system will be characterized by a
higher lateral resistance.

17.7 Seismic Design of Damping Systems

The design of damping systems is performed through an iterative method that is
affected by many parameter, such as:

- The disposition of the device in plane and in elevation;
- The structural configuration of the device;
- The stiffness;
- The characteristics of the device.

The disposition of the device has to fit within the architectural constraints, but at
the same time the devices must respect the geometric regularities and the torsional
stiffness demand
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Fig. 17.36 Static behavior: (a) Elastic bracing device; (b) Damping device

In addition, the form of the device affects the global response. Regarding the
geometric shape, two types of devices are identified:

1. Concentric devices;
2. Eccentric devices.
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Fig. 17.37 Categories of
damper devices: (a) Tension;
(b) V form; (c) K form; (d)
Structures with eccentric
devices

The first type includes three configurations:

- Diagonal form, where the diagonals resist the horizontal forces and dissipate
energy (Fig. 17.37a);

- V form, where both tension and compression elements resist the lateral forces
(Fig. 17.37b).

- K form, which, although it is very similar to the V configuration, it is not
considered as a damping system (Fig. 17.36c).

In the second case (eccentric devices), the horizontal forces are carried by the
elements through their axial capacity. Due to the eccentricity, a part of the horizontal
beam dissipates energy during the different seismic cycles (Fig. 17.37d).

An important rule for designing the passive dissipation system is that the
structure is designed to resist 75% of lateral forces if the structure is regular, and
100% of the lateral forces in case of irregular structures.

The design of the global system (structure with dampers) is an iterative procedure
with five ordered steps:

1. Defining the structural properties and analyzing the structure for vertical and
seismic loads;

2. Choosing the desired dissipation level;
3. Choosing a structural configuration for the devices;
4. Choosing the mechanical properties of each device;
5. Verifying the behavior of the equipped structure.

Viscous dampers in particular are designed using the following procedure:

1. Defining the section;
2. Choosing a damping ratio, typically � D 30%;
3. Calculating the period of the unequipped structure (without devices) Tu;
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4. Calculating the period of the equipped structure Tf D Tup
2�C1 ;

5. Calculating the lateral stiffness at each story assuming a shear-type structure
loaded by unitary forces.

17.8 Geometric Amplification of Dampers

Damper installed in-line with bracing element (diagonal) experiences a displace-
ment between its two ends that is less than the inter-story drift. Damper installed
horizontally at the chevron bracing system-s top is subjected to a displacement
between its two end points that is equal to the inter-story drift. The efficiency of
the supplemental damping systems can be improved by providing a convenient
geometrical configuration, which can amplify the damper displacement for the
specified inter-story drift.

Figure 17.38 shows structural configurations for four different damping systems,
including the two configurations mentioned in the previous paragraph (diagonal
and chevron). Figure 17.39 shows real cases of the different configurations. The
selection of the appropriate configuration depends on several factors, such as the
architectural constraints and the energy dissipation demand. Therefore, there is no
configuration that is characterized by a superior behavior.
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Fig. 17.38 Geometrical configurations of four damping systems
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Fig. 17.39 Four types of dampers

The damping amplification provided by the Toggle-Brace (Constantinou et al.
2001) and the scissor jack systems can be established by re-writing the general
forms of the equilibrium and compatibilities relationships.
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Chapter 18
Tuned-Mass Dampers

Abstract In this chapter Tuned-Mass-Dampers (TMDs) are explained. At the
beginning the mechanical characteristics and their operation are discussed, and
then the design criteria for these seismic isolation systems are defined. At the end
of the chapter two practical examples of TMD and Active-Tuned-Mass-Dampers
(ATMDs) are inserted.

18.1 Introduction

A tuned mass damper is a device mounted in structures to prevent discomfort,
damage, or outright structural failure caused by vibration. They are used in high
rise buildings to prevent failure of buildings during earthquakes (Filiatrault 1998).
Usually these systems are collocated in the upper part of the buildings. In origin
they were used to reduce the wind-induced vibrations in high rise structures and
only recently they became a protection for seismic vibrations (Filiatrault and
Christopoulos 2006). They are also known as active mass dampers (AMD), as
they represent a protection for civil engineering structures. These systems have the
capability to reduce the external dynamic disturbance. Typically they are composed
by a mass, a damper and a spring, and they are located in strategic points of the
structure. However the TMDs have their drawbacks: they need a large space for
the installation, enough room to accommodate the large displacements that are due
to the necessity of the system to be in resonance with the structure, and a smooth
surface to reduce the friction and facilitate the movement (Carr 2005).

18.2 Undamped TMD Under Harmonic Loading

Figure 18.1 represents a primary structure with only a single degree of freedom,
where m is a mass attached to the main mass M, and K is the elastic stiffness.
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Fig. 18.1 Vibration Absorber (Adapted from Filiatrault and Christopoulos 2006)

These systems are subjected to the external sinusoidal dynamic force

P.t/ D Po sin!t (18.1)

By applying Newton’s second law to the two masses, the following equations are
obtained

MRx1 C .K C k/x1 � kx2 D Po sin!t
mRx2 C k.x2 � x1/ D 0

(18.2)

The forced vibration has a simple response because the system is undamped

x1.t/ D a1 sin N!t

x2.t/ D a2 sin N!t
(18.3)

In Eq. 18.3, a1 and a2 indicate the amplitude of the vibration of the primary and the
secondary mass, respectively. Combining Eqs. 18.2 and 18.1

.�Ma1 N!2 C .K C k/a1 � ka2/ sin N!t � ka2 sin!t D Po sin N!t

.�ma2 N!2 C k.a2 � a1// sin N!t D 0
(18.4)

Equation 18.4 has to be satisfied at all times, so it is possible to rewrite it as

a1.�M N!2 C K C k/ � ka2 D Po

� ka1 C a2.�m N!2 C k/ D 0
(18.5)
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To simplify the equation and the next algebraic operation, it is possible to introduce
the following variables:

xst D Po
K W static displacement of the primary structure

˝2
st D K

M W natural frequency of the primary structure
!2a D k

m W natural frequency of the TMD
(18.6)

Normalizing Eq. 18.5 to the elastic stiffness K the following expression is
obtained

a1
�
1C k

K � N!2
˝2

n

�
� a2

k
K D xst

a1 D a2
�
1 � N!2

!2a

� (18.7)

Solving the equation for the amplitudes a1 and a2

a1
xst

D
�
1 � N!2

!2a

�

�
1 � N!2

!2a

� �
1C k

K � N!2
˝2

n

�

a2
xst

D 1�
1 � N!2

!2a

� �
1C k

K � N!2
˝2

n

�

(18.8)

Examining the first equation, it is clear that when the natural frequency !a D
q

k
m is

selected so that it is equal to the frequency of the disturbing force N!, the main mass
M does not vibrate. In the second equation, when !a D N! the expression becomes

a2 D �K

k
xst D �Po

k
(18.9)

Figure 18.2 shows the moment when the TMD has a motion � 
 Po
k

�
sin N!t and the

main mass stands still. In that case the external forces are opposite and equal. In the
case where the vibration absorber is in resonance with the main system, the size of

Fig. 18.2 Diagram of free
main mass for optimum
tuning conditions (Adapted
from Filiatrault and
Christopoulos 2006)
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the damper is determined by ! D ˝n or k
m D K

M or k
K D m

M D 
. Then, the Eq. 18.8
becomes

x1.t/

xst
D

�
1 � N!2

!2a

�

�
1 � N!2

!2a

� �
1C 
 � N!2

!2a

�
� 


sin N!t

x2.t/

xst
D 1�

1 � N!2
!2a

� �
1C 
 � N!2

!2a

�
� 


sin N!t

(18.10)

The denominators of the two Eqs. 18.10 are quadratic functions and they have
two roots !2

!2a
. Therefore, the two values of the external frequency ! and the

denominators become zero, and x1 and x2 become infinitely large. These are
the natural frequencies of the two-degrees-of-freedom system. By setting the
denominator equal to zero the natural frequency is obtained

� N!
!a

	4
�

� N!
!a

	2
.2C 
/C 1 D 0 (18.11)

The solution is expressed below

� N!
!a

	2
D

�
1C 


2

�
˙

r

C 
2

4
(18.12)

Figure 18.3 represents an example of a combination of natural frequency for TMDs
tuned to the main structure with !a D ˝n and 
 D 0:2. The natural frequencies are
set at 1:25 and 0:8 of that of the primary structure (Den Hartog 1956). The spectral
amplitudes of the two masses are shown in Fig. 18.4.

The left graphic shows how at the first resonance
�

N!
!a

D N!
˝n

D 0; 8
�

, the curve x1
xst

passes across zero from positive to negative infinite; when the excitation frequency
is in resonance with the main structure and the TMD . N! D ˝n D !a/, the curve
passes across zero and, as the excitation increases, it becomes positive again. When

there is the second resonance
�

N!
!a

D N!
˝n

D 1; 25
�

, the curve becomes negative.

The right graphic shows the changes which occur at the resonant points; the phase
between the TMD and the main mass motions are not relevant.

18.3 Undamped TMD Under Harmonic Base Motion

Figure 18.5 represents a two-degree-of-freedom system. The ground excitation is
defined by

xg.t/ D xo sin N!t (18.13)
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Fig. 18.3 Natural Frequencies combined with Vibration Absorbers Tuned to the main structure
(Adapted from Den Hartog 1956)

Fig. 18.4 Amplitude spectrum for Vibration Absorbers Tuned (Adapted from Den Hartog 1956)
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Fig. 18.5 Structure with TMD subject to a base excitation (Adapted from Filiatrault and
Christopoulos 2006)

Applying Newton’s second law for the two masses, the following equations of
motion for a two-degree-of-freedom system are given

MRx1 C .K C k/x1 � kx2 D M N!2xo sin N!t
mRx1 C k.x2 C x1/ D m N!2xo sin N!t

(18.14)

Using Eq. 18.3, the solution of the single-degree-of-freedom system is obtained.
Also in this case, the equation is satisfied at all times

a1.�M N!2 C K C k/ � ka2 D M N!2xo

� ka1 C a2.�m N!2 C k/ D m N!2xo

(18.15)

Substituting the variables defined in Eq. 18.8, it is possible to solve the Eq. 18.15 for
the amplitude a1 and a2

a1
xo

D
N!2

�
1
˝2

n

�
1 � N!2

!2a

�
C 1

!2a



k
K

��

�
1 � N!2

!2a

� �
1C k

K � N!2
˝2

n

�
� k

K

a2
xo

D
N!2
˝2

n
C N!2

!2a

�
1C k

K � N!2
˝2

n

�

�
1 � N!2

!2a

� �
1C k

K � N!2
˝2

n

�
� k

K

(18.16)

Two tuning conditions are obtained from Eq. 18.16. The first tuning condition exists
when a1 is equal to zero; the displacement of the main mass M is zero and it moves
rigidly with the base. The absolute acceleration is equal to xg.t/ and there is no force
to induce the main spring K. This condition gives the equation

1

˝2
n

�
1 � N!2

!2a

	
C 1

!2a

�
k

K

	
D 0 (18.17)
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Simplifying the previous equations this tuning condition on the natural frequency of
the TMD can be obtained

!a D N!p
1C 


(18.18)

For a TMD with 
 � 0, the optimum tuning is obtained when the natural frequency
of the TMD is equal to the frequency of the disturbing force. The second tuning
condition is obtained when the main mass M is not moving and the absolute
acceleration is zero during the movement of the base. In this case the force �Kxg.t/
induces the main spring. This condition exists when a1 is equal to xo and gives

N!2
˝2

n

�
1 � N!2

!2a

	
C N!2
!2a

�
k

K

	
D �

��
1 � N!2

!2a

	 �
1C k

K
� N!2
˝2

n

	
� k

K

	
(18.19)

Simplifying the previous equations, this tuning condition on the natural frequency
of the TMD can be obtained

!a D N! (18.20)

18.4 Damped TMD Under Harmonic Loading

Figure 18.6 shows a system where between the main mass M and the secondary
mass m there is a dashpot c parallel to the damper k.

Also in this case, applying Newton’s second law at the two masses the following
equation is obtained

MRx1 C Kx1 C k.x1 � x2/C c.Px1 � Px2/ D P � o sin N!t
mRx1 C k.x2 � x1/C c.Px2 � Px1/ D 0

(18.21)

Fig. 18.6 Primary structure and damped TMD (Adapted from Filiatrault and Christopoulos 2006)
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Transient free vibration is not considered, but only the forced vibration solution is
investigated. At the frequency N!, the harmonic motion x1 and x2 can be considered
as a complex number

x1.t/ D C1e
i N!t

x2.t/ D C2e
i N!t

(18.22)

C1 and C2 are unknown complex numbers with amplitude, phase and i D p�1.
Substituting the Eq. 18.22 in the Eq. 18.21, the amplitude of the main mass a1 is
given.

�M N!2 C KC1 C k.C1 � C2/C i N!c.C1 � C2/ D Po

�m N!2C2 C k.C2 � C1/C i N!c.C2 � C1/ D 0
(18.23)

Equation 18.23 can be rewritten as

.�M N!2 C K C k C i N!c/C1 � .k C i N!c/C2 D Po

�.k C i N!c/C1 C .�m N!2 C k C i N!c/C2 D 0
(18.24)

Then, it is possible to solve the equation for C1

C1 D Po
.k � m N!2/C i N!c

Œ.�M N!2 C K/.�m N!2 C k/ � m N!2k�C i N!cŒ�M N!2 C K � m N!2�
(18.25)

C1 is a complex number and can be written as

C1 D Po .A1 C iB1/ (18.26)

A1 and B1 are real, the Eq. 18.26 can be rewritten as

C1 D Po

q

A21 C B21

�
(18.27)

To simplify the calculation, the following expression is introduced

A D k � m N!2
B D N!c
C D .�M N!2 C K/.�m N!2 C k/ � m N!2k
D D N!c.�M N!2 C K � m N!2/

(18.28)

In this way, Eq. 18.25 can be written in the form

C1 D Po
A C iB

C C iD
(18.29)
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It is possible to write Eq. 18.29 as

C1 D Po
.A C iB/.C � iD/

.C C iD/.C C iD/
D Po

.AC C BD/C i.BC � AD/

C2 C D2
(18.30)

To find the amplitude a1

a1
Po

D
r�

.ACCBD/
C2CD2

�2 C
�

BC�AD
C2CD2

�2

D
q

A2C2CB2D2CB2C2CA2D2

.C2CD2/

D
q

.A2CB2/.C2CD2/
.C2CD2/2

D
q

.A2CB2/
.C2CD2/

(18.31)

The response’s amplitude of the main mass M is obtained by replacing it with
the terms of the Eq. 18.28

a1
Po

D
s

.k � m N!2/C N!2c2
Œ.�M N!2 C K/.�m N!2 C k/ � m N!2k�2 C N!2c2.�M N!2 C K � m N!2/2

(18.32)
The following variables are introduced


 D m
M D mass ratio D TMDmass

mainmass
!2a D k

m D natural frequency of TMD
˝2

n D K
M D natural frequency of main system

f D !a
˝n

D natural frequency ratio

g D N!
˝n

D forced frequency ratio

cc D 2!am D critical viscous damping constant

(18.33)

Substituting these variables, the previous equation can be rewritten as below

a1
xst

D

vuuuut

�
2 c

cc
g
�2 C .g2 � f 2/2

�
2 c

cc
g
�2
.g2 � 1C 
g2/2 C Œ
f 2g2 � .g2 � 1/.g2f 2/�2

(18.34)

The amplitude of the vibration of the main mass depends on 
; c
cc

; f and g.
The graphic represents the variation of the damping ratio of Lehr

� D c

cc
(18.35)

When the value of � is equal to zero or to 1, the curve is infinite; between these two
curves, there is the optimum value of c. Furthermore, the previous graphic shows
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Fig. 18.7 Variation of the damping ratio of Lehr, 
 D 0; 25 and f D 0:8 (Adapted from
Den Hartog 1956)

that all the curves intersect in two points, P and Q (Fig. 18.7). Finding these two
points, the curve which passes with an horizontal tangent through the higher point
is the most favorable. These two points change their position as function of the
natural frequency ratio, f . Selecting an appropriate value of f leads to find the points
at an equal height and find the curve of � which passes with an horizontal tangent
through one of the points. Using the values

A D .2g/2

B D .g2 � f 2/2

C D .2g2/.g2 � 1C 
g2/2

D D .
f 2g2 � .g2 � 1/.g2 � f 2//2

(18.36)

Equation 18.34 can be rewritten as

a1
xst

D ˙
s

A�2 C B

C�2 C D
(18.37)

By imposing the condition A
C D B

D , the Eq. 18.37 becomes independent of
damping and gives

�
1

g2 � 1C 
g2

	2
D

�
g2 � f 2


f 2g2 � .g2 � 1/.g2 � f 2/

	2
(18.38)
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Considering the negative sign in Eq. 18.37, the solution is given by g2 D 0,
which means that the static response becomes independent of the damping. On the
contrary, considering the positive sign, the solution is given by

g4 � 2g2
1C f 2 C 
f 2

2C 

C 2f 2

2C 

D 0 (18.39)

The points P and Q are function of f and 
. To have an equal amplitude for
the two points, the frequency has to be adjusted by using the two roots extracted
from Eq. 18.38 and inserting them in Eq. 18.34. Thus, the relationship between the
variable f and 
 is obtained.

f D 1

1C 

(18.40)

Substituting in Eq. 18.34 the values f that we obtain from Eq. 18.39, the optimum
damping (�opt) is evaluated. The solution gives two different results for the two
points

�2opt�P D



�
3 �

q




C2
�

8.1C 
/3

�2opt�Q D



�
3C

q




C2
�

8.1C 
/3

(18.41)

Solving Eq. 18.40, the plot in Fig. 18.8 is obtained.
The two obtained curves are almost identical, then, the calculation used to find

the optimum tuning with a single equation can be simplified as expressed below

�opt D
s

.3
/

8.1C 
/3
(18.42)

18.5 Active TMD

The dimension of a TMD is characterized by a small mass ratio and a large structure;
if the mass ratio is equal to 1%, the system becomes excessively large and heavy, and
accommodating a massive TMD on the roof of high rise buildings could become a
problem. The active tuned mass damper (ATMD) has the same structure of the TMD
with the addition of an internal actuator that can be considered a force generator
for frequencies (Chang and Yang 1995). These systems are based on a close-loop
relying on sensors, actuators and control-power electronics. The mass of the ATMD
does not depend on the mass of the structure and can be fixed on an existing device
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Fig. 18.8 Resonance curves, 
 D 0:25 and f D 0:8 (Adapted from Den Hartog 1956)

Fig. 18.9 Schematic diagram of an active control system (Adapted from Filiatrault and
Christopoulos 2006)

with little design changes. The active force is introduced between the structure and
the TMD as it increases their capacity (Li et al. 2003). However, since these systems
add complexity to the structure of a TMD, they imply high maintenance costs.

As shown in Fig. 18.9, the systems are a combination of

• sensors to measure the response and the excitation
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• actuator to drive the control force
• a computer to compute all the variables that the systems need, like the appropriate

control force and the motion of the structure.

18.6 Analysis of a MDOF Structure Equipped with TMD

In reality, most buildings are multi-degree-of-freedom systems and the TMD can
only be tuned to a single structural frequency. Thus the greatest efficacy of the
TMD is obtained when the structure vibrates principally in a predominant mode
(Fig. 18.10). For seismic applications, the TMDs are usually installed on the roof of
the buildings to optimize the result.

Fig. 18.10 First mode of a multi-storey building with installed TMD on the top



434 18 Tuned-Mass Dampers

The coupled system for the case of undamped structure is described by the
following equation

ŒM� fRx.t/g C ŒK� fx.t/g D �ŒM� frg Rxg.t/C fP.t/g
mRz C cPz C kz D �mRxN � mRxg

(18.43)

The terms of Eq. 18.43 are below explained

• N = number of degree of freedom
• M = global mass
• K = stiffness matrices of the structure
• x = displacements
• Rx = acceleration of the structure relative to the ground
• r = dynamic coupling vector
• m = mass of the TMD
• c = damping constant of the TMD
• k = stiffness of TMD
• z.t/ = displacement of the TMD relative to the roof
• P.t/ D 0; 0; Pcz C kzT

Equation 18.43 refers to a N C 1 dimensional space. If the main structure’s
response vector x.t/ is in the first mode of vibration, the following expression can
be obtained

fx.t/g D ˚
A.1/xN.t/

�
(18.44)

where

• A.1/ = first mode shape
• XN.t/ = displacement, relative to the ground, of the roof

Using the orthogonality condition of the model’s shape and substituting in
Eqs. 18.43 and 18.45 simplified to A.1/, the following expression is given

M1 RxN.t/C k1xN.t/ D cPz.t/C kz.t/ � ˛1M1 Rxg (18.45)

The terms of Eq. 18.45 are below expressed

M1 D ˚
A.1/

�T
Œm�

˚
A.1/

� D generalized mass

K1 D ˚
A.1/

�T
Œk�

˚
A.1/

� D generalized stiffness coefficient

˛1 D fA.1/gT
Œm�frg

M1
D modal participation factor

(18.46)

Comparing the second Eq. 18.43 with the first Eq. 18.21, and Eq. 18.45 with the
first Eq. 18.21, they are practically identical. This consideration leads to notice that
the single-degree-of-freedom system is the same as the multi-degree-of-freedom
system except for the changing in the modal mass and the modal stiffness that are
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employed. In a multi-degree-of-freedom, the tuning of a TMD can be performed
with the Eqs. 18.40 and 18.42 with


 D m
M D mass ratio

˝N D !1 D principal frequency of main structure
(18.47)

18.7 Design Considerations

For the design of a TMD for a building, it is possible to follow three steps

1. Evaluation of a mass ratio: this step provides the individuation of the equivalent
viscous damping ratio of the structure. It is possible to use the procedure
proposed by Luft (1979). This procedure starts to the individuation of the spectral
acceleration, SA, and the spectral displacement, SD, and the equivalent viscous
damping ratio �eq that satisfies the following rules

˛1SD.!1; �eq/ � xN.max/

˛1SA.!1; �eq/ � RxN.max/

(18.48)

xN.max/ and RxN.max/ are respectively the target maximum relative displacement and
the maximum absolute acceleration at the roof of the building. The mass ratio is
assessed through the equation proposed by Luft (1979)


 D 16.�eq � 0:8�1/2 D m

M1

(18.49)

�1 is the first modal damping ratio of the main structure.
2. Tuning of TMD properties: using the optimum tuning conditions
3. Structural dynamic analysis check: control the selected TMD parameters result

is in the range of the predominant response threshold.

18.8 Application of TMD

The optimization technique that is described in Eqs. 18.40 and 18.42 was performed
to reduce a displacement in the structure such as a single-degree-of-freedom system
that is subjected to sinusoidal force (Sadek et al. 1997). It is possible to implement
this approach to seismic applications because many civil engineering structures can
be considered as a single-degree-of-freedom system and if the structure is equipped
with a TMD it has a nonlinear behavior. In Soong and Dargush (1997), there is a
list of researches that considers the potential of the TMD in seismic applications.
An example of this application is Taipei 101 in Taiwan (Fig. 18.11). This building
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Fig. 18.11 Taipei 101

was designed to sustain the strong wind of typhoons and earthquakes that are typical
of the Asian-Pacific area. In addition to the structural precautions, Taipei 101 has a
spherical TMD of 800 tons between the 87th and 91st floors that were assembled
in layers on site (Fig. 18.12). To dissipate the dynamic energy, 8 hydraulic pistons
were installed.

18.9 Application of ATMD

Kyobashi Seiwa Building in Tokyo, Japan, is an 11 story building designed to resist
at the earthquake motions and the wind incidents (Fig. 18.13). The ATMD system
is collocate on the roof of the building but to detect the vibrations of the building,
some accelerometers are located in the basement and at the 6th. The one in the roof
are used to compute control force. The signals that are register by the sensors on the
roof are transmitted to a control computer; the results of the analysis are sent to the
hydraulic jacks that are located on the roof of the building. These jacks drive counter
weights, thereby creating opposite forces that suppress the building’s vibrations.
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Fig. 18.12 TMD inside at Taipei 101

Fig. 18.13 Kyobashi Seiwa Building, Tokyo Japan (ATMD)
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Chapter 19
Base Isolation

Abstract The chapter deals with the topic of base isolation system of structures.
A description of the various systems that are used in structures is presented. In
addition, different techniques for installing these systems in buildings are described
and suggested.

19.1 Introduction

Base isolation is one of the most popular seismic protection system against
earthquakes (Fig. 19.1). The basic idea of this system is to reduce the seismic
forces acting on the structure instead of increasing its strength by decoupling the
superstructure (upper part of the building) from its substructure resting on the
shaking ground (Filiatrault and Christopoulos 2006).

The advantages of base isolation have been long recognized within the realms
of mechanical engineering, in the use of spring mountings to reduce the transfer
of accelerations from vibrating machinery into building floors. Later the benefits of
this concept have been also realized throughout the civil engineering community as
a means of seismic hazard mitigation. Base isolation systems, from an energy point
of view, limit the seismic forces and protect the structure from the consequent vibra-
tions (Den Hartog 1956). They also can be combined with energy dissipators (hybrid
systems) to control the lateral displacements and obtain the desired performance.

The base isolation system is located below the structure and, since it has a lateral
stiffness lower than the one of the fixed base structure, it shifts the natural period
of the building from the main frequency energy content of the earthquake. Instead
the energy dissipation system increases the damping to limit the forces that are
transferred to the structure. Typically the range of spectral accelerations for elastic
structures is between 0:1s and 1s with a maximum severity range between 0:2s
and 0:6s. If the building has a natural period in that range, the probability to suffer
damage during an earthquake is high (Kelly and Naeim 1999).

Figure 19.2 (upper left) illustrates the period shift, the most important charac-
teristics of the seismic isolation system, while Fig. 19.2 (lower right) shows how
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Fig. 19.1 Seismic protection system

Fig. 19.2 Period shift and increase damping effect; (a) spectral accelerations, (b) spectral
displacement (Adapted from Skinner et al. 1993)
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Fig. 19.3 Damped reinforced concrete frame (Adopted from Filiatrault and Christopoulos 2006)

the energy dissipation mechanism in the isolation system can control the excessive
displacements by increasing damping.

Figure 19.3 shows three different cases of reinforced concrete frames:

• Non isolated (N-IS) with a natural period T1 D 0:55s and the viscous damping
� D 0:05

• Isolated (IS) with a natural period T1 D 2:00s and the viscous damping � D 0:05

(Aiken 1997);
• Damping isolation system (IS-D) with a natural period T1 D 2:00s and the

viscous damping � D 0:20.

19.2 History

Manufacturers have always been looking for appropriate systems to defend them
against earthquakes. It seems that the Greeks in their ancient temples had already
interposed, between the soil and the foundations, layers of material suitable to let
the construction “slip” against the earth in the event of an earthquake (Fig. 19.4).

Therefore ancient buildings have survived several destructive earthquakes thanks
to these rough seismic isolation systems. For example the misalignment of the
blocks in the columns of the Temple of Ephesus (Fig. 19.5) is attributed to the effects
on the earthquakes that occurred in the past.

The principles of seismic isolation have ancient origins. In fact the tomb of Cyrus
the Great (Fig. 19.6) it is claimed to be the oldest base isolation building in the
world.

However only in the 50 years with the diffusion of the computers it has been
possible to analyze the performance of base isolation systems and start large mass
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Fig. 19.4 Seismic protection systems in the ancient greek temples

Fig. 19.5 Misalignment of the blocks in the columns of the Temple of Ephesus

applications in the civil engineering field. The first modern device to isolate the
structure from the soil was used in bridge engineering: different standby devices
in armored neoprene, steel-teflon and hydraulic devices were used in different
countries to dissipate energy and absorb the forces caused by the traffic. 1995 Kobe
earthquake in Japan gave a rapid impulse to the seismic engineering by pushing the
application of the seismic isolation systems in buildings, because these devices were
able to overcome the earthquake with almost no damage. However, the first idea of
modern seismic isolator was developed in Italy almost 80 years before.
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Fig. 19.6 Tomb of Cyrus the Great

19.2.1 First Base Isolation System

In 1909, after the Messina earthquake, the Commission for the reconstruction of the
town of Messina in the South of Italy proposed two different solutions to isolate
the buildings from the ground. The first one was to insert between the soil and the
foundations a layers of sand, while the second one is to insert rollers between them.
Eventually, both solutions were not approved. After few years, in 1911, the scientist
Domenico Lodà invented the first seismic isolator in history (Fig. 19.7), which
allowed to transfer the gravity loads of the buildings, but avoided the transmission
of seismic waves.

19.3 Equation of Motion of a Base Isolated Building

In Fig. 19.8 is shown a single story building with mass m, stiffness ks and viscous
damping cs (Kelly 1999). Under the structure there is a linear isolation system with
a mass mb, a linear spring kb and a linear viscous dashpot cb. This is an example of a
two-degree-of-freedom system. ug is the ground displacement and ub and us are the
lateral displacements at the level of the slab and the beam. To obtain the equation of
motion, Newton’s second law is applied

m Rus D �cs. Pus � Pub/ � ks.us � ub/

m Rus C mb Rub D �cb. Pub � Pug/ � kb.ub � ug/
(19.1)
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Fig. 19.7 Lodà’s patent of
the first base isolation system,
Reggio Calabria, 1911

Fig. 19.8 Single-storey
structure with linear isolation
system (Adopted from
Filiatrault and Christopoulos
2006)
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where:

• Pus is the absolute velocity at the top of the structure;
• Pub is the absolute velocity at the base of the structure;
• Rus is the absolute accelerations at the top of the structure;
• Rub is the absolute accelerations at the base of the structure.

The relative displacements are

vs D us � ub

vb D ub � ug

(19.2)

Equation 19.1 can be rewritten in terms of relative displacements as follows

m Rvb C m Rvs C cs Pvs C ksvs D �m Rug

.m C mb/ Rvb C m Rvb C cb Pvb C kbvb

(19.3)

If it assumed that the relative motion between the base and the upper structure is
vs D 0, Eq. 19.3 becomes the standard equation of a two-single-degree-of-freedom
system

M Rvb C cb Pvb C kbvb D �M Rug (19.4)

where M D mCmb is the total mass. If it is assumed that the relative motion between
the foundation and the ground is vb D 0, Eq. 19.3 becomes Eq. 19.5 that corresponds
to the equation of a two-single-degree-of-freedom system with fixed-base

m Rvs C cs Pvs C ksvs D �m Rug (19.5)

So the equation of motion of the two-degree-of-freedom system can be written
in matrix form as follow

ŒM�f Rvg C ŒC�f Pvg C ŒK�fvg D �ŒM�frg Rug (19.6)

where:

D
�

M m
m M




ŒK� D
�

kb 0

0 ks




ŒC� D
�

cb 0

0 cs




fvg D
�
vb

vs




frg D
�
1

0




(19.7)
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Some assumptions related to the proprieties of the base isolation system are given
below:

• mb > m have the same order of magnitude;

• !s D
q

ks
m >> !b D

q
kb
M so it can be defined � D

�
!b
!s

�2
with an order of 10�2

of magnitude;
• the viscous damping ratio for the structure �s D cs

.2m!s/
and for the isolation

system �b D cnb
.2m!b/

have the same order of magnitude.

The following equation needs to be solved to find the natural frequencies of the
system:

jŒK� � !2ŒM�j D 0 (19.8)

that can be expressed explicitly as follow

j
�

kb � !2M .�!2m/
�!2m ks � !2m



j D 0 (19.9)

If the determinant of Eq. 19.9 is expanded, the following frequency equation is
obtained:

.1 � �/!4 � .!2b C !2s /!
2 C !2b!

2
s D 0 (19.10)

where � D m
M . Solving Eq. 19.10 the following solutions are obtained:

!1; !2 D 1

2.1 � �/
�
.!2s C !2b/˙

q
.!2s C !2b/

2 � 4.1 � �/.!2s!2b/
�

(19.11)

Equation 19.11 can be written as

q
.!2s C !2b/

2 � 4.1 � �/.!2s!2b/ D .!2s � !2b/
s

1C 4�
!2b!

2
s

.!2s � !2b/2
(19.12)

Then the right-hand side of Eq. 19.12 can be converted in a binomial series, so:

q
.!2s C !2b/

2 � 4.1 � �/.!2s!2b/ � .!2s � !2b/2
�
1C 2�!2b!

2
s

.!2s � !2b/
	

(19.13)

Then the two natural frequencies of the system are obtained substituting
Eq. 19.13 in Eq. 19.11:

!21 D !2b
.1 � �/

�
1 � �!2s

.!2s � !2b/



!22 D !2s
.1 � �/

�
1 � �!2b

.!2s � !2b/

 (19.14)
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Considering that !s 	 !b Eq. 19.14 becomes

!21 D !b

p
1 � �� � !b

!22 D !sp
1 � �

s

1C �!2b
!2s

� !sp
1 � �

(19.15)

The first natural frequency, !1, is not affected by the flexibility of the structure but
by the frequency of the isolation system. The second natural frequency, !2 concerns
the structural frequency and the mass at the base. It is possible to combine these
two factors to enhance the separation of the frequency of the isolation and ed-base
system. The first mode shape is

˚
A.1/

�
and it is given by

�
kb � !2b M .�!2b m/

�!2b m ks � !2b m


 (
A.1/1
A.1/2

)
D

�
0

0

	
(19.16)

Extrapolating the second equation from Eq. 19.16

.�!2b mA.1/1 C .ks � !2b m//A.1/2 D 0 (19.17)

and given
n
A.1/1

o
the second mode shape can be determined.

A.1/2 D !2b m

ks � !2b m
D !2b

!2s � !2b
D 1

.1 n �/ � 1 D �

1 � � � � (19.18)

Consequently, !1 can be rewritten as

˚
A.1/

� D
�
1

�

�
(19.19)

Likewise, the second mode shape can be obtained
˚
A.2/

�
as:

"
kb � !2s

1�� M � !2s
1�� m

� !2s
1�� m ks � !2s

1�� m

# (
A.1/1
A.1/2

)
D

�
0

0

	
(19.20)

Extrapolating the first equation from Eq. 19.20

�
kb � !2s

1 � �M

	
A.2/1 � !2s

1 � � mA.2/2 D 0 (19.21)

and setting
n
A.2/1

o
the following expression can be obtained:

A.2/2
kb � !2s

1�� M

!2s
1�� m

D .1 � �/� � 1
�

(19.22)
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Fig. 19.9 Mode shape for a base isolated structure (Adopted from Filiatrault and Christopoulos
2006)

Consequently, !1 can be re-written as:

˚
A.2/

� D
(

1

�
�
1�.1��/�

�

�
)

(19.23)

Figure 19.9 shows two mode shapes. The first image represents the first mode shape
and it can be assimilated to a rigid structure on a flexible base isolation system.
The other image shows the second mode shape: the displacement at the top of the
structure has the same order of magnitude as the isolation displacement, and they
are both out of phase. This mode is similar to the free vibration of two masses with
the combined system inside (at the center of the mass). It is possible to write the
equation of the relative displacement vb.t/ and vs.t/ using the modal superposition
method as

vb.t/ D u1.t/A
.1/
1 C u2.t/A1.2/

vs.t/ D u1.t/A
.1/
2 C u2.t/A2.2/

(19.24)

u1.t/ and u2.t/ are modal response variables and if the damping is low enough to
maintain the orthogonality of proprieties of the mode shape this can satisfy the
modal equation of motion

M1 Ru1 C C1 Pu2 C K1u1 D P1.t/

M2 Ru2 C C2 Pu2 C K1u2 D P2.t/
(19.25)

where

M1 D ˚
A.1/

�T
ŒM�

˚
A.1/

�
M2 D ˚

A.2/
�T
ŒM�

˚
A.2/

�

C1 D ˚
A.1/

�T
ŒC�

˚
A.1/

�
C2 D ˚

A.2/
�T
ŒC�

˚
A.2/

�

K1 D ˚
A.1/

�T
ŒK�

˚
A.1/

�
K2 D ˚

A.2/
�T
ŒK�

˚
A.2/

�

P1 D ˚
A.1/

�T
ŒP� frg Rug M2 D ˚

A.2/
�T
ŒM� frg Rug

(19.26)
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It is possible to rewrite Eq. 19.25 as

Ru1 C 2�1!1 Pu1 C !21u1 D �˛1 Rug Ru2 C 2�2!2 Pu2 C !22u2 D �˛2 Rug (19.27)

�1 and �2 are the modal damping ratios; ˛1 and ˛2 are the modal participation factors.
These four factors are given by

�1 D C1
2!1M1

�2 D C2
2!2M2

˛1 D fA.1/gT
ŒM�frg

M1
˛2 D fA.2/gT

ŒM�frg
M2

(19.28)

The equation of ˛1 is composed of the following matrix operations

˛1 D

�
1

�

� T �
M m
m m


 �
1

0

�

�
1

�

� T �
M m
m m


 �
1

�

� D M C m�

M C 2m� C m�2
(19.29)

If the term �2 is neglected the following equation is obtained

˛1 D 1 � m�

M C 2m�
D 1 � �

.1 n �/C 2�
D 1 � ��

1C 2��
� 1 � �� (19.30)

and it is possible to calculate the modal mass in the first mode as

M�
1 D ˛21M1 D .1���2/.MC2m�Cm�2/ � M.1���2.1�3�// � M (19.31)

Using the same methodology for the second mode, the following equation is
obtained

˛2 D �� (19.32)

and

M�
2 D M

.1 � �/Œ1 � 2�.1 � �/�
�

(19.33)

From these calculations above it is possible to understand why this seismic
isolation system performs well under earthquakes. ˛2 is the modal participation
factor of the second mode and it is involved in the structural deformation. This
factor has the same order of amplitude of � which has a small value if the original
natural frequencies are separated.

It is possible that the natural frequency of the second mode moves to a higher
value than the original fixed-base and, consequently, the isolated structure will be
out of range if the earthquake motion is strong and has a large spectral acceleration.
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Additionally, the second mode is orthogonal to the earthquake input because the
modal participation factor ˛2 is very small. Starting from Eq. 19.26, one can obtain
the generalized load of the second mode as follows

P2.t/ D �fA.2/gT Œm�frg Rug.t/ (19.34)

where frgT D f10g. Observing Eq. 19.19 it is possible to see

frg D fA.1/g (19.35)

and remembering the mass-orthogonality proprieties of model shape, it is
obtained

fA.2/gT ŒM�fA.1/g D 0 � fA.2/gT ŒM�frg (19.36)

Then it is correct to say:

P2.t/ � 0 (19.37)

Equation 19.37 explains why when the ground motion contains energy at the
second mode frequency, the energy is not transmitted to the structure. The seismic
isolation system switches the seismic energy across these orthogonality proprieties
and not only absorbs them. The energy dissipation, in the seismic isolation system
can be described through linear viscosity damping. The modal damping ratios, �1
and �2, can be determined by considering the base isolation system as independent
from the structure.

For the natural rubber isolation system, the value of damping is usually between
10% and 20%. For conventional structures this value is about 5%. This means that
when a conventional structure suffers a strong earthquake, some degree of structural
and nonstructural damage will take place. With the use of a base isolated structure,
there is a reduction of damage that the seismic force can cause on the structure. For
this reason, it is correct to estimate a lower damping value for the structure. Starting
from Eq. 19.28, the first modal damping ratio �1 is given by

�1 D fA.1/gT Œc�fA.1/g
2!1M1

D

�
1

�

� �
cb 0

0 cs


 �
1

�

�

2!1.M C 2!� C m�2/
D cb C cs�

2

2!b
p
1 � ��.M C 2m� C m�2/

(19.38)

Neglecting �2 from Eq. 19.38, the first modal damping ratio can be simplified as
follow

�1 � �b.1 � 2��/p
1 � �� � �b

�
1 � 2

3
��

	
(19.39)
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Equation 19.39 shows that the deformation of the isolation system corresponds
to the first modal damping ratio �1. Similarly the second modal damping �2 can be
determined from Eq. 19.28.

�2 D fA.2/gT Œc�fA.2/g
2!2M2

D

(
1

.1��/��1
�

) T �
cb 0

0 cs


 (
1

.1��/��1
�

)

2!s

p
1C��p
1�� M .1��/Œ1�2�.1��/�

�

(19.40)

and by simplifying, it is possible to obtain

�2 � �sp
1 � � C ��b

p
�p

1 � � (19.41)

The second modal damping ratio �2 concerns the structure and the damping of
the isolation system increases it.

If �s is small, the relationship �b
p
� may mean that the structure has an increment

of damping. The high damping in the isolated structure can contribute to the
structural mode. Once the two modal damping ratios, �1 and �2, and the two modal
participation factors, ˛1 and ˛2 are determined, it is possible to determine the
response of the base isolated system that is subjected to the ground acceleration
time-history Rug. Duhamel integral can be used for this analysis

u1.t/ D �˛1
!1

Z t

0

Rug.t � 	/e��1!1	 sin!1.t � 	/d	

u2.t/ D �˛2
!2

Z t

0

Rug.t � 	/e��2!2	 sin!2.t � 	/d	
(19.42)

The maximum values of the two responses are given by:

j u1.t/ jmaxD ˛1SD.!1; �1/

j u2.t/ jmaxD ˛2SD.!2; �2/
(19.43)

where the term SD.!i; �i/ is the relative displacement response spectrum for the
ground motion Rug with a frequency !i and a damping ration �i. It is possible to use
the square root of the sum of the squares to estimate the maximum value of the
relative displacement because the two natural frequencies are separated.

j vs.t/ jmaxD
q
.A.1/2 j u1.t/ jmax/2 C ..A.2/2 / j u2.t/ jmax/2

j vb.t/ jmaxD
q
.A.1/1 j u1.t/ jmax/2 C ..A.2/1 / j u2.t/ jmax/2

(19.44)
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Setting the following variables

A.1/1 D 1;A.1/2 D �

A.2/1 D 1;A.2/2 D ..1 � �/� � 1/=�
˛1 D 1 � ��
˛2 D ��

(19.45)

and substituting them in Eqs. 19.19, 19.23, 19.30, 19.32, and 19.43, the following
expression is obtained

jvb.t/ jmaxD
p
.1 � ��/2ŒSD.!1; �1/�2 C �2�2ŒSD.!2; �2/�2

jvs.t/ jmaxD
s

�2.1 � ��/2ŒSD.!1; �1/�2 C �2�2
1

�2
Œ.1 � �/� � 1�2ŒSD.!2; �2/�2

D �
p
.1 � ��/2ŒSD.!1; �1/�2 C Œ.1 � �/� � 1�2ŒSD.!2; �2/�2

(19.46)
Normally in the earthquake spectra, the displacement at high frequencies !2 is

smaller than the displacement at lower frequencies !1, so this term can be neglected
and the two equations become

jvb.t/ jmax� .1 � ��/SD.!1; �1/

jvs.t/ jmax� �
p
ŒSD.!1; �1/�2 C ŒSD.!2; �2/�2

(19.47)

19.4 Characteristics of Base Isolation System

Base isolation systems are usually adopted in critical facilities such as hospitals,
schools, police stations, bridges, etc (Moretti et al. 2014). In other words all the
services that need to remain functional right after an earthquake to allow the
emergency response operations. These systems can also be adopted in plants with
major-accident hazards such as chemical and nuclear power plants for example
where the safety requirements are quite high.

A base isolation system should be able to transfer the to ground the vertical
gravity loads of the building both in normal operating conditions and under seismic
actions. The bearings are characterized by a low lateral stiffness to allow relative
displacements between the upper and lower part of the building. However they still
need an adequate lateral stiffness to withstand the horizontal forces of small entities
such as wind, traffic and low intensity seismic actions. The should also have a certain
dissipative and self-centering capacity.
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Fig. 19.10 Seismic isolation systems

Fig. 19.11 Seismic isolation systems

19.5 Seismic Isolation Systems

Different types of isolators are developed for buildings, and it is possible to
distinguish them in three categories:

1. Elastomeric isolator (Fig. 19.10a) (e.g. natural rubber bearing, lead plug rubber
bearing or high damping rubber bearing) (Kelly 1997);

2. Slider (Fig. 19.10b);
3. Rotating ball bearing (Fig. 19.10c).

The main types of base isolation systems that are usually used in buildings are
(Fig. 19.11):

1. high-damping rubber bearings;
2. lead rubber bearings;
3. friction pendulum bearings.
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Fig. 19.12 Schematic representation of (a) linear spring, (b) EPP spring and (c) viscous dashpot

In the next sections is shown how each type of base isolation system can
be modeled combining in parallel some basic rheological models or mechanical
models (Fig. 19.12) that are:

1. Linear spring;
2. EEP spring;
3. Viscous dashpot.

19.5.1 Low-Damping Natural or Synthetic Rubber Bearings

Low Damping Rubber Bearings have a linear behavior in shear up to 100% shear
strain, but they have a low damping ratio xi D 2 � 3%. The main advantages is
that they are easy to manufacture and model and their response is not sensitive
to the rate of loading, the history of loading, temperature and aging. However the
main disadvantage is the relatively low damping provided by the rubber, but this
problem can be partially solved with the use of high damping rubber and/or with
the combination of supplemental damping systems. In fact in Japan they have been
used with supplementary devices like dampers, steel bars, lead bars and so on. It
is possible to design the bearing without damping and linear shear behavior, but it
needs a viscous damping.

19.5.2 High-Damping Rubber Bearings (HDRBs)

The High-Damping Rubber Bearing (HDRB) (Fig. 19.13) is made of elastomeric
rubber layers alternating with steel plates solidly joined together under high pressure
and temperature, through the process of vulcanization. This stratigraphy allows to
transmit the vertical loads due to permanent (gravity) and accidental effects. In fact
the vertical capacity can be increased by reducing the thickness of the rubber layers,
while the presence of the steel plates increases the vertical stiffness of the bearing.
Moreover, the steel plates prevent the deformation of the rubber caused by the
weight of the building. The damping in the rubber is increased by adding extra-fine
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Fig. 19.13 Schematic of laminated rubber bearing

Fig. 19.14 Combination of linear spring, EPP spring and viscous dashpot in the HDRB

carbon black, oils or resins, and other proprietary fillers, so they can reach damping
ratio � D 10–20% at shear strains of 100%. The effective stiffness and damping are
not constant, but depend on:

1. Elastomer and fillers;
2. Contact pressure;
3. Velocity of loading;
4. Load history (scragging);
5. Temperature;

Figure 19.14 shows the combination of the basic elements to determine the
behavior of the high-damping rubber bearings.

HDRB have been used in the construction of bridges, but in the last 20 years the
use of this bearing has been extended also to the seismic isolation of buildings.
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Fig. 19.15 Primary shape factor

19.5.2.1 Buckling in HDRB

It is important to avoid unstable behavior such as buckling in HDRBs. Two factors
are used to define the shape of the rubber bearings, the primary shape factor S1 and
the secondary shape factor S2.

The primary shape factor S1 is defined as follow

S1 D A0=L (19.48)

where A0 is the area of the single steel plate and L is the load-free lateral area of
the single layer of rubber. This parameter is connected to the vertical stiffness of the
bearing (Fig. 19.15).

The secondary shape factor S2 is defined as follow

S2 D D=te (19.49)

where D is the plan dimension of single steel plate and te is the total thickness of
the layers of rubber. The parameter S2 is related to the buckling of rubber bearings
when the vertical load W is applied (Fig. 19.16). The buckling might occur with
decreasing S2.
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Fig. 19.16 Secondary shape factor

Fig. 19.17 Circular laminated rubber bearing under gravity and lateral loads (Adapted from
Filiatrault and Christopoulos 2006)

19.5.2.2 Gravity Load Carrying Capacity of a HDRB

Figure 19.17 shows the effect of the gravity and the lateral loads on a circular
laminated rubber bearing. The deformed shape of the device produces an overlap
area A between the top and the bottom of the bearing.
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The maximum allowed vertical load Wmax is calculated with the following semi-
empirical equation

Wmax D A0GrS�w (19.50)

where Gr is the shear modulus of rubber (between 0:5 and 1MPa), and �w is the
allowable shear strain under gravity load which can be estimate as a function of the
short-term failure strain of the rubber in pure tension �v as follows

�w � 0:2�v

�w � 0:4�v for design base earthquakes

�w � 0:7�v for maximum credible earthquakes

(19.51)

where S is the shape factor of the rubber layers which coincides with the load area
of a cylindrical bearing of diameter D divided by the load-free area of the rubber
layers of thickness tr.

S D loaded area

load free area
D .�D2/=4

�Dtr
D D

4tr
(19.52)

It is assumed that the rubber is fully constrained laterally and it interfaces with
steel plates so the shear stress developed at the interface of the steel and the rubber
	s is given by

	s D W

6A0S
(19.53)

When the bearing has a rectangular form of sides b � d and is made of rubber
layers of thickness tr, the corresponding shape factor is given by

S D loaded area

load free area
D bd

2tr.b C d/
(19.54)

It is possible to assume that only the rubber layers suffer the pure shear
deformation because the steel plates limit the flexural deformation. The lateral
stiffness of the bearing, kb, can be approximated as

kb D GrAr

hr
(19.55)

where Ar and hr are the area and the total height of the rubber respectively and Gr

is the shear modulus of the rubber. The natural period of vibration of a bearing that
supports a portion of a rigid upper structure, Wb is given by

Tb D 2�

s
Wb

gkb
(19.56)
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Summing the entire weight of the building WTot and the total lateral stiffness kbTot

of the bearings that is obtained by summing the lateral stiffness of each bearing, the
following period is obtained

Tb D 2�

s
WTot

gkbTot
(19.57)

The vertical stiffness of a bearing is larger than its lateral stiffness so vertical
deflections are usually neglectable however in some cases it might be important so
it is necessary to know the associated vertical stiffness kv that is given by

kv D kvykvV

kvy C kvV
(19.58)

where kvy is the vertical stiffness due to rubber shear strains without volume change
given by

kvy D 6GrS2Ar

hr
(19.59)

while kvV is the vertical stiffness caused by the volume change of the rubber without
shear given by

kvV D �rAr

hr
(19.60)

�r is the compression modulus of the rubber that is typically �r D 2000MPa.
The allowable lateral displacement xb;all is directly related to the allowable shear

strain �s through the equation

xb;all D hr�S (19.61)

and to the overlap factor AAr. The relationship between AAr and xb;all depends on
the shear of the bearing. For example for a cylindrical bearing is given by

Ar

A0 D 1 � 2

�
.� C sin � cos �/ (19.62)

where sin � D kb;all=D. For a rectangular bearing the equation is:

Ar

A0 � 1 � xbb

b
� xbd

d
(19.63)

where xbb and xbd are respectively the displacement parallel to each side of the
dimension of the bearing.
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Fig. 19.18 Scheme of a lead rubber bearing

Fig. 19.19 Combination of linear spring and EPP spring in the HDRB

19.5.3 Lead Rubber Bearings

This device is made of a laminated-rubber bearing with a cylindrical lead plug in
the center (Fig. 19.18) which serves to increase the damping by hysteretic shear
deformation (Iwan 1965).

The material of this device, the lead, is chosen because its behavior is approxi-
mately elasto-plastic and the yield in shear is of about 10MPa. Besides, this material
is hot-worked at room temperature so its proprieties are continuously restored when
cycled in the inelastic range.

Figure 19.19 shows how the lead rubber bearing works. The elastic stiffness k1
is given by
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k1 � 1

hr
.GpAp C GrAr/ (19.64)

where hr is the total rubber height, Ap and Ar are the areas of the lead plug and the
one of the rubber respectively, Gp and Gr are the shear modulus of lead (�150MPa
at room temperature) and the one of the rubber (between 0.5 and 1 MPa). The post-
yield stiffness k2 is equal to the lateral shear stiffness of the rubber kb

k2 D kb D GrAr

hr
(19.65)

Using the shear force, it is possible to estimate the yield force Fy as

Fy D 	pyAp

�
1C GrAr

GpAp

	
(19.66)

where 	py � 10MPa is the yield shear strength.
The presence of the lead core can improve the damping ratio reaching values

� D 15–35% at shear strains of 100%.

19.5.4 Friction Pendulum System (FPS)

The Friction Pendulum Bearing (FPB) or Friction Pendulum System (FPS) is made
of three main characteristics:

1. articulated friction slider;
2. spherical concave sliding surface;
3. enclosing cylinder for lateral displacement restraint.

Figure 19.20 shows the design of a FPS. There is a central spherical surface that
is coated with a low-friction composite material. The articulated side is spherical
and it is coated with stainless steel, while the other slide is a spherical cavity that is
coated with a low-friction composite material.

Figure 19.21 shows how the basic elements are combined in the FPS.
Figure 19.22 shows the principle of operation of the device: W Is the weight of

the upper structure, ı is the amount of horizontal displacement; R is the radius of the

Fig. 19.20 Schematic representation of the FPS
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Fig. 19.21 Combination of simple pendulum and PTFE slider in the FPS bearing

Fig. 19.22 Principle of operation of the FPS (Adopted from Filiatrault and Christopoulos 2006)

spherical concave surface; F is the horizontal force required for the displacement of
the bearing and N is the normal force at the interface. The horizontal force that is
required for the displacement is given by

F D N sin � (19.67)

and the equilibrium in the vertical direction is given by

W D N cos � (19.68)

Substituting Eq. 19.67 in Eq. 19.68, the following equation is obtained
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F D W tan � (19.69)

From geometric considerations it is obtained that

tan � D ı

R
(19.70)

and substituting Eq. 19.70 in Eq. 19.69, the corresponding lateral force displacement
is given by

F D W

R
ı (19.71)

Instead the natural period of the FPS is given by

T D 2�

s
W

gk
D 2�

s
R

g
(19.72)

So the period of the Friction Pendulum bearing is selected simply by choosing
the radius of curvature of the concave surface. It is independent of the mass of the
supported structure. The damping is selected by choosing the friction coefficient.
Torsion motions of the structure are minimized because the center of stiffness of the
bearings automatically coincides with the center of mass of the supported structure.
Furthermore, the bearing’s period, vertical load capacity, damping, displacement
capacity, and tension capacity, can all be selected independently.

Variations of these devices have been proposed such as the double concave
friction pendulum that is used to reduce the dimensions of standard bearings. In
detail, this device is the union of two single friction pendulums where the two
sides of the plates are made of spherical concave sliding interfaces and they are
joined with an articulated double friction pendulum (Fig. 19.23). The double sliding
contacts with upper/lower surfaces can provide the larger stroke for displacement
with a compact footprint.

19.5.5 Spring-Type System

Spring-type systems are elastomeric bearing and they are used in case a full three-
dimensional isolation is necessary. Originally GERB developed this system for the
isolation of the power turbines. It is composed by a large helical steel spring that
is flexible in the horizontal and vertical directions, while the vertical frequency is
around 3–5 times the horizontal one. In all the three-dimensional systems, the center
of gravity of the isolated structure is above the center of stiffness and this creates a
strong link between horizontal and rocking motion; when the center of gravity and
of stiffness are at the same level, this spring-type system becomes practical.
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Fig. 19.23 Double concave friction pendulum

19.6 Limitations of a Base Isolation System

Although this retrofit is very effective, there are cases when it can not be applied.
For example if:

1. the structure is very flexible: Tbf � TIS. In this case the base isolation system
allows to pass only the earthquake energy that corresponds to the frequency of
the base isolated structure, therefore the seismic forces might be amplified;

2. the structure is located on soft soil. In this case the soil type amplifies the
earthquake energy corresponding to the frequencies that are close to the period
of the base isolated structure TIS;

3. the seismic joints are not feasible. In this case the lateral displacements of the
base isolated structure are not allowed due to compatibility issues with the
adjacent structures.

In all these case a valid alternative to base isolation system is the use of energy
dissipation systems (Chap. 17).

19.7 Installation Methodology for New and Existing
Buildings

19.7.1 Retrofit Construction Sequence for Existing Buildings

Six steps have been identified in the retrofit construction sequence.

1. Basement excavation
2. Moat Excavation
3. Insertion of Rigid Layers and Jacking
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4. Cutting of External Concrete/Masonry Walls
5. Placing of Isolators
6. Separation of building from Base

19.7.1.1 Step 1: Basement Excavation

In basement excavation the logistics are the most complicated part in order to gain
access to either the foundations of a structure, or remove a sufficient depth of soil
to be able to install the isolators themselves. Problems such as site accessibility
for excavation and removal equipment, entry into the basement itself and the co-
ordination of various teams setting up around the area are probably the most usual
kinds of trouble run into during the execution of this stage.

For many older buildings, the foundations simply consist of thick external walls
extending down to bedrock. In this case, the basement must be excavated to a
sufficient depth to allow the isolators to be installed, a new floor put in place and
utilities to be connected. A typical depth to accommodate this scenario might be
6–7 ft.

19.7.1.2 Step 2: Moat Excavation

The moat excavation phase sees the initial shoring and temporary bracing of the
exterior walls against the retaining walls put in place to ensure stability against
relative building movements under construction loading. Once the retaining wall is
in place, excavation can begin around the perimeter, while at the same time steel
bracing is put place to prevent relative movement between any internal and external
columns, while the soil around the footing is excavated to facilitate its enlargement.
This is often necessary for it to be able to withstand the increased demand of seismic
loading. Alternatively, for a smaller structure a mat slab might be poured to supply
this resistance in addition to providing the necessary rigid layer below the level of
isolation. A mat slab, in the event of an earthquake also has the advantage of having
lower surface stress due to the movement of surrounding soil and will as a result
settle less in the event of liquefaction.

19.7.1.3 Step 3: Insertion of Rigid Layers and Jacking

Two rigid layers must now be inserted into the building, one above and one below
the intended soft isolation layer. There are several options below this level, the two
most common being first a mat slab, and second reinforced cast-in-place concrete
grade beams spanning the excavation. The problem with either solution is the
connection detailing to both the internal columns and the external walls. A possible
solution, for the exterior walls, is to core drill around the inner perimeter and grout
in steel reinforcing bars, with a specified pull-out resistance. A set length of these
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could remain exposed, with or without a bob, to provide sufficient anchorage to the
slab. Although expensive, this is one of the more effective ways of providing for
connection.

19.7.1.4 Step 4: Cutting of External Concrete/Masonry Walls

This step is only applicable to buildings with a continuous outer wall around the
perimeter, and not one with external columns spanned by external cladding. The
latter kind of structure is facilitates the implementation of seismic isolation far
better than the first. Once the jacks have been loaded and locked, the sections of
concrete/masonry to be removed for isolator placement may be cut using either a
circular, wire or plunge saw. The implement used is largely dependent upon the
thickness of the walls.

19.7.1.5 Step 5: Placement of Isolators

Once again, the major problem here comes down to the accessibility of the basement
to construction equipment. The manipulation and installation of large isolators is
no easy task in confined conditions. In large scale retrofit projects the isolator is
lowered by crane through the bubble in the moat onto the device cart used to remove
the concrete cut outs, which is then towed to the desired location and the isolator
positioned on the enlarged footing or foundation.

19.7.1.6 Step 6: Separation of Building from Base

Before separation, a new basement floor has to be installed and the utilities,
electrical and mechanical need to be reconnected. Flexible connections are required
for all of these. All the pipes that cross the joints of the isolated superstructure should
remain functional during the displacement values corresponding to the Damage
Limit State (SLD) (Figs. 19.24 and 19.25). Gas pipes and other service networks
passing through the connection joints should be designed to allow the relative
displacement of the isolated superstructure corresponding to the Ultimate Limit
State (SLU) that is the same level of safety of the base isolated system.

Then the basement floor should rest upon the framework of steel I-Sections used
to provide the rigid layer above the isolation. A hybrid construction is often used,
both to prevent compression in the steel when subject to large seismic demand,
and also for ease of construction. The final stage in the construction scheme is the
disconnection of the building with its base. The remaining portions of concrete
between the isolators are cut away with a wire saw, on a plane with the top
and bottom of the isolation units respectively, in order to allow total freedom of
movement under seismic loading. The tool used to cut the walls is again dependent
upon their thickness, and the material.
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Fig. 19.24 Flexible connection pipes for different types of infrastructures

19.7.2 Retrofit Construction Costs for New Buildings

The cost of a new base isolated building can vary according to its configuration, the
material used, the intensity of the earthquake etc. As a general rule the inclusion
of all aspects of seismic isolation in a new structure will add no more than 3% to
total construction cost and considerably less when assessed against the benefits of
isolation. An example is the Wellington Regional Hospital (Fig. 19.26), completed
in December 2008. It is a seven storey building with a total floor area of 44,700 m2

that has been retrofitted with 135 lead rubber bearings and 132 slider bearings.
The hospital has been designed to withstand M7.8 on Wellington-Hutt fault and
M8.3 on Wairarapa fault. The total construction cost $165m, while the cost of
seismic isolation bearings on their own was 1% of total construction cost. Instead
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Fig. 19.25 Flexible connections in base isolated buildings (Wellington Hospital, New Zealand)

the cost of all components of the seismic isolation system (including installation,
seismic gap and gasement) was around 3% of total construction cost that translates
to approximately $110 m2.

19.7.3 Mid-Story Base Isolation

Typically isolators are located at the bottom of the building in the basements,
however also alternative locations are possible as shown in Fig. 19.27.

The main design concept is setting a layer of isolators at mid height to reduce
the earthquake response of the upper structure. At the same time, the earthquake
response of the whole structure is reduced because in the lower part the earthquake
response in not increased as shown in Fig. 19.28.

Compared with a fixed-base structure, the first period of a mid-story base isolated
building is longer and the damping ratio is higher; the modal participation factors
are different according to the position of the layer of isolators. The deformation is
concentrated at the isolation layer and the base shear is less than that one in the case
of fixed-base structure.



19.7 Installation Methodology for New and Existing Buildings 469

Fig. 19.26 Installation of isolator in Wellington Hospital (new building), New Zealand

Fig. 19.27 Alternative locations of seismic isolators in tall buildings

Few example mid-story base isolation has been recently adopted both in US and
Japan both in new buildings and for the rehabilitation of existing ones (e.g. control
vibrations induced by subways (Fig. 19.29) or to increase the story high of existing
buildings).
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Fig. 19.28 Mid-story seismic isolated building

Fig. 19.29 Building located near Tokyo

The building shown in Fig. 19.29 is located near Tokyo and It was constructed in
1972 consisting of A & B blocks both of nine stories. Its 1st to 4th stories are of steel
reinforced concrete (SRC) structure, and 5th to 9th stories of reinforced concrete
(RC) structure. Structural analyses have shown that mid-story isolation could fully
meet the seismic requirements and perform better than steel bracings.

After the analysis and the comparison, it was decided to install 24 laminated
natural rubber bearings with diameters of 600mm (Blakeley 1982). The isolators
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were installed in all the columns of the 4th story: after one column was cut off at
its mid-level, the rubber bearing was installed instantly between its two cuts, before
another column was cut off. The dampers were installed in both longitudinal and
transversal directions of the building.

19.8 Simplified Methodology to Design a Seismically Isolated
Building with Rubber Bearings

Buildings with seismic isolation must meet the general safety requirements of
seismic standards such as Eurocode 8 and NTC-08 (2008). In particular, the
requirements regarding the stability (SLU), the damage limitations (SLD) and the
ground foundations. The superstructure and the substructure must be substantially
maintained in the elastic range. The base isolation system reduces the seismic forces
acting on the superstructure, so the structure can be designed with lower forces
corresponding to the low ductility (DC “B”) requirements.

Below are listed the steps necessary to design a base isolation system according
to the Italian seismic standard NTC08:

First the nominal life of the structure VN should be identified. VN is defined as
the period of time in which the structure, with ordinary maintenance, can be used
for its purpose. Table 19.1 shows the three categories of nominal life.

Then the Use Class CU which corresponds to the level of overcrowding of a
structure in presence of seismic actions, with reference to the consequences of a lack
of functionality. They correspond to the Important Class according to Eurocode 8.
Table 19.2 shows the values of the Use Class CU for four different categories.

Multiplying the nominal life VN and the Use Class CU the reference period VR is
obtained and the corresponding return period TR (Sect. 12.5.1). Using this parameter
it is possible to define the earthquake intensity used to design both the superstructure
(Life Limit State SLV) and the isolators (Collapse Limit State – CLS).

Table 19.1 Nominal life V_N

Construction type (years)

1 Provisional structures �10
2 Ordinary structure �50
3 Great structure �100

Table 19.2 Use class

Usage classes Description Cu

I Buildings of little importance 0.7

II Buildings with normal crowds 1.0

III Building whose use involves significant crowding 1.5

IV Strategic construction 2
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Fig. 19.30 Isolated period corresponding to the target spectral acceleration Se

Third, the period Tis of the isolated building is chosen according to the following
considerations:

• using the spectral acceleration Se of the superstructure that is used as input in the
response spectrum (Fig. 19.30) at the site to determine the target period of the
isolated structure;

• the period of the isolated structure should be higher than the fixed-based period
(Tis 	 Tbf ), where Tbf is the period of the fixed base structure.

• the total displacements at the isolation level should be maintained within
acceptable limits.

Regarding the first item the spectral acceleration Se can be determined for exist-
ing structures from the vulnerability analysis corresponding to the Life Limit State
(SLV)of the superstructure. Instead for new structures S�e is chosen according to
architectural-functional and economic considerations. Then, the isolated period is:

Tis D 2�

s
W

kesi
(19.73)

where kesi is the global stiffness of the isolated system, and it is used to estimate the
number of isolators using Eq. 19.74.

n D kesi

ke
(19.74)

where ke is the stiffness of a single rubber bearing that can be selected from
a catalog, using the stiffness ke and the allowable displacements that should be
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compatible with the spectral displacements corresponding to the target spectral
accelerations and to the position of the rubber bearings. Multiple choices are
possible, therefore the final design is selected by optimizing the dynamic behavior of
the building and limiting the torsional effects of the superstructure that might cause
excessive displacements on the bearings. The torsional effects can be minimized by
reducing the distance between the projection of the center of mass of the building
at the base isolation level and the center of stiffness of the bearings. The choice
between the different technical options can be performed also on the basis of
economic considerations. However at least eight rubber bearings are recommended
and they should be located along the perimeter of the building. Finally in each
bearing tension forces should be avoided or limited. The design vertical load V
on each bearing during the seismic action should be always in compression or null.
Furthermore it is also advisable to minimize the differences in behavior between
bearings. For example the compression forces in normal operating conditions should
be distributed uniformly among bearings.

References

Aiken I (1997) Dampers for seismic protection: 1. Friction and viscous damper; 2. Viscoelastic and
metallic dampers. In: Technical seminar on seismic isolation and energy dissipation technology,
vol 11

Blakeley R (1982) Code requirements for base isolated structures. In: Proceedings international
conference on natural rubber for earthquake protection of buildings and vibration isolation

Den Hartog JP (1956) Mechanical vibrations, 4th edn. McGraw-Hill Book Company, Inc.,
New York

Filiatrault A, Christopoulos C (2006) Principles of passive supplemental damping and seismic
isolation. IUSS press, Pavia

Iwan WD (1965) The steady-state response of the double bilinear hysteretic model. ASME, New
York

Kelly J (1997) Earthquake-resistant design with rubber bearing. Springer, London
Kelly JM (1999) The role of damping in seismic isolation. Earthq Eng Struct Dyn 28(1):3–20
Kelly J, Naeim F (1999) Design of seismic isolated structures, from theory to practice. Wiley, New

York
Moretti S, Trozzo AC, Terzic V, Cimellaro GP, Mahin S (2014) Utilizing base-isolation systems

to increase earthquake resiliency of hospitals and schools buildings. Proc Econ Finance
18(2014):969–976. https://doi.org/10.1016/S2212-5671(14)01024-7

NTC-08 (2008) Nuove Norme Tecniche per le Costruzioni. Gazzetta Ufficiale della Repubblica
Italiana

Skinner RI, Robinson WH, McVerry GH (1993) An introduction to seismic isolation. Wiley,
New York

https://doi.org/10.1016/S2212-5671(14)01024-7


Chapter 20
Masonry Structures

Abstract This chapter focuses on the seismic behaviour of masonry structures. A
brief description of the types of masonry is provided. The collapse mechanisms
related to masonry structures are discussed in details both for single-story and multi-
story buildings.

20.1 Introduction

Masonry is a commonly used material for structural and non-structural components
in buildings. Masonry structures provide more comfortable environment (e.g. reduc-
ing the amount of energy necessary for the internal air conditioning), give a nice
appearance to buildings, and offer an excellent fire protection cover. Nevertheless,
masonry structures are significantly vulnerable to the seismic excitation because
they tend to be heavy (high vertical load in foundation). In addition, they are highly
susceptible to extreme weather degradations (Paulay and Priestley 1992). Currently,
approximately 10% of the new residential buildings in Italy are made using masonry
as main structural element while a notable part of built environment in Europe (e.g.
residential buildings, public offices, cathedrals, churches etc.) are made of masonry.
Furthermore, the use of masonry as a construction material is growing in European
and no-European Countries (Magenes 2006). The study of the seismic behaviour
of masonry structures is fundamental to protect the cultural heritage (Arcidiacono
et al. 2016) and to prevent severe damage on residential buildings. Recently NTC-
08 (2008) and EN-1996 (2009) introduced new criteria for the safety and durability
of masonry buildings.
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20.2 Types of Masonry

Masonry is a construction material consisting of natural or artificial blocks and (not
necessarily) a binder (Magenes et al. 2010). Figure 20.1 shows a dry masonry made
of stone, while in Fig. 20.2 the units are artificial blocks (bricks) bounded together
with mortar.

There are a number of bricks that can be used, but they can be divided in
solid bricks, with a percentage of holes less than 15% of the brick volume,
hollow bricks, with a percentage of holes between 15% and 45% of the brick
volume, perforated bricks, in which holes are greater than 45% of the brick volume
(Fig. 20.3).

Different thicknesses of the wall can be obtained using various types of bricks.
For example, a layer of wall that is one unit thick is called “wythe”. In fact, walls
with two wythes or core walls are common as well, especially in older buildings
(Fig. 20.4). In addition, the wythe may consist of half brick or one brick.

Observing the various wall textures, different types of masonry can be identified.
If different size units are used, the masonry is irregular (Fig. 20.5), whereas if stones
are almost the same size and they are not modified, the result is a rough stone
masonry where the units fit together like puzzle pieces (Fig. 20.6). Figure 20.7
shows a masonry consisting of cobblestones bounded with mortar. To improve the
stability, one or two courses of bricks were alternated to cobblestones with a regular

Fig. 20.1 Dry masonry
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Fig. 20.2 Brick masonry

Fig. 20.3 Example of a solid, hollow, perforated brick

Fig. 20.4 (a) Single wythe wall; (b) two wythe wall; (c) core wall
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Fig. 20.5 Irregular masonry

Fig. 20.6 Rough stone
masonry

span: this is the so called listatum masonry (Fig. 20.8). Squared blocks of stone
are instead used to obtain a better surface. In Fig. 20.9 there is an example of a
wall consisting of an external wythe of squared stones and an internal wythe of
cobblestones bounded with mortar. Using squared and regular blocks leads to have
horizontal courses, and consequently a better distribution of loads.

A classification of masonry has been done assigning a description and a code
to each type of wall. Table 20.1 illustrates the classification of some walls made of
artificial blocks, while Table 20.2 shows the ones made of natural blocks.
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Fig. 20.7 Cobblestone
masonry

Fig. 20.8 Listatum masonry

The mechanical behavior of a masonry wall depends on its construction quality.
Figure 20.10 illustrates three kind of behavior grouped according to the construction
quality. Good quality masonry has a monolithic behavior (a), while poor quality
masonry (c) shows a chaotic disaggregation.
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Fig. 20.9 Wall with two
wythes: the external one is
made of squared blocks, the
internal one consists of
cobblestones

The quality of masonry is strictly dependent on the construction empirical rules
used to built it. The main principles to obtain a high quality masonry walls are
resumed below

• presence of diatoms (or headers), bricks or units that are laid from side to side of
the wall for a better tooting (Fig. 20.11) ;

• squared stones with proper dimensions;
• good properties of the mortar.
• staggered head joints, for a homogeneous distribution of load as shown in

Fig. 20.12;

20.3 Collapse Mechanisms of Masonry Buildings

Collapse mechanisms can be divided in two categories that are summarized in
Table 20.3: the first mechanism is due to out-of-plane forces and the second one
is due to in plane actions (Milano et al. 2008; Giordano et al. 2002). Naturally,
the wall’s strength is dependent on the plane where the loads are applied. In-plane
strength is higher than the out-of-plane strength. To give the appropriate resistance
to the whole building, it is necessary that walls and floors are connected in an
effective way to achieve the so called “box-like” behavior (Fig. 20.13).



20.3 Collapse Mechanisms of Masonry Buildings 481

Table 20.1 Types of masonry made of artificial blocks

Type and texture pattern Description Code

Half brick wall. Header joints stag-
gered of 1/2 of the block length

A1a

Half brick wall. Header joints stag-
gered of 1/3 of the block length

A1b

One brick wall only consisting of
diatoms

A2a

One brick wall. “Gothic” texture A2b

One brick wall. “Flemish” texture A2c
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Table 20.2 Types of masonry made of natural blocks

Type and texture pattern Description Code

Stonework with worked and squared
blocks

L1a

Stonework with worked blocks L1b

Freestone wall with pseudo-rectangular
units

P1a

Freestone wall with pseudo-rectangular
units laid in sub-horizontal courses

P1b

(continued)
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Table 20.2 (continued)

Type and texture pattern Description Code

Freestone wall with pseudo-rectangular
units laid in a chaotic way

P1c

Freestone wall with smoothed units P1d

Hewn stone wall with regular courses S1a

Hewn stone wall with courses of dif-
ferent height

S1b

Fig. 20.10 (a) Good quality masonry; (b) medium quality masonry; (c) poor quality masonry
(Giuffrè 1991)
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Fig. 20.11 Diatoms and
stretchers

Fig. 20.12 Distribution of
load in a straight joint wall
and in a staggered joint wall

20.3.1 In-Plane Failure Mechanisms of a Single-Story
Masonry Building

The failure mechanisms of a masonry wall will be analyzed in the following
paragraph using a masonry wall subjected to compression and shear stress in the
two upper and lower sections, as case study (Fig. 20.14, Tucker 2007).

The resulting stresses are contained in the middle plane of the wall. Considering
a generic horizontal wall section, the value of the shear V , moment M, and axial
actions N can be defined by imposing the translational (in vertical direction) and
rotational equilibrium.

Ninf D Nsup C P (20.1)

M D V � H D Nbot � ebot C Ntop � etop (20.2)
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Table 20.3 Types of collapse mechanisms (Touliatos 1996)

Collapse mechanisms

Out-of-plane In plane

• Simple overturning
• Combined overturning
• Vertical flexure
• Horizontal flexure

• Shear strain mechanisms
• Settlement of the foundations

Fig. 20.13 The building like
a box (Touliatos 1996)

where Nbot and Ntop refers to the axial load acting on the top and bottom sections
of the wall, respectively. The total weight of the masonry wall is identified by the
term P, while H is the height of the wall and l its width. The compression load
eccentricities are defined as ebot and etop, respectively on the bottom and on the top
section of the wall. Three different failure modes are identified for the case study
masonry wall (Fig. 20.15)

• failure of the wall caused by combined compressive and bending stress;
• failure of the wall caused by shear with diagonal cracking;
• failure of the wall caused by shear with sliding.
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Fig. 20.14 Wall subjected to
compression and shear

Fig. 20.15 Possible mechanisms of crisis for panels stressed in plane

20.3.1.1 Failure Caused by Combined Compressive and Bending Stress

This collapse mechanism occurs whenever low normal load values are applied on
the panel. In fact, when the wall is subjected to a low axial stress, the compressed
area is much smaller than the tensile area. This allows the formation of cracks
in a wide part of the masonry panel. The analysis of break-through behavior for
compression can be facilitated by using a suitable “stress-block” model of the
compressed masonry (Fig. 20.16).
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Fig. 20.16 Distribution of the tensions in the compressed strip

By imposing the equilibrium in the vertical direction, the equivalent compressed
width a can be identified.

a D N

kfut
(20.3)

where k is a coefficient that takes into account the actual nonlinear distribution of
the strain in the base section, and it can be assumed between 0:85 and 1:00. The
compression strength of the wall is represented by fu whereas the wall thickness is
identified by t. Furthermore, the ultimate bending moment Mu is obtained through
the rotational equilibrium equation.

Mu D N

�
l � a

2

	
D Nl

2

�
1 � N

kfult

	
(20.4)

where l is the width of the masonry panel. Considering the mean values of
compression acting on the top section (p), the ultimate shear Vu can be defined
as below

Vu D pl2t

2H0

.1 � p

kfu
/ D plt

2˛v
.1 � p

kfu
/ (20.5)

where ˛v represents the shear factor defined as below

˛v D M

VL
D H0

L
D 


0
H

D
(20.6)

where H0 is the distance from the base to the “null moment” section. The ratio
H
D represents the shape factor while 


0

is a coefficient representing the restraint
conditions of the wall. A value of 1:0 is assumed when the top section is free to
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Fig. 20.17 Failure caused by combined compressive and bending stress

rotate and the bottom one is fully restrained (cantilever configuration), while it is
equal to 0:5 if the top section can only translate without rotating (Fig. 20.17b).

20.3.1.2 Failure of the Wall Caused by Shear with Diagonal Cracks

The failure mechanism caused by shear with diagonal cracking in simple masonry
panels usually leads to the formation of one or more inclined cracks. These diagonal
cracks are mainly propagated through the mortar joints or, in the case of high quality
binders, through the bricks or the blocks. The diagonal cracks occurs when total
shear values is close to the maximum shear resistance (Vcrack D .0:85 � 1:00/Vu).
The cracking will start at the center of the panel and then propagate towards the ends.
The shear failure with diagonal cracking is considered as fragile mechanism. When
the shear action is cyclic, it causes the formation of two systems of cross-diagonal
cracks. Turnšek and Čačovič (1971) proposed a formulation to assess the resistance
of walls subjected to diagonal cracks. The failure of the wall occurs when the main
stress is equal to the tensile resistance ftu. Assuming that the panel is sufficiently
thin to be assimilated to a solid of De Saint Venant, the shear strength is given by
the following equation

Vu D ftult

b

s

1C N

ftult
(20.7)

where b is a coefficient dependent on the slenderness ratio H=B. This coefficient is
equal to 1:5 when H=D � 1:5 and b D 1:0 when H=D < 1:5. The aforementioned
mathematical formulation leads to accurate results when the rotation of the two
extreme sections of the wall is limited. Alternatively, the conventional Mohr-
Coulomb’s approach can be used. In this case the shear strength of the masonry
is expressed as below

	 D c C 
� (20.8)
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Fig. 20.18 Normal stress on
the base cross section of the
panel subjected to bending
moment and shear

N

D'

where c and 
 are the cohesion and the friction coefficient of the masonry. The
tangential and normal stress are represented by 	 and � , respectively.

20.3.1.3 Failure of the Wall Caused by Shear with Sliding

Shear stress can also induce the formation of one or more sliding surfaces on
the masonry wall due to the presence of cracks along the bed mortar. The crack
propagation causes a rigid kinematic sliding between the two parts of the wall
separated from the sliding surface. This mechanism occurs in masonry elements
subjected to bending moment at the base which causes the partialization of the base
cross section. According to the current technical standards, the shear strength of
masonry element is expressed as shear masonry strength multiplied by the effective
shear area, which can be identified as the compressed area of the considered cross
section by neglecting the tensile resistance contribution (Fig. 20.18).

The shear strength is identified as expressed in the following equation.

Vu D fvktD0 (20.9)

where D
0

represents the length of the compressed base cross section, while fvk is the
considered shear strength which can be obtained as follow

fvk D fvk0 C 0:4�d (20.10)

where �d is the mean value of compression in the base cross section and fvk0 is the
characteristic shear strength of the masonry.

20.3.2 In-Plane Failure Mechanisms of a Multi-story Masonry
Building

This section summarizes the aforementioned mechanism of crisis in plane applied
to a multi-story building.

• Shear failure: discontinuity along the height (Figs. 20.19 and 20.20)
• Shear failure: shear strain (Figs. 20.21 and 20.22)
• Settlement of the foundations (Figs. 20.23 and 20.24)
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Fig. 20.19 Shear failure due to discontinuity along the height (Milano et al. 2008)

Fig. 20.20 Damages due to discontinuity along the height, Arquata 2016

Fig. 20.21 Cracking due to shear strain (Milano et al. 2008)
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Fig. 20.22 Diagonal cracks due to shear strain, Arquata 2016

Fig. 20.23 Settlement of the foundations (Milano et al. 2008)

20.3.3 Out-of-Plane Failure Mechanisms of a Single-Story
Masonry Building

The most frequent cases of out-of-plane collapse mechanism of ordinary single-
story buildings are below listed and discussed in detail.
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Fig. 20.24 Settlement of the foundations, Arquata 2016

• Simple Overturning: it can occur on buildings with monolithic and double
curtain walls, and the overturning mechanism can involve one or multiple floors
of the building in relation to the constraint conditions found at the various levels.

• Composite Overturning: it can occur on walls effectively connected to the
orthogonal and free top walls, with different configurations of the detachment
wedge and with the possibility that the tilting mechanism involves one or more
floors of the building in relation to the constraint conditions observed at the
various levels.

• Vertical Flexure: it is due to the effect of the orthogonal actions on the wall’s
plane, with the formation of a horizontal cylindrical hinge. The wall structure is
divided into two rigid blocks rotating mutually around the hinge.

• Horizontal Flexure: it is due to the effect of the orthogonal actions on a wall’s
plane and is characterized by the formation of the detachment wedges consisting
of macro-elements that rotate rigidly around cylindrical hinges located at their
base.

20.3.3.1 Simple Overturning of a Single-Story Monolithic Wall

This is the case where the lack of connection at the top of the overturning wall
concerns only the last floor of the building. The overturning of the entire wall or
parts of it can be facilitated by a thrusting roof. The seismic action is represented by
a horizontal force which is equal to the vertical loads multiplied by a coefficient ˛
that is called collapse multiplier.
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Fig. 20.25 Simple
overturning mechanism

The collapse multiplier ˛0 that determines the activation of the kinematic mech-
anism is evaluated imposing the rotational equilibrium in overturning conditions.
In other words, the collapse multiplier can be obtained from the equilibrium
equation between the overturning moment, given by the forces that determine the
overturning, and the stabilizing moment, given by the forces that oppose to this
rotation. Referring to Fig. 20.25 and considering the rotation around the hinge A,
the following parameters are defined:

• W is the weight of the wall;
• FV is the vertical component of the thrust of the arches;
• FH is the horizontal component of the thrust of the arches;
• PS is the weight of the floor calculated according to the influence area;
• PH represents the static thrust of the roof;
• T represents the maximum value of the force exerted by the tie rod;
• s is the thickness of the wall;
• h is the height of the wall affected by the overturning with respect to the hinge A

at the bottom;
• hV is the distance between A and the point where the thrust of arches is applied;
• d is the horizontal distance between A and the point where the weight of the floor

is applied;
• dV is the horizontal distance of the force Fv from A;
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• yg is the height of the center of mass of the wall with respect to A;
• ˛ is the multiplier of loads.

Considering the rotation around point A, the stabilizing moment is given by

MS.A/ D W
s

2
C FVdV C PSd C Th (20.11)

while the overturning moment is given by

MR.A/ D ˛ŒWyG C FVhV C PSh�C FHhV C PHh (20.12)

By equating the two terms, the collapse multiplier can be obtained

˛ D W s
2

C FVdV C PSd C Th � FHhV � PHh

WyG C FVhV C PSh
(20.13)

When calculating the forces’ distances, it is important to consider the real geometry
of the macro-elements. For instance, the presence of cracks in a wall generally
modifies the position of its center of mass, resulting in a change of the value of the
moment. In addition, the identification of different macro-elements with irregular
geometry allows to consider a more realistic distribution of the horizontal loads
applied to the structure.

Finally, removing the assumption of infinite strength of the masonry, it is possible
to consider the position of the hinge within the thickness of the wall, corresponding
to the position of the resultant compression force at the base. The simple overturning
mechanism of a monolithic wall can involve many storeys when the floors are
simply supported by the walls and there are no devices that can avoid the rotation at
different levels. In this case, it should be considered the possibility that the wall,
also subjected to the thrust exerted by the floors, undergoes overturning around
different positions of the hinge. This means that the condition with the smaller
collapse multiplier should be evaluated.

20.3.3.2 Simple Overturning on a Single-Story Two Wythe Wall

In historical buildings often there are masonry walls that do not guarantee mono-
lithic behavior due to the lack of connecting diatoms between the wythes. In this
case, the wythes have almost independent behavior, which makes difficult to define
a reliable model. A simplified method could be to consider two separated walls with
hinges at the base as constraints and a restraint distributed along the height. This
restraint can be represented as a continuous distribution of mono-directional rollers
which allows to transfer compression loads between the walls. During a seismic
event, it is therefore possible that the inner wythe transfers part of its inertia to
the external one. The resulting increased bending moment combined with a lower
vertical force of compression, is the cause of collapse of the external wall. In this
configuration, horizontal forces cannot be transferred from one wall to the other
unless the rigid block assumption is removed.
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20.3.3.3 Composite Overturning of a Diagonal Wedge

The overturning mechanism consists in the rigid rotation of the walls around
horizontal cylindrical hinges and the dragging of masonry portions belonging to the
counter walls. The activation of this type of mechanism requires a good connection
between the corner walls involved and no effective connections at the top of the
overturning macro-element, as in the case of simple overturning. The kinematic
mechanism is also facilitated by pushing roofs and the poor quality of the spine
walls. Also, the quality of the masonry of the facade determines the size of the
detachment wedge and thus the value of the ˛ coefficient, as ˛ increases with the
increase of the masonry portion involved in the overturning. Once the geometry
of the macro-element and the boundary conditions are defined, all the variables of
the model can be evaluated. Referring to Fig. 20.26, the following parameters are
defined:

• W0 is the dead weight of the detachment wedge (including any loads transferred
by arches or vaults);

• PS0 is the weight of the floor supported by the wedge calculated according to the
influence area;

• d0 is the horizontal distance between the load PS0 and the point A;
• xG0 is the horizontal distance between the center of gravity and the point A;
• yG0 is the height of the center of gravity with respect to the hinge in A.

Fig. 20.26 Composite
overturning mechanism
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The stabilizing moment of the forces acting on the system is given by

MS.A/ D W
s

2
C FVdV C W0xG0 C PSd C PS0d0 C Th (20.14)

The overturning moment is

MR.A/ D ˛ŒWyG C W0yG0 C FVhV C PSh C PS0h�C FHhV C PHh (20.15)

By equating the two terms, the collapse multiplier is given by

˛ D W s
2

C FVdV C W0xG0 C PSd C PS0d0 C Th C FHhV C PHh

WyG C W0yG0 C FVhV C PSh C PS0h
(20.16)

It should be noted that in the case of corner or isolated buildings the overturning can
take place along both the longitudinal and transversal directions. This consideration
can be neglected when the walls’ lengths in the two main directions are not compa-
rable. In this situation the building has a larger vulnerability to the overturning along
the orthogonal direction of the larger facade. Also for this mechanism evaluating the
position of the center of mass with respect to the cylindrical hinge is important and it
allows to take into account irregular geometries of the macro-elements. Therefore, it
is thus possible to define a more realistic distribution of the horizontal loads applied
to the wall. Lastly, it is possible to consider a reduced strength of the masonry
assuming the position of the cylindrical hinge within the wall thickness.

20.3.3.4 Composite Overturning Mechanism of the Angle

This mechanism involves the overturning of the upper part of the angle of the
building. It consists in the rotation of a wedge delimited by cracks in the corner
walls. The angle overturning mechanism is generally caused by the thrust of the
roof, the lack of connection at the top of the orthogonal walls and the poor
quality of the masonry. It is assumed that the overturning occurs around an axis
passing through a point (hinge) and perpendicular to a plane containing the edge
which forms a 45ı angle with the walls. The 45ı angle can be considered a good
approximation of the thrust direction of a rafter in a hipped roof. The two schemes
of Fig. 20.27 show a three-dimensional and in-plane view of the angle overturning
mechanism. The following notations have been applied:

• W is the weight of detachment angle;
• P is the vertical load transferred by the rafter;
• PH is the static thrust transferred by the rafter in the overturning direction;
• FV is the vertical component of the thrust of the arches exerted on one of the two

walls;
• PH represents the projection of the horizontal component of the thrust of arches

calculated as: F0
H D .

p
2
2
/Fh;

• PVi is the vertical load at the top of the i-th wall;
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Fig. 20.27 Cantonal overturning mechanism and in-plane projection of the mechanism

• P0
Hi represents the projection in the overturning direction of the static thrust of

the roof to the i-th wall, given by: P0
Hi D .

p
2
2
/Phi;

• T 0
i is the projection of the force exerted by the i-th tie rod, evaluated as: T 0

i D
.

p
2
2
/Ti;

• h is the height of the wedge with respect to the hinge in A;
• hV is the height of the point where the thrust of the arches with respect to the

hinge A;
• yG is the position of the wedge’s center of gravity with respect to the hinge in A;
• dp is the horizontal distance of the rafter’s load with respect to A;
• dV represents the horizontal distance of the point where the load of the arches is

applied with respect to the hinge in A;
• di is the horizontal distance of the point where the vertical load at the top of the

i-th wall is applied with respect to the hinge A;
• xG is the horizontal distance of the wedge’s center of mass.

The stabilizing moment is given by

MS.A/ D Wxg C FVdV C Pdp C PV1d1 C PV2d2 C .T 0
1 C t02/h (20.17)

The overturning moment is equal to

MR.A/ D ˛ŒWyg C FVhV.P C PV1 C PV2/h�C F0
HhV C .PH C P0

H1 C P0
H2/h
(20.18)
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The collapse multiplier can be then evaluated as

˛ D WxG C FV dV C Pdp C PV1d1 C PV2d2 C .T 0
1 C t02/h � F0

HhV � .PH C P0
H1 C P0

H2/h

WyG C FV hV .P C PV1 C PV2/h
(20.19)

20.3.3.5 Vertical Flexure on a Single-Story Monolithic Wall

Vertical flexure mechanism can occurs when the constraints between the floors
and the walls are rigid. The scheme used to calculate the collapse multiplier ˛0
is depicted in Figs. 20.28 where the horizontal constraint at the top of the panel,
provided by the deck, does not allow horizontal displacements. The analysis consists
in identifying the position of the hinge corresponding to the minimum value of
the collapse multiplier. The formation of the hinge determines the activation of the
kinematic mechanism. According to the kinematic mechanism shown in Fig. 20.28,
the masonry panel is divided in two parts which are named body 1 and body 2. The
collapse multiplier ˛0 can be obtained through the equation of the virtual works in
terms of displacements by imposing a unitary virtual rotation 
 of body 1.

• W is the weight of the masonry wall;
• Fv is the vertical component of the arch/vault’s thrust on the wall;

Fig. 20.28 Vertical flexure
on a single-story monolithic
wall
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• Fh is the horizontal component of the arch/vault’s thrust on the wall;
• Ps is the effective weight of the floor acting on the wall;
• N is the weight of the wall;
• hv is the vertical distance between the application point of the arch/vault’s thrust

and the point B shown in Fig. 20.28;
• d is the horizontal distance from the point B and the load N;
• dv is the horizontal displacement in the point where the hinge has formed;
• a is the horizontal distance between the point B and the load Ps;
• h1 is the height of body 1;
• h2 is the height of body 2.

In order to describe the kinematic mechanism, the compatibility equations in terms
of displacements have to be identified as .
01I v01I �01/ D .
AI vAI
/ D .0I 0I 1/
and .
02I v02I �02/ D .
BI vBI'/ D .0I sI � h1

h2
/

The geometric parameter h2 can be expressed as ratio between the total height of
the wall and a coefficient 
 which assumes values greater than 1. Then, the virtual
displacements due to the application of the considered load system are given below.

ı1x D h

2


 � 1



ı1y D s

2

ı2x D h

2


 � 1



ı2x D s

2
.
C 1/

ıVx D hV.
 � 1/ D �ıh ıVy D s C dv.
 � 1
ıPx D s C a.
 � 1/ D �ıh ıNy D s C d.
 � 1/

(20.20)

By applying the virtual work principle, Eq. 20.21 is obtained.

˛ŒW1ı1x C W2ı2x C FVıVx�C FHıVx � W1ı1y � W2ı2y � NıNy � PsıPy � FVıVy D 0

(20.21)

Then, the parameter ˛ is identified.

˛ D 2
.
 � 1/.Nd C Psa C FVdV � FHhv/C s.W C N C Ps C FV/

.
 � 1/. Wh

C2FV hv

/
(20.22)

Equation 20.22 shows that ˛ depends on the parameter 
. The minimum value
assumed by ˛ is considered as representative of the collapse mechanism, and it is
named as collapse multiplier. In order to evaluate the collapse multiplier, the first
derivative of ˛ with respect the coefficient 
 has to be calculated and imposed equal
to zero.

20.3.3.6 Vertical Flexure on a Single-Story Two-Wythes Wall

This case is similar to the previous one except for the number of wall’s wythe. In this
section the collapse mechanism of a two wythes wall is considered. The kinematic
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Fig. 20.29 Vertical flexure
on a single-story double
courtain wall

mechanism is strictly dependent on the interaction between the two wythes. Usually
the collapse mechanism can be described through the formation of an hinge in the
external whyte, where the vertical loads are lower than the internal one. The scheme
used to describe the kinematic mechanism is shown in Fig. 20.29.

The kinematic mechanism of the external whyte is substantially similar to that
one analyzed in the previous section. The interaction between the two whytes is
modeled through sliders. According to Fig. 20.29, the external whyte is divided in
block 1 and 2, whereas the symbol E and I refers to the loads and displacements
acting on the external and internal whyte, respectively. As explained in the previous
section, the compatibility equations and the virtual displacements due to the
application of the considered load system have to be identified. Then, the collapse
multiplier is given by Eq. 20.23.

˛ D .WAsA C NA
sA
2
.
C 1/ � �FHhV.
 � 1//

h
2

.
C1/


.WA C �WB/C �FVhV.
 � 1/ (20.23)

where � is the percentage of horizontal loads transmitted from the internal whyte
to the external one. This coefficient depends on the characteristics of the internal
whyte and on the level of connections between the two whytes. Also in this case,
the first derivative of ˛ with respect to the coefficient 
 has to be calculated and
fixed to zero.
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Fig. 20.30 Non-confined Horizontal flexure mechanism

20.3.3.7 Horizontal Flexure of a Non-confined Monolithic Wall

Figure 20.30 depicts the kinematic mechanism considered in the case of non-
confined masonry wall.

The horizontal load acting on the wall causes the formation of inclined cylindri-
cal hinges which identify unstable wedge macro-elements (detachment wedges).
Furthermore, the side walls, which are not confined with the considered wall,
rotates around their bases due to the arches/vaults’ thrust. The size and shape of
the detachment wedges is affected by the presence of openings into the wall. In the
case of wall without openings, the shape of the detachment wedge is parabolic, but
usually, the wedge’s shape is simplified as triangular (Fig. 20.30b). The construction
quality of the masonry wall influences the size of the detachment wedge. High
quality masonry wall leads to a reduction of the height and maximum width of the
wedge. The horizontal force also causes the formation of another additional vertical
hinge. Then, the kinematic mechanism is described through the rotation of the
wedge around the two inclined cylindrical hinges, and the two parts of wedge have
a relative rotation around the vertical hinge. The aforementioned rotations around
the hinges’ system cause three displacement components. The first component is
parallel to the wall and it tends to separate the two wedge’s part, whereas the second
component is vertical. Furthermore, a displacement orthogonal to the wall causes the
out-of-plane overturning. Since the vertical displacement is smaller than the other
two components, it is common to neglect it. This assumption leads to consider the
collapse as a bi-dimensional kinematic model (Fig. 20.31).

In Fig. 20.31 H is the reaction of the arches/vaults ’ thrust which is parallel to
the wall, while Pvi1 and Pvi2 are the horizontal load components acting on the first
and second wedges, respectively. As mentioned in the previous cases of out-of-
plane mechanism, the collapse multiplier can be obtained through the virtual work
principle in terms of displacements. The terms 
 refers to the virtual rotation of the
first wedge, and it is assumed equal to 1. The compatibility equations and the virtual
displacements due to the application of the considered load system are identified and
the collapse multiplier is obtained (Eq. 20.24).
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Fig. 20.31 Non-confined Horizontal flexure mechanism scheme

˛ D
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�
1C L1
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xG2 C P
i PVi1di1 C P

i PV12
L1
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di2

(20.24)

where di1 and di2 represents the distance between the loads applied on the wall and
the associated rotation point (A and B for the first and second wedge, respectively).

20.3.3.8 Horizontal Flexure on a Confined Monolithic Wall

Masonry structures with tie bar system have a effective confinement into the wall
plane. Nevertheless, the presence of arches/vaults generate an horizontal thrust on
the masonry panel which can triggered a kinematic mechanism of horizontal flexure.
This kinematic mechanism is similar to the previous one except for the additional
restraint due to the orthogonal walls which are connected to the considered wall
and/or to the tie bars system. Figure 20.32a depicts a top view of a masonry wall
subjected to an uniformly distributed horizontal load due to the arches/vaults (pH)
and to ˛p which represents the monotonic horizontal load applied on the wall. FH is
the resultant of the horizontal loads system, while T and H represent the horizontal
component of the arch/vault on the wall plan (R). L is the distance between the two
orthogonal walls, f is the arch/vault’s rise, and s is the thickness of the wall. The
orthogonal walls and/or the tie bars system provide additional horizontal stiffness.
Considering an effective confinement of the considered wall with the orthogonal
ones, the horizontal thrust H is completely carried by the orthogonal walls. Thus,
the overturning collapse mechanism is avoided.

The horizontal flexural mechanism is activated when the horizontal loads system
leads to the formation of plastic hinges on the masonry wall. The horizontal flexure
mechanism is studied by considering a portion of wall which have an height of b
(Fig. 20.32c). Furthermore, the following assumptions are considered:

• Negligible tensile resistance of masonry;
• Formation of plastic hinges in the middle span and near the tie bars and or to the

orthogonal walls;
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Fig. 20.32 Confined horizontal flexure mechanism scheme and section of the discharging arch in
the masonry

• kinematic mechanism described through two rigid blocks with rotation point in
the middle span;

• Parabolic shape of the thrust line with maximum rise in the middle span;
• Masonry compression strength equal to �r.

According to the hypotheses aforementioned, the value of the horizontal thrust
H causing the collapse of the wall can be expressed as follow.

H D .˛p C pH/C 2FHL

8f
(20.25)

The maximum allowable normal load applied on the cross section is given by

Hu D 2�rub (20.26)

where u is a variable and it depends on the collapse multiplier alpha. Assuming a
value of u equal to .s�f /=2, the collapse multiplier can be evaluated from Eqs. 20.25
and 20.26.

˛ D 16�rub.s � 2u/

pL2
� pHL C 2FH

pL
(20.27)
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Fig. 20.33 Global overturning of a multi story wall (Milano et al. 2008)

20.3.4 Out-of-Plane Failure Mechanisms of a Multi-story
Masonry building

This section summarizes the aforementioned mechanisms of crisis out-of-plane
applied to a multi-story building and lists the possible causes of collapse.

• Simple overturning: global overturning of a multi story wall (Figs. 20.33
and 20.34)

– high slenderness of the wall;
– ineffective connection of horizontal structures;
– lack of connection at the top;
– lack of toothing with thorn walls.

• Simple overturning: partial overturning of a multi story wall (Fig. 20.35)
(Milano et al. 2008).

– high slenderness of the wall;
– construction discontinuity;
– effective connection of horizontal structures;
– lack of connection at the top;
– lack of toothing with thorn walls (Fig. 20.36).

• Combined overturning (Fig. 20.37)

– high slenderness of the wall;
– ineffective connection of horizontal structures;
– lack of connection at the top;
– effective toothing with thorn walls (Fig. 20.38).
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Fig. 20.34 Global
overturning of a multi story
wall, Accumoli 2016

Fig. 20.35 Partial overturning of a multi story wall

• Vertical flexure (Fig. 20.39)

– effective connection at the top;
– lack of connection with the inter-story horizontal structures;
– constructive discontinuity.



506 20 Masonry Structures

Fig. 20.36 Partial overturning of a multi story wall, Accumoli 2016

Fig. 20.37 Combined overturning of a multi story wall (Milano et al. 2008)

• Horizontal flexure (Fig. 20.40)

– ineffective connection at the top;
– effective toothing with thorn walls;
– high span between thorn walls.
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Fig. 20.38 Combined overturning of a multi story wall, Pescara del Tronto 2016

Fig. 20.39 Vertical flexure of a multi story wall (Milano et al. 2008)

Fig. 20.40 Horizontal flexure (Milano et al. 2008)
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20.4 Applications of Kinematic Equilibrium Method

20.4.1 Example 1: Simple Overturning

In existing masonry buildings there are often partial collapses after an earthquake,
which are usually due to a loss of equilibrium of the masonry elements. The
kinematic equilibrium method is based on the selection of a collapse mechanism
and the evaluation of the horizontal force that activates the kinetic motion. The
local collapse mechanisms that are significant for the building are determined by
the examination of the seismic behaviour of similar buildings damaged by an
earthquake, or identified through considerations about the cracking state. For each
mechanism, the method considers the building or part of its as an unstable system
(kinematic chain) which has to be congruent with the imposed constraints. Then, an
increasing horizontal force is applied to the masses: F D ˛P, where ˛ is the load
multiplier (NTC-08 2008). Thus the value of ˛0, which activates the mechanism,
is the unknown variable of the problem. This is calculated through the principle of
virtual works, by matching the total work of the external forces and the total work
of the internal forces as shown in Eq. 20.28.

˛0

0

@
nX

iD1
Piıx;i C

nCmX

jDnC1
Pjıx;j

1

A �
nX

iD1
Piıy;i �

oX

hD1
Fhıh D Li (20.28)

Among all the possible kinematic mechanisms, the more probable one is
the one associated with the lower load multiplier that corresponds also to the
mechanisms which requires less energy. For example let’s consider the case of
simple overturning. This mechanism is initiated by the out-of-plane stresses and
it causes a rigid rotation of entire building facades or portions of walls around an
horizontal axis as shown in Fig. 20.41.

In this case the stabilizing moment MS is given by

MS D
nX

iD1
Wi � si

2
C

nX

iD1
FVi � dVi C

nX

iD1
PSi � di C

nX

iD1
Ti � hi (20.29)

while the overturning moment MR is

MR D ˛ �
"

nX

iD1
Wi � yGi C

nX

iD1
FVi � hVi C

nX

iD1
PSi � hi

#
C

nX

iD1
FHi � hVi C PH � hi

(20.30)
Then, by comparing the two moments it is possible to calculate the load

multiplier that leads to collapse given in Eq. 20.31.

˛ D

nP
iD1

Wi � si
2

C
nP

iD1
FVi � dVi C

nP
iD1

PSi � di C
nP

iD1
Ti � hi �

nP
iD1

FHi � hVi � PH � hi

nP
iD1

Wi � yGi C
nP

iD1
FVi � hVi C

nP
iD1

PSi � hi

(20.31)
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Fig. 20.41 Kinematic chain
of simple overturning
(Milano et al. 2008)

20.4.2 Example 2: Design of a Reinforcing Tie System

The kinematic mechanism shown in Example 1 (Sect. 20.4.1) can be avoided by
using tie bars located at the floor levels (Fig. 20.42).

The tensile stresses on the tie bars can be calculated through the rotation
equilibrium in hinges B (to determine T2) and A (to determine T1). For wall 2 the
stabilizing moment MS is given by

MS D P2

�
b2
2

� t2

	
C N2 .d2 � t2/C .T2 � N2o/ � h2 (20.32)

while the overturning moment MR is given by

MR D ˛0 �
�

P2 � h2
2

C N2 � h2

	
(20.33)
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Fig. 20.42 Kinematic chain of simple overturning with tie bars (Milano et al. 2008)

Matching MS to MR the tensile stress T2 is obtained. Similarly, T1 is calculated by
matching the stabilizing moment for wall 1 (Eq. 20.34) to the overturning moment
(Eq. 20.35).

MS D P1

�
b1
2

� t1

	
C P2

�
b2
2

� t1

	
C N1 .d1 � t1/C N2 .d2 � t1/C

C .T1 � N1o/ � h1 C .T2 � N2o/ � htot

(20.34)

MR D ˛0 �
�

P1 � h1
2

C N1 � h1 C P2 �
�

h2
2

C h1

	
C N2 � htot

	
(20.35)

The design of a tie bar system is realized using the following four assumptions
(Eqs. 20.36, 20.37, 20.38, and 20.39):
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• Yielding of tie bars.

Ts D � � �
2

4
� fyd (20.36)

• Punching of masonry in the anchor area.

Tm D 2s �
p
1C tan2ˇ � .a C b C 2s � tanˇ/ � .	0 C 0; 4 � �v/ (20.37)

• Contact pressure.

Tc D
r
.a C 2s � tanˇ/ � .b C 2s � tan˛/

a � b
� �r � a � b (20.38)

• Anchor plate strength.

Tr D fyd � t2 � a � b

3l2
(20.39)

where � is the diameter of the tie bar, fyd is the design strength, s is the thickness
of the wall, ˇ is the load distribution coefficient, a and b are the dimensions of the
anchor plate, �r is the compressive strength of the masonry, t is the thickness of the
anchor plate, l is a quarter of the diagonal of the anchor plate, �v is the vertical stress
at the tie level, 	0 is the shear strength of the masonry.

20.5 Retrofit Interventions

20.5.1 Traditional Retrofit Interventions

In the past the aim of the retrofit interventions was to maintain the stability of
the building, preserving it from collapse (Doglioni 2000). However, damages were
accepted in case of severe events. Frequent interventions were: metallic tie rods,
hoops, flying buttresses, angled or clamped buttresses (Fig. 20.43).

20.5.2 Modern Retrofit Interventions

Modern interventions have established themselves since the beginning of the twenti-
eth century, with the introduction of reinforced concrete technologies (Priestley and
Seible 1995). Generally these interventions are inspired by the idea of reversibility,
but sometimes their application to real cases has been incorrect (Cimellaro et al.
2011, 2012a,b). For instance, it happens that new technologies are used even if not
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Fig. 20.43 Examples of traditional retrofit interventions

Fig. 20.44 Ineffective
reinforced injections due to
adhesion problems

tested enough or when they are not really necessary. It was the case of the first
reinforced injections that resulted ineffective because of the lack of experimentation
(Fig. 20.44). Similarly, in the recent past, hollow clay and concrete roofs and floors
were highly recommended by the codes, but they turned out to be unsuccessful
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Fig. 20.45 Masonry
damages due to hollow clay
and concrete floor or roof

Fig. 20.46 Collapse
mechanism due to a
reinforced concrete roof

in most of the cases (Cimellaro and Marasco 2015). The bond beam at the
perimeter indeed is much more stiff than the masonry, so the external walls are
likely to collapse (Fig. 20.45). In addition, a dangerous modern intervention is the
reconstruction of reinforced concrete roofs. The former one involves a significant
increase of stiffness and a larger mass at the top of the building. Consequently,
masonry, that is weaker than the roof, suffers damages under horizontal forces, and
the roof can even overturn and crush the structure (Figs. 20.46 and 20.47).

20.5.3 Classification of Interventions

The most common retrofit interventions for masonry structures (G M 2012) are
summarized and grouped below:

1. Retrofit interventions to reduce the lack of connections:

• Tie bars;
• Hoops;
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Fig. 20.47 Overturning of
the reinforced concrete roof.
Pescara del Tronto, 2016

• Post tensioned ties;
• Top ring beams;
• Connection of floors to the walls.

2. Retrofit interventions to reduce the deformability of floors.
3. Retrofit interventions to increase the strength of the masonry piers (Tinè 1985):

• Replacing damaged units (patching);
• Face to face connectors;
• Injections;
• Reinforced injections;
• Stitching the angles;
• Repointing mortar joints;
• Repairing cracks;
• Reinforced plasters;
• Creating or replacing lintels;
• Inserting diatoms.
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4. Retrofit interventions on beams and columns:

• Hoops;
• Tie bars;
• Distribution of the loads on other elements.

5. Retrofit interventions on the foundations.

Other possible Retrofit interventions are:

- Retrofit interventions on arches and vaults.
- Retrofit interventions on the roof.
- Retrofit interventions to change the distribution of vertical structural elements.
- Retrofit interventions to reinforce walls around openings.
- Retrofit interventions on stairs.
- Retrofit interventions to ensure the connection of non-structural elements.
- Seismic joints.

1. Interventions to reduce the lack of connections.

• Tie bars. These structural units are arranged in the two main directions of
the building to guarantee a “box-like” behavior and to reduce the horizontal
thrusts from other components of the structure. They have to be located at floor
levels and connected to the bearing walls with anchors or anchor plates. If
masonry is in poor condition, then a consolidation of the masonry is necessary
in the anchor area because of the concentrated load (Figs. 20.48 and 20.49).
To be effective, the anchor has to be placed correctly, as shown in Fig. 20.50.
The advantages of this intervention are: significant increase of the structural
performances of the building, small footprint, light system, long durability,
reversibility. While the main disadvantage are the consolidation interventions
on the masonry in the anchor areas.

Fig. 20.48 Examples of configurations of tie bars
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Fig. 20.49 Elements constituting a tie bar

Fig. 20.50 Correct and
incorrect scheme to place the
anchor

• Hoops. They are realized through metallic or composite stripes or strands
placed along the perimeter of the building (Figs. 20.51, 20.52, and 20.53).
It is necessary to avoid stress concentrations at the corners of the walls. The
advantages are the small footprint and the lightness. The disadvantages are the
sensitiveness to high temperatures and that a perfect adhesion to the substrate
must be guaranteed.

• Post tensioned ties (Fig. 20.54).
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Fig. 20.51 Example of
metallic stripe hoops

Fig. 20.52 Example of FRP hoops

• Top ring beams Effective solution to connect walls each other, to the floors
and to the roof. They can be made of reinforced masonry (Fig. 20.55), rein-
forced concrete (high weight and stiffness), steel (lighter and less intrusive,
Fig. 20.56). To obtain a monolithic behavior the execution must be cured in
detail.

• Connection of floors to the walls. Floors are anchored to the walls to avoid
the slipping of the beams and to distribute horizontal forces to the vertical
structures (Figs. 20.57 and 20.58).
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Fig. 20.53 Example of steel strand hoops

Fig. 20.54 Horizontal post tensioned ties in a masonry building in Christchurch that withstood the
2011 earthquake

2. Interventions to reduce the deformability of floors.
Since floors distribute horizontal forces to the walls, it is necessary to improve

their rigid behavior (Fig. 20.59). The stiffness increase can be positive or negative
depending on the geometry of the building. The intervention can be done at
the extrados with boards, metal or fiber reinforced strips (Fig. 20.60), or at the
intrados with tie bars.

3. Interventions to increase the strength of the masonry piers.

• Replacing damaged units (patching). This intervention can be a solution for
deep cracks. It consists in removing units nearby the crack, replacing them
with new ones (Figs. 20.61 and 20.62). The materials used in the patching
must be similar to the original ones and the mortar should have no shrinkage.
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Fig. 20.55 Example of reinforced masonry top ring beam

Fig. 20.56 Example of steel top ring beam

• Face to face connectors. These connectors avoid the disaggregation of the
masonry keeping together the wythes, but they have low resistance to shear
forces and the intervention is invasive (Figs. 20.63 and 20.64).

• Injections. Injections are used to fill internal voids, external cracks and to
protect from the degradation, therefore they lead to a better compressive
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Fig. 20.57 Example of steel
connections between walls
and a wooden floor

strength. The wall is perforated at the joints and a specifically designed
mortar is injected through tubes (Figs. 20.65 and 20.66), without affecting the
aesthetic aspect.

• Reinforced injections. In this case, reinforcement bars are placed into the
holes and fixed with binder mixtures through injection. Generally they are
used to improve the connection between perpendicular walls (Fig. 20.67), but,
to be effective, masonry has to be of good quality. Bars are inclined in both
vertical and horizontal directions, like Fig. 20.68 shows. With regard to the
classic injections, an increase of ductility can be noticed.
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Fig. 20.58 Example of
connection of a wooden beam
to the wall

Fig. 20.59 Different ways to increase the stiffness of wooden floors
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Fig. 20.60 Application of FRP stripes at the extrados

Fig. 20.61 Portion of the wall that should be repaired

• Stitching the angles. If the toothing of the angle is weak, the two perpen-
dicular walls can separate. The intervention avoid this through reinforced
injections in the two main directions of the walls (Fig. 20.69).

• Repointing mortar joints. The intervention is to remove the old mortar and
then fill the joints with a better quality mortar. If the wall is not too thick
and the intervention is applied on both sides, then grouting mortar joints can
improve the mechanical properties of the wall. It is important to design an
adequate kind of mortar. It is also possible to place FRP or steel bars in the
joints before refilling them with mortar (Fig. 20.70).
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Fig. 20.62 Example of
patching

Fig. 20.63 Phases of laying the connectors

Fig. 20.64 Possible
configurations of connectors
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Fig. 20.65 Injection tubes

Fig. 20.66 Injection scheme
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Fig. 20.67 Reinforced injections in perpendicular walls

Fig. 20.68 Reinforced injections: ˛ indicates the vertical inclination of the bars, ˇ the
horizontal one

Fig. 20.69 Example of a stitched angle

Fig. 20.70 Execution phases of the repointing intervention
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Fig. 20.71 Application of a grid at the corner

Fig. 20.72 Application of the welded grid from the inside

• Repairing cracks. If the crack is not too deep, it can be sealed and then filled
with mortar. For deep cracks injections are necessary and then a reinforcement
grid has to be applied along the crack over a layer of mortar (Fig. 20.71).

• Reinforced plasters. The plaster is reinforced with a welded grid fixed to the
wall (Fig. 20.72). The purposes of this intervention are: confinement, increase
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Fig. 20.73 Degradation of the reinforced plaster due to a lack of connection of the welded grid to
the wall

of the section and of the stiffness. Its limits are: increased weight, degradation
problems (Fig. 20.73), decrease of breath-ability, aesthetic alteration.

• Creating or replacing lintels (Fig. 20.74).

4. Interventions on beams and columns.

• Hoops. The purpose of this intervention is to confine the structural elements
in order to increase their bearing capacity. The confinement can be obtained
with metallic hoops, FRP stripes or thin concrete walls around the columns
(Figs. 20.75 and 20.76).

5. Interventions on the foundations.
The most common interventions are the enlargements of the base of founda-

tions and micro piles. In the first case, the base can be enlarged with concrete as
depicted in Fig. 20.77 to have a better distribution of loads in the soil. Obviously
the connection between foundation and concrete is extremely important and it
is made through steel connectors. Micro piles instead consolidate the shallower
layers of soil and also mobilize the deepest layers. The execution consists
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Fig. 20.74 Examples of configurations of steel lintels

of drilling inclined holes, placing steel casing and filling with cement grout
(Fig. 20.78). Both solutions are effective in case of settlements or additional loads
on the structure. Another possibility is to connect isolated foundations through a
reinforced concrete raft foundation, like shown in Fig. 20.79.
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Fig. 20.75 Examples of metallic hoops for square and circular columns

Fig. 20.76 Examples of confinement with concrete
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Fig. 20.77 Base enlargement of the foundation

Fig. 20.78 Positioning
scheme of micro piles
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Fig. 20.79 Raft foundation connecting the existing foundations
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Chapter 21
Modeling of Structures in Seismic Zone

Abstract This chapters describes the general procedure used to model a 3D frame
using SAP2000. A ten-storey reinforced concrete building is assumed as case study.
Four types of methods of analysis are analyzed for the case study building.

21.1 Introduction

The response of a structural system to a seismic excitation generates a distribution of
lateral forces on the building that depend on the ground motion intensity as well as
on the its geometric and mechanical characteristics. In structural engineering a 3D
multistory buildings is discretized as an assemblage of beam and column elements
interconnected at nodal points where the DOFs are assumed located. The solution
of dynamic problems requires the use of numerical methods. In the last decades,
the availability, effectiveness, and utilization of computer technology has led to the
application of the Finite Element Analysis (FEA) (Bathe and Wilson 1976) which
are currently used extensively in academia and industry. The general concept of FEA
is to approximate the response of a system (in terms of displacement, stress, etc.) at a
discrete number of points. This approach leads to reduce the DOFs of the system and
then the requested computational effort, by minimizing the deviation between the
analytical and the real solution. Thus, the structural problems are currently solved
through Finite Element software available in the market. SAP2000 is among the
more largely diffused general-purpose software performing structural analysis (CSI
2010).

21.2 Structural Analysis

Assessment of building performance inherently entails significant uncertainty
(FEMA 2012) associated with the model definition, material and geometry
definition, and loads calculation. In order to reduce the inherent uncertainties, the
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structural analysis requires a rigorous procedure. Generally, the structural analysis
process involves in different ordered steps below resumed.

21.2.1 Structural Idealization

The results of structural analysis are highly affected on the idealization of the
structure. Depending on how closely the model matches the real structure, the results
provide accurate solution. The structural model is discretized into different members
(beams, columns, walls, etc.). In the context of FEA, a large variety of elements
are available. Conventionally, the structural elements are categorized into one-
dimensional, two-dimensional, and three-dimensional members. In the first case,
the members are significantly longer in one direction compared with the other two
(beam, column, bar). The two-dimensional members are typically used to model
elements having two dimensions greater than the third one (shell, plate), while
for the three-dimensional elements all the dimensions are considered (solid). The
structural model is realized by assembling the elements in the 2D or 3D system.
Mostly, the model is extended in all three of the axis directions to better describe the
real geometry of the structure. The selection of the appropriate model influences the
final results in terms of stresses and displacements in the elements which compose
the entire structural system.

21.2.2 Materials

The main properties of a structural system are the mass and stiffness which affect
the static and dynamic response of the structure. The structural materials must
be in compliance with specific harmonized rules which describe the process of
identification, certification, and conformity of the material. UNI (2006) provides
the standard procedure of specification, performance, production and conformity
of concrete. The standardized characteristics of the steel for the reinforcement of
concrete are contained in the EN (2005). The main parameters which characterize
the structural elements are the strength and the elastic modulus. According to
NTC-08 (2008) the compressive strength of concrete is denoted by classes that are
related to the characteristic (5%) cylinder strength fck. According to the character-
istic compressive strength, ten ordinary classes (fck < 50MPa) and six classes for
special concrete (fck � 50MPa) (see 4.1.I NTC-08 2008) are provided. Concrete is
used in a wide range of services and environmental conditions which can impact
its service life. The recent design rules focus on protect the structure considering
its intended use during the design working life. For this purpose, the exposure
conditions (chemical and physical environmental conditions) must be considered in
addition to the mechanical actions. According to UNI (2006), six exposure classes
related to the environmental conditions are provided. The indicative compression
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strength classes for the particular environmental exposure classes are suggested
by Institution (2004). The behaviour of reinforcing steel is specified by the yield
strength (fyk), the tensile strength (ft), the ductility parameters (�uk, and ft/fyk).
NTC-08 (2008) provides the steel strength class B450A (low ductility) and B450C
(high ductility), while their characteristics are given in Table 11.3.Ic and 11.3.Ib
of the NTC-08 (2008), respectively. The materials strength classes must be selected
according to the principle of durability and structural safety. A durable structure may
meet the requirements of serviceability, strength and stability throughout its design
working life, without significant loss of utility or excessive unforeseen maintenance
(Narasimhan and Faber 2010). The design material strengths are assessed through
the partial safety coefficients method which reduce the characteristic strength values
that are affected by epistemic uncertainties.

21.2.3 Load Analysis

The loads applied on a structure are always affected on epistemic uncertainties. The
common approach proposed to the national and international design standards is
to provide different design situations in which the actions are defined according
to their intensity through the time. The NTC-08 (2008) identifies the design
situations as permanent, variable, accidental, and seismic. For the purpose of Limit
State verification (global or local) the actions must be combined in different load
combinations (see paragraph 2.5.3 of NTC-08 2008). Each load combination is
given by superposition of the effects of the characteristics values of the action
multiplied by the related partial safety coefficients. Furthermore, the variable loads
are not considered applied on the structure with the maximum intensity. For this
purpose, the design codes provide the combination coefficients which are intended
to reduce the variable loads intensity (see Table 2.5.I of NTC-08 2008). The values
of these coefficients are defined for three different categories which depend on the
duration of the load application (near-permanent, frequent, rare).

21.2.4 Solution of the Problem Through a Given Method of
Analysis

The solution of the structural problem is the core of the analyses and it represents
the engineering approach used to solve the problem. The methods of analysis for
multistory buildings are based on static or dynamic approaches depending on the
characteristics of the action. If the load produces a stress which does not exceed
the yield point of the elements (serviceability requirements), the linear method
can be used. On the contrary, plastic dissipation on the structure occurs when
the intensity of the action is increasing, then the nonlinear methods have to be
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considered for assessing the stress and deformation level on the structural element
(safety requirements). The methods of analysis for multistory buildings subjected to
earthquake excitation have been explained in detail in Chap. 14.

21.2.5 Safety Assessment

The building design codes complies with the principles and requirements for the
safety and serviceability of structures. Therefore, the verification procedure are
based on the structural safety, serviceability and robustness under accidental loads
during its design working life. Each verification procedure is applicable to a given
performance level of the structures (identified through the Limit States (LS)). For
each design load combination the structural systems have to be verified regarding to
the structural safety (ULS) and serviceability (SLS). The design strength (Rd) must
be greater or equal than the design action (Ed) considered for the local member or
for the entire building.

21.3 Brief Introduction to SAP2000

SAP (Structural Analysis Program) is a general-purpose civil-engineering software
for structural analysis and design. It was developed in the 1970s by a group of
students directed by Professors Wilson and Bathe at the University of California,
Berkeley. The software was initially developed for an educational purpose but it
was then spread among engineering firms during the 1980s, just during the period
in which the first personal computers appeared in the market. The first release of
the program was known as SAP80, which has then evolved to SAP90, and then
to the actual version SAP2000. The latest version of SAP2000 software offers a
wide variety of features such as static and dynamic analysis, linear and nonlinear
analysis, geometric nonlinearity, buckling analysis, etc. This section introduces the
basic useful information to a beginner user who wants to perform seismic analysis
of a multistory building.

21.3.1 Files Type

SAP2000 saves the structural model into .SDB, S2K or 2K file formats. The first
one represents the main file project displayed in the SAP2000 environment, while
the second file contains the ASCII version of the project. This last file can be used
to modify the structure without using the graphical interface.
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Fig. 21.1 Global and local coordinate systems

21.3.2 Coordinate System

All elements in a SAP2000 model are defined with respect to a single coordinate
system, a three dimensional and right-handed Cartesian system. X and Y axes are
the two horizontal axes defining the plane perpendicular to the gravity direction,
and Z axis indicates the vertical direction. Other coordinate systems are defined by
the user with respect to the global coordinate system (Fig. 21.1a), either directly or
indirectly. In addition, each element is characterized by its own coordinate system,
known as ‘local coordinate system’ (Fig. 21.1b), which is useful for extracting the
stress information.

21.3.3 Elements

There are four main types of unit measures in SAP2000:

1. Force;
2. Length;
3. Temperature;
4. Time.

An important distinction is made by SAP2000 between the weight and the mass.
The weight is a force that can be applied like any other force, while the mass is used
only for calculating the dynamic inertial forces.
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Four types of objects are found in SAP:

1. POINT OBJECT: there are two kinds of point objects, Joint object, which is
automatically created at the edges of other objects, and Grounded object, which
is used to create special supports, such as isolators, dampers, etc;

2. FRAME OBJECT: is an element used to model beams and columns;
3. AREA OBJECT: is used to model walls, floors and generally to model two-

dimensional solid objects like shell;
4. SOLID OBJECT: is used to model three-dimensional solid objects.

The main element used to model the structural elements is the frame object. The
frame element is modeled as a straight line connecting two points. It can support
three different load types: (i) its own weight, (ii) the concentrated load, and (iii) the
distributed load.

21.3.4 Materials and Sections

The material property may be defined as isotropic, orthotropic, or anisotropic.
Choosing among them depends on the element type. Each material type can be
used by more than one element. The materials are indirectly referenced through
the section properties that are appropriate for that element type. For example, for
concrete elements, it is necessary to define four parameters:

1. Weight per unit volume;
2. Modulus of elasticity;
3. Poisson’s ratio;
4. Concrete compressive strength.

After the definition of the material parameters, it is necessary to define the section
of all elements. In SAP2000, there is no limit of the number of sections. They are
characterized by their name, dimension (depth and width) and material type.

21.3.5 Loads

The loads represent the actions applied to the structure and they can be of different
types, such as pressure, force, support displacement, thermal effects, ground
acceleration, etc.

21.3.5.1 Load Patterns

The term Load Pattern indicates a spatial distribution of load. In the creation of
the model, it is possible to define any number of load cases. The different types of
loads are:
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– DEAD, SUPER-DEAD to define the permanent loads;
– LIVE, REDUCED LIVE to define the accidental loads;
– QUAKE to define the seismic loads;
– SNOW;
– WIND;

Different functions exist within SAP2000 to describe the variation of load in
time. Those functions are used for dynamic analyses where the load changes with
time. Some of these functions are:

– Response Spectrum Functions;
– Time-History;
– Steady-State Functions;
– Power-Spectral-Density Functions.

21.3.5.2 Load Cases

A “load case” defines how load patterns are applied:

– statically
– dynamically

how the structure responds:

– linearly
– nonlinearly

and how analyses are performed:

– static
– modal
– response spectrum
– time history
– power spectral density

For each analysis to be performed, a load case is defined, and there is no limit for
the number of load cases.

21.3.5.3 Load Combination

A “Load Combination” in SAP2000 is the combination of the results coming from
different analysis cases. There are several types of combinations:

– Additive type: Results are added linearly;
– Absolute type: The absolute values of the results are added;
– SRSS type: Final result is the square root of the sum of the squares of the results;
– Envelope type: Results from analysis and combinations are enveloped to find the

maximum and minimum values.
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Fig. 21.2 Degrees of
freedom
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21.3.6 Restrains and Constraints

Every joint is characterized by a set of degrees of freedom, internal and external
constraints, properties, and loads. To model the joints, the global coordinate system
is used as local coordinate system. Six displacement components are associated with
every joint of the model (Fig. 21.2).

– Three translations along local axes, U1, U2 and U3;
– Three rotations about local axes, R1, R2 and R3.

The external constraint ‘Restraint’ can be assigned to joints that need to be
blocked from a specific movement. This gives the possibility of modeling different
support types, such as roller, hinge, or fixed support. Internal Constraints are used
to impose certain types of rigid body behavior, symmetry conditions, and to connect
different parts together. Two types of constraints can be used to model a rigid-body
behavior:

1. Rigid Body;
2. Rigid Diaphragm.

21.3.6.1 Rigid Body

Rigid body causes all of its constrained joints to move together as a three-
dimensional rigid body. It can be used to model rigid connections, connect different
parts of the structural model and to connect frame elements that are acting as
eccentric stiffeners to shell elements.
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Fig. 21.3 Use of diaphragm constraint to model a rigid floor slab

21.3.6.2 Rigid Diaphragm

Rigid diaphragm forces constrained joints to move together as a rigid planar
diaphragm (Fig. 21.3). It prevents any membrane deformation, while it does not
influence out-of-plane deformation. Diaphragm constraints can be used to model
concrete floors in building structure with high in-plane stiffness and to model bridge
superstructures.

21.4 SAP2000 Case Study

This section is intended to provide a general overview on the structural modeling
and apply the methods of analysis for a multistory building. The design procedure
is intentionally omitted because it is not relevant for achieving the main goal of the
section. A five-story reinforced concrete building (residential occupancy) located
in the town of L‘Aquila in Italy (Lat. 42.3511, Long: �13.3980) is considered as
case study and the entire structural analysis procedure in SAP2000 is discussed in
detail. The lateral resisting system is a moment resisting frame having a footprint
area of 316.80 m2 (X direction: 13.20 m, Y direction: 24.00 m) and the story height
of 3.00 m (Fig. 21.4).
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Fig. 21.4 Plan layout of the
building

The concrete strength class used is C30/37 with an elastic modulus equal to
33017 MPa (according to NTC-08 2008). The concrete weight per unit volume is
assumed equal to 24,000 N/m2 while the Poisson coefficient is fixed to 0.2. Columns
have a square sections of 0:45 � 0:45m and the beams are designed as rectangular
tick section with 0:3�0:5m dimensions. The class B450C is used for the reinforcing
steel bars with an elastic modulus equal to 200,000 MPa. A diameter of 20mm is
used for the steel bars (�20). The reinforcement ratio in the columns is equal to
1.8% while the beams have e perfectly symmetric steel bars disposal arrangement.
The arrangement of the steel bars in the cross section is reported in Fig. 21.5 both
for beams (Fig. 21.5b) and columns sections (Fig. 21.5a).



21.4 SAP2000 Case Study 543

Fig. 21.5 Designed column (a) and beam (b) cross sections

21.4.1 Model Definition

It is common practice to start the model definition by setting the units measures
used in the structural analysis. The units have to be specified in the drop-down
list located in the bottom right corner of the interface. For the case study, N, m,
ıC are set for forces, distances, and thermal units, respectively. The idealization of
the structural system is performed through the selection of the appropriate type of
model. Figure 21.6 depicts the SAP2000 dialog box used to define a new structural
model. In order to better describe the real geometry of the structure, a 3D Frame
type is selected for the case study building. SAP2000 allows also to identify the
number of stories, number of bays (both in X and Y direction) and fixing the related
dimensions of the objects in the global coordinate system. In addition, SAP2000
provides a grid system used to locate objects in the in the graphical user interface.
Grids have no meaning in the analysis model and the related dialog box allows to
fix the coordinates of the objects (a X Grid Data, a Y Grid Data, abd a Z Grid Data).

Furthermore, the restraints have to be assigned to the frame model. After select-
ing the base joints, the restraints are assigned through the sequential commands:
Assign ! Joint ! Restraints. A new dialog box appears and the six DOFs
can be managed accordingly to the structural restraint characteristics. For the case
study, all the DOFs are fixed in order to assume a fully restrained structure at
the base. In the context of multistory building seismic analysis it is important to
make some assumptions about the decks behavior. As explained in Chap. 4, the
bending stiffness of the flooring system affects the rotational capacity of the beam-
column connection. Moreover, the vertical elements can be assumed inextensible,
because the axial stiffness is greater than the flexural one. This conditions should be
considered in the analysis to reduce the problem complexity. For this purpose, the
constraints are used to enforce certain types of rigid deck behaviors in which the
constrained joints translate and rotate together as if connected by rigid links. The
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Fig. 21.6 New structural model SAP2000 dialog box

constraints are assigned to the selected joints through the sequential commands:
Assign ! Joint ! Constraints. Shear type and bending type models can be used to
simulate the seismic behaviour of multistory buildings.

21.4.1.1 Shear Type Model

The large bending stiffness of the horizontal elements does not permit significant
rotations in the beam-column connections. Therefore, the lateral strength can be
described in terms of the translational displacements only. The shear type structures
are governed by the following assumptions:

1. Columns and beams with infinite axial stiffness (inextensible elements);
2. Fully restrained beam-column joint (infinite joint rotational capacity);

The modeling of a shear type structure in SAP2000 is carried out by fixing the
Rigid Body constraints for the joint located in the same horizontal plan (Fig. 21.7).
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Fig. 21.7 Rigid body
constraints

As depicted by Fig. 21.7, the Rigid Body constraint allows a fully rigid behaviour
of the deck. This assumption leads to fix all the six relative displacements of the deck
joints members to zero.

21.4.1.2 Bending Type Model

In the bending type systems the rotational DOFs are considered to evaluate the
global stiffness contribution. The deck assumes a rigid membrane behaviour but the
beam-column joints rotations are not neglected. A bending type building is modeled
by using the Rigid Diaphragm constraints for the joint located in the same horizontal
plan (Fig. 21.8).

These type of constraints ensures a rigid behavior in the horizontal plane
allowing the rotations of the beam-column joints. Then, the translational relative
displacements are fixed to zero, while the rotations in the global plane X-Z and Y-Z
are allowed (rotations induced by the bending moment in the beams).

21.4.1.3 Beam-Column Joints Model

Structural modeling procedure has to be performed to accurately simulate the real
behaviour of the structure. In a frame model, the analytical length of the element
is considered as the distance between the two adjacent frame joints. This values
does not correspond to the real deflection length of the element because the extreme
zones of the elements constitutes the joints (Fig. 21.9).
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Fig. 21.8 Rigid diaphragm
constraints

Fig. 21.9 Rigid zone in the
beam/column joint

The part of the beams and columns that forms the joint has to be considered as a
rigid zone in which the deflection of the beam and column is constrained. In order
to take into account this physical aspect, the Rigid Link can be used to simulate
the different rigidity of the nodes’ zone. The assignment of this kind of constraints
in SAP2000 is carried out by selecting all the frame’s nodes and following this
sequential command: Assign ! Frame ! End (Length) Offsets. The dialog box



21.4 SAP2000 Case Study 547

requires the setting of the Rigid Zone Factor for the automatic detected connection
zones (Automatic from Connectivity) or for the user specified length (User Defined
Length). The rigid zone factor assumes values less than or equal to 1, where the unit
value simulate the fully restrained conditions while 0 does not consider any rigid
zone.

21.4.2 Materials Definition

The materials are used to define the mechanical, thermal, and density properties
of the elements. As previously mentioned, this chapter is intended to provide
the general information about structural performance analysis in SAP2000. The
concrete properties are defined by clicking Define ! Materials. A new dialog box
appears and the materials properties can be customized through Add New Material
button. SAP2000 provides new material definition accordingly to standard codes
or user specifications. In the first case, the new material is defined by selecting
Region, Material type, Standard, and Grade. In the case of user material definition,
additional information have to be provided in the Material Property Data dialog
box. For the case study, concrete and steel materials properties data are shown in
Fig. 21.10.

Fig. 21.10 Concrete (a) and steel reinforcing bars (b) material property data assignment
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Fig. 21.11 Column section geometry definition (a) and associated steel reinforcing bars (b)

21.4.3 Sections Definition

The geometry of the frame elements (beams and columns) are assigned trough the
following sequential commands: Define ! Section Properties ! Frame Sections.
In the new dialog box the section geometry is defined by clicking on Add New Prop-
erty which will show the new dialog box Add Frame Section Property. SAP2000
provides some default frame section geometries associated with the Frame Section
Property type which lists the type of materials used. Furthermore, the general section
geometries (such irregular shape section) are provided by selecting Other frame
section property type. It is noteworthy to mention the section designer tool provided
by SAP2000 for customizing the cross section geometry by using polygonal shapes.
This tool is capable to model efficiently the section geometry of the frame element
especially in those cases of reinforced concrete section with specific reinforcement
distribution on the section. Given the simple geometry of the considered frame
elements, the section definitions is performed by selecting Concrete ! Rectangular
in the Add Frame Section Property dialog box. Then, the section name is specified
and the dimensions are set (Depth and Width). The Material associated with the
element have to be fixed among the defined materials. Furthermore, the Concrete
Reinforcement can be set by specifying the Reinforcement Data in the new dialog
box. As example, Figs. 21.11a and 21.5b illustrates the section definition for the
column elements.

The defined frame elements have to be selected and then assigned by using
the sequential commands Assign ! Frame ! Frame Sections and then choosing
among the generated frame sections. Figure 21.12a displays SAP2000 view of the
frame section properties and Fig. 21.12b the 3D extruded view for the case study.



21.4 SAP2000 Case Study 549

Fig. 21.12 Frame section properties (a) and 3D extruded view (b)

21.4.4 Vertical Load Definition

In SAP2000 the load definition has to be conducted through the definition of Load
Patterns, Load Cases, and Load Combinations. A Load Patterns is a specified spatial
distribution of forces, displacements, temperatures, and other effects that act upon
the structure. A Load Pattern by itself does not cause any response of the structure,
so it must be applied in Load Cases to produce results. The vertical loads are defined
according to the Seismic combination as prescribed by the NTC-08 (2008). The
permanent loads are always applied to the structures during its working period. For
the case study, the weight of the deck (G) and of the external walls (Wext) are defined
as permanent loads. Furthermore, SAP2000 provides the permanent load, named
DEAD, which defines the action due to the self-weight of the frame elements. The
live loads (variable loads) are applied on the structure for a part of its working
period. According to NTC-08 (2008) the variable load (Q) to be considered for
a residential occupancy building is equal to 2000 and 500 N/m2 for internal story
and roof, respectively. Each Load Pattern has a design type (Dead, Live, Quake,
etc.) which identifies the type of load applied. The definition of the load pattern
type is required by the design algorithms to know how to treat the load when it
is applied in a specific Load Case. Furthermore, the Load Pattern requires a self-
weight multiplier which activates the self-weight of all elements in the model when
it is set to unit values. Then the self-weight multiplier has to be set equal to 1 in the
DEAD load pattern and 0 in the other cases. Figure 21.13 shows the Load Patterns
dialog box with the set loads used in the case study.

A Load Case can apply a single Load Pattern or a combination of Load
Patterns. Additionally, the results of the Load Cases can be combined after analysis
by defining the Load Combinations. The definition of Load Cases and Load
Combinations will be discussed in Sect. 21.4.5. Once the Load Patterns have been
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Fig. 21.13 Load pattern definition for the vertical loads

defined, the loads intensity have to be defined and assigned to the frame elements.
In SAP2000 the loads can be applied on the frame as gravity, concentrated forces,
distributed forces, temperatures, strains, deformations, etc. In SAP2000 the load
intensity can be uniform or trapezoidal and the direction of loading may be specified
in the global coordinate system or in the element local coordinate system. After
selecting the frame elements, the assignment of the load is performed by the
sequential commands Assign ! Frame Loads ! Distributed. The dialog box
Assign Frame Distributed Loads requires general information (Load Pattern Name,
Coordinate System, Load Direction, and Load Type). In the bottom part of the
dialog box, the load values must be inserted by specifying the distance (relative
or absolute). As example, Fig. 21.14 illustrates the Load Assignment used for the
permanent load.

The same procedure has to be carried out for each Load Pattern.

21.4.5 Seismic Action

The seismic action on a structure is assessed through static and dynamic methods
in the elastic field (linear methods) or considering also the plastic effects (nonlinear
methods). In this section, four types of methods of seismic analysis are applied to
the case study building in SAP2000.

21.4.5.1 Linear Static Analysis

The linear static analysis is performed by applying a distribution of equivalent static
inertial forces in each center of mass at each story. The intensity of the equivalent
forces are assumed proportional to the seismic weights at each story level. Due to the
direction and center of the mass location (accidental eccentricity) unpredictability,
the NTC-08 (2008) prescribes the use of different seismic load combinations to
assess the response of the structure subjected to the earthquake excitation (see
Table 14.2).



21.4 SAP2000 Case Study 551

Fig. 21.14 Load frame assignment

Fig. 21.15 Definition of the seismic load patterns

The definition of the seismic forces in SAP2000 can be carried out following
different procedures. In this section, the definition of the seismic Load Pattern is
performed through the use of two horizontal forces patterns (Fx and Fy), and the two
generated torque moments (Mx and My) as Other Load Pattern Type (Fig. 21.15).

The assignment of the Load Pattern’s values is carried out by selecting the
center of the mass at the level of interest. The sequential commands Assign !
Joint Loads ! Forces are used. The Load Pattern Name and Coordinate System is
fixed and then the values of the forces or moments are assigned (Fig. 21.16).
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Fig. 21.16 Seismic actions
assignment

When the center of the mass at a given level does not correspond to an existing
node, it has to be defined (Draw ! Draw Special Joint). Once the Load Pattern
values are defined in both horizontal directions, the 32 Load Cases have to be defined
accordingly to the Table 14.2 by setting Static as Load Case Type and inserting the
previously defined Load Patterns. Figure 21.17 illustrates an example of Load Case
definition.

Figure 21.17 depict the seismic combination considering the total positive
contribution in X (Fx ˙ Mx) direction and the 30% in Y direction (Fy ˙ My).

The most critical response of the structure must be considered as result of the
structural analysis. The NTC-08 (2008) prescribes to consider the envelope of the
assumed seismic combinations as representative results. Thus, a Load Combination
is defined in SAP2000 considering the 32 seismic combinations and the vertical load
combinations and selecting the Envelope as Load Combination Type (Fig. 21.18).

As illustrative example, Fig. 21.19 shows the internal forces distribution, in a
part of the frame, in terms of bending moment derived from the envelope of the 32
combinations.

21.4.5.2 Linear Dynamic Analysis

In this section the linear dynamic analysis (modal analysis) using response spectrum
is illustrated. Modal analysis is used to determine the vibrational modes of a
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Fig. 21.17 Seismic load case definition

Fig. 21.18 Seismic envelope load combination definition

structure which are used to assess the structural response. They can also be used
as the basis for modal superposition in the response spectrum analysis. The modal
analysis is performed by defining of the Response Spectrum to be used in the
analysis (Define ! Function ! Response Spectrum). SAP2000 is capable to
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Fig. 21.19 Results in terms of bending moment (M3) for the envelope of the 32 combination

import a text file containing the periods and the associated spectral accelerations.
In the case study the Response Spectrum RSx and RSy are defined in X and
Y direction, respectively. According to NTC-08 (2008), the seismic excitation is
obtained considering only the modes giving a total modal mass contributions of
85% and each mode having a modal mass contribution greater or equal than 5%.
SAP2000 allows to both select the maximum number of modes to be considered in
Modal Load Case (automatically generated), and the modal combination method.
The directional effects on the structural response are assessed by SAP2000 through
the Directional Combination (SRSS, CQC3, and Absolute combinations). For each
response parameter, the modal combination produces a single, positive result for
each direction of acceleration. These values for a given response quantity are
combined to produce a single positive result. This allows to neglect the directional
uncertainty of the seismic excitation. Anyway, due to the bi-directionality of the
seismic excitation and the uncertainty in the center of the mass location 8 different
Load Cases (Table 14.3) have to be defined by selecting Response Spectrum as
Load Case Type. Then, the response spectrum function previously defined has to
be inserted as Accel Load Type, U1-U2-R3 (translation in X – translation in Y
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Fig. 21.20 Seismic load case definition

directions – rotation around Z axis, respectively) (Fig. 21.20). The torque moment
caused by the eccentricity of the seismic excitation is obtained multiplying the
response spectrum by the accidental eccentricity. In the same dialog box, the Modal
Combination and Directional Combination can be selected.

The calculation of the built-in acceleration loads in the dynamic analysis requires
the definition of the structural mass. SAP2000 calculates the mass for the model
using the command Define ! Mass Source. In the mass source data’s dialog box
the load patterns which are converted in mass have to be specified (Vertical loads
combination). The DEAD Load Pattern is considered by checking the Element Self
Mass and Additional Mass while the other Load Patterns associated to the vertical
actions have to be inserted after checking the Specified Load Pattern (Fig. 21.21).

Similarly to the linear static analysis, a Load Combination is defined considering
the 8 seismic combinations and the vertical load combinations (Envelope as Load
Combination Type).

It is interesting to analyze the results coming from the Modal analysis to
investigate the dynamic characteristics of the building. Figure 21.22 depicts the
SAP2000 table containing the periods and the mass ratios of each mode.

Focusing the attention on the first three modes, the following information can be
derived:
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Fig. 21.21 Mass source
definition

Fig. 21.22 Modal information

1. Mode 1: translational mode in Y direction (T1 D 0:626 s and mmod D 82:74%);
2. Mode 2: translational mode in X direction (T2 D 0:598 s and mmod D 78:71%);
3. Mode 3: rotational mode in Z direction (T3 D 0:548 s and mmod D 79:40%);

This data confirm how almost all the participation mass (modal mass) is
distributed in the first modes for regular buildings. The mode ratios of the higher
modes assume low values (less than 0.5%), then they can be neglected in the modal
analysis with response spectrum.
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21.4.5.3 Nonlinear Static Analysis

Nonlinear static analysis (pushover analysis) is used to estimate the seismic vul-
nerability of a structural system. The structure is subjected to vertical loads and to a
static inertial force distribution increasing in a quasi-static way that leads to a plastic
hinge formation and also to a stress redistribution within the structural members.
Pushover analysis is a method which permits the estimation of the capacity of a
structure subjected to a given external lateral increasing load. The structural capacity
is usually given by the base shear (Vb) versus the control node displacement (uc).
Differently to the linear analysis cases, the geometrical nonlinearity (second order
effects) and material nonlinearity (concentrated or distributed nonlinearity models)
have to be considered.

I. Material nonlinearity
The material nonlinearities are assumed in SAP2000 through the definition

of the Frame Hinge Properties which represent the concentrated post-yield
behavior in one or more DOFs. Hinges can be assigned to a frame element at its
extreme points along the clear length of the element (length of plastic hinge).

SAP2000 provides different types plastic hinge according to the stress-state
in the structural members. The following hinge types are among the most used
plastic hinges for frame elements.

(a) coupled P-M2-M3 hinges which yield based on the interaction of axial force
and bi-axial bending moments at the hinge location. This type of plastic
hinge is feasible for 3D column members.

(b) P-M2 and P-M3 hinges which yield based on the interaction of axial force
and bending moment at the hinge location. This type of plastic hinge is
feasible for 2D column members.

(c) M2-M3 hinges which yield based on the interaction of bi-axial bending
moment at the hinge location. This type of plastic hinge is feasible for 3D
beam members

The force-displacement behaviour is described by idealized hinge properties or
by default hinge properties which are provided based on ASCE 41-13 (Deierlein
et al. 2010).

For each force or moment degree of freedom, the force-displacement,
moment-rotation or moment-curvature curves can be defined. These curves give
the yield value and the plastic deformation following yield by means of five
points:

(a) A: origin of the curve;
(b) B: yielding point;
(c) C, D: characteristics plastic points useful to describe ultimate limit state;
(d) E: ultimate point which corresponds to the maximum displacement capacity

of the member.
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Fig. 21.23 Frame hinge
properties definition

Each plastic hinge is modeled as a discrete point in which all the plastic
deformations occur within the point hinge. The plastic deformation is then
integrated over a certain length (hinge length). Some guidelines suggest a
formulation to assess the hinge length (e.g., ASCE 41-13).

The user-defined plastic hinge properties can be set through the sequential
command: Define ! Section properties ! Hinge Properties. By clicking to
Add New Property the type of plastic hinge can be fixed by selecting through
Steel, Concrete or User type of hinge. A new dialog box will appear in which
the Hinge Property Name and the Hinge Type can be selected. Figure 21.23
depicts an example of hinge type definition for column frame elements in the
case study.

In the case study, the hinge types are defined as Displacement Controlled
and Interacting P-M2-M3 for the columns, and Displacement Controlled –
Interacting M2-M3 for the beams. The hinge type is defined according to
the Force Controlled or Displacement Controlled curve, and based on the
stress-state induced in the members. The scaled force-displacement curves are
generated by default accordingly to ASCE 41-13. By selecting Modify/Show
Hinge Property, the plastic characteristics can be modified through the new
dialog box (Fig. 21.24).

This section is not intended to provided all the information about the defi-
nition of plastic hinges to be used in the analysis. For detailed information the
SAP2000 user manual is suggested. In order to better clarify the characterization
of the plastic capacity of a structural member, the moment-rotation curve is
analyzed in this section. The five characteristic points of the moment-curvature
curve can be modified or shown by clicking Modify/Show Moment Rotation
Curve Data. The data are displayed in the new dialog box which shows the
curve normalized with respect to the yield moment (Fig. 21.25).
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Fig. 21.24 Frame hinge property data

Automatic hinge properties can be also provided by SAP2000. They are
based upon a simplified set of assumptions that may not be appropriate for all
structures. The following types of automatic hinges are available in SAP2000
(according to FEMA 356 2000):

(a) Concrete Beams in Flexure;
(b) Concrete Columns in Flexure;
(c) Steel Columns in Flexure;
(d) Steel Braces in Tension/Compression.

Once the plastic hinges are defined, the assignment to each structural element is
carried out by selecting the elements and following the sequential commands:
Assign ! Frame ! Hinges. The hinge property name (Auto is given for
the automatic hinge properties) and relative distance are required. This last
parameter represents the relative distance between the extreme point of the
element and the hinge location. For column and beam members it is suggested
to use the relative distances of 0.05 and 0.95 which means to apply the plastic
hinges at 5% and 95% far from the initial extreme point of the element. For the
case study, the example of the columns plastic hinges assignment is illustrated
in Fig. 21.26.
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Fig. 21.25 Moment rotation data for column plastic hinge – interacting P-M2-M3

As illustrative example, the plastic hinge assignment for a part of the frame
model used as case study is depicted in Fig. 21.27.

Due to the selection of the relative distance, the plastic hinge are displayed at
a certain distance to the column and beam nodes. Furthermore, the name of the
hinge properties are reported.

II. Load pattern shape
The capacity curve is strictly dependent on the force distribution along the

building elevation. The Italian seismic standard (NTC-08 2008) prescribes the
use of two different horizontal force distributions named principal distribution
(Group 1) and secondary distribution (Group 2).

In Group 1 the distribution can be selected among one of the three below:

(a) distribution proportional to the forces obtained with the linear static proce-
dure (Sect. 14.2);

(b) distribution corresponding to a distribution of accelerations proportional to
the fundamental mode shape;

(c) distribution corresponding to a distribution of story shear derived through
linear dynamic analysis (Sect. 14.3).
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Fig. 21.26 Plastic hinge assignment

288H1(Beam plastic hinge) 288H2(Beam plastic hinge)

1166H1(Column plastic hinge)

1166H2(Column plastic hinge) 1172H2(Column plastic hinge)

1172H1(Column plastic hinge)

239H1(Beam plastic hinge) 239H2(Beam plastic hinge)

Fig. 21.27 Example of plastic hinge assignment in a part of the frame model
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Fig. 21.28 Load pattern definition

In the first two cases the fundamental mode must have a modal participation
factor greater than 75%.

Instead in Group 2 the distribution can be selected among one of the two
below:

(a) uniform force distribution;
(b) adaptive force distribution which changes with the increment of the target

displacement due to the formation of plastic hinges.

The horizontal forces distributions are applied consequently to the vertical load
combination. In the case study building, two horizontal force distributions are
used and the pushover analysis is performed in the X direction. The group 1
horizontal load pattern is selected as acceleration distribution proportional to
the first mode in the X direction which have a modal participation factor of 78%
(see Fig. 21.22). Additionally, a uniform distribution is considered as group 2
load horizontal pattern. Thus, the Load Pattern Group 1 distribution and Group
2 distribution are defined in SAP2000 as Other Load Pattern type. The vertical
Load Pattern are defined as well (Fig. 21.28).

Similarly to the equivalent linear static forces, the defined seismic Load
Patterns have to be assigned as Joint Forces in the center of mass at each story
level. Since the pushover analysis is performed by increasing monotonically the
horizontal force distribution, it is suggested to assign a proportional horizontal
force having the unit value as top force. The definition of the Load Cases is then
carried out for the two force distributions and for the vertical load combination.
For the case study, the following Load Cases are defined as Static Load Case
Type and Nonlinear Analysis type.

1. Vertical where the dead load (DEAD), permanent load (G), external wall load
(Wext), and live load (Q) with scale factor equal to 0.3 are considered.

2. Pushover Group 1 where the Group 1 distribution Load Pattern is considered.
3. Pushover Group 2 where the Group 2 distribution Load Pattern is considered.
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Fig. 21.29 Load case data definition

When the horizontal force pattern is proportional to a modal shape, SAP2000
allows to define the related Load Case by selecting Mode as Load Type and
choose among the number of modes. For the Pushover Group 1 and Pushover
Group 2 Load Cases the Initial Conditions, Geometric Nonlinearity Parameters,
and Other Parameters have to be defined. The initial conditions specify the
stress-state condition in the structure when the horizontal forces are applied.
In the pushover analysis, the horizontal force distribution is applied after the
application of the vertical loads. Thus, Continue from State at End of Nonlinear
Case is checked and Vertical Load Case is selected as starting Nonlinear Case.
The second order effects can be taken into account in the analysis by checking
P-Delta as geometric Nonlinearity Parameters (Fig. 21.29).

The load application approach and the displacement control point can be
selected by modifying the Load Application parameter. It is suggested to select
Displacement Control as load Application control and considering the top center
of the mass point as monitored joint in the direction of interest (Fig. 21.30).

The Joint number 120 is the joint corresponding to the center of the mass
at the top of the building. Since the pushover analysis is performed in the X
direction, the monitored displacement is U1. Furthermore, the Results Saved and
Nonlinear parameters settings can be modified. For the case study building, a
Group 1 force distribution proportional to the first mode in the X direction (mode
2, with modal participation factor equal to 78%) is considered. According to
ASCE 41-13, the column and the beam plastic hinges are selected as Interacting
P-M2-M3 and Interacting M2-M3, respectively. Figure 21.31 illustrates the
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Fig. 21.30 Load application control data
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Fig. 21.31 Pushover curve in X direction

pushover curve in the X direction in which the building’s top center of mass
is the monitored joint. The P-Delta effects are also considered in the analysis.

SAP2000 provides also the deformed shape at each step of the pushover
analysis and the plastic hinges formed in the structures are shown. Figure 21.32
depicts the last step of the pushover analysis for the case study building.



21.5 Seismic Retrofitting 565

Fig. 21.32 Last step pushover deformed shape

The plastic hinge color’s legend is reported on the right in which each color
corresponds to a given Limit State.

21.5 Seismic Retrofitting

The structural retrofit focuses on reducing the seismic risk for buildings by
improving their dynamic response. The retrofitting methodologies are based on the
modification of the structure to make it more resistant to the seismic action, and on
the understanding of seismic demand (Moehle 2000). Thus, the goal of the modern
retrofit techniques is to enhance the seismic performance of the structures through
proper initial design or subsequent modifications. The seismic retrofit strategies are
substantially different and they are classified in terms of basic approach used to
achieve the structural performance enhancing (Reitherman 2012). Generally, the
seismic retrofit strategies can be diversified as below:
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1. Global Strengthening which increases the global capacity of the structural system
(e.g., shear walls).

2. Local Strengthening which increases the local capacity of the structural system
(e.g., strength beam-column joint connection)

3. Passive Control which reduces the seismic demand by means of proper devices
(base isolation system, TMD and dampers)

4. Selecting weakening which consists in reducing the strength/stiffness of specific
members within the structural system. This in turn results in a reduced demand
on the structural members (Ireland et al. 2006; Viti et al. 2006).

In this section some of the common seismic retrofit techniques will be explained
with practical examples of SAP2000 modeling.

21.5.1 Seismic Isolated Structures

Seismic isolation is a design strategy that has been used both for seismic rehabilita-
tion of existing buildings and new buildings. In general, this system is feasible for
strategic buildings whose stakeholder requires a larger seismic performance and can
afford the costs associated with the technique. The idea of base isolation is to reduce
the seismic demand by reducing the energy being transferred to the structure from
the foundations. The superstructure in turn experiences low inter-story drifts which
allow an elastic behaviour. Different base isolation design procedures have been
proposed in the past. Generally, a complete design for base isolation should ensure
that the isolators can support the maximum gravity service loads of the structure
throughout its life, and the isolators can provide the dual function of period shift and
energy dissipation to the isolated structure during earthquakes (Yang et al. 2003). In
this section, a simplified design procedure for rubber bearing isolators is discussed
below.

1. The period of the isolated structure Tis is selected to be higher than the non-
isolated structure (fully restrained structure) (Tf ). NTC-08 (2008) suggests to
use a period of the isolated structure equal to three times the period of the fully
restrained structure. A common procedure to fix the Tis is carried out by reducing
the ground acceleration of 80% and evaluate the new period from the design
spectrum at the corresponding site.

2. The equivalent stiffness of the isolation system (K0) is assessed assuming
an equivalent SDOF system in which the equivalent mass is given by the
superstructure’s mass (M) and the period is assumed equal to Tis. Thus, the
equivalent stiffness of the isolated system is given by Eq. 21.1.

K0 D M �
�
2 � �
Tis

	2
(21.1)
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3. The number of isolators can be evaluated by selecting a commercial rubber
bearing isolator having a certain lateral stiffness (Kis). Then, the number of
devices (nis) to be used is given by Eq. 21.2.

nis D K0
Kis

(21.2)

Different types of base isolators are available in the market. Each of
them is classified according to the maximum displacement, capacity and
stiffness/strength. The first parameters represents the maximum lateral absolute
displacement that the isolators can reach. The stiffness/strength properties are
expressed by the lateral stiffness (K0) and the vertical stiffness (KV ). The
principal strength parameters are represented by the maximum vertical axial
force applicable on the isolators. These parameters must be in compliance with
the maximum axial load acting on the base columns.

4. The geometrical arrangement of the isolators must be carried out to reduce the
torsional effects due to the offset between the center of mass at the base and
the stiffness centroid of the isolation system. Furthermore, when the number
of isolators is less than the number of base columns, additional sliding devices
(sliders) must be located in the non-isolated columns.

The aforementioned concepts are applied to the case study structure. The
calculation period of isolated structure is assessed in order to reduce the ground
acceleration of 80%. NTC-08 (2008) prescribes the use of the Life Safety elastic
response spectrum scaled with a reduction factor equal to 1.5. Figure 21.33
illustrates the Life Safety scaled elastic response spectrum for the considered site
and the selected isolated structural period.
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Fig. 21.33 Evaluation of the isolated structure period
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Fig. 21.34 Geometrical
arrangement of the base
isolation system

The spectral acceleration at the period of the non-isolated structure is equal to
0.345 g. Reducing it of 80% the spectral acceleration of the isolated structure is
equal to 0.069 g which corresponds to a period of 2.92 s. The total mass of the
structure is equal to 691,278 kg which corresponds, through Eq. 21.1, an equivalent
lateral stiffness of the base isolation system equal to 7.81 kN/mm. According to the
plan of the building and its regularity, the isolators and sliders may be located as
illustrated in Fig. 21.34.

This solution is suitable in terms of design and related costs. The lateral stiffness
of each isolator is calculated accordingly to Eq. 21.2 and it is equal to 0.98 kN/mm.
Furthermore, the maximum vertical load on the base column is equal to 1022 kN
(derived by running the vertical combination on SAP2000). According to the two
mentioned parameters and the maximum allowable base displacement, the type of
isolators have to be selected among the available in the market. For this purpose, the
catalog of FIP industriale is considered for the selection of the rubber isolators in
the case study (Fig. 21.35).
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Fig. 21.35 Selected rubber isolator (FIP industriale)

An hard series rubber isolator is selected, having a maximum allowable base
displacement of 250 mm. Furthermore, the lateral stiffness is 1.08 kN/mm and the
maximum vertical load at ultimate limit state is 2890 kN. Thus, this characteristics
are in compliance with the design parameters previously calculated. The seismic
isolation system is modeled in SAP2000 using Link Elements which describe
the structural linear and nonlinear behaviour for each DOFs by specifying the
force-deformation relationships. The mass, weight, and damping properties may
also be specified. For the case study building, two link elements are defined to
model the rubber isolators and the bi-directional sliders. The definition of the link
elements is carried out through the following sequential commands: Define !
Section Properties ! Link/Support Properties. Several types of link elements are
proposed in SAP2000, but for the case study considered the Rubber Isolators and
MultiLinear Elastic elements are considered for modeling the rubber isolators and
the bi-directional sliders, respectively. The Directional Properties can be set and the
stiffness/strength and damping properties can be modified. The rubber isolators are
defined by fixing the rotational DOFs, while the bi-directional sliders are defined
by fixing the rotational DOFs and the vertical translations. In addition, the mass,
the lateral stiffness, and the damping coefficients of the rubber isolators and the bi-
directional sliders are set. An illustrative example of the link properties setting is
shown in Fig. 21.36.

SAP2000 allows to add a link element between two joints. Then, the base plan
of the building must be duplicated at a distance ıH D �his, where his corresponds
to the height of the rubber isolator. Therefore, the link elements can be modeled in
the right location by means of the command Draw ! Draw 2 Joint Link. Once all
the link elements are modeled, the assignment of the previously defined properties
is carried out through the sequential commands: Assign ! Link/Support !
Link/Support Properties.

The dynamic analysis is performed as explained in Sect. 21.4.5.2. SAP2000
requires to define 8 different Load Case as Static Nonlinear. The envelope of the
8 seismic combinations are considered as results of the structural analysis of the
isolated structure. As illustrative example, the results of modal analysis is shown in
Fig. 21.37.
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Fig. 21.36 Rubber isolator propertied definition

It is possible to notice that the first period is equal to 2:787 s which is close
to the design period of the isolated structure (Tis D 2:92 s). The difference in
the two periods values is due the use of a rubber isolator having a greater lateral
stiffness than the design values K0. In addition, the efficiency of the base isolation is
confirmed by the comparison between the base displacement and the displacements
of the superstructure.

21.5.2 Shear Walls

A shear wall is a structural system composed of panels to counter the effects
of lateral load acting on the building. Shear walls are considered as global
strengthening retrofitting systems which reduce the lateral deformability with a
consequent increment of internal stresses. A retrofitted system is then composed by
the frame structure and the shear walls system which guarantee a coupled response
to the lateral loads (dual system). In fact, the frame system has a flexural behaviour
while the shear wall has a shear behaviour (Fig. 21.38).

Frame systems are usually characterized by large inter-stories drifts in the bottom
part of the structure. On the contrary, in the shear wall the large displacement occurs
at the top. According to the shear wall response to later loads, the following shear
wall types can be identified:
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Fig. 21.37 First mode of the isolated structure

– Ductile wall : the relative rotation at the base is fixed then the energy is dissipated
by a plastic joint at the base.

– Weakly reinforced walls : the length is 4 meters at least, or 2/3 of wall height. This
type of walls do not have plastic joints at the base due to the large dimensions.

– Coupled wall: a structural element that is made of at least two single walls
connected by a ductile beam that reduces the total stress of almost 25%.

The failure mechanism of a shear wall can be summarized as: shear failure
(Fig. 21.39a), bending failure (Fig. 21.39b), sliding (Fig. 21.39c), and overturning
(Fig. 21.39d).

The design of shear walls system is substantially based on three main rules:

1. The walls must carry at least 50% of the total horizontal forces at each level.
2. The shear walls should be located to reduce the eccentricity between the center

of mass and the stiffness centroid at each level.
3. The shear walls have to be mainly located along the building perimeter to

increase the torsional inertia of the structure.

According to the last issue, Fig. 21.40 depicts some unstable and stable configu-
rations.
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Fig. 21.38 Coupled behaviour of a frame system and shear wall

Fig. 21.39 Shear wall failure mechanisms. (a) Bending; (b) Shear; (c) Sliding; (d) Overturning

Shear walls can be integrated in the plan as elevator shafts or stair cases
which can significantly increase the lateral stiffness in a multistory buildings.
Figure 21.41a shows a configuration where the core is in the center of the plane.
This configuration creates no torsional effect in the structure. Unlike in Fig. 21.41b,
where the core lies on the perimeter. This can produce torsional effects once
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Fig. 21.40 Examples of torsional (a) unstable and (b) stable configurations

Fig. 21.41 Structural configurations of reinforced concrete core

subjected to lateral force. If the latter is considered, the structure should be balanced
with additional walls along the other side to minimize the difference between the
center of mass and the center of inertia.

The selection of an adequate shear wall cross section is crucial for the seismic
behaviour of the building. Some sections like in Fig. 21.42b, d are optimum for
peripheral walls because they provide stability against lateral buckling and improve
the confinement of concrete in plastic hinge locations.

Normally, the section of the walls is constant in elevation for medium sized
buildings, but for tall buildings the horizontal forces and strength demand decrease
in the upper stories, so the section size can be reduced in elevation. Figure 21.43
shows some configurations.
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Fig. 21.42 Examples of wall sections

Fig. 21.43 Elevation configuration for shear walls

Another aspect related to the elevation is the presence of openings in the shear
walls. In this case, it is crucial to ensure that the flexural strength of the walls meets
the demand. Openings can be arranged with the inner edge along a line (Fig. 21.44a),
however this configuration is not sufficiently ductile to avoid damage. Another
possibility is to allow a diagonal space between the openings (Fig. 21.44b), but in
this case a correlated compression and tension field creates diagonal cracks. A better
solution is the coupled wall system (Figs. 21.44 and 21.45) where the two walls are
connected by short and deep beams, which are weaker than the walls. Therefore, the
walls behave as cantilevers without openings and beams dissipate energy over the
entire height of the structure.
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Fig. 21.44 Shear walls with
opening

Fig. 21.45 Coupled walls

The definition of the cross section and the location of the shear walls system
can be carried out using an iterative procedure. The shear walls dimensions can be
preventively defined in order to carry at least 50% of the base shear calculated as
expressed by Eq. 21.3.

Vb D M � Sa.T1/ (21.3)

where V is the base shear, M is the total mass and Sa.T1/ is the spectral acceleration
at the fundamental period. For the case study building, four perimeter shear walls
are designed with the dimensions showed in Fig. 21.46.

The arrangement of the shear walls allows to have a center of mass coincident
with the center of stiffness, neglecting the torsional effects. Furthermore, the
calculated base shear is equal to 1567 kN and the associated shear load carried by the
walls is almost equal to 70%. The shear walls are better modeled as bidimensional
elements in SAP2000. Similarly to the frame element the following sequential
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Fig. 21.46 Dimension and geometrical arrangement of the shear walls

commands are used to define the shell element: Define ! Section Properties !
Area Sections ! Shell. In the new dialog box the geometrical characteristics can be
assigned (Fig. 21.47).

It is also important to define new joints which are intended to model the
connections between the shear walls (shell elements) and the frame system (frame
elements). SAP2000 recommends that when the frame is in the 1–2 local plane of
the shell, the frame has to be modeled such that it extends the length of the shell
object and connects to the two shell joints. All forces but shear (axial, torsion, and
moments) should be released at the far end of the frame object. Similarly, when the
frame is normal to the 1–2 local plane of the shell, a small frame element has to
be modeled within the plane of the shell, and release the moment at the far end of
the frame object. Figure 21.48 illustrates an extrude view of the case study building
retrofitted with shear walls and the results of the modal analysis.
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Fig. 21.47 Shear wall section geometry definition

Fig. 21.48 Area section properties (a) and 3D extruded view (b)

21.5.3 Effects of the External Walls

The external walls located along the perimeter of the building have a lateral
strengthening effects. Furthermore, the presence of the external walls increase the
global dissipative capacity of the structure. The effects of the infill walls and the
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Fig. 21.49 Compressed
diagonal element model

Fig. 21.50 Geometrical
characterization of a diagonal
element

analytical models which take into account the increase of lateral stiffness and
strength have been explained in detail. In this section, the SAP2000 modeling of the
external walls is explained. The equivalent compressed element model is among the
most used simplified macro-models which simulate the behaviour of the external
walls within a frame system. The response of the wall to lateral load is modeled
through a diagonal compressed elements (Fig. 21.49).

The diagonal element is characterized by its length (d) and cross section (Ai D
txs). Figure 21.50 illustrates the geometry of the diagonal element.

Different methods have been proposed for evaluating the equivalent stiffness
and geometry of the diagonal element. In this section, the Al-Chaar et al. (2002)
method is considered to assess the geometry, while the EN-1996 (2009) is assumed
for evaluating the equivalent stiffness for each diagonal element for both horizontal
directions. The diagonal element width is determined by evaluating the equivalent
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Table 21.1 Geometrical and mechanical characteristics of the diagonal elements in X direction

Em;eq [MPa] �2 �2 a2 [m] a2;RED [m]

1973 0.60 2.61 0.52 0.25

Table 21.2 Geometrical and mechanical characteristics of the diagonal elements in Y direction

Em;eq [MPa] �1 �1 a1 [m] a1;RED [m]

1973 0.46 2.42 0.53 0.26

lateral rigidity (Smith and Carter 1969) and a distribution of opening equal to 20%
is considered in the case study (Tables 21.1 and 21.2).

In SAP2000, the diagonal compressed elements are modeled through the Gap
Link element which works in compression only (Define ! Section Properties !
Link/Support Properties). In order to take into account also the nonlinear behaviour
of the wall, a MultiLinear Plastic element can be used. In this case, the force-
displacement relationship can be set in SAP2000. For the case study, a gap element
is assumed with the equivalent elastic modulus previously calculated. Figure 21.51
illustrates a 2D view of the SAP2000 model with the gap elements.

Due to the bidirectionality of the seismic excitation, the gap elements must be
located in both diagonal directions of the walls.

21.6 Comparisons of the Structural Models

The efficiency of a seismic retrofit techniques can be compared in SAP2000 in terms
of story displacements and modes. Thus, the following models listed below have
been compared:

1. Regular structure;
2. Structure with base isolation system;
3. Structure with shear walls;
4. Regular structure considering the effects of the external walls.

For each model, the envelope of the 8 seismic combinations are considered and
the results of the linear dynamic analysis (Fig. 21.52).

It is possible to observe how in the structure with base isolation system the story
displacements assume low values, while the absolute displacement at the base is
equal to 0.225 m. This leads to verify the selected isolators previously discussed
which presented a maximum allowable displacement of 0.25 m. The ratio between
the base and the top displacement is almost equal to 76%. This result remarks
the efficiency of the base isolation system. The building retrofitted with shear
walls presents the smallest story displacements. This result is in compliance with
the concept of global strengthening system which characterizes the active seismic
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Fig. 21.51 2D view of SAP2000 model with gap elements

retrofitting methods. Furthermore, the presence of external walls provides a limited
global strengthening of the building such that the inter-story drifts are less than
the regular building ones. These differences in terms of displacements are more
relevant in the upper stories. On the other hand, when the structure is flexible and
the lateral displacements assume considerable values, the seismic action carried by
the structures decreases. Figure 21.53 depicts a comparison in terms of base shear
the four structural models considered.

It is possible to observe a substantial increment of stiffness and strength due to
the presence of shear walls. On the contrary, the base shear of the isolated structure
assumes lower values that ensures an elastic behaviour of the superstructure. In
addition, the modal results are investigated for the first three modes in terms of
periods and mass ratios (Table 21.3).
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Regarding the first modes, the most flexible system is the base isolated structure
(T D 2:78 s) while in the other systems (e.g., shear walls and external walls models)
the lateral stiffness and strength is larger and causes a reduction of the fundamental
periods. The presence of the external walls in the model does not reduce the period
significantly such as in the shear walls where the reduction of the period is of
62%. In all the cases the first two modes are mainly translational, while the third
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Table 21.3 Modal information

Model Mode Period [s] Ux Uy Rz

Regular structure 1 0:626 0:000 0:828 0:000

2 0:592 0:807 0:000 0:026

3 0:547 0:025 0:000 0:807

External walls effects 1 0:568 0:000 0:834 0:000

2 0:559 0:828 0:000 0:007

3 0:487 0:007 0:000 0:834

Base isolation 1 2:787 0:968 0:021 0:009

2 2:777 0:021 0:978 0:000

3 2:380 0:009 0:001 0:989

Shear walls 1 0:385 0:891 0:000 0:000

2 0:226 0:000 0:686 0:001

3 0:206 0:001 0:002 0:742

ones are torsional. When the first two modes of the shear walls model are mainly
translational with considerable mass ratios, the location and the design of the shear
walls is efficient and accurate. In the case study, the first two modes have a mass
ratios of 89% and 69%, respectively.
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Appendix A
Fundamentals of Probability and
Statistics

A.1 Important Definitions

In the terminology of set theory, the set of all possibilities in a probabilistic problem
is collectively a sample space, and each of the individual possibilities is a sample
point. An event is then defined as a subset of the sample space (Fig. A.1).

• Impossible event: denoted Ø, is the event with no sample point;
• Certain event: denoted S, is the event containing all the sample points in a sample

space, it is the sample space itself;
• Complementary event Ē: of an event E contains all the sample points in S that are

not in E.

A.2 The Venn Diagram

A sample space and its subsets (or events) can be represented pictorially with a Venn
diagram. In many practical problems, the event of interest may be a combination of
several other events; there are only two ways that events may be combined: the
union or intersection (Fig. A.2).

A.3 Mathematics of Probability

The theory of probability is based on certain fundamental assumptions, or axioms,
that are not subject to proofs; these are as follows:
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Fig. A.1 A Venn diagram of
sample space S

Fig. A.2 Venn diagram
for E1[E2

• Axiom 1: For every event E in a sample space S, there is a probability

P.E/ > 0 (A.1)

• Axiom 2: The probability of the certain event S is

P.E/ D 1:0 (A.2)

• Axiom 3: Finally, for two events E1 and E2 that are mutually exclusive (if the
occurrence of one precludes the occurrence of the other event)

P.E1 [ E2/ D P.E1/C P.E2/ Addition Rule (A.3)

These equations constitute the basic axioms of probability theory, are essential
assumptions and, therefore, cannot be violated (Fig. A.3).

A.4 Conditional Probability

There are occasions in which the probability of an event may depend on the occur-
rence (or nonoccurrence) of another event. If this dependence exists, the relevant
probability is a conditional probability. For this purpose, we shall use the notation:
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Fig. A.3 Venn diagram
for E1\E2

P.E1 jE2/ D the probability of E1 assuming the occurrence of E2, or simply the
probability of E1 given E2.

The conditional probability P.E1 jE2/ may be interpreted as the likelihood of
realizing a sample point of E1 that is in E2; hence the appropriate normalization, we
obtain the conditional probability

P.E1 jE2/ D P.E1 \ E2/

P.E2/
Multiplication Rule (A.4)

A.5 The Theorem of Total Probability

On occasion, the probability of an event, say A, cannot be determined directly;
its occurrence will depend on the occurrence or non occurrence of other events
such as Ei = 1, 2,. . . , n and the probability of A will depend on which of the Ei’s
has occurred. On such an occasion, the probability of A would be composed of
the conditional probabilities (conditioned on each of the Ei’s) and weighted by
the respective probabilities of the Ei’s. Such problems require the theorem of total
probability.

Formally, consider n events that are mutually exclusive and collectively exhaus-
tive, namely E1, E2,. . . , En. That is, E1 [ E2 [ : : : [ En D S. Then if A is an event
in the same sample space S as shown in Fig. A.4 , we derive the theorem of total
probability as follows:

A D AS

A D A.E1 [ E2 [ : : : : [ En/

A D AE1 [ AE2 [ : : : : [ AEn

Then

P.A/ D P.AE1/C P.AE2/C : : : :C P.AEn/

(A.5)
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Fig. A.4 Intersection of A
and E1, E2, . . . , En in sample
space S

And by virtue of the multiplication rule, we obtain the theorem of total
probability as

P.A/ D P.A jE1 /P.E1/C P.A jE2 /P.E2/C : : : :C P.A jEn /P.En/ (A.6)

A.6 Probability Distribution of a Random Variable

A random variable is a mathematical vehicle for representing an event in analytical
form. In contrast to a deterministic variable that can assume a definite value, the
value of a random variable may be defined within a range of possible values. If X is
defined as a random variable, then X D x, or X < x, or X > x, represents an event,
where (a < x < b) is the range of possible values of X.

As the values of a random variable represent events, the numerical values of the
random variable are associated with specific probability. These probability measures
may be assigned according to prescribed a probability law that is called probability
distribution function (PDF). If X is a random variable, its probability distribution
can always be described by its cumulative distribution function (CDF) (Fig. A.5).

A random variable may be discrete, continuous or mixed. X is a discrete random
variable if only discrete values of x have positive probabilities; X is a continuous
random variable if probability measures are defined for all values of x; X is a
mixed random variable if probability distribution is a combination of probabilities
at discrete values of x as well as over a range of continuous values of x.

In the case of a continuous distribution, cumulative distribution function gives
the area under the probability density function from minus infinity to x,

F.x/ D P.X 6 x/ D
xZ

�1
f .t/dt Cumulative distribution function (A.7)
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Fig. A.5 Probability distribution function and cumulative distribution function

A.7 Useful Probability Distributions

The best known and most used probability distribution is undoubtedly the Gaussian
distribution also known as the normal distribution (Fig. A.6). Its PDF for a continu-
ous random variable X, is given by

fx.x/ D 1

�
p
2�

exp

�
�1
2

�x � 

�

�2
 � 1 < x < C1 (A.8)

where (in case of continuous random variable)


 D E.x/ D
1Z

�1
xfx.x/dx Mean Value (A.9)

Var.X/ D
1Z

�1
.x � 
x/2fx.x/dx Variance of X (A.10)

� D
p

Var.X/ Standard deviation (A.11)

P.a < x 6 b/ D 1

�
p
2�

aZ

b

exp

�
�1
2

�x � 

�

�2

dx (A.12)

The logarithmic normal or simply lognormal distribution is also a popular
probability distribution (Fig. A.7). Its PDF is

fx.x/ D 1p
2�.�x/

exp

"
�1
2

�
ln x � �
�

	2#
x > 0 (A.13)
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Fig. A.6 The Gaussian
distribution

Fig. A.7 The lognormal PDFs for various values of �

where

� D E.ln X/ Mean value (A.14)

� D
p

Var.ln X/ Standard deviation (A.15)
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2�.�x/
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b

exp

"
�1
2

�
ln x � �
�

	2#
dx (A.16)

A.8 Multiple Random Variables

The essential concepts of a random variable and its probability distribution can be
extended to two or more random variables and their joint probability distribution.
In order to identify events that are the results of two or more physical processes in
numerical terms, the events in a sample space may be mapped into two (or more)
dimensions of the real space; implicitly, we can recognize that this requires two or
more random variables (Fig. A.8).
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Fig. A.8 Volume under the PDF fX;Y (x,y)

As any pair of values of the random variables X and Y represent events, there are
probabilities associated with given values of x and y; if the random variables X and
Y are continuous, the joint probability distribution may also be described with the
joint PDF, fX;Y (x,y) that graphically is a surface

fX;Y.x; y/dxdy D P.x < X 6 x C dx; y < Y 6 y C dy/ Joint PDF (A.17)

Then

Fx; y.x; y/ D
xZ

�1

yZ

�1
fX;Y.u; v/dvdu Joint CDF (A.18)

We observe the following probability

P.a < X 6 b; c < Y 6 d/ D
bZ

a

dZ

c

fX;Y.u; v/dvdu (A.19)

Which is the volume under the PDF fX;Y (x,y)

A.9 The Conditional and Marginal Distributions

For continuous X and Y, the conditional PDF of given Y is

fXj Y .x jy/ D fX;Y.x; y/

fY. y/
(A.20)
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From which we have

fX;Y.x; y/ D fXj Y .x jy/ fY. y/ or fX;Y.x; y/ D fYjX .x jy/ fX. y/ (A.21)

Finally, through the theorem of total probability, we obtain the marginal PDFs

fX.x/ D
1Z

�1
fXj Y .x jy/ fY. y/dy D

1Z

�1
fX;Y.x; y/dy (A.22)

This is called marginal density function and can be deduced from the probability
density associated with, in a general case, the random variables X1, . . . , Xn by
integrating on all values of the n � 1 other variables.

In the probabilistic approach, it can be used to calculate the expected value of the
resilience index considered a random variable dependent by other random variables.
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ASD Allowable-Stress Design method

CM center of mass

CLS Collapse Prevention Limit State

CQC complete quadratic combination

DOF degree of freedom

DFT discrete Fourier transform

EC Eurocode 8

FFT fast Fourier transform

GMPE ground motion prediction equation

hazard Conditions that increase the probability of loss

HFM Half-Power Method

LSD Limit State Design Method

LDA Logarithmic Decrement Analysis

NDP nonlinear dynamic procedures

OLS Operational Limit State

resilience is the ability [of a system] to cope with change

RHA response history analysis
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RSA response spectrum analysis

SLS Serviceability Limit State

SDF single-degree-of-freedom

SRSS square root of the sum of the square

ULS Ultimate Limit State
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