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Theory should not be mistakenly
considered as reality which it describes

Stanislav Grof (1988)



Foreword

Interest in the Earth’s geoelectrical structure and its time variability involves a strict
requirement for the reliability of geophysical information due to the lack of direct
examination methods like drillings in near-surface soundings. It concerns the crust
and mantle induction soundings, which are available for investigation up to depths
of about 1/3 of the Earth’s radius (�2200 km). These soundings provide infor-
mation about the Earth’s interior by measuring natural electromagnetic field vari-
ations which constantly exist on the Earth. The advantage of the method is the fact
that it is safe for the environment. However, its disadvantage is the complexity
of the investigated signals from different field sources in the period range from
minutes to months, related to the deep geoelectrical structure and even their time
variability.

The basic idea of induction sounding is based on impedances. Their values are
expected to be independent of time variations of the source power if external
sources have known configuration of currents. These currents are generated by the
Sun activity in the conductive ionosphere or magnetosphere of the Earth. However,
the measured fields may include variations generated by other sources, like atmo-
spheric processes on the Earth’s surface, tidal waves, motions of ocean water
streams in the Earth’s magnetic fields, seismo-electric effects in sediments, bio-
logical fields in seas, or artificial currents having a high intensity now. All of them
are noises for induction soundings. Therefore, the role of the theoretical basis of the
deep induction soundings becomes extremely important. These requirements far
exceed the approaches in exploration geophysics. Besides, long period impedances
depend on types of field sources, among which there is already no place for a
simplest “plane-wave” model. Indeed, the electromagnetic wavelengths on the
monthly variations could be already comparable to the Earth’s radius. It means that
the main inhomogeneity can already be the Earth itself in non-conductive space.
Thus, the Earth sphericity and its rotation in the primary fields should also be taken
into consideration.
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Those and other complicated problems of mantle soundings are analyzed by the
authors in the book. Finally, the authors show interesting and unexpected regional
time variabilities of secular Earth’s apparent resistivity connected with Earthquake
Quantity, and correlated with k- and aa-indexes and Wolf numbers.

Prof. Anatoly Guglielmi
Institute of Physics of the Earth Russian
Academy of Sciences, Moscow, Russia

xiv Foreword



Contents

1 Impedances, Sources and Environments . . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Magnetotelluric Impedances in the XIX–XXI Centuries . . . . . . . . . 1
1.2 Magnetovariation Impedances in the XX Century . . . . . . . . . . . . . 3
1.3 Impedance Matrix for a Laterally Anisotropic Medium . . . . . . . . . 8
1.4 3D Impedance Matrix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
1.5 Impedances for Laterally Inhomogeneous Media . . . . . . . . . . . . . . 11
1.6 Modern Impedances for Soundings. . . . . . . . . . . . . . . . . . . . . . . . . 16
1.7 Influence of Non-linear Ohm’s Law . . . . . . . . . . . . . . . . . . . . . . . . 18
1.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20

2 Several Impedances from One Equation . . . . . . . . . . . . . . . . . . . . . . . 25
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
2.2 Modeling of Fields by Stochastic Processes . . . . . . . . . . . . . . . . . . 26

2.2.1 Random Process Definition . . . . . . . . . . . . . . . . . . . . . . . . . 26
2.2.2 The Distribution Function and Its Moments . . . . . . . . . . . . 27
2.2.3 Stationary and Ergodic Hypothesis . . . . . . . . . . . . . . . . . . . 29
2.2.4 The Spectrum of a Random Process . . . . . . . . . . . . . . . . . . 30
2.2.5 Properties of the Spectral Density . . . . . . . . . . . . . . . . . . . . 32

2.3 Impedances as the Transfer Functions . . . . . . . . . . . . . . . . . . . . . . 33
2.3.1 Two-Component Analysis. Coherency . . . . . . . . . . . . . . . . 33
2.3.2 Signals with Uncorrelated Noise. Shift Error . . . . . . . . . . . 35

2.4 Data Processing of Dst Field Components . . . . . . . . . . . . . . . . . . . 38
2.5 Principal and Selected Directions in Magnetotelluric . . . . . . . . . . . 40
2.6 Confidence Limits. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.7 Mean and Robust Estimations . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
2.8 Conclusions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 43

xv



3 Modeling of Deep Soundings . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 46
3.2 Numerical Simulations of Induction Soundings . . . . . . . . . . . . . . . 46
3.3 Modeling Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.4 Conclusions and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55

4 Results of Deep Soundings in Europe . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
4.2 Soundings of 1D Layered Earth . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.3 Methods and Sources . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
4.4 Results of Deep Soundings. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
4.5 Conclusions and Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 72

5 Electromagnetic Monitoring . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
5.2 Data Processing Peculiarities . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
5.3 Variability of the Symmetry Axis of Magnetosphere Ring

Current . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
5.4 Relation to the Sun. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
5.5 Relation to Seismicity. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
5.6 Relation to Geomagnetic Jerks . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92
5.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 97
References. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

xvi Contents



Introduction

In this book, we present a generalized theoretical approach to the study of geo-
electrical structure of the Earth’s mantle, at the background of regional and global
induction sounding results in Europe and Asia.

There are two types of deep induction soundings: magnetovariation (MVS) and
magnetotelluric (MTS). Inasmuch as the Earth does not have its own impedances,
they were postulated in different ways by various investigators. The aim of using
impedances is to exclude time variations of source fields, keeping the geometry
unchanged. Their space derivatives are based on the physical Induction Law in the
MVS method, while the tippers are postulated separately in the MTS method. The
forward modeling is based on physical laws. This 1D inversion is valid in the frame
of laterally homogeneous, layered media with a possibility of recalculating the
results for the spherical Earth. Such inversion can also include a possibility of
taking into consideration the magnetic permeability of the layers.

The main complexity of the deep induction soundings is due to a great number
of electromagnetic fields which cannot be considered as remote sources for deep
soundings. The induction soundings are based on the idea of external fields gen-
erated by processes in the Earth’s ionosphere and magnetosphere. Registered fields
may be due to very diverse reasons: the processes in the lower atmosphere, the
dynamics of the water masses in the ocean, and other processes in the lithosphere or
oceans. First of all, these seismo-electromagnetic effects appear in some weak
tectonic zones. The role of these factors increases for research in the low frequency
band, i.e., in the secular deep soundings, for example.

The measured magnetic field is not the magnetic intensity H in A/m. SI units
required by the IAGA in the Resolution 3 (of the year 1973) are used in this book.
The magnetic induction B is measured in teslas (10−9 tesla is equal to 1 c, which is
an off-system unit). Thus, the induction impedances are Z(x) = ± Ei/Bj determined
in m/s (Ž = Ei/Hj was an engineering impedance in ohms). So the field B should be
used in the relations to find impedances and their derivatives or “we have to accept
a measured response function l·Ž instead of impedance Z” (Chave and Jones [eds.],
2012), where l is the magnetic permeability. Note that “vectors H and B do not
necessarily have the same directions if magnetic properties of media are
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anisotropic” (Atabekov [ed.], 1966). Impedances and admittances (impedance
reciprocals) will be considered as scalars or matrices. The last ones can be trans-
formed to tensors of apparent resistivity on the Earth’s surface.
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Prof. Jerzy Jankowski for their fruitful, long cooperation. We also thank all our
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and Dr. Alexey Tkachev, for their remarks and help.
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Chapter 1
Impedances, Sources and Environments

Abstract The Earth does not have its own impedance and that is why the impe-
dance definitions are numerous and, in some sense, arbitrary. Impedances adapt to
the properties of the investigated media, introducing a priori information, for
example, about their dimensionality. In this way, considering 1D, 2D or 3D
environments means to mimic homogeneous and inhomogeneous media.
Additionally, the geometry of external sources must be taken into consideration. As
far as we know, the notion of “response function” appeared for the first time in the
middle of the XIX century in the writings of J. Lamont [see in: Haak in The
experiments with telluric currents and magnetic fields of Johann von Lamont in
1861, the sedimentary layer beneath Munich and the color theory of Johann
Wolfgang von Goethe. Abstracts of 22 Electromagnetic Induction Workshops,
(2014)] in Germany. At the end of the same century, Schuster and Lamb
(Philosophical Transactions of the Royal Society of London. A 180:467–518, 1889)
in the U.K. attempted to estimate the deep structure of the Earth using diurnal
variations in Earths magnetic field for this purpose. Further development of the use
of impedance occurs in the 1930s–1940s, probably due to the development of
aircraft design, radar and active mineral exploration. The use of deep magneto-
variation soundings is usually referred to the second half of the twentieth century,
although sounding theory was developed as early as 1940 by S.M. Rytov and
independently by A.N. Schukin in Russia.

Keywords Impedance � Source � Environment

1.1 Magnetotelluric Impedances in the XIX–XXI
Centuries

The known response function, C(x, r) = E/ixB (symbols explained below), was
postulated more than 150 years ago, in 1861, by J. Lamont (see in: Haak 2014). It is
independent of temporal variations of the source power but sensitive to changing
geometry and position of source currents relative to the point of observation on the

© Springer International Publishing AG 2018
V. Semenov and M. Petrishchev, Induction Soundings of the Earth’s Mantle,
GeoPlanet: Earth and Planetary Sciences, DOI 10.1007/978-3-319-53795-5_1
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Earth’s surface. Exception is the simplest “plane wave” model in which the vertical
magnetic component must be absent. Since this would mean the absence of inho-
mogeneity in the Earth, an empirical relation with tippers has been added inde-
pendently to fix the inhomogeneity in a medium separately. Magnetotelluric
(MT) soundings are not based on physical laws, while Faraday’s Law underlies IBC
for evaluating magnetovariation impedances with their spatial derivatives.

Perhaps the definition of response function, C(x, r) = E/ixB, was first proposed
by J. Lamont in 1861 (see in: Haak 2014) where horizontal electrical E and
orthogonal magnetic B fields are written in the frequency domain, i is the imaginary
unit, x= 2p/T is the angular frequency and T is period. Later on, the impedances
were defined by Hirayama (1934) and approximately at the same time by
Leontovich (see in: Rytov 1940a).

Those impedances are still used in the magnetotelluric sounding (MTS) method,
being known as Tikhonov (1950) and Cagniard (1953) model which is written
below in the vector form (Landau and Lifshitz 1960):

Es ¼ Z xð Þ � ðBs x nÞ ð1:1Þ

Here Ex(x) = Z(x) � By(x) are complex Fourier amplitudes of the tangential
electric and orthogonal magnetic fields, respectively, Z(x) [m/s] is the magne-
totelluric impedance, n is a unit vector normal to the surface, and s is the index of
lateral vectors. As a source for MTS method, the plane wave model is commonly
used, in which the external component Bz is absent. Magnetotelluric impedances
were derived for laterally homogeneous, one-dimensional (1D) isotropic media, in
which a layered structure is possible. Results of induction sounding are traditionally
presented as the apparent resistivity q(x) for a layered isotropic media:

q xð Þ ¼ Zðx½ Þ�2l=�ıx ð1:2Þ

Here l [H/m] is the magnetic permeability. This resistivity would not be “ap-
parent” on a homogeneous conductive half-space.

However, practice required to estimate anomalous zones in layered structures of
the Earth. That is why an additional empirical relation with dimensionless tippers
(A and D) was suggested by Wiese (see in: Schmucker 1970 or Vozoff 1972) to
describe a subsurface inhomogeneity independently of the impedance values:

Aðx; rÞ � Bx þDðx; rÞ � By ¼ Bzðx; rÞ ð1:3Þ

Here r is the radius-vector from the fixed point (r = 0) up to points of obser-
vation. Note that Bz(x, r) is the magnetic field component of internal origin only. So
Eq. (1.3) is not related to MT soundings (1.1) which have no vertical component of
the external magnetic field. In spite of this, the empirical relation (1.3) was suc-
cessfully applied in practice to describe inhomogeneities in the shape of the fol-
lowing induction arrows:

2 1 Impedances, Sources and Environments



Cuðx; rÞ ¼ ReA � ex þReD � ey
Cvðx; rÞ ¼ ImA � ex þ ImD � ey:

ð1:4Þ

Here ex and ey are vectors fixing two orthogonal directions of the corresponding
values of tippers. Usually, induction arrows Cu are directed from a conductive body
in ambient resistive media. Relation (1.4) with tippers helps fixing the conductive
inhomogeneity. Above its center the vertical magnetic component is equal to zero,
like above laterally homogeneous media.

The impedance boundary condition (IBC) for MT soundings was obtained by
Rytov (1940a, b), Wait (1954) (see in: Senior and Volakis 1995). The MTS method
can be applied for deep soundings on an ocean bottom, where the electric field
noises are minimal at long periods.

1.2 Magnetovariation Impedances in the XX Century

Probably a first attempt to estimate the geoelectrical structure of the Earth’s mantle
was made by Schuster and Lamb (1889) using harmonics of daily oscillations.
Since that time, several scientists were interested in this fascinating problem (for
review, see Parkinson 1983). The daily oscillations of the magnetic field, variations
during geomagnetic storms and (rarely) the polar electro-jets are used as source
fields. Unfortunately, the resolving power attainable by the global method was not
sufficient to reliably establish geoelectrical properties of the mantle (for review, see
Rokityansky 1982). Later, taking into consideration non-shifted phases of impe-
dances, the mid-mantle conductive zone, predicted earlier as a global structure by
Zharkov (1983), was detected (Zakharova 1989; Schultz and Semenov 1993; and
others). This zone, at depths from about 700–900 km, may have a conductivity
comparably to that of sea water (Kelbert et al. 2009).

The magnetovariation sounding (MVS) method was developed in the XX cen-
tury too. It could not be based on a plane-wave-like model because the vertical
magnetic components of the sources have significant values in external source fields
in all the above-mentioned cases. See, for example, the polar electrojets shown in
Fig. 1.1. Moreover, these soundings are based on IBC following from two of
Maxwell’s equations: rot E = −B/∂t and divB = 0.

Experimental studies have already established that commonly the vertical
component of induced electric field Ez in the Earth is by about four orders of
magnitude less than the horizontal ones (Lipskaya 1971). But in some cases the
amplitudes of Ez and Es can be comparable with each other (Jones and Geldart
1967a, b). It can be shown that Ez = 0 is justified in problems with horizontally
homogeneous structure (Lipskaya 1971). So these commonly unmeasured values of
spatial derivatives of electrical field components ∂Ex/∂z, ∂Ez/∂x, ∂Ez/∂y and ∂Ey/∂z

1.1 Magnetotelluric Impedances in the XIX–XXI Centuries 3



have to be excluded from the analysis. That is why we write down here only the
equation for vertical components of Faraday’s Law in the frequency domain:

@Ex x; rð Þ=@y� @Ey x; rð Þ=@x � ixBz x; rð Þ ð1:5Þ

This equation can be applied to ensure the validity of Faraday’s Law in
experimental data and forward modeling.

If the Earth’ medium is assumed to be laterally homogeneous, impedance
derivatives are neglected and electric field components would be replaced by
E(x) = f(x) � B according to relation (1.1), then the IBC with magnetovariation
impedance f(x) follows directly from relation (1.5):

fðxÞ � divBs � ixBz ð1:6Þ

Such a plane model was presented by Berdichevsky et al. (1969), Schmucker
(1970) and Kuckes (1973). It allows finding impedances of laterally homogeneous,
layered media from the IBC (Eq. 1.6) in the frame of a 1D model. Note that
divBs(x) is equal to −∂Bz/∂z, since divB = 0. Impedances in relation (1.6) may be
sensitive to relative directions of the point of measurement: they can be slightly
changing during magnetic storms. Sounding on one magnetic storm is possible, but
if it has a “sudden Dst beginning”, the Laplace transformation is needed (Gokhberg
1966).

Fig. 1.1 Auroral currents
(electrojets) in the ionosphere
of the Earth. Image Credit the
University of Iowa
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The exciting magnetic fields for periods longer than a couple of days are caused by
geomagnetic storms: the so-called Dst variations in the magnetosphere. They are
approximately linearly polarized (Fuji and Schultz 2002) and induced by the ring
currents along the geomagnetic longitudes (see Fig. 1.2). Then relation (1.6) can be
expressed for the pure first zonal harmonic P0

1 (Olsen 1998) on the spherical Earth in
the corresponding form of the geomagnetic depth sounding (GDS) method as follows:

f xð Þ � 2Bh=R � tgh ¼ ixBr ð1:7Þ

Here R is the Earth’s radius, and tgh is the geomagnetic co-latitude of the
observation site. Exactly this expression, which is a spherical case of relation (1.6),
was suggested by Banks (1969). Commonly, one sounding includes a time interval
with several magnetic storms together.

Harmonics of daily (Sq) variations (1, ½, ¼ of day) are rarely used for deep
magnetovariation and magnetotelluric soundings (Logvinov 2002; Ladanivskyy
et al. 2010). They are too deep for practical purposes and rather complicated
because the Earth’s rotation must be taken into consideration.

For studies of the upper mantle impedances, the MTS and MVS methods can be
combined. Impedances of both methods allowed to extend the analyzed period
range and consequently to increase the depth of soundings up to about one third of
the Earth’s radius (e.g., Egbert and Booker 1992; Schultz et al. 1993; Schultz and
Semenov 1993; Bahr et al. 1993). The appropriateness of this combination was
based exclusively on prolongation of the MTS impedance modules and their phases
by the MVS ones inside their confidence limits. Note that the phase data are more
reliable than modules of MTS impedances because the latter can be shifted by
surface inhomogeneity.

A magnetometer located on the Earth’s surface scans the inhomogeneous
magnetic field known as daily Sq time variations.

There are, generally speaking, two huge ring currents existing permanently and
situated in the magnetosphere at a distance of 1.5–2 and 4–5 Earth’s radii (Fig. 1.3)

Fig. 1.2 Two ring currents in
the Earth’s magnetosphere.
Image Credit NASA
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with total intensities of 80,000 A and 1,100,000 A, respectively (Nishida 1978).
The inner ring is fully controlled by the stable Earth’s field and its own field can be
neglected in comparison with the field of the outer ring current. The outer ring
current is connected with the Sun-Earth interactions. It has an opposite direction
than the inner one (Nishida 1978) and can be strongly amplified by the solar wind,
causing the Dst variations or “magnetic storms”. As a plausible model of the quiet
ring current we consider the distant current belt (4.5 of the Earth radius) with width
of about 200 km and center in a plane of the geomagnetic equator. The symmetry
axis of this belt is considered to be also inclined by an angle of 11° to the Earth
rotation axis. Note that for the model calculations we consider the eastward
direction of the steady electric current in the distant belt, while in the real one it is
directed westward.

Calculations show that the magnetospheric source producesa total field with an
intensity Bn � 24 nT that is stable around the Earth and is directed parallel to
geomagnetic longitudes. Using the theory presented above, the field components
were calculated for the coordinates (# = 35°, k = 20°) on the Earth’s surface, as
shown in Fig. 1.4. The part of this field, which is stable in time, is characterized by
the spherical harmonics P1

0 (cos#).
It is important to note that the MVS method has a depth limitation for soundings

on the spherical Earth in contrast to the plane wave model for MTS. It is connected
with wavelengths of source fields which can reach the Earth radius R at the long
periods. The reasonable MVS sounding depth is about 1/3 of the Earth radius. It is
equal to about 2000 km, that allows us to investigate the upper, middle, and top of
the lower mantle.

Fig. 1.3 Time-stable currents in the Earth’s ionosphere due to its heating by the Sun at daily (left)
and nightly (center) sides. After Janovski (1953)
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Fig. 1.4 Comparison of modeled apparent resistivities obtained for the northern hemisphere of
the Earth with inhomogeneous subsurface conductivity. After Semenov and Shuman (2010)
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1.3 Impedance Matrix for a Laterally Anisotropic
Medium

Thus, for a homogeneous and isotropic medium the true resistivity can be estimated
immediately. For a homogeneous but laterally anisotropic medium, the impedance
Z(x, u) and admittances Yij(x, u) are considered as measured 2D matrices in two
orthogonal directions (Landau and Lifshitz 1960; Senior and Volakis 1995). They
were first applied by Berdichevsky and Cantwell (see in: Berdichevsky 1968) for
the magnetotelluric sounding:

Ex x; /ð Þ ¼ Zxx x; /ð Þ � Bx x; /ð Þþ Zxy x; /ð Þ � By x; /ð Þ
Ey x; /ð Þ ¼ Zyx x; /ð Þ � Bx x; /ð Þþ Zyy x; /ð Þ � By x; /ð Þ
Bx x; /ð Þ ¼ Yxx x; /ð Þ � Ex x; /ð Þþ Yxy x; /ð Þ � Ey x; /ð Þ
By x; /ð Þ ¼ Yyx x; /ð Þ � Ex x; /ð Þþ Yyy x; /ð Þ � Ey x; /ð Þ

ð1:8Þ

Here u is the azimuth, and Y(x, u) is the admittance equal to Z(x, u)−1. Thus, a
true resistivity tensor of a uniform, azimuthally anisotropic half-space can also be
found. The corresponding transformations were first derived by Reilly (see in:
Weckmann et al. 2003). Then they were obtained independently by Semenov
(1988, 2000) directly substituting the Eq. (1.8) in two Maxwell’s Eq. (1.5). Here all
fields are proportional to {−exp t}. The spatial derivatives of field components are
zero (∂/∂x = ∂/∂y = 0) in a homogeneous medium. Then, as follows from the first
equation above, these expressions are:

qxx x; /ð Þ ¼ Z2
xy � Zxx � Zyy

� �
� l=�ıx

qyy x; /ð Þ ¼ Z2
yx � Zxx � Zyy

� �
� l=�ıx

qxy x; /ð Þ ¼ Zxx Zyx � Zxy
� � � l=�ıx

qyx x; /ð Þ ¼ Zyy Zxy � Zyx
� � � l=�ıx

ð1:9Þ

Analogous expressions for admittances are the following (Semenov 2000):

qxx x; /ð Þ ¼ Y2
xy � Yxx � Yyy

� �
=Q2 � l=�ıx

qyy x; /ð Þ ¼ Y2
yx � Yxx � Yyy

� �
=Q2 � l=�ıx

qxy x; /ð Þ ¼ Yyy � Yxy � Yyx
� �

=Q2 � l=�ıx
qyx x; /ð Þ ¼ Yxx � Yyx � Yxy

� �
=Q2 � l=�ıx

ð1:10Þ

Here Q(x) = {Yyx � Yyx − Yxx � Yyy} is the determinant of the admittance which
is invariant under rotation of the coordinate system. Relations (1.9) and (1.10) show
that the elements of impedance matrix, Zxy and Zyx both are zero, correspond to
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main apparent resistivities in the tensor of apparent resistivity, qxx and qyy, for
isotropic media. And some inconsistence (see in: Adam 1966) disappears:

qx0x0 ¼ qxx � cos2 /þ qyy � sin2 /� qyx þ qxy
� � � sin/ � cos/

qx0y0 ¼ qxy � cos2 /� qyx � sin2 /þ qxx � qyy
� � � sin/ � cos/ ð1:11Þ

These polar diagrams are useful for investigation of anisotropic layered media, a
case studied in a series of publications, for example: Pek (2002), Pek and Santos
(2002), Yin (2003). A careful study of the anisotropic media with the arbitrarily
directed tensor of conductivity can be found therein, too. If a layered, azimuthally
anisotropic medium is considered, these resistivities are complex, frequency-dependent
quantities and they can be used as apparent resistivity tensors, too. Note that if the
impedances Zxx and Zyy are zero, the diagonal elements of the resistivity tensor are
connected with the off-diagonal elements of the impedance matrix.

Thus, for horizontally layered media there are two types of transformation to
convert scalar impedances in isotropic media in any direction or impedance matrix
in anisotropic media. The results of both transformations will be equal only if the
directions in which one of the additional impedances or admittances points (see
Eqs. 1.9 and 1.10) is equal to zero. These directions have been named by Professor
Zhdanov “allotted directions”, as opposed to “the major one” with two additional
zero-valued impedances in perpendicular directions only. A special case is the
so-called 2D model. In other arbitrary directions, the result of conversion will
depend on the choice of transformation, i.e., isotropic or anisotropic model.

Apparent resistivities obtained from the two methods may be different.
Calculations on test data have shown that the largest differences occur at subsurface
depths and they can amount to more than 30% at mantle depths (Semenov 1998).

Note that conversion results of the measured impedances to the apparent resis-
tivities according to Eqs. 1.3 or 1.5 will be different. The two conversions can
produce curves of apparent resistivities with different shapes above inhomogeneous
media.

For this reason, also their 1D inversion results can differ a few times in con-
ductance values (Semenov 1998). The results of the two conversions will be the
same only for directions at which both “principal directions” or one of two minor
“preferential directions” of impedances are zero, i.e. Zxx � Zyy = 0. This remark is
important for combining the MTS “tensor” and the scalar MVS apparent resistiv-
ities or impedances.

The plane model has a narrow domain of applicability if for no other reason than
undetermined ways of the current circuit closed at infinity because no boundary
conditions exist in lateral directions. The assumption that the induced currents do
not have back currents through the resistive crust is used for the subsurface
soundings of the layered media. Such a model can satisfy demands of the explo-
ration activity and can be successful for this aim. However, this model is usually
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incorrect for the mantle soundings because of the absence of “plane waves” in the
spherical model. Besides, the presence of subduction and spreading zones and deep
faults allow the circuits to be closed also through the crust.

1.4 3D Impedance Matrix

A more general theory with six impedance values, where all electric and magnetic
field components in mutually orthogonal directions are included, was considered by
Dmitriev and Berdichevsky (2002) for MT soundings beneath an exciting vertical
field. The authors have assumed that only the first derivatives of the exciting field
can exist. In this case, they had to consider the MT impedance as a 3 � 3 matrix
instead of a 2 � 2 one (1.4) or a scalar (1.7), i.e., the linear relationships between
Fourier amplitudes of all field components can be considered in the form suggested
by Berdichevsky and Zhdanov (1984) in the Cartesian co-ordinates:

Ex ¼ Zxx � Bx þ Zxy � By þ Zxz � Bz

Ey ¼ Zyx � Bx þ Zyy � By þ Zyz � Bz

Ez ¼ Zzx � Bx þ Zzy � By þ Zzz � Bz

Bx ¼ Yxx � Ex þ Yxy � Ey þ Yxz � Ez

By ¼ Yyx � Ex þ Yyy � Ey þ Yyz � Ez

Bz ¼ Yzx � Ex þ Yzy � Ey þ Yzz � Ez

ð1:12Þ

Because the corresponding IBCs are unknown, we assume that Ez = 0 on the
Earth’s surface and inside the isotropic medium for a pure TE induction mode (the
current circuits are closed in horizontal directions) and Bz = 0 for the pure TM
galvanic mode (the circuits are closed in vertical plane). Replacement of the rela-
tions with the 3 � 3 impedance matrix (1.9) by relations (1.4) with the 2 � 2
matrix has been analyzed. Then the relationships of admittances for the pure TE
mode (1.4) remain, while those with the impedance (1.4) are transformed for this
mode as follows:

ETE
x ¼ ZTE

xx þ a � ZTE
xz

� � � BTE
x þ ZTE

xy þ b � ZTE
xz

n o
� BTE

y

ETE
y ¼ ZTE

yx þ a � ZTE
yz

n o
� BTE

x þ ZTE
yy þ b � ZTE

yz

n o
� BTE

y

BTE
x ¼ YTE

xx � ETE
x þ YTE

xy � ETE
y

BTE
y ¼ YTE

yx � ETE
x þ YTE

yy � ETE
y

ð1:13Þ
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Here a(x, r) = −Zzx
TE/Zzz

TE and b(x, r) = −Zzy
TE/Zzz

TE. The analogous expressions for
the pure TM-mode can be easily rewritten:

ETM
x ¼ ZTM

xx � BTM
x þ ZTM

xy � BTM
y

ETM
y ¼ ZTM

yx � BTM
x þ ZTM

yy � BTM
y

BTM
x ¼ YTM

xx þ c � YTM
xz

� � � ETM
x þ YTM

xy þ d � YTM
xz

n o
� ETM

y

BTM
x ¼ YTM

yx þ c � YTM
yz

n o
� ETM

x þ YTM
yy þ d � YTM

yz

n o
� ETM

y

ð1:14Þ

Here the transfer functions are c(x, r) = −Yzx
TM/Yzz

TM and d(x,r) = −Yzy
TM/Yzz

TM. The
relationships for impedances and admittances (1.10 and 1.11) are unsymmetrical for
each mode. Thus, impedances for the pure TMmode (1.11) as well as admittances for
the pure TE mode (1.12) are equal to the ones estimated from relationships (1.4).

However, both modes have to be combined for the mantle soundings of inho-
mogeneous media. Under obvious assumptions Es = Es

TE + Es
TM, Bs = Bs

TE + Bs
TM,

Ez = Ez
TM, Bz = Bz

TE and taking into account that Bx
TM = a � Bx

TE, By
TM = b � Hy

TE for
the time-harmonic signals of the same source, the relationships (1.10) and (1.11) in
the presence of both modes can be combined:

Ex ¼ ZTE
xx þ a � ZTE

xz

� 	þ b � ZTM
xx

� � � BTE
x þ ZTE

xy þ c � ZTE
xz

h i
þ d � ZTM

xy

n o
� BTE

y

Ey ¼ ZTE
yx þ a � ZTE

yz

h i
þ b � ZTM

yx

n o
� BTE

x þ ZTE
yy þ c � ZTE

yz

h i
þ d � ZTM

yy

n o
� BTE

y

In a brief form, these expressions have been presented by Becken and Pedersen
(2000):

ETE
s þETE

s ¼ ZTE þ ZTM� � � BTE
s

These relations show the complexity of data analysis of this kind, because the
measurements in these two modes are not made separately and simultaneously.
Strictly speaking, according to the theorem of Harrington (1961), all currents will
be closed within a closed surface only. The plane model has no closed surface.

1.5 Impedances for Laterally Inhomogeneous Media

Following the adage “Everything new is actually well-forgotten old” let us return
back to the year 1940: Rytov has published his article in French (Rytov 1940a) and
in Russian (Rytov 1940b). This work has remained unnoticed for a long time except
of the publication of Rytov’s teacher (Leontovich 1948) and then (Guglielmi and
Gokhberg 1987). Below, shorthand IBC relation between the Fourier amplitudes of
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magnetic field components is written out replacing the modern impedance Z = E/B.
Now let us return to Faraday’s Law written above (Eq. 1.5) for its vertical terms:

rotzEs t; rð Þ � �@Bz t; rð Þ=@t ð1:15Þ

The essential difference between relations (1.15) and (1.5) is the presence of the
radius-vector r which indicates an additional dependence on the point of
observation.

The Fourier amplitudes of both fields will be considered in the form:
B(x, r) � e−ixt and E(x, r) � e−ixt, where x = 2p/T is the angular frequency, and T is
the period in seconds. Thus the equality presented above can be rewritten in
the frequency domain (see relation 1.6). This equation may be applied to ensure
fulfillment of this component of Faraday’s Law in experimental data and forward
modeling.

Following Guglielmi and Gokhberg (1987), some of Rytov’s IBCs for an iso-
tropic, smoothly inhomogeneous medium can be written, for MTS and MVS
methods, in approximate forms as follows:

� Ey � Z x; rð Þ � Bx þðZ x; rð Þ=2kÞ � @2Bx=@x2 � @2By=@y2 þ 2 � @2By= @x � @yð Þ� 	

� ixBz x; rð Þ � Z x; rð Þ � ½@Bx=@xþ @By=@y� þBx � @Zðx; rÞ=@xþBy � @Zðx; rÞ=@y
ð1:16Þ

Here, the wave number k2 = −ixlr and the transfer function Z(x, r) = (ixl/r)1/2

is the scalar impedance, where r(x, r) is the specific effective conductivity of the
conductive half-space.

Let us substitute the two orthogonal electric components expressed through impe-
dance definitions Ex = Z(x, r) � By, Ey = −Z(x, r) � Bx (Landau and Lifshitz 1960)
in second relation (1.16). The spatial derivatives of impedance are dimensional quanti-
ties, 1/s, and the plane divergence of the magnetic field ∂Bx/∂x + ∂By/∂y = −∂Bz/∂z,
since divB = 0. So the gradient of the vertical magnetic field may be included in this
relation instead of divergence of magnetic field.

Note that the equation Z � (∂Bx/∂x + ∂By/∂y) = ixBz suggested for MVS method
by Berdichevsky and Schmucker is a special case of Eq. (1.17) (see below). The only
difference is that relation (1.6) has no terms with spatial derivatives of impedances.
Besides, it was shown (Olsen 1998) that the relation Z � (2 � Bh/R � tgh0) = ixBz
suggested by Banks (1969), follows directly from the Berdichevsky-Schmucker
relation written in a spherical reference system (R is the Earth radius, ho is the
co-latitude of the point of observation) for magnetospheric ring currents as source. So
it is also a special case of IBC (1.14) in a spherical reference system.

Comparison of relation (1.3) with relation (1.14) shows that the term ix was
missing in the right part of (1.3) for the case div B = 0. That is why tippers A(x, r)
and D(x, r) are dimensionless quantities and Eq. (1.3) must be considered as an
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empirical one, but not as a special case of Eq. (1.14). Although such an empirical
approach is often sufficient in practice for subsurface soundings controlled by
drillings, this approach is doubtful for deep soundings because the vertical magnetic
field is a powerful part of external source fields causthe model were written ased,
for example, by harmonics of Sq variations.

If the external field is assumed as a “plane wave” (Bz = 0) and the layered
medium is plane, too, and isotropic, then all spatial derivatives of fields and
impedances are zero: ∂Z/∂x = ∂Z/∂y = ∂Bx/∂x = ∂By/∂y = ∂Ex/∂y = ∂Ey/∂x = 0
and consequently: Z � 0 + 0 � Bx + 0 � By = ixBz = 0. Then IBC (1.14) is losing its
meaning. However, the simplest impedances can be found at each measurement
point according to their definitions presented above and can be inverted in the frame
of a 1D model. The correlated 1D cross-section or depths of the total conductance
beneath these points can be considered as a model for interpretation (e.g., Semenov
and Jozwiak 2006). Local anomalies can be detected even without knowledge about
impedance values due to occurrence of a vertical magnetic component.

Significant dispersions of the apparent resistivities at different observatories can
occur if the Earth’s sphericity is not taken into account (Semenov et al. 2011) for
long distances between observatories. Such effect can be minimized if Eq. (1.2) is
considered in the spherical reference system with impedance Zs(x, R, u, k):

Zs � @ B/ � sin/� �
=@/þ @Bh=@k

� 	
= R � sin/ð Þ

þ B/=R
� � � @Zs=@/þ Bh=R � sin/ð Þ � @Zs=@k ¼ ixBr

ð1:17Þ

If the response function C(x, r) = Z(x, r)/x is considered for deep soundings,
then Eq. (1.14) must be rewritten as:

C � @Bx=@xþ @By=@y
� �þ @C=@xð Þ � Bx þ @C=@yð Þ � By ¼ iBz

The spatial derivatives of the response function C(x, r) are not a dimensional
quantity like tippers and will be useful for analyzing the induction vectors.

This IBC is a generalized MVS method and an analogous relation exists for the
generalized MTS method too (Senior and Volakis 1995) which is still not applied
for the deep mantle soundings. These IBCs allow estimating impedance Z = E/B
together with their first spatial derivatives at the Earth’s surface from experimental
data. This impedance approach has started from IBC at a contact between resistive
(air) and conductive (earth) media. Such relations between the Fourier amplitudes
of the harmonics of field components follow from IBC derived by Wait (1954). By
the way, the above-mentioned work has considered another possibility of per-
forming Earth’s soundings.

This sounding differs fundamentally from the cases considered above. The point
is that if a conductivity heterogeneity exists in an environment, it usually generates
gradients in the observed fields, which are corresponding to tippers but with another
value.
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The traditional dimensionless induction arrows Cu & Cv (Schmucker 1970) are
two vectors based separately on real and imaginary parts of complex tippers A and
D (1.3). These vectors are directed along two unit vectors, ex and ey, coinciding
with orthogonal directions of measurements. They were written above for fixed r
and x (1.4). The induction vectors Su & Sv are defined similarly from two complex
and dimensional spatial derivatives of impedance in the same directions:

Su ¼ Re @Z=@xð Þ � ex þRe @Z=@yð Þ � ey
Sv ¼ Im @Z=@xð Þ � ex þ Im @Z=@yð Þ � ey

ð1:18Þ

These vectors have to be distinguished from the traditional dimensionless
induction arrows Cu & Cv (Schmucker 1970), because they were found from
essentially different equations: empirical (1.3) or theoretical (1.2), respectively. The
vectors Su & Sv have a physical sense: they are gradients of real and imaginary
parts of complex impedances. The induction vectors can be also rewritten using
response function C(r, x) = Z(r, x)/x:

Wu ¼ Su=x;Wv ¼ Sv=x: ð1:19Þ

So it is sufficient to divide magnitudes of vectors Su & Sv by x (their directions
remain the same) and the new vectors Wu and Wv will be also dimensionless like
tippers.

Note that the response function C(r, x) = Z(r, x)/x and consequently vectors
Su/x and Sv/x differ from the definition of Schmucker: C’(r, x) = Z(r, x)/ix; the
imaginary unit i was ignored in the denominator which leads to swapped complex
parts of these vectors. This may be the reason why the imaginary part of the
response function C’(r, x) was used by Professor Ulrich Schmucker to estimate skin
depths.

Moreover, the forward spherical modeling of both kinds of induction impe-
dances (1.1, 1.3, 1.4) has shown their mutual inconsistence above inhomogeneities
in the mantle (Vozar and Semenov 2010). That is why, in practice, combinations of
impedances obtained by both induction methods can meet problems hampering in
this way the mantle investigations. In particular, this concerns the period range from
some hours to a couple of days, and it is most difficult when induction soundings
over several different sources of the exciting field are presented simultaneously (see
in: Utada et al. 2008). So perhaps we need to consider more complicated IBCs to
estimate impedances on an inhomogeneous medium.

Then, the IBCs were defined in a more accurate way, as well as in modified and
generalized forms (e.g., Boerner and Ahluwalia 1972; Aboul-Atta and Boerner
1975; Bates et al. 1976; Senior 1981; Kartashov et al. 1985; Senior and Volakis
1995; Shuman 2003, 2007; Guglielmi 2009). In the following, we will shortly
review the impedance types with the same physical origin and separate them to
obtain possible combinations for the practical aim of mantle soundings.

A number of relations that are more general than (1.1)–(1.4) can be found in
Rytov (1940a, b). These IBCs follow immediately from Maxwell’s equations and
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tolerate that the exciting field is caused by a distant source (not a “plane wave”), that
the surface is curved (not entirely flat), that smoothed lateral anomalies can exist (at a
distance greater than the wavelength in the conductive media) and consequently, the
impedance depends on coordinates, too. They were derived for radio-wave fre-
quencies in form of a power series with a small parameter characterizing a skin-depth
for a well-conducting medium. For example, following Guglielmi and Gokhberg
(1987), some of Rytov’s IBCs for an isotropic, smoothly inhomogeneous medium
can be written in approximate form, in the Cartesian co-ordinates, as follows: the
transfer function, Z(x, r) = (ixl/r)1/2, is a scalar impedance, where r(x, r) is the
specific effective conductivity of the conductive half-space. Assuming that field
components as well as lateral characteristics of media are not changing at all along the
surface, the first expression of (1.6) is the same as relation (1.1) (Leontovich 1948)
and the second one transforms to Bz(x, r) = 0. So, it is the standard “plane wave”
model by Cagniard and Tikhonov for a laterally homogeneous half-space.

If we assume that spatial derivatives of the second and higher orders of the
tangential magnetic field are negligible quantities, we obtain both MT and MV
induction soundings in the following vectorial approximate forms (Guglielmi and
Gokhberg 1987; Guglielmi 2009; Senior and Volakis 1995):

Es � Z x; rð Þ:ðBs; nÞ ð1:20Þ

Z x; rð ÞdivBs þBs � grad Z x; rð Þ � ixBr ð1:21Þ

The last relationship has been named the generalized horizontal spatial gradient
(gHSG) sounding to distinguish it from its special case, the horizontal spatial
gradient (HSG) sounding, for the laterally homogeneous media (1.6). Note that
impedance at both relationships is congruent as confirmed by the numerical mod-
eling (Semenov et al. 2007). Relationship (1.8) has been applied in the implicit
forms by Woods and Lilley (1979), Kuckes et al. (1985), and it has been considered
as a “scattering” characteristic (Bates et al. 1976; Kuckes et al. 1985).

The gHSG method includes a relatively new term: Bs � gradZ(x, r), with the
spatial derivatives of the impedance. In the plane wave model there applies
divBs = 0. So this IBC looks like the well-known Wiese-Parkinson expression, with
the exception that the vertical component of the magnetic field is preceded by a
factor ix:

Bs � gradZ ¼ ð@Z=@xÞ � Bx þð@Z=@yÞ � By ¼ ixBz

where ∂Z/∂x and ∂Z/∂y are the gradients of the impedances. Now they can be also
used to construct the induction arrows with a clear physical sense: they are spatial
gradients of the real and imaginary parts of the scalar magnetovariation response
function C. Note that here the vertical magnetic field component is caused by an
internal source, the horizontal components of which can produce non-zero div � Bs,
which had been assumed as negligible. If the medium is isotropic and laterally
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homogeneous, i.e., gradZ = 0, relation (1.8) is naturally transformed to the HSG
method (1.2).

A relationship similar to (1.8) has been obtained by Schmucker (2003) as the
combination of the HSG sounding and the Wiese-Parkinson expression. Besides,
the scalar impedance was extended by an impedance matrix. However, the con-
sidered IBC (1.8) has the advantage that it involves the observed field components
everywhere. Therefore, a complicated iterative procedure for separating the fields
into their “normal” and “anomalous” parts required by the former approach can be
avoided.

These relationships can be used directly in the radio- and perhaps
audio-induction soundings. However, the wavenumbers for the mantle sounding
periods (i.e., from hours to years) are small in contrast to the radio-wave fre-
quencies. Thus, the Rytov power series may not converge at all for these periods
and corresponding effective conductivities of our planet. A similar situation exists
for media with frequency dispersion of electrical characteristics (Kopeikin 1998).
So, we have to continue our search for an approach or for more reliable substan-
tiations for applying the relationships presented above to the mantle soundings.

1.6 Modern Impedances for Soundings

Another approach has been suggested by Aboul-Atta and Boerner (1975) which
requires no conditions for inhomogeneity or limitation of period range. The authors
made use of the theorem that the electromagnetic fields inside a medium can be
found uniquely if the tangential fields are known on its closed surface (Harrington
1961). They have defined a new “vectoral impedance boundary condition” (VIBC)
on the surface: two projections of complex vector Es(x, r) on complex vector Bs(x,
r) require two orthogonal bases in a 2D unitary vector space (Shuman and Kulik
2002) for a unique solution to exist. The VIBCs for the model were written as
follows (Shuman 1999):

Es ¼ f � Bs � nð Þþ n� � B�
s ; ð1:22Þ

Here n is the unit vector of the outer normal to the interface and the asterisk (*)
means the complex conjugate values. According to the unicity theorem, only two
impedances, f(x, r) and n(x, r), can satisfy this VIBC (Shuman 2007) in spherical
coordinates:

fa ¼ EhB
�
/ � E/B

�
h

� �
= Bsj jj j2 and n�a ¼ EhBh þE/B/

� �
= Bsj jj j2 ð1:23Þ

where ||Bs||
2 = Bu

2 + Bh
2 and the parameter a specifies a direction of the field

polarization. These new impedances can be found if the complex Fourier amplitudes
of the tangential electric and magnetic field components are known on a full spherical
surface.
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This approach has been tested by numerical simulations. The modeling has
shown equivalence of the impedances Z (1.1) and f (1.8) above homogeneous
isotropic media, for which n* is equal to zero (Prichepiy 2006). The new and old
approaches have been compared under the condition that both of them exist
simultaneously: Es = f � (Bs n) + n* � Bs* = Zij � Bs. It was established that they
can produce different impedances already for the principal directions of a 2D model
(Prichepiy 2007).

The comparison of both approaches was also carried out by the numerical
simulation on the layered globe (Kuvshinov et al. 2005) with a surface conductance
shell (Vozar et al. 2006). The results are presented in Fig. 1.4 for the European
region in terms of apparent resistivities (1.2) and impedance phases. It is visible that
the corresponding impedances are similar, but they also have differences, especially
above the sharp inhomogeneity on the continental scale.

The new approach has been applied to the MV sounding by Shuman (1999):

�ixl � Bn ¼ fðdivBsÞþBs � gradfÞþ n�ðdivB�
s

� �þB�
s � ðgrad n�Þ ð1:24Þ

The impedances f(x, r) and n*(x, r) are the same as the MT ones (1.13). If
n* � 0, the last expression is congruent to relationship (8), but without its theo-
retical restrictions.

Additionally, two tangential vectors, L(x, r) and K(x, r), follow from the VIBC
(1.12) (Shuman 2007):

L ¼ f E� � Bð Þ�n� E � B�ð Þ ¼ n � K

They are orthogonal, purely imaginary, and they decrease faster with distance
from the inhomogeneity than the common induction arrows do (Prichepiy 2007).
They have to be normalized before using them in a similar way as the standard
induction arrows.

The individual approaches considered above produce sets of specific impedances
for the deep induction methods. They are equal to each other above laterally
homogeneous, isotropic media. But already for azimuthally anisotropic or inho-
mogeneous ones, impedances obtained for the MT and MV soundings can be
different. The impedances of the daily harmonics (their currents are changing
directions during one day) will be effective and scalar, while those for long period
Dst variations (their currents are polarized along the geomagnetic longitude) will
reflect the property of the medium in this particular direction only. Thus, impe-
dances are dependent on the sounding methods, the assumed media properties, the
accepted space models without or with the relative motions of the conductive
media, and on the exciting fields with their source field structure. This confirms the
statement that “the Earth does not have its own impedance” (Guglielmi and
Gokhberg 1987). Thus, combinations of impedances obtained by different methods
must be substantiated theoretically or by forward modeling, for example.

The approach for subsurface soundings of laterally homogeneous media excited
by a “plane wave” source as well as investigation of conductive anomalies by using
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the induction arrows can satisfy requirements of the exploration activity. However,
it may be risky to apply the approach directly to the soundings of the Earth’s mantle
where both, TE and TM modes can co-exist simultaneously in the same direction
(Becken et al. 2008) due to inhomogeneities of the subduction type and spreading
zones, which allow the currents to penetrate through the crust. Besides, the
spherical model is preferred for the mantle investigations on the regional scales, at
least to avoid uncertainty with current circuits closed at infinity in the plane model.

The new VIBC approach, including Rytov’s approximate relationships as a
special case, appears appropriate as the theoretical basis for the deep induction
soundings. It does not require any conditions limiting inhomogeneity, sources, or
wave numbers, except for the closed surface. This approach is promising in terms of
forward modeling (Vozar and Semenov 2010) and testing in practice of the deep
soundings (Schmucker 2003). It has a “rather high immunity to near-surface gal-
vanic distortions” (Berdichevsky et al. 2006).

Sometimes it seems that the problem of combining impedances obtained by
different methods could be avoided by rejection of impedances at all. In fact, the
modern numerical simulations allow carrying out a direct comparison of the
modeled and observed fields both for periodical signals (Olsen and Kuvshinov
2004) and for transient Dst fields in the time domain (Velimský and Martinec
2005). Moreover, real source structures, with signals modeled by a random process,
are applied randomly (Vanyan et al. 2002). Thus, the concept of impedances must
not be overemphasized. A specific combination of the MT and MV methods for
mantle induction soundings has been applied for regional investigations by
Sokolova and Varentsov (2007) and by Semenov et al. (2008).

1.7 Influence of Non-linear Ohm’s Law

According to experimental data, the ores, particularly sulphide minerals, can be
characterized by a non-linear conductivity (Shaub 1965, 1971; Izmailov and
Silantev 1973, 1976). Impressive experimental results were obtained by Izmailov
and Silantev (1976), showing a non-linear relationship between the current and the
electrical field for several kinds of minerals like those presented in Fig. 1.5. This
effect can depend on frequency (Sheynman 1969), pressure and/or temperature
(Shuy 1979). Of course, such effects may be detected in nature only if the mag-
netotelluric variations have a very high intensity and the anomalously conductive
ores are wide-spread. At any rate, the possibility of investigating this type of
electrical conductivity of the Earth’s crust or mantle from experimental data is
interesting enough to estimate this effect theoretically.

Let us consider Ohm’s law in a more general, non-linear form instead of the one
usually used in magnetotelluric theory. For some direction, for example, the
expression can be written as follows:
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j ¼ r � Eþr � Rkn � En; n ¼ 1; 2; 3. . . :

Here j is the current density, E(x) is the electric field, and kn are coefficients
describing curves of Volt–Ampere characteristics for some ores. Details are in
Semenov (1998) but the main idea is that signal can exist at all multiple frequencies
simultaneously, while the source field consists only one. In other words, the process
of the energy spreading through the frequency range can appear if we are dealing
with the non-linear conductivity in the Earth. The correlation between these signals
at different frequencies contains information about the non-linear conductivity of
medium.

1.8 Conclusion

In this chapter we have presented the history of attempts to use the variations of
electromagnetic fields for study the Earth’s interior. Despite the fact that the earth
does not have its own impedance, this concept is widely used in the theory and
practice of electromagnetic soundings. There are described the impedance boundary
conditions and sources for different methods of soundings including the modern
and difficult case—the vectoral impedance boundary conditions.

It should be remembered that “Everything new is actually well-forgotten old”.
We have used the strong theory obtained by Rytov and published in French (1940a)
and Russian (1940b). It was corrected later in a special book written by Senior and
Volakis (1995). This theory was independently obtained by Schukin (1940).

Fig. 1.5 Approximation of
experimental data obtained by
Izmailov and Silantev (1973)
for sulphide minerals.
Different lines mean different
non-linear conductivity of
medium
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Particular attention is paid to the dimension of the medium. In addition, the
chapter presents the results of interesting studies of the non-linearity of Ohm’s law,
which is not reflected in the sounding theory.
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Chapter 2
Several Impedances from One Equation

Abstract The chapter is dedicated to estimate impedances and their space
derivatives using the theory of the random processes. This approach is effective to
estimate several unknown values from one equation. Results are prepared in the
frequency domain and characterized by confidence limits. Selections of directions
for interpretation are discussed. The theoretical principles considered below deal
with fields induced by sources in the ionosphere or magnetosphere of the Earth
only.

Keywords Random processes � Spectra � Transfer function

2.1 Introduction

The purpose of data processing of induction soundings data is the definition of
impedance—the main characteristics of soundings. The induction soundings are
carried out on natural fields, the intensity and position of which vary with time.
Impedances, representing a ratio of the spectra of the field components, are inde-
pendent of the power source variation, at least at the time of observation.
Impedance depends on the frequency, on the oscillations of external fields, elec-
trical conductivity and magnetic permeability of the medium, which allows us to
perform soundings. Note that impedances are also depending on the source char-
acteristics of the field. So, following Guglielmi, we can say: “The Earth does not
have its own impedance”—it’s just a convenient feature for analysis.

Most of the magnetotelluric source fields are not stable and that is why the
impedances determined at different times, i.e. for different combinations of the field
sources, may be different from each other. Matching of all sources of the field is
impossible, and there is a need to use the criteria for selecting the best impedance or
a combination of them. Such criteria are either of negative character, as the
impossibility of increasing the impedance value with the increase in the period of
field variations, or based on a priori knowledge of the signal/noise ratio in indi-
vidual components of the observed field.

© Springer International Publishing AG 2018
V. Semenov and M. Petrishchev, Induction Soundings of the Earth’s Mantle,
GeoPlanet: Earth and Planetary Sciences, DOI 10.1007/978-3-319-53795-5_2

25



It is most fundamental to have a theoretical criterion for measuring the link
between spectra of the observed field components. This is the coherence. Usage of
this criterion on the basis of the existing theory of harmonic signals is not possible:
a linear relationship between the Fourier amplitudes of sine waves on the same
frequency is always there! Furthermore, one field component is generally simul-
taneously connected not to two, but to three or more other field components. We
know from school that one equation with two or more unknowns has an infinite
number of solutions. However, if the registered electromagnetic fields can be
simulated by a random process with some limitations, it is possible to quantify the
strength of linear relationships between their components in the frequency band. As
a measure of linear relationship there appears the coherence—an analog of corre-
lation in the frequency domain.

Due to complicated multi-variate connections between the components of the
field we are forced to introduce more detailed criteria, like partial and multiple
coherences. In addition, the representation of the field variations by a random
process allows in many cases to establish criteria for selecting the best of the
impedances found by means of a priori information about the nature of the field and
how to measure it. The result of this analysis is the evaluation of the impedance
within the frequency bands and the amplitudes with a predetermined probability.

As in any statistics, the fulfillment of such criteria is a necessary but not suffi-
cient condition for the existence of impedances. Therefore, the analysis of data
based on the theory of random processes only warns the researchers about the false
conclusions; at best, it points to the need to improve the techniques of observation
and theoretical foundations of the method. Checking of the validity of the selected
criteria remains to be done by a comparison of results of interpretation of sounding
with the independent research.

2.2 Modeling of Fields by Stochastic Processes

2.2.1 Random Process Definition

At the end of the last century, a lot of papers were dedicated to the problems of
spectral analysis of geophysical data (Bath 1974; Reddy and Rankin 1974; Svetov
and Shimilevich 1982; and so forth). However, even in these papers the random
process was used not as a strict mathematical model but as an illustration of
application of stochastic approaches to data analysis. In terms of the theory of
random processes it is not difficult to justify the possibility of evaluating solutions
of an equation with two or three unknowns in the range of frequencies and
amplitudes with a given probability. In the approach presented below, the random
process is considered as a model of registered fields for induction sounding of the
Earth.

A field component variation is generally written as X (t), where t is time. We
agree that the time interval of the registration changes in the infinite limits.
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Processes in nature do not occur in isolation: they are accompanied by a number of
factors not accounted for in the particular experiment. In other words, registered
data are not reproducible and could be different, depending on unrecorded factors.

In this case, it is useful to use a set of functions, only one of which is our
registered data and the remaining simulate all kinds of other outcomes of a similar
experiment. That would be considered once the whole set of features is mathe-
matically written as X (t, v), where v is a parameter called an elementary event,
fixing a specific function of the proposed set. This set is a random process that we
will use as a model of the observed field.

If we fix any value of the parameter v = v0, then the process will be only a
function of time X = X (t, v0) and this is the realization of a random process.
A random processes is the set of all its realizations. If we fix any moment of time t0,
then it will be only a function of elementary events X = X (t0, v), which is called a
random variable.

What gave such definitions? Let the components of the field entry X (t) be
modeled by a random process X (t, v). It means that the resulting data is the
realization of a random process, and the value of the random variable is registered at
each time. From these statements we know nothing about any other possible values
of the field. The restrictions described below are imposed on the random process so
that it could serve as a specific model of the electromagnetic field variations and to
obtain reliable data in the framework of this model.

2.2.2 The Distribution Function and Its Moments

First of all, we should set the probability for a space of elementary events. To do
this, it should be determined what are the acceptable values of electromagnetic field,
which could be registered at time t0? Let us formulate the answer as follows: it is
possible to have any field values, but with different probabilities. Indeed, the
full-scale data show that if we exclude the regular oscillations of the field from the
consideration, then we can see that significant amplitude variations occur not as
often as the variation of smaller amplitude. The probability to register a variation
that is great in magnitude (greater than the field of the Earth) is practically zero in
the time scales used in practice. This response should be formulated now as
restrictions to the random process.

As it is stated that the random variable X (t0, v) may have any value, it is clear
that the set of elements v must be large enough. Further, the probability space
should be measurable, which is equivalent to the existence of a random process. In
this space we define a measure, hereinafter simply referred to as probability P: to
each subset of the space we assign a number that is less than one, and to the set we
assign one. It should be noted that such a construction of measure approximately
corresponds to the strict definition. For example, we assume P to be an area, and the
area of the entire set is equal to 1. In this case, we would get an even distribution,
unacceptable for us. To set the probability we can determine all finite-dimensional
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distribution functions. To do this, we must assume that all implementations are
continuous functions of time. Such a requirement is not contrary to the observed
fields without instantaneous changes in their values.

Let us define: the finite-dimensional distribution function is a function that
determines the probability of an elementary event in which the values of the random
variables do not exceed the specified values. The adopted field model has an infinite
number of implementations and we can safely say that it is continuous. It should
also require its continuous differentiability, which will consider the moments of the
distribution functions, such as expectation, variance, etc. Please note that the
periodic components of the field, which is the base for soundings theory, were
excluded from consideration. Otherwise, the distribution density function cannot
satisfy the condition of its continuity (Bendat and Piersol 1986; Jenkins and Watts
1968).

The density distribution function can be fully characterized by all its moments,
the first two of which are the expectation and variance. The expectation of a random
process used below is defined as follows:

M Xðt; viÞ½ � ¼
Z

Xðt; vÞPðdvÞ ð2:1Þ

The indefinite integral of measure function P follows from the introduction of the
space of elementary events. In practice, this estimation is performed using the
integral of the elementary functions and, for example, in the case of a process with a
finite number of realizations, takes the form:

M Xðt; vnÞ½ � ¼
XN
n¼1

Xðt; vnÞPðvnÞ: ð2:2Þ

The expectation, as well as all other aspects of the distribution function, is a
non-random characteristic of a random process, and, as a result of integrating (2.1),
it does not depend on parameter v anymore.

The following example is important for understanding the mathematical
expectation of a random process. The expectation of a random process consists of
one implementation, for example a sine wave, and this coincides with the real-
ization that follows from (2.2). Hence, the expectation of a sine wave is itself a
sinusoid, and an intuitive understanding of its average value of zero corresponds to
the expectation of a random process consisting of a plurality of sine waves:
X (t, v) = cos [xt + W (v)], where W (v) is uniformly distributed from - p to p.
Obviously, in general, the expectation of the random process is time-dependent, as
well as the distribution function itself. Similarly, all its moments may have this
property as well. This fact greatly complicates the practical application of our model
to the electromagnetic field. In the random model, it is necessary to impose addi-
tional conditions.
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2.2.3 Stationary and Ergodic Hypothesis

Of course, considering all the finite-function distributions is almost impossible.
Thus, we assume that all of the distribution functions are invariant with respect to
any changes in time. Processes which satisfy this condition are called strictly sta-
tionary. In the stationary random process the expectation does not depend on time.
Next, we will consider only such processes and therefore the term “stationary” can
be omitted.

The electromagnetic field seems to satisfy this condition only in a first
approximation. The intensity of the field sources is naturally changing over time.
However, considering the variability of the field is useful for a specific purpose
only. This can be, for example, a marked influence of transients on the sounding
results or the study of the variability of transfer functions in time. The theory of
induction sounding was built to established processes and does not cover large time
scales. Thus, as long as there are sufficient grounds for the introduction of a specific
type of unsteadiness in a random field model, it is better not to enter. In addition,
practical conclusions can be drawn by segments’ implementations that in extreme
cases can be adjusted to criteria of stationary processes within the registered seg-
ments studied. In such a way, it may be possible to study the variability of the
spectra over time.

In general, a stationary random process can be characterized by a distribution
function. The distribution law of a random process for modeling field variations is
usually taken to be normal. The normal distribution law is simple, since it can be
fully characterized by the value of the mathematical expectation and variance. The
variance of a stationary process is independent of time and can be found through the
autocorrelation function:

Rxx sð Þ ¼ M Xðt; vÞXðtþ s; vÞ½ � ð2:3Þ

The value of autocorrelation function at s = 0 is the variance of a random
process.

For a simultaneous study of two field components, each being a realization of a
random process with its own characteristics, the cross-correlation function is used:

Rxx sð Þ ¼ M Xðt; vÞYðtþ s; vÞ½ � ð2:4Þ

Equation (2.4) holds for the consideration of a two-dimensional random process.
To determine the characteristics of the non-random process, one must know all

its implementations, since the integration is expected in the whole space of ele-
mentary events. Such information is not available to the researcher. In addition to
the original information, a random process includes all sorts of outcomes of a
similar experiment, which is impossible to observe. They can be understood as the
field variations recorded in a similar experiment, e.g. registered in the same place at
another time.
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Then, combining a large number of records at one point in time, it would be
possible to evaluate the characteristics of the non-random process. This would be
natural if the characteristics determined in such a way were close to their values
defined for each implementation individually. These examples of arguments illus-
trate to some extent the introduction of the ergodic hypothesis: a stationary random
process satisfies this hypothesis, if for each function of the random process the time
average is equal to the average for the set of observations.

For the expectation, for example, this condition can be written as
P{X(t, v0)* � M[X(t, vi)]} = 1, where the asterisk denotes averaging over
time. More rigorous definitions can be found in Wiener (1948).

In accordance with the property of ergodicity of a random process, the
nonrandom characteristics defined by one of its implementations with a prob-
ability of 1 are equal to the characteristics found throughout the ensemble of
realizations. An example of a stationary and ergodic process can be the function
X (t, v) = cos [xt + W (v)].

In general, the ergodicity of a random process allows to establish the charac-
teristics of the field using only one of the available implementations. It should be
remembered that if the original random process is a sum of two random stationary
ergodic processes with normal distribution, then the original process will have the
same properties.

2.2.4 The Spectrum of a Random Process

Let us analyze the spectra of a stochastic process for the electromagnetic field
modeling. We assume that all of the above restrictions imposed on the model of the
field are satisfied. There is given a realization of one model over an infinite period
of time and it is required to determine its spectrum. Determination of the spectrum
by the Fourier series for a periodic function is valid. However, the periodicity is not
a required property of field variations. A non-periodic function can be represented
by the Fourier integral:

Xðt; v0Þ ¼
Z1
�1

Sxðx; voÞ expðixtÞdx ð2:5Þ

where Sxðx; voÞ is the spectrum of a random process.
For the existence of the integral (2.5) it is required to have the absolute inte-

grability of each implementation. To perform this test, it would be necessary to
assume that each implementation is damped at infinity. This would be contrary to
the condition of stationarity of the process, since the dispersion processes have been
changing over time. However, there is an example of undamped functions repre-
sented by Fourier integral: X(t) = cos xt2. But there is no reason to believe that the
implementation of all the fields is like this. Then, it can be argued that the Fourier
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integral is also not suitable for the construction of the spectrum of a random
process.

Let us use a more abstract concept of the integral than in relation (2.5):

Xðt; v0Þ ¼
Z1
�1

expðixtÞdZFðx; voÞ ð2:6Þ

where ZF (x, v0) is a function of bounded variation, i.e., the path length of the point
on the Z-axis when changing x from −∞ to ∞ is finite. If ZF (x, v0) is differ-
entiable in x, the Stieltjes integral is equal to the Fourier integral. Yet the condition
of bounded variation is tough enough: a stationary random process may include
implementation presented in the form of (2.6). A way out of this difficult situation
was specified by T. Kramer, who proposed to consider the ZF (x, v0) function as
another random process with uncorrelated increments and the convergence of the
integral (2.6) to understand the mean-square sense.

Then the Stieltjes integral can be rewritten as

Xðt; vÞ ¼
Z1
�1

expðixtÞdZFðx; vÞ ð2:7Þ

This integral is often called the representation of Kramer. The value ZF (x, v) is
called the spectral measure and can be regarded as an extension of the concept of
Fourier coefficients on random processes.

The energy spectrum of a random process follows from the representation of
Kramer. Indeed, the energy of the process X (t, v) in a narrow band of frequencies is
the variance of the process in this band, which should be equal to the mathematical
expectation of the square of its amplitude. The amplitude of the random process is
an integrated value of the spectral measure.

Then the expectation of the squared module of the spectral measures is the energy
spectrum of a random process. However, in practice, we use the derivative of the
energy spectrum in the frequency domain, this is, the spectral density Sxx(x, v), that
can be calculated using the well-known techniques. Determination of the energy
spectrum in a narrow band of frequencies Dx by Kramer may be written as:

Z 0

Dx

Sxxðx; vÞ � dx ¼ M dZ�
x ðx; vÞ � dZxðx; vÞ

� � ð2:8Þ

Hereafter, the asterisk denotes complex conjugation.
The spectral density is a very handy feature of the nonrandom process, perhaps

the most important in determining the impedances and its gradients.
It is known that the period range of induction soundings has a set of cycling

frequencies, e.g., diurnal period and its harmonics. Therefore, a complete model of
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the field should consist of part of the field that is modeled by stochastic processes,
and the amount of the periodic component. Then the total spectral representation of
the field should be written in the form (Volkomirskaya et al. 1979):

X ¼
Z1
�1

expðixtÞdZFxðx; vÞþ
Xn
k¼0

expðixtÞXk

Maybe, such a process describes most of the cases that are of interest for
sounding purposes.

2.2.5 Properties of the Spectral Density

The spectral density of a random process can be defined by its energy spectrum.
Using the mean value theorem, relation (2.8) can be rewritten asR 0
Dx S

0
xxðxÞdx ¼ DxM dZ�

Fxðx; vÞ � dZFxðx; vÞ
� �

, where the prime denotes a certain
mean value of the spectral density in the frequency range Dx. Then (2.8) can be
written as:

S0xxðxÞ ¼ ðDxÞ�1M dZ�
Fxðx; vÞ � dZFxðx; vÞ

� �
This equation is used for determination of the spectral density. The dimension of

the spectral density is equal to the square of the amplitude multiplied by the unit
time.

If two components of the field, simulating two random processes, X (t, v) and Y
(t, v), are studied at the same time, then the mutual spectral density is determined by
analogy:

SxyðxÞ ¼ ðDxÞ�1M dZ�
Fxðx; vÞ � dZFyðx; vÞ

� �
The spectral density Sxx(x) is a real and positive value, while the mutual spectral

density Sxy(x) is the complex value, and S*xy(x) = Syx(x).
Relations between the spectral density and autocorrelation functions are

described by the Wiener-Khinchin expressions:

SxxðxÞ ¼ 1
2p

Z1
�1

RxxðsÞ � expðixsÞds

SxyðxÞ ¼ 1
2p

Z1
�1

RxyðsÞ � expðixsÞds
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These expressions allow us to calculate the spectral density of the correlation
function. Functions are called uncorrelated if Rxy(s) � 0. Therefore, the mutual
spectral density of uncorrelated functions is equal to zero. Another important fea-
ture of the spectral densities is: if X(t) = a�U(t), then Sxx(x) = a2�Suu(x), where a is
a real number.

2.3 Impedances as the Transfer Functions

2.3.1 Two-Component Analysis. Coherency

Let us consider the simplest, but important for the understanding, case which is
used mainly in magnetovariation sounding methods proposed by Berdichevsky
et al. (1969), Schmucker (1970) and Banks (1969). Let two orthogonal components
of the magnetic and/or electric fields be observed and modeled by the corre-
sponding random processes B(t,v) and E(t,v) with all the properties mentioned
earlier. Then, these components may be expressed in terms of spectral measures
(2.7) of magnetic and electric fields, respectively. The impedance definition prob-
lem reduces to the determination of the transfer function between the spectral
measures, as follows from the theory of magnetotelluric soundings with scalar
impedance.

In terms of random processes, this linear relation can be written as:

dEðx; vÞ ¼ Z xð Þ � dBðx; vÞ ð2:9Þ

Hereafter, we will omit the index F. It is natural to assume that the transfer
function Z(x) is a non-random characteristic and the structure of the medium is
determined only at the point of observation.

Let us express relation (2.9) in terms of the spectral density, the values of which
can be evaluated with the experimental data. To do this, multiply both sides of (2.9)
by the value of the complex conjugate of dE(x, v), and then repeat this operation,
multiplying both sides of the original equation to dB* (x, v). As a result, we get the
two new equations:

dEðx; vÞ � dE�ðx; vÞ ¼ Z xð Þ � dBðx; vÞ � dE�ðx; vÞ
dEðx; vÞ � dB�ðx; vÞ ¼ Z xð Þ � dBðx; vÞ � dB�ðx; vÞ

Take the expectation of both sides of each equation for v

M dE � dE�½ � ¼ Z xð ÞM dB � dE�½ �
M dE � dB�½ � ¼ Z xð ÞM dB � dB�½ � ð2:10Þ
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Hereinafter the arguments of spectral measures are omitted for brevity. In accordance
with the definitions of spectral densities, S′xx(x) = ðDxÞ�1 M[dZFx

* ðx; vÞ � dZFx

ðx; vÞ] and Sxy(x) = ðDxÞ�1 M[dZFx
* ðx; vÞ � dZFy ðx; vÞ], after multiplying

Eq. (2.10) by (Δx)−1 we obtain the relations between the spectral characteristics of
the components of the field:

SEEðxÞ ¼ ZðxÞ � SEBðxÞ
SBEðxÞ ¼ ZðxÞ � SBBðxÞ

ð2:11Þ

Equations (2.11) determine a transfer function in excess process. The impedance
can be found from any of those equations. In general, there is no evidence to
suggest that the prescribed lower impedances must always be equal and therefore
we denote them in different ways:

Z 0ðxÞ ¼ SEEðxÞ=SEBðxÞ and Z00ðxÞ ¼ SBEðxÞ=SBBðxÞ

The values of the transfer functions obtained by different methods are tradi-
tionally compared through the coherence Co(x). It is the square root of the ratio of
these functions [Z′′(x)/Z′(x)]1/2:

Co2ðxÞ ¼ SEB � SBEj j= SBB � SEEð Þ ¼ SEB � S�EB
�� ��= SBB � SEEð Þ ¼ SEBj j2= SBB � SEEð Þ

Here the equality S*xy(x) = Syx(x) was used and the argument from the spectral
densities is omitted. The procedure for dividing the functions is taken so that a
mutual spectral density was in the numerator and thus equal to zero in the case of
uncorrelated processes. Coherence is the value of nonrandom process indeed, it is
varying from zero to one similar to the correlation, but in the frequency domain. If
the processes are related linearly, Co2 = 1.

A striking example of a linear relationship is a connection between periodic
processes: on one frequency the squared coherence is always equal to 1! This also
holds in geophysics: the meaning of a coherence value of one is that the relationship
between the two processes is linear, and that their phase difference is not random in
a narrow frequency band of frequencies Dx (Bychkov et al. 1975). Consequently,
the coherence value should be considered as a measure of linearity in the relation
between the spectral measures of the processes.

The situation is similar if the linear system is considered by means of admit-
tances Bx = Yxy � Ey and By = Yyx � Ex, where the analogue of random processes
is the inverse relationship between measures of spectral components of the field:
dB (x, v) = Y (x) � dE (x, v). Having done all the changes discussed above, we
get:

SEBðxÞ ¼ Y0ðxÞ � SEEðxÞ
SBBðxÞ ¼ Y00ðxÞ � SEEðxÞ
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It is clear that the equations Z′(x) = 1/Y′(x) and Z′′(x) = 1/Y′′(x) will be sat-
isfied always, regardless of noise. However, the coherence can now be rewritten,
such as: Co2 = Z′′(x) � Y′(x).

Since the magnitudes of the transfer function are complex values, then the
following expressions (Bendat and Piersol 1986) are used to identify their mag-
nitude and phase separately (on an example of impedences):

Zj j ¼ SBEj j=SBB ¼ SEE= SBEj j

and

Arg Z ¼ arctg Im SEB=Re SEBð Þ ð2:12Þ

This ends the determination of impedance in two-component linear relation-
ships, and their existence in nature is satisfied (Co2 = 1). However, in practice, the
coherence value is never equal to unity. Let us consider the reasons for this phe-
nomenon below.

2.3.2 Signals with Uncorrelated Noise. Shift Error

Until now it was assumed that a linear relation introduced by the theory is strictly
implemented. But, firstly, such a connection may apply only roughly, and secondly,
additional signal sources may be present and lead to uncorrelated signals in the
recorded data.

We will continue considering the following situation: the registered field com-
ponent is a sum of two fields: a field for which the linear relationship Ex = Zxy � By

and Ey = −Zyx � Bx is valid, and a field for which it is not. Then the magnitude of
observed fields, E°(t, v) and B°(t, v), can be represented in the form of random
processes expected theoretically and discussed above, E(t, v) and B(t, v), and the
noise e(t, v) and h(t, v)—two different random processes with the restrictions
declared above.

Following the superposition of the fields, the spectral measures of registered
signals, dEo(x, v) and dBo(x, v), can be written as a sum of useful signal measures,
dE(x, v) and dB(x, v), and the corresponding noise measures referred to as de(x,
v) and db(x, v). The dependency dE(x, v) = Z(x) � dB(x, v) between the spectral
measures of useful signals through an impedance Z (x) can be written as:

dEo � de ¼ Z � dBo � db½ � ð2:13Þ

Let us multiply this equality by the complex conjugate term with the measured
spectral measures: the first one by dEo* = dE* + de*, and then dBo* = dB* + db*.
As a result, we get two new equations:
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dEo � dEo� � de � ðdE� þ de�Þ ¼ Z � ½dBo � dEo � db � dE� þ de�Þð �;
dEo � dBo� � de � ðdB� þ db�Þ ¼ Z � dBo � dBo� � db � dB� þ db�ð Þ½ �:

To move from these equations to the spectral densities, it is necessary to take the
operation of the expectation of both sides of these equalities. We thus assume that
the noise is not correlated either with each other or with the useful signal, i.e., the
equalities

M½dE� � de� ¼ M½dE� � db� ¼ M½de� � db� ¼ M½dH� � de� ¼ M½dH� � db� ¼ 0

In such a situation, the part of input signal will not be correlated with the part of
output signal. So, taking the mathematical expectation of the operation of the two
original equations and taking into account the equalities written above, we go to the
spectral density:

SoEE�See ¼ Z xð Þ � SoEB
SoBE ¼ Z xð Þ � SoBB�Sbb

� � ð2:14Þ

The impedance Z(x) cannot be unequivocally defined from these equations
because the noise intensities, See and Sbb, are not known. In this situation, the
measured values are used to determine the spectral densities of the impedance via
the following relations, as if there were no noise at all:

Z0ðxÞ ¼ SoEE=S
o
EB and Z00ðxÞ ¼ SoBE=S

o
BB ð2:15Þ

Of course, different impedance estimations are obtained, and this deviation is
called shift error. It is important to remember that, in practice, this failure may
significantly exceed the random error and does not decrease with increasing number
of raw data. Then, the estimate of the coherence of the same measured spectral
densities should be calculated:

Co2 ¼ SBEj j2= SEE þ Seeð Þ � SBB þ Sbbð Þ:

Here, the ratio Sxy* = Syx was used. It can be seen than Co2 is equal to one only
when See = Sbb = 0. If Co2 < 1, the impedances have a different assessment.

It is useful to determine how a true value of the impedance Z(x) can be connected
with its measure Z′(x) and Z′′(x). Taking into account that SBE

o = SEE
o /Z′ = Z′′ � SBBo ,

we will rewrite Eq. (2.14) in the form:

Z0ðxÞ ¼ ZðxÞ= 1�See=S
o
EE

� �
Z00ðxÞ ¼ ZðxÞ � 1� Sbb=S

o
BB

� �

36 2 Several Impedances from One Equation



Since the spectral density of noise is obviously less than the sums of the mea-
sured signals, the assessment of the impedance Z′(x) is overstated, and that of
Z′′(x)—understated in comparison with the true impedance value, so the fol-
lowing inequality is valid:

Z0ðxÞj j[ ZðxÞj j[ Z00ðxÞj j

It should be emphasized that the presence of uncorrelated noise leads to dif-
ferences in the modules of estimates only. Estimates of the argument are equal to
the true impedance argument, as constructed by unbiased assessment of the mutual
spectral density SBE (Lejbo 1978). This fact can offer a method of determining the
impedance using only unshifted estimates of cross-spectral densities (remote ref-
erence method). It is enough to multiply the original Eq. (2.13) by the spectral
measures of signal from a remote observation point with uncorrelated noise de’ and
db’. This gives the zero value of See and Sbb.

It is possible to reduce the shift of the impedance module by considering, for
example, the geometric mean of the two discussed above Z� = [|Z′| � |Z′′|]1/2. This
estimate coincides with the true impedance of the module if the ratios of
“signal/noise” are the same on both channels. Communication of such estimates can
be obtained through the coherence also as the ratio of first two impedances from the
relation above. Then |Z�| = |Z′| � Co and Z�| = |Z′′|/Co, that is often used in
practice. In general, estimate Z� has a smaller displacement than the original, but its
value is unknown.

All the relations presented above can be applied to the admittances. Moreover,
based on the type of impedance and admittance estimates, it can be argued that the
estimate Z� is determined by other formulas too: Z� = [|Z′′| � |Y′|]1/2 = [|Z′| � |Y′′|]1/2.
Thus, the estimate Z� is the geometric mean of the corresponding impedance and
admittance estimates. All these formulas are valid when the two processes are ana-
lyzed with uncorrelated noise.

The estimates of admittances and impedances, as described above, depend on the
noise level for each of the two channels that are controlled by the coherence. Then
the interpretation of any assessment can be carried out only if its value is high
enough. The first two noise estimates depend on the intensity of only one of the
channels. They can be used with a priori information about the noise power on each
channel. For example, in the range of long periods the noise is usually concentrated
in the electric field and a reliable estimate will be SEB

o /SBB
o . Phases of impedances

and admittances are the most reliable data for interpretation.
More generally, the observed electromagnetic field is a sum of fields used for

soundings and other fields which can also be linked together, for example, linearly,
i.e. de = η(x) � db. The sources of the fields are different and we will consider them
to remain uncorrelated. Then the values of cross-spectral density of noise, Seb and
Sbe, are not zero, and after the capture of the expectations of the spectral measures,
instead the equality (2.14) we will obtain the equations in the form:
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SoEE�See ¼ ZðxÞ � SoBE�Sbe
� �

SoEB�Seb ¼ ZðxÞ � SoBB�Sbb
� �

Since the intensity of the noise is unknown beforehand, we shall seek the
transfer functions, as before, in the form of relationships, not taking into account the
noise (2.15). According to Sbe = See/η(x) and Seb = η(x)Sbb, we get:

Z0ðxÞ ¼ ZðxÞ= 1�Sbe=S
o
HE

� �þ Sbe � gðxÞ=SoBE
Z00ðxÞ ¼ ZðxÞ 1�Sbb=S

o
BB

� �þgðxÞ � Sbb=SoBB
The last equation shows that if η(x) = Z(x), i.e. both sources are the same, then

the result of sounding will not differ from the case of a single source without noise.
If these two transfer functions are different, then not only the module but also the
phase of the impedance value will be shifted.

So, a brief analysis of the impedance estimates in the presence of correlated
noise with unknown transfer function indicates a lack of baseline information for
any practical conclusions on the shifted values of estimates. So, it gives the
opportunity to make the soundings. However, this approach makes it possible to
perform the soundings in the presence of several field sources.

2.4 Data Processing of Dst Field Components

The theoretical principles of magnetovariation sounding dealt with electromagnetic
fields induced in the ionosphere and/or magnetosphere of the Earth, i.e., with the
external sources which are used for these electromagnetic soundings. However, in
practice a lot of electromagnetic fields of other kind can be registered simultane-
ously (Junge 1986). In this situation, we have to treat the registered field compo-
nents as a sum of the signals and noise. The main purpose of the data processing is
to separate these sources and to estimate the transfer functions corresponding to the
responses considered in the theory.

Let us analyze the simplest situation with two measured field components, as it
usually done in the magnetovariation method. Assuming H and Z to be the signal
spectra (Fourier transform) of the horizontal and vertical magnetic field compo-
nents, and h and z, the noise spectra of the corresponding measured components, we
can write the observed spectra in the following form:

eH ¼ Hþ h and eZ ¼ Zþ z

Then, the searched response function W(x) = BZ/BH in equation
Z = ixl/2 � R � tgh � BZ/BH can be written in our case as:
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ðeZ � zÞ ¼ W � ðeH � hÞ ð2:16Þ

Let us multiply both parts of Eq. (2.16) by complex conjugate values of the
measured field components: first by eZ � ¼ Z� þ z� and then by eH� ¼ H� þ h�. In
consequence, we will obtain two equations which can be written in the form:

eZ � eZ � � ðZ� þ z�Þ � z ¼ W � eH � eZ � � ðZ� þ z�Þ � h� �
;eZ � eH � � ðH� þ h�Þ � z ¼ W � eH � eH� � ðH� þ h�Þ � h� �
:

ð2:17Þ

To obtain the spectral densities it is necessary to average the values like eH � eH �

through several time series or to smooth them through several frequencies. Both
procedures are equal for linear analysis and yield the spectral density estimation S,
which can be written in the form

SijðxÞ ¼ ðDxÞ�1 Hiðx; jÞ � H�
j ðx; jÞ

D E
ð2:18Þ

Here j is the realization number in a simplest case, . . .h i is the averaging over j
or smoothing operation over x. More details were considered by Semenov (1985),
with the explanation why this method cannot be used for regular oscillation like Sq.
If Hi and Hj are not correlated, the spectral density will be equal to zero. Using
Eq. (2.18), expression (2.17) can be rewritten for spectral densities as follows:

eSZZ � SZZ ¼ W � eSHZ and eSZH ¼ W � ðeSHH � ShhÞ ð2:19Þ

It was taken into consideration here that both noises are not correlated with
signals and with each other, i.e., we had:

Z� � zh i ¼ Z� � hh i ¼ z� � hh i ¼ H� � zh i ¼ H� � hh i ¼ 0

It is obvious that transfer function W cannot be found from Eq. (2.19) because
the noise densities Szz and Shh are unknown. In this situation we can only estimate
the transfer function. For this purpose, let us assume that the noises are neglected.
Then, from two Eq. (2.19) without noise spectra we can determine two estimates:

W1 ¼ eSZZ=eSHZ and W2 ¼ eSZH=eSHH ð2:20Þ

To verify the justification of our assumption, let us consider the ratio of these
two estimates of W:

W2

W1
¼

eSZH � eSHZeSHH � eSZZ ¼
eSZH��� ���2

eSHH � eSZZ ¼ Co2 ð2:21Þ
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Quantity Co2 is named a common coherence function which is a measure of the
linear relationship in the frequency domain. Using expressions with noises it is easy
to show that Co � 1. If Co = 0, relation (2.16) cannot describe the measured field,
i.e. only uncorrelated noises were recorderd. If Co = 1, both estimations, W1 and
W2, are equal and noises are absent.

In fact, 1 	 Co 	 0, and it is interesting to establish how the searched response
function is related to its estimation,W1 andW2. From Eqs. (2.19) and (2.20) it is easy
to show that W2 ¼ W1 � ð1� eShh=eSHHÞ and W1 ¼ W=ð1� eSzz=eSZZÞ. Assuming the

noises less than the signals: Szz=eSZZ��� ���\1 and Shh=eSHH��� ���\1, we have:

W1ðxÞj j 	 WðxÞj j 	 W2ðxÞj j ð2:22Þ

i.e., the searched value lies between the two estimates. However, this fact is valid
only for module values. The phases of both estimations are equal:

ArgW1 ¼ arc tg ðImeSZH=ReeSZHÞ ¼ ArgW2 ð2:23Þ

This is the reason why we can say that the phase estimations are more reliable
than the module ones for the magnetovariation sounding. These phase estimations
are free from the shift errors, a characteristic of which is the coherence.

2.5 Principal and Selected Directions in Magnetotelluric

Many methods were suggested to choose the principal directions in the magne-
totelluric investigation (Yee and Paulson 1987). As a rule, these methods were
based on the selection of directions in which the additional impedance has a
minimum. However, the spectral analysis cannot estimate zero. From the point of
view of this kind of data processing, two possibilities exist:

Ey ¼ Zm � Bx þ Za � By; or Ey ¼ Zm � Bx þ e: ð2:24Þ

Here Ey is the electric field component in the direction of the By magnetic
component, Bx is the magnetic field component perpendicular to both Ey and By

components, Zm and Za are main and additional impedances, respectively.
The difference between these equivalencies is obvious: the term Za � By is

replaced by the noises e in the second equivalence. Then, instead of attempts to find
Za = 0, we can establish which one of the relationships of Eq. (2.24) we are dealing
with. It was shown (Semenov and Kaikkonen 1986) that the second equivalence can
be considered instead of the first one provided that there is the equality to zero of
common coherency, CoBB = 0, and partial coherency, CoEB/B = 0, simultaneously.
This means that under these conditions the measured component Ey correlates only
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with the component Bx which is not related with component By. This corresponds to
the zero value of the additional impedance in the deterministic theory. If those
coherence functions are zero for one or two nonorthogonal directions, we have found
the selected directions. If both selected directions are orthogonal, we have found the
principal directions.

As it was mentioned above, almost all kinds of coherence functions are not
invariant during the reference system rotation (Bath 1974). This fact allows us to
use the diagrams of these coherencies.

2.6 Confidence Limits

Many methods exist to estimate the spectral densities (2.18), which differ as a rule
in the calculations algorithms. However, the general characteristic exists for all
these methods: it is the degree of freedom m. For example, for smoothing through
several frequencies, m is twice the number of them, for the averaging of the Fourier
transforms for several time series, m is twice the number of the time series used. The
same value can be calculated from other methods. Some special case is the analysis
in the time domain only (Wieladek and Ernst 1977; Svetov and Shimilevich 1982).

Let any estimation of the response Z be found in the narrow frequency range
known from the analysis. Then the confidence limits can be estimated according to
the formulae (Bendat and Piersol 1986):

d eZ�� �� ¼ 2q
m� 2q

� F � 1� Co2EBB
� � � eSEE
1� Co2BB½ � � eSBB

dArg eZ ¼ arc sinðd eZ�� ��= eZ�� ��Þ;
ð2:25Þ

where q is the number of input signals (two in our case), F is Fisher’s parameter,
CoBB is the common coherency between inputs and CoEBB is the multiple
coherency.

Theoretically, expression (2.25) is valid for the case of normal distributions of
the field intensities. Formula (2.25) estimates the random errors, while the
coherencies estimate the possible shift error.

2.7 Mean and Robust Estimations

The task to average the obtained results for impedances, admittances and apparent
resistivities appears very often in many situations. The apparent resistivity is con-
nected with the impedance by formula presented in Chap. 1.
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Let us recall that all transfer functions are complex ones. Then the mean com-
plex values can be written for two apparent resistivities q (for one direction, for
example) in the form:

�q ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðq1 � q2Þ

p
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð q1j j � q2j jÞ

p
� e�iðu1 þu2Þ=2: ð2:26Þ

As long as we are going to average the modules and phases separately, the mean
geometrical values of the modules will be in accordance with the arithmetical mean
values of phases.

As a response function, the real and imaginary parts of C are widely used too.
They are connected with the apparent resistivity by the formulae:

q ¼ ðImCÞ2 þðReCÞ2
h i

� 0:8 � p2 � f ;

Arg q ¼ 
2 � arc tg ImC
ReC

� 	
þ 90�

ð2:27Þ

Here q is expressed in Ohm-m,C in km, f is frequency in cycles per second, Arg q
is in degrees and the sign in the second expression depends on the assumed oscil-
lation term exp(±ixt). For example, this sign is minus for data of Schultz and Larsen
(1987) and it is plus for data of Roberts (1984). The mean values of the C responses
can be considered as the arithmetic mean values: ReC ¼ ðReC1 þReC2Þ=2, for
example.

The other way to determine the averaged value of response functions is robust
estimation. This technique uses the absolute values as the error criteria, instead of
the least-squares ones (Claerbout and Muir 1973). The idea is simple: a set of N real
samples qij j or ui may be sorted in the order:

q1 � q2 � � � � � qm � � � � qN�1 � qN ð2:28Þ

The median (middle value qm) can be different from the arithmetical or geo-
metric means due to several blunders. In this case, to construct the error bars, the
following differences are considered:

Dqi ¼ qi � qmj j;

which are also sorted in the order Dq1 �Dq2 � � � �Dqm � � � �DqN�1 �DqN .
The middle values of this set is named the median absolute deviation (MAD).

Then the estimation of q can be written as follows (with the theoretically known
probability)

qm þMAD	 q	 qm �MAD

The question arises how to improve this set of qi in order to reduce the MAD
value. It is obvious that the highest errors are concentrated at edges of the row
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(2.28). Then, if several samples are removed from both edges, we can reach the
aim. We have a possibility to make this process iteratively. As a criterion of
finishing these iterations, the approximate coincidence of the mean and median
estimations for a new row can be considered. More details can be found in Egbert
and Booker (1986) and Chave et al. (1987).

The apparent resistivities or impedances averaged by different methods may not
coincide exactly with each other. This can be the reason why the same initial
responses can produce somewhat different geoelectrical structures even if the
conditions of inversion are the same.

2.8 Conclusions

In this chapter we have considered the principles how to estimate solutions of one
equation with several unknown values by means of statistical methods.
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Chapter 3
Modeling of Deep Soundings

Abstract The impedances for the deep electromagnetic soundings of the Earth are
obtained from the relations for the Fourier amplitudes of the observed field com-
ponents. These relations are essentially different for the magnetotelluric and mag-
netovariation sounding methods. In order to increase the reliability of
investigations, studies of electrical properties of the Earth’s mantle are often carried
out by the joint inversion of impedances obtained by both methods of sounding.
The forward modeling is a unique tool to verify the accuracy of merging the
differently obtained long-period impedances because those simplified relations were
derived theoretically for the radio-wave periods only. The spherical modeling of the
responses above 2D mantle inhomogeneities presented in this paper has shown that
the induction methods can give mutually inconsistent results and the combinations
of their responses can be problematic in practice. For this reason, much attention is
given to the generalized magnetovariation sounding method which results in both,
regularized impedance functions in space and frequency domains and closely
resemble the magnetotelluric ones devoid of the subsurface galvanic distortions. In
this study, some peculiar properties of the induction arrows above a spherical
inhomogeneity excited by an inhomogeneous external field are estimated for long
periods. The final comprehensive model, assuming a shell of the realistic Earth’s
surface conductance, is an evidence that the generalized magnetovariation method
is promising for the study of mantle inhomogeneities and can be used with the
magnetotelluric method in a specific way.

Keywords Numerical simulation � Mantle step

The chapter is an amended version of the paper: Vozar, J., and V. Y. Semenov (2010),
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3.1 Introduction

The induction soundings of the Earth’s mantle are based on interpretation of the
response functions obtained by both, the magnetotelluric sounding, referred as
MTS, and the generalized magnetovariation sounding, denoted as MVS. The the-
oretical details have been considered in Sect. 1.5.

The presented chapter attempts to provide an image how the generalized MVS
method works on synthetic data prior to its wide application on real data in order to
test the reliability of the proposed approach. Another aim of the analysis is to point
out the advantages of the MVS method in comparison with the methods currently
used. We believe that this study, initiated by the already cited works by
U. Schmucker and V. Shuman, could help to reach higher confidence in the mantle
sounding results and to achieve as broad a depth range of the mantle as possible.

3.2 Numerical Simulations of Induction Soundings

Forward modeling of electromagnetic fields excited by the ionospheric and mag-
netospheric sources has been carried out on the globe with geographic and geo-
magnetic reference systems aligned. The calculated field components were used for
determining the impedances for the MTS and MVS methods, in accordance with
the corresponding IBC’s.

The assumed layered Earth’s structure with a sudden decrease (depth step) of the
highly conductive top layer of the upper mantle (asthenosphere) is shown in
Fig. 3.1. This sharp (but not discontinuous) step in depth will provide a possibility
of estimating the maximal effects on the fields induced by this mantle inhomo-
geneity. Spatial distributions of all field components have been obtained on the
globe at a grid of 1° � 1° for a period range from 10 min up to 4096 days.
Basically, three spherical models were used for testing the method: 2D and 3D
spherical models with the homogeneous surface conductance of 20 S assumed, and
3D spherical model where the realistic surface shell conductance has been taken
into consideration.

There are no magnetotelluric source plane waves for spherical models. But, since
we work only with impedances, it is sufficient to have horizontal (tangential) fields
that locally depend linearly on the horizontal coordinates (Berdichevsky and
Dmitriev 2008). So, one can excite the modeled Earth by three polarizations and
thus obtain a tensor of impedances. One needs three polarizations (instead of two in
the plane case) in order to avoid the singularities arising globally due to the change
of signs of cos and sin functions. A spherical analog for the “plane wave” source
used in the MTS method can be approximated by three orthogonal ionospheric
sources of ring current type. A single magnetospheric ring current is sufficient as a
source for modeling in the MVS methods based on the corresponding relations
mentioned above (Kuvshinov et al. 2005).
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Following Guglielmi (1989), the MVS relation (1.16) has been considered as a
differential equation with unknown scalar impedance:

ðBh=RÞ � @fm=@hþ ½B/=ðR sin hÞ� � @fm=@/
þ fm½@ðBh � sin hÞ=@hþ @B/=@/�=ðR � sin hÞ ��ixBr ¼ 0

ð3:1Þ

The general solution of Eq. (3.1) on the surface has been obtained for the
spherical 3D inhomogeneity by the numerical finite difference method: a simple
five-point stencil discretization was applied to write central finite difference
approximations of derivatives at spherical grid points. As a result, a system of linear
equations (with a small modification of the stencil on the grid boundary to an
asymmetric one) has been obtained with the impedances as unknowns at all grid
points.

The general Eq. (3.1) for the 3D case was simplified for the 2D axially sym-
metric conductivity distribution:

ðBh=RÞ � @fm=@hþ ½@ðBh � sin hÞ=@h�=ðR � sin hÞ � fm ��ixBr ¼ 0 ð3:2Þ
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Fig. 3.1 The schematic model of the Earth’s interiors assumed in our modeling with the surface
shell conductance
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Its analytical solution on the Earth’s surface at a fixed frequency independent of
longitude can be written in the explicit form (Semenov et al. 2007):

fmðh;u0;xÞ ¼ e
�
Rh

h0

aðh;u0;xÞdh Zh

h0

bðh;u0;xÞe
Rh

h0

aðh;u0;xÞdh
dhþCm0

8
><

>:

9
>=

>;

where Cm0 = fm(h0, u0, x), a(h, u, x) = [∂(Hh � sinh)/∂h]/(Hh � sinh), and b(h,
u0, x) = ixl0 � R � Hr/Hh. This solution establishes the connection between the
impedance values at two different points along co-latitude profiles. A starting
(reference) point was chosen at the quasi homogeneous segment to find impedances
and consequently their spatial derivatives along the profile passing above the mantle
inhomogeneity. The impedances determined from all sounding methods were
converted into the apparent resistivities in the traditional way, keeping the impe-
dance phases. Comparison of the results obtained by the analytical formula (3.2)
with the formula (3.1) showed their absolute coincidence. The impedance surface
distribution found from (3.1) or (3.2) was used for estimation of the induction
arrows on the sphere in accordance with the common definition: Cu = (Re{A}; Re
{B}), Cv = (Im{A}; Im{B}), where A and B are the gradient tippers:

A ¼ 1= �ix l0Rð Þ½ � � @fm=@h;B ¼ ½1=ð�ixl0 RsinhÞ� � @fm=@/

In the simplified case of axially symmetric anomaly, the gradient tippers have
only one component, Cu = (Re{A}; 0), Cv = (Im{A}; 0):

Cu ¼ ðRefBr � ½@ðBh � sin hÞ=@h�=ðR � sin h ��ixl0Þg � fmf g=BhÞ; 0Þ;
Cv ¼ ðImfBr � ½@ðBh � sin hÞ=@h�=ðR � sin h ��ixl0Þg � fmf g=Bqg; 0Þ:

3.3 Modeling Results

The first one of the mentioned models, the axially symmetric model of the Earth, is
shown in Fig. 3.1. The mantle layer (asthenosphere) of 100 km thickness with a
conductance of 10 kS was situated 170 km below the surface at co-latitudes of less
than 40° measured from the North Pole. In the residual part of the model, it was
considered to be at the 270 km depth. The source excitations were assumed as
specified above. The MTS and MVS responses on the surface just above the
above-mentioned layer decrease were compared with the horizontal spatial gradi-
ents (HSG, see (1.6) in Sect. 1.2) and geomagnetic depth sounding (GDS, see (1.7)
in Sect. 1.2) ones. Figure 3.2 displays the apparent resistivities and impedance
phases in the period range from 360 s to 3 months at a chosen point just above the
layer decrease (left side). The right side of Fig. 3.2 depicts the induction vector
module, apparent resistivity and impedance phase changes along the profile from
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the North Pole to the equator for the period of six hours. It is clear that the MTS and
MVS responses are practically the same along the whole profile and for all the
periods. However, the HSG and GDS responses are completely dissimilar at shorter
periods (up to approximately 105 s) and along a distance of about 2000 km where
the induction arrows appear; see the right side of Fig. 3.2.

An analogous model was prepared for a deeper conductive mid-mantle layer
with a thickness of 150 km and conductance of 300 kS. The upper surface of this
layer drops from 500 to 650 km depth at the same spherical coordinates h and u as
in the first model, as well as the same source excitations have been assumed.
The MTS and MVS responses are again practically the same for the period range
from 0.25 days up to 11 years and along the same profile as for the first model; see
Fig. 3.3. The GDS responses differ from them for periods up to 107 s but the curve
continuances are similar, which is a consequence of the inhomogeneity’s greater

Fig. 3.2 Apparent resistivities and impedance phases just above the layer depth stepin the upper
mantle as a function of periods (left side) and the profile from the North Pole to the equator (right
side), with real induction arrows for a period of 6 h. The responses of the E-polarized MTS (thin
solid) are also shown. The HSG, GDS and MVS methods are designated as thick and thin dashed
curves, respectively
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depth as compared to the first model; see the left side of Fig. 3.3. Apparent
resistivities and impedance phases obtained for MTS and MVS differ from the ones
for GDS along a distance of about 3000 km above so deeply located mantle
inhomogeneity; see the right side of Fig. 3.3.

The induction arrows on the Earth’s surface presented in Fig. 3.4 are shown just
above the sudden depth stepof the upper mantle layer described by the first model.
They are induced by the axially symmetric conductive anomalies situated: (a) along
the co-latitude 40° (latitude 50°), (b) along the co-latitude 90° (latitude 0°), and
(c) along longitude 0°. They were computed numerically by the finite difference
method applied to the differential relation (3.1).

The results indicate quantitative changes of the induction arrows computed on
the Earth’s surface along longitudes and latitudes, depending on the position of
inhomogeneity. Arrows disappear near the poles and achieve maximal values near
the equator, which is an unusual effect as compared with the common arrows
considered in the frame of the plane model. The obtained effect is connected with
the sphericity of the model. Here, the impedance gradients are calculated for the
degree mesh instead of the one of uniform distance for the case of the flat Earth
model. Note that the model has been calculated only with inhomogeneities of finite
dimensions in order to avoid possible singularities at the poles and their vicinity. As
a result of sphericity and the assumed model symmetry, dimensions of the anomaly

Fig. 3.3 a Apparent resistivities and impedance phases, directly above the stepin the upper
mantle, as a function of period. b A colatitude profile from the North Pole to the equator, for the
period 1 day and 32 days. The responses of the E‐polarized MT sounding (MTS) and the GDS and
generalized HSG (gHSG, see Sect. 1.5) methods are shown, as indicated in the legend
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depend on the chosen depth stepposition measured in co-latitude (latitude), i.e., the
anomaly “cap” spreads over the sphere as the co-latitude increases; see cases (a) and
(b) in Fig. 3.4. A similar effect of reduction of the induction arrow size with
decreasing co-latitude may be observed also for the case (c) when the anomaly is
positioned along the meridian. Precise geophysical interpretation of this effect
would require further modeling and is beyond the topic of this study.

The next model includes the 3D spherical mantle structure like a “diapir”. This
body has a resistivity of 10 X m and is situated at depths from 170 to 270 km
with horizontal longitude dimension of 20° and taking from 30° to 50° in latitude
(see the black-bordered sector in Fig. 3.5). The model was considered to be under
the source field of the pure Dst variations with a period of 6 h. The calculated
induced fields on the Earth’s surface were used as input data for the numerical
solving of the relation (3.1) by finite difference method. The grid of scalar impe-
dances obtained by the MVS and GDS methods was converted into the apparent
resistivities and to MVS gradient tippers which were then recalculated into
induction arrows. The results obtained for GDS and MVS are presented in Fig. 3.5.

Fig. 3.4 The induction arrows of three different models: a the mantle step(grey) situated along the
co-latitude 50°, b the step along the latitude 0°, c the step along longitude 0° at same depth as in
Fig. 3.2
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The left side of the picture shows that the GDS method is able to detect only two
latitudinal boundaries of the anomaly sector in terms of the (anomalous) apparent
resistivity. By contrast, the MVS method well reflects the influence of the whole
anomalous body as well as the induction arrows. Note that the obtained result
depends on the assumed polarization of the exciting field.

Finally, the model with mantle and surface inhomogeneities together was con-
sidered. This model includes the surface shell of the global inhomogeneous con-
ductance [updated by Vozar et al. (2006)] and the layer depth stepin the upper
mantle, as described in the first model. The MVS responses have been compared
with the MTS ones. Originally, the MTS responses were in the form of main tensor
impedances in the North-South (NS) and East-West (EW) directions (across and
along the layer depth step, correspondingly) for the period of six hours and
recalculated afterwards into apparent resistivities. The analyzed profile is situated
along 20° meridian from the Arctic Ocean to the Mediterranean Sea; see Fig. 3.6.

It is clearly seen that the influence of the mantle inhomogeneity on the apparent
resistivity distribution is weak (the calculated change in magnitudes is about
20 X m), i.e., it is orders of magnitude smaller than the background variations of
the MTS apparent resistivities caused by the surface inhomogeneities. It is worth
emphasizing that the MVS and MTS impedance phases in the WE direction
(spherical E-polarization) have the same shapes just above the depth step of the
upper mantle layer. So, the MTS phase values are disturbed much less by the
surface inhomogeneities than the apparent resistivities themselves and their
anomalous value (about 10°) could be observed on the background of the regional
phase variations.

Fig. 3.5 The apparent resistivity anomaly above the 3D body produced by using the GDS method
(left) and the MVS method (right) similar to the MTS method. The period is 6 h. Real induction
arrows are shown in the right section
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3.4 Conclusions and Discussion

It was found that HSG and GDS methods can produce the response functions above
the mantle inhomogeneities differing from both MVS and MTS ones (even free
from the galvanic distortions). This fact is not much surprising if we bear in mind

Fig. 3.6 Apparent resistivities (at the top) and impedance phases (at the bottom) modeled by the
MTS soundings (gray) for two orthogonal directions, SN and WE (gray) and by MVS method
(black). The profile is crossing Europe from the Arctic Ocean to the Mediterranean Sea along a
longitude of 20°. The period is 6 h
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that those methods are just simplified modifications of the MVS for sounding the
laterally homogeneous Earth. But the presented analysis performed on synthetic
data showed that 1D inversion of the HSG and GDS responses as well as of their
combinations with the responses obtained by MTS computed above the inhomo-
geneous media caused unrealistic results. The principal result of the modeling is the
coincidence of responses above the mantle inhomogeneity obtained by MVS and
MTS (without shift-effects) methods, both in the space and frequency domains.
This consistence of the response functions obtained independently by MVS and
MTS suggeststhe reliability of the developed approach. It also means that the
impedances so determined can be combined for the joint inversion with more
confidence.

It is a known fact that the static shift influences only the amplitudes of the
resultant apparent resistivities, but not their phases. The described MVS method can
give inconsistent results with the ones obtained by MTS when a shift-effect caused
by subsurface inhomogeneities is taken into account, as suggested by Fig. 3.6.
However, the effect of galvanic distortions is observed only for the modules of
impedances (apparent resistivities), as expected, but not for their phases at long
periods (depending on thickness and positioning of the inhomogeneity for a par-
ticular case). That is why merging and subsequent 1D inversion of the MVS and
MTS phases alone is recommended on the grounds of this work. Besides, bias is
mainly a characteristic of the estimations of amplitudes in contrast to phases in the
linear relations. At this point it is worth to mention that this advantage of the phase
fit can be omitted if the real and imaginary part of the C responses would be used
instead of the apparent resistivity representation. In fact both, the real and imaginary
part of C response, may undergo distortion caused by the galvanic effect.

Another problem of such a combination of methods is uncertain merging of the
MVS scalar with MTS tensor responses even for their phase data. The performed
numerical simulations have shown that phases of the MTS responses in the
direction along the deep inhomogeneity (spherical E-mode) are much closer to the
MVS ones as compared to the MTS responses perpendicular to the inhomogeneity
border. The MVS responses parallel to the inhomogeneity border are the most
sensitive to deep conductive anomalies. The most convenient choice of such MTS
direction could be done by several ways in practice; see e.g. (Semenov et al. 2008).
Note that the MVS responses are also slightly influenced by the surface inhomo-
geneities, manifesting themselves in their magnetic components of the computed
field, too, in the period range of several hours (Everett et al. 2003). However, this
influence is much weaker than that observed at the MTS ones (for the land-sea
zones in Fig. 3.6).

The reliable information about the location of deep inhomogeneities can be
obtained from the induction arrows calculated from the gradient tippers of the MVS
method on the surface. Physically, they represent the real and imaginary parts of
gradient of the scalar magnetovariation C-response function. As shown by the
presented results, these induction arrows depend on latitudes (Figs. 3.4 and 3.5),
which is related with the sphericity of the model. In practice, the information about
the induction arrows can be obtained from the measured magnetic fields for the
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period range from hours up to a day (Schmucker 2003). At this period range, the
Wiese–Parkinson relation (1.3) in Sect. 1.1 cannot be applied anymore, because its
validity is constraint to the assumption of a homogeneous exciting field source only
(Banks 1981).
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Chapter 4
Results of Deep Soundings in Europe

Abstract In the first half of the XX century, there appeared new approaches to
deep induction soundings. The theory of magnetovariation as well as magnetotel-
luric soundings was formulated just before the World War Two. Spatial derivatives
of response functions (induction arrows) were obtained for the long periods. New
phenomena have been detected by this method: secular variations of the Earth’s
apparent resistivity and the rapid changes of induction arrows over the last 50 years.
The first ones can be correlated with the number of earthquakes and the second ones
—with geomagnetic jerks in Central Europe. Extensive studies of geoelectrical
structure of the crust and mantle were realized in the frame of a series of interna-
tional projects. New information about geoelectrical structures of the crust in
Northern Europe and Ukraine was obtained by deep electromagnetic soundings
involving powerful, controlled sources. An influence of the crust magnetic per-
meability on the deep sounding results was confirmed.

Keywords Mantle � Conductivity � Apparent resistivity

4.1 Introduction

The second part of the XX century was characterized by an increasing interest in the
deep induction soundings of the Earth mantle, particularly by the magnetovariation
(MV) method (e.g., Roberts 1984, 1986; Schultz and Larsen 1987, 1990; Semenov
1989; Schultz 1990; Olsen 1992; Schultz et al. 1993; Olsen 1998, 1999a; Semenov
and Jozwiak 1999; Schmucker 1999) and using satellite data (e.g., Oraevsky et al.
1993; Olsen 1999b). A feature of deep soundings is the lack of direct verification of
the obtained results except of the ultra-deep borehole data in the Earth’s crust,
reaching 12 km depth. Therefore, the correctness of the induction sounding theory
plays a dominant role in such investigations. For example, it is obvious that the
model of the source field in the common form of a «plane wave» will not be valid
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for long periods as well as without considering the sphericity of the Earth (Schultz
and Zhang 1994).

In retrospect, it is surprising that some oldest works in geoelectricity were
broader than the traditional «plane wave» model. The concept of impedance in
Russia was introduced in the early 1930s by Leontovich. Then his student Rytov
has published the mathematical model (Rytov 1940), the first approximations of
which are applied now as magnetotelluric (MT) and generalized magnetovariation
(MV) soundings. Later on, a similar work was published by Wait (1954).
Leontovich (1948) has considered limits of applicability of the Rytov model, and
finally Senior and Volakis (1995) found a small error in that work. The simplified
model suggested by Tikhonov (1950) and Cagniard (1953) certainly had a great
success for the exploration of mineral resources by the MT method. Two traditional
MV methods for estimation of impedances and tippers separately required sepa-
ration of the observed field to “normal” and “anomalous” parts, which is a vague
procedure. Solution of this problem has been already incorporated in the Rytov
model, as pointed out by Guglielmi and Gokhberg (1987), while the simplified MV
method was already developed and used by Banks (1969), Berdichevsky et al.
(1969), Schmucker (1970). Approaches considered by Bates et al. (1976), Woods
and Lilley (1979), Kuckes (1973) and Kuckes et al. (1985) were closer to Rytov’s
one. The corrected concept for the induction sounding impedances was proposed by
Shuman (1999). The transformations, based on the Maxwell equations, of impe-
dance matrix (called «tensor» with an overstatement because we do not know
exactly what kinds of field sources form the measured signal in each direction) and
an assumed resistivity azimuthal tensor was obtained theoretically by Reilly (see in:
Weckmann et al. 2003), Semenov (1988, 2000). As a result, we have polar dia-
grams of the apparent resistivity instead of impedance ones. They can be not equal,
as shown below.

To obtain reliable results, the deep induction soundings request impedances in a
wide period range. To satisfy this request, the joint inversions of local MT impe-
dances with regional MV responses were tested by Semenov (1988), Egbert and
Booker (1992), Schultz et al. (1993), Semenov and Rodkin (1996). This approach
was used for the induction soundings in the frame of the following international
projects: “Baltic Electromagnetic Array Research” (BEAR 1998–2002), “Central
Europe Mantle Electrical Structure” (CEMES 2001–2003) “Electro-Magnetic
soundings of Trans-European Suture Zone” (EMTESZ 2003–2005),
“Electro-Magnetic Mini Arrays” (EMMA 2005–2008) in Fennoscandia,
“Fennoscandian Electrical conductivity from soundings with Natural and
Controlled Sources” (FENICS 2007–2009) and “Lithospheric Structure of TESZ by
Magneto-Variation Soundings” (LS-MVS 2009–2012) including territories of
Belarus, Czech Republic, Finland, Germany, Hungary, Norway, Poland, Romania,
Russia, Slovakia, Sweden and Ukraine. The national and global investigations have
been already reviewed by Korja (2007), Kuvshinov (2012).
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4.2 Soundings of 1D Layered Earth

The conductivities of the layered Earth’s mantle were estimated using the mag-
netovariation method down to 2000 km depth. For this purpose, the responses
obtained previously at seven geomagnetic observatories, IRT, KIV, MOS, NVS,
HLP, WIT and NGK (Semenov 1998), were analyzed, together with reliable results
published for harmonics of 11-year variations. Published models of the lower
mantle conductivity obtained using the secular, 30–60 year. variations were also
considered, in order to estimate the conductivity at depths down to the core. The
new regional model of the lower mantle conductivity does not contradict modern
induction sounding results. This model supports the idea that the mantle base,
situated below 2000 km depth, has a very high conductivity.

The conductivity structure of the Earth’s lower mantle has been estimated using
both the electromagnetic induction and the internal source methods by McDonald
(1957), Kolomyceva (1972), Alldredge (1977), Ducruix et al. (1980), Papitashvili
et al. (1982); estimates have also been obtained from mineral physics by Shankland
et al. (1993). However, “the picture of physics electric conductivity in the lower
mantle is confusing” (Merrill et al. 1996). The conductance of the lower mantle
estimated from 1000 km up to the core (2900 km), for example, varies by more
than three orders of magnitude. Nevertheless, geophysicists suggest that a layer at
the mantle base may have a very high conductivity (Zharkov 1983; Alldredge
1977). The conductivity of the 200–300 km thick D’ layer at the mantle base might
reach 100,000 S/m (Knittle and Jeanloz 1989), but the minimal value of the lower
mantle conductivity has been estimated as 1 S/m (Coe et al. 1995). For this reason,
we have attempted to use the induction method to as great a depth as possible, and
then to compare with the results obtained by other authors.

Most of the regional estimations from the responses obtained by the induction
soundings reveal the conductivity structure down to a depth of about 1000 km
(Roberts 1986; Schultz 1990; Egbert and Booker 1992). This limitation is con-
nected with the longest considered periods of the responses (max. 100 days). Using
the monthly mean values of several selected geomagnetic observatories with
high-quality observations over 22–43 years, the responses can be estimated from
Dst variations over periods of up to two years (Semenov 1998). The mean
responses up to periods of 700 days of seven mid-latitude geomagnetic observa-
tories in the Eurasia region were chosen for interpretation. These data have been
published together with details of their processing, including the remote reference
and robust techniques, in Semenov (1998). In addition, these data have been
combined with the mean daily responses for the European region and the global
responses obtained for the harmonics of the 11-year variations by Yukutake (1965),
Courtillot and Le Mouel (1976), Harwood and Malin (1977), Isicara (1977).

First of all, the forward spherical modelling was carried out to estimate the
resolving power of the data composition considered. For this purpose, models of a
weakly conductive earth (0.0001 S/m) with and without the conductive core
(300,000 S/m) were constructed. The responses and the forward modelling curves
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obtained (lines) are shown in Fig. 4.1. For long periods, the forward modelling
curves depend only on the spherical geometry (and not on the exact resistivity value
of the weakly conductive earth), and the apparent resistivity phases are equal to
−90° for these periods (Srivastava 1966; Sochelnikov 1979). This means that any
experimental resistivities must be less than these resistivity values calculated for a
weakly conductive earth (without the conductive core).

Most of the experimental data satisfy this condition, except for a few of the
responses for the 11-year period (see Fig. 4.1, left). The fact that some responses
show discrepancies with the assumption of the magnetovariation induction method
(that is, the model of an external source) have already been noted (Rokityansky
1982). We will reject these unreliable responses from the data set. Thus, we con-
clude that most of the responses of the 11-year variations, estimated 20 years ago,
are not very reliable, a fact which is reflected in the very large error bars for all their
harmonics. If the reason for this is only the poor quality of the used data, due to the
insufficient duration of observations for analyzing such long periods, future

Fig. 4.1 The collected data and the forward spherical modelling responses for the weakly
conductive Earth with and without the conductive core (left). Agreement of the experimental
responses for 1-D inversions with the data that are not in contradiction with the induction method
and with the existence of the conductive core (right). After Semenov and Jozwiak (1999)
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experimental data could give more reliable information about the mantle
conductivity.

For now, however, we selected only the few responses for our inversions that
have no discrepancy with an external source. The selected data composition is
shown in Fig. 4.2. One of the residual responses at the 11-year period is in con-
tradiction [especially its phase, marked as strange in Fig. 4.1 (left)] with the above
model of the Earth that includes a conductive core (if it is metallic). That is why we
consider two data compositions: with and without the 11-year response. This can be
done by considering the median or mean values as the averaged response for the
11-year period. However, the mean value including the unreliable response (which
is not shown in Fig. 4.2) will be used only for an estimation of the minimal
conductance of the lower mantle.

First, Parker’s D+ inversion (Parker and Whaler 1981) was applied to the data
composition that included the response that was in contradiction with the existence
of the Earth’s conductive core. The result was improved by using Weidelt trans-
formation (Weidelt 1972) from plane to spherical geometry. The main conductive
feature obtained with this inversion was detected at 2100 km depth. Its conductance
is about 120 MS. In addition, conductive layers were detected at depths of 700 km
(530 kS) and 1600 km (3.5 MS), as shown in Fig. 4.2. The 1-D OCCAM inversion
(Constable et al. 1987) recalculated in a spherical geometry shows, in addition to
the conductive zones detected by the D+ inversion, that the conductivity of the
mantle base and the upper core is only about 10 S m−1 (for comparison, a metallic
core must have a conductivity of about 100,000 S m−1). For this reason we believe
that this data composition is the least reliable. However, the value of 120 MS may
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Fig. 4.2 The assumed layered model of the spherical Earth. Corresponding 1D inversion results
of data presented in Fig. 4.1, taking into consideration data of the electro-jet 1969 year (left). The
analogous result obtained by Olsen (1999) is shown (right) without consideration of the electro-jet
data
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be considered as a minimal conductance of the lower mantle (the maximum con-
ductivity occurring mainly at 2100 km depth, if the CMB zone were even weakly
conductive) estimated by this method.

The same algorithms were applied to the data composition without that unreli-
able response value. According to the D+ inversion, the mantle conductance at
2100 km depth reaches 1600 MS. The agreement between the calculated and
experimental responses is shown in Fig. 4.1 (right). Next, the original spherical
inversion (Jozwiak 1993) was used to analyze this data composition. The resistivity
distribution (confirmed by the OCCAM inversion) is presented in Fig. 4.2. The
mid-mantle conductive layer is clearly seen in this figure, together with the
decreasing mantle resistivity: from 1000 to 2100 km.

Thus, both independent inversions have shown a similar geoelectrical structure
of the mantle down to a depth of about 2100 km, beneath which a highly con-
ductive layer with unknown thickness is required by the induction method. A model
with a poorly conductive mantle base and highly conductive core seems to be
unreliable, as a ‘model with an abrupt jump of conductivity on the core–mantle
boundary would be in contradiction with the observed data’ (Kolomyceva 1972).

Now let us assume that the geoelectrical structure of the lower mantle obtained
above is reliably estimated by the induction method up to 2100 km depth. We are
going to compare and combine this result with other data obtained using the internal
source variations with 30- and 60-year periods. Excluding the results obtained by
McLeod (1994) and Ducruix et al. (1980), in which the lower mantle conductance
is less than 120 MS (the minimal lower mantle conductance according to this
study), we will estimate conductances from 1000 to 2900 km depth from other
results.

By simple integration of the published conductivity distributions we have esti-
mated that the lower mantle conductances vary from 150 MS (McDonald 1957) to
77,000 MS (Kolomyceva 1972). More credible values were suggested by
Papitashvili et al. (1982): about 900–1600 MS (for comparison, the induction
method also gave a value of 1600 MS). However, it follows from the above model
that the lower mantle conductance is not greater than 5 MS down to 2000 km depth.
We will therefore consider the above-calculated conductances relating only to the
mantle base (from 2100 to 2900 km). The conductivity recalculated from the
above-mentioned extreme conductances for this 800-km layer will vary from about
250–95,000 S m−1, as shown for the resistivity values in Fig. 4.3. The agreement
between the results obtained by the induction and internal source methods is good
(see Fig. 4.2).

The model of the mantle conductivity presented here has been constructed using
deep magnetovariation sounding data only. Generally speaking, the model is in
agreement with the conductivity distributions obtained down to 1000 km depth for
other regions (Schultz 1990). Below 2100 km, the model is not in contradiction
with lower mantle conductivity estimates obtained by the internal source method.
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4.3 Methods and Sources

Let us note that the magnetotelluric impedance Z(x) for a fixed x is a ratio E(x)/B
(x) because the measured magnetic field is the magnetic induction B(t), but not the
field intensity H(t), as evidenced by its unit—nana Tesla (equal to 1 c—off-system
unit). Exactly this unit had been required by the IAGA in the resolution number 3 of
«Transactions…» (1973). Note that the impedance at a fixed period is a functional
of the conductivity (Berdichevsky and Zhdanov 1981). It means that many distri-
butions of conductivity can correspond to the impedance value found for a fixed x.
This fact does not contradict the theorem of uniqueness of the inverse solution for
induction soundings proved for infinite input data (Rokityansky 1982).

Estimations of impedances in practice are based on the random process theory
assuming impedances as transfer functions between spectra of observed field
components. These transfer functions are usually considered as scalar or matrix
[2 � 2] values, sometimes even [3 � 3] (Dmitriev and Berdichevsky 2002). The
last generalized heuristic approach leads to a similar result as obtained by Becken
and Pedersen (2000). Such an approach is mixing both modes for the corresponding
impedances that complicate an analysis of data over inhomogeneous media
(Semenov and Shuman 2010). Separation of the modes for 3D case has been
discussed by Becken et al. (2008). Note that the impedances can be found in the
time domain too (Nowożyński 2004).

Fig. 4.3 Apparent resistivity
and phase curves with
appropriate polar diagrams.
After Semenov et al. (2008)
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The publication by Weckmann et al. (2003) brings us back to the problem of
transforming the MT impedance matrix to apparent resistivity tensor elements qij*
for a laterally anisotropic medium. A widespread approach is considering the
impedance as a tensor, two and sometimes four elements of which are recalculated
into the same quantity of the scalar apparent resistivities even keeping indexes of
the impedance tensor. Result of such procedure can look very strange. It is more
natural considering resistivity of media as an azimuthal tensor and impedances as a
matrix (for MT), vector (for GDS) or scalar (for GMV). The theoretical evidence
transforming an impedance matrix to the resistivity tensor made by both Reilly (see
in: Weckmann et al. 2003), Semenov (2000) are identical (see 1.9 in Sect. 1.3).

Of course, reconsidering long-standing postulates is a thankless job. But fre-
quent recording of qxy* * Zxy

2 is without sense: asterisk xy marks a minor element
of resistivity tensor while this asterisk marks the major element of impedance one.
The relation following from the theory is qxx* * Zxy

2
–Zxx � Zyy. To obtain a scalar

resistivity, qxx* * Zxy
2 or qyy* * Zyx

2 , the value of Zxx � Zyy must be minimized.
Such directions were named the preferential ones; they may be not orthogonal
(Fig. 4.3). The apparent resistivity modules shown here are only shifted at both
preferential directions and their phases are similar (Fig. 4.3, right), while they are
different for the orthogonal principal directions. Moreover, the directions of
apparent resistivities obtained from the impedance matrix by common and theo-
retical transformation (Fig. 4.4) can be essentially different from their 1D inversion
models.

A careful study of the anisotropic media with the arbitrarily directed tensor of
conductivity has been made by Pek (2002), Pek and Santos (2002).

The problem of deep soundings arises: how an obtained local MT resistivity
tensor can be combined with the regional GMV or Sq scalar resistivity or with the
GDS continental vectoral one? In order to combine them, we have to assume that

Fig. 4.4 Choice of two preferential directions (min |Zxx � Zyy|) in comparison with the orthogonal
principal directions (left) chosen by the Swift’s procedure (min |Zxx − Zyy|). After Semenov et al.
(2008)
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the medium is rather homogeneous at great depths. But in fact the currents of
different sources are induced and locked in different ways inside the Earth and may
contain different information about its structure. This difference is clearly visible for
the spherical model in Fig. 4.1 due to the different sources and methods including
the Sq variations (Semenov et al. 2013). This problem still requires further efforts to
study the deep irregularities in the mantle.

The problem of a lack of coincidence between inversion models of different
teams in the international projects obtained from the same initial apparent resis-
tivities is arising too. If it concerns 1D modeling, their results can be transformed to
the monotonically increasing conductance with depth. This approach gives a pos-
sibility to investigate large areas presenting results as schemes of conductance at a
fixed depth or depths to a fixed conductance, even without subsurface parts for
comparison (Semenov and Jozwiak 2006).

Besides, it was established that secular variations of the Earth apparent resistivity
estimated by the two methods, GMV and GDS, can reach 20% of the mean
measured values (Fig. 4.5). These variations are well correlated with the number of
earthquakes in the seismically active areas of Central Europe. The depths of the
earthquakes are less than 40 km, in areas where sources of such variations are
situated. So the internal as well as changing external sources can essentially disturb
the sounding results during long observations. Besides, the induction arrows can
change their directions and their values during a couple of years. This phenomenon
coincides with the appearance of geomagnetic jerks in Central Europe (Petrishchev
and Semenov 2013).

Another registered phenomenon is connected with the high magnetic perme-
ability near the Curie point in the crust (Kiss et al. 2005). The influence of this effect
on the deep soundings was considered by Szarka et al. (2007).

Fig. 4.5 Comparisons of the Earth’s apparent resistivities with T = 8.8 h (a) and 30 days
(b) observed by different groups of observatories marked by their codes. After Petrishchev and
Semenov (2013)
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4.4 Results of Deep Soundings

The final results of electrical conductivity studies of the Earth’s crust at the
Ukrainian and Fennoscandian shields were published by Ingerov et al. (1999) and
Korja et al. (2002). Both studies show considerable heterogeneity in the crust
conductance in these regions, reaching few orders of magnitude. The example of
the crust conductance in the Ukraine is presented in Fig. 4.6.

The extensive deep geoelectrical studies in Northern Europe were realized in the
frame of two international projects: BEAR (1998–2002) with its deep sounding
continuation − EMMA (2005–2008) in Fennoscandia. These measurements have
been done using c.a. 50 MT stations, displaced permanent layover the
150 � 150 km network on the territory of Fennoscandian shield. Four countries
have taken part in the investigations. The obtained crustal conductance up to 60 km
depth for Northern Europe is shown in Fig. 4.6 (right). The fixed conductance
contrast reaches six orders and shows extremely high electrical heterogeneity of the
crust in the Fennoscandian shield (Korja et al. 2002). The large regions of high
resistance are surrounded by relatively narrow, highly conducting zones with
conductances reaching dozens of kS. The origin of crustal anomalies can be con-
nected with electronically conducting sulfide and carbon bearing structures
(Zhamaletdinov 1996). The upper mantle conductance was estimated from the
BEAR data during the EMMA project. It was shown that at depths of 150–300 km
the conductance reaches 4–5 kS that may be expressed «as an asthenosphere
conducting layer» (Sokolova and Varentsov 2007).

The second project was CEMES (2001–2003) at the territories of seven coun-
tries. The long-time MT measurements have been carried out at eleven geomagnetic
observatories of Central Europe and their sounding results were combined with the
MV soundings obtained at the same observatories using the historical hourly data
(Fig. 4.7, left, top).

Fig. 4.6 Schemes of the crust conductances on the Ukrainian (left) and Fennoscandian (right)
shields. After Ingerov et al. (1999), Korja et al. (2002), respectively
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Besides, the MV impedances for the periods from 4 h to 11 years estimated by
six authors for 35 European observatories were collected. The precise selection of
their results and subsequent combination allowed applying 1D inversion modeling
to estimate the regional mantle conductance at a depth of 770 km beneath chosen
observatories. The scheme of interpolation is shown in Fig. 4.7 (right, top).

These results have shown that the Trans-European Suture Zone (TESZ) coin-
cides with the depth gradients of the 1 kS conductance in the upper mantle. The
same effect has been observed along TESZ for the conductance gradient at a depth
of 770 km in the mid-mantle. However, the conductance is increasing to the west in
the upper mantle while in the mid-mantle it is increasing to the east. This reversing
occurs by seismic data at about 600–800 km and has been confirmed by deep
sounding results obtained along the Germany–Belarus profile (Fig. 4.8).

The international project EMTESZ (2003–2005) was carried out on the Polish
and German territories. Two long magnetotelluric profiles along the seismic ones
LT-7 (Guterch et al. 1994) and P2 (Janik et al. 2002) were rigorously studied by the
MT method in the wide period range (0.1–104 s). The resistivity cross-sections up
to upper mantle depths were published by Ernst et al. (2008).

Depths of the upper mantle were investigated separately combining three MT
soundings in the TESZ—center of the profiles with apparent resistivities obtained at
the nearest geomagnetic observatory Belsk situated in the TESZ too. The observed
sounding result is a rarity: two curves of apparent resistivity in orthogonal

Fig. 4.7 Comparison of the conductance distributions in kS: depths 50–200 km (left, top) and
depths 50–770 km (right, top) with seismic P-wave velocity variations (%) at 200 km (left,
bottom) and 700 km (right, bottom). After Korja (2007)
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directions are reaching each other at the period of a day (Fig. 4.9, right). The
obtained effect can be explained by the laterally anisotropic layer at depths of
30–40 km.

The next project was FENICS (2007–2009). Two mutually orthogonal industrial
power transmission lines of 110 and 120 km lengths (Fig. 4.10) with the generator
of 200 kW were used to estimate of the transversal resistance T (X·m2) of the
lithosphere in the frequency range of 0.1–200 Hz (Zhamaletdinov et al. 2011).
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Fig. 4.8 Smoothed conductance deep structure along profile between geomagnetic observatories
NGK (Germany) and MNK Belarus. After Semenov and Jozwiak (2005)

Fig. 4.9 The combined MT and MV apparent resistivities at two preferential directions crossing
(black) and alongside (red) in the center of EMTESZ profiles (left) and both their 1D inversion
models (right). After Semenov et al. (2005)
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Spacing between transmitters and receiving points reached 700 km. Besides, the
soundings with the Magneto-Hydro-Dynamic (MHD) generator «Khibiny» of
80 MW power were carried out for the investigations (Zhamaletdinov et al. 2005).
The Moho depth gradient of the deepest anomalous zone in Europe (Grad and Tiira
2007) corresponds to the gradient of the transversal resistance.

Another interesting result of using the controlled sources was obtained in the
western Siberia. The comparison of the ray logging data and deep induction
soundings was carried out in the vicinity of a very deep (�8 km) borehole. The
combined sounding result is shown in Fig. 4.11. The combination of the apparent
resistivities obtained with controlled and natural sources is commented in details by
Zhamaletdinov et al. (2012).

The fifth international project was the LS-MVS (2009–2012). Five countries
took part in these investigations. New MVS method was tested successfully in
Central Europe using the data of geomagnetic observatories (Semenov et al. 2011).
Thus, distributions of the induction arrows as well as response functions were
estimated in Poland for the period range from 3 h to one day. This new information
is analyzed now.

The original method to analyze the spatial distribution of induction arrows has
been proposed recently by Jóźwiak (2012). Known arrows were recalculated to the
scalar tippers and then into a ratio of the horizontal field at different points relative
to a point at infinity. The Hilbert’s transformation was used for this aim. These red
zones are characterized by high conductance (Fig. 4.12). The obtained results are in
good agreement with the geological knowledge.

Fig. 4.10 The gradient of
transversal resistance T
(X·m2) of the crust at the
depth interval of 10–60 km
(red lines) coinciding with the
boundary of the deepest
Moho zone in Europe (black
lines). After (Zhamaletdinov
2011; Zhamaletdinov et al.
2011)
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Fig. 4.11 The apparent resistivities and impedance phases obtained by the controlled and natural
sources with: 1 ULF antenna, 2 MT data, 3, 4 Sq and GDS method (observatory NVS), 5 1D
inversion, 6, 7 ray logging results, 8 1D inversion results. After Zhamaletdinov et al. (2012)

Fig. 4.12 Scheme of the spatial distribution of the conductive structures (red) basing on the
hypothetical locations of the Caledonian and Variscan deformation fronts (right, scale in log of
Siemens). After Jóźwiak (2012)
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Recently, sounding results using data of the global geomagnetic observatory net
were published by Praus et al. (2011). A review of electromagnetic study of
lithospheric structure around the TESZ was made by Jóźwiak (2013).

4.5 Conclusions and Discussion

The development of generalized magnetovariation sounding theory significantly
expanded possibilities of induction soundings in the period range from hours to a
couple of days. The regional investigations by this method allow estimating
additionally the gradients of response functions including information about elec-
trical inhomogeneities in the upper mantle (up to �500 km) that was not made
earlier. The induction sounding results are not stable: their long period variations
can be caused by internal sources while variations with shorter periods by an abrupt
change of the external field source. It is the reason why the results of formal
inversions may be changeable in time. Besides, the forward spherical modeling has
shown that sounding results using different sources and sounding methods above
deep inhomogeneities can be essentially different. However, the sounding results of
GMV and MT methods remain close to each other, even over significant irregu-
larities in the Earth.

The methodic peculiarities of the mantle soundings are connected with combi-
nations of two induction methods with tensor (MT) and scalar (GMV) or vectoral
(GDS) apparent resistivities. The choice of directions in the MT soundings to
compare with the MV ones is promising if the resistivity of medium is assumed to
be a tensor rather than the impedance. It was shown that the conductance is most
reliable for comparison between sounding results obtained by different investiga-
tors. An attractive but expensive method is that of controlled sources (like MGD
generator) used in Russia for the deep soundings on a practically non-conductive
surface. A lot of problems connected with natural sources disappear in such
soundings, but requirements concerning the theory of the methods are not reduced.

Four of the five international projects in Central and Northern Europe performed
areal studies. The results of the BEAR experiment increased the knowledge about
the electrical structure of the Earth’s crust at the Fennoscandian Shield (Korja et al.
2002). But another goal of the experiment—the search for a possible existence of
the asthenosphere in the upper mantle—did not get a clear answer. Moreover,
different research groups have come to some conflicting conclusions from the same
experimental data. According to the St. Petersburg group, an intermediate con-
ductive layer associated with partial melting of rocks is clearly recorded in the depth
range of 200–400 km and its average value of the longitudinal conductance reaches
8 kS (Vardanyants and Kovtun 2009). This conclusion is not contrary to the
interpretation of the seismic data which has a slightly different depth �100–150 km
(Abramowitz et al. 2002). On the other hand, the interpretations made by other
creative teams on the basis of the same experimental data assume the absence of
any asthenosphere under the Fennoscandian shield or it is extremely weak on the
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background of the confidence limits (Varentsov et al. 2002; Sokolova and
Varentsov 2007). The last interpretation of the BEAR data coincides with the
interpretation made by Vanyan (2002). Discrepancies between the interpretations
may be explained by sharp electrical inhomogeneity of the crust at this resistive
region and high latitudes with complicated source field. It would be interesting to
take into account the deep borehole in Karelia, where extremely solid rocks were
met at the depth �12 km.

The two main results of the CEMES project have fixed gradients of the total
conductance in the mantle at 300 and 770 km depths, coinciding with the TESZ.
Now physical explanation of this effect is absent. It could be attributed to the
methodological inaccuracies or errors of observations, but a similar inverse pattern
was observed on the results of seismic tomography (Piromallo and Morally 2003).
Reverses of the overabundant mass densities were also established at about 700 km
depth by a rigorous analysis of the satellite data (Martinec and Pěč 1990). These
phenomena require additional investigations as well as influence of the Earth
magnetic permeability on the MV soundings and analysis of induction arrows at the
period range of 3–30 h.

The FENICS project has allowed estimating the position of the transversal
resistance gradients changing twice at the boundary of the deepest (�50–60 km)
area of the Moho in Northern Europe. These northern boundaries (gradient zones)
of electrical and gravity anomalies coincide. Besides, the 1D inversions show the
lower crust resistivity (�105 X·m), which is at least two orders of magnitude
greater than for other shields in Europe and Canada. This high resistivity is coin-
ciding well with the laboratory investigations for the 10–50 km depths
(Zhamaletdinov et al. 2011) but is not consistent with previous studies (Vanyan
et al. 2001) and other inversion results (Sokolova and Varentsov 2007).
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Chapter 5
Electromagnetic Monitoring

Abstract This chapter is dedicated to electromagnetic monitoring by magneto-
variation methods and reveals a possible connection of geoelectric characteristics
with solar activity, seismicity and a very interesting phenomenon of geomagnetic
jerk. It highlights the peculiarities of the data processing with examples; the tech-
nique to obtain stable and reliable results is shown. A method is presented for
experimental detection of the direction to the geomagnetic pole that can be used for
geomagnetic deep soundings. The presented successful approach to electromagnetic
monitoring has allowed establishing a strong correlation with the solar activity and
quasi-linear trend in the apparent resistivity that may indicate the changes of mantle
conductivity. It is shown that there are several zones in Eurasia where the variations
of apparent resistivity are related to integral seismicity with magnitude greater than
3. Some features in the induction vectors and apparent resistivity have been
detected which coincide in time with geomagnetic jerks registered on the European
geomagnetic network. A possible mechanism of geomagnetic jerk’s influence on
the induction sounding results is presented.

Keywords Conductivity changes � Regional seismicity � Geomagnetic jerk �
Thermal lithosphere

5.1 Introduction

The electromagnetic induction soundings are based on the currents induced by
some external fields in the Earth’s interior. These fields are even able to penetrate
the lower mantle and they contain information about the Earth’s conductance.
Commonly, the sounding results are considered to be independent of the variability
of its source power due to the use of impedance boundary conditions. But it does
not mean that they must be stable in time. Impedances can depend on other
properties of external sources or media, such as magnetic permeability or porosity
which change in time with pressure and temperature.
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Relations between variability of the electromagnetic fields and seismicity in
some Earth’s regions have been known for a long time (e.g., Tzanis 2010; Duma
and Ruzhin 2003). Variability of electromagnetic field caused by piezoelectric and
seismo-electro-kinetic phenomena inside the Earth was also known and success-
fully applied in exploration geophysics by several types of methods having the
theoretical background (e.g., Guglielmi and Levshenko 1994; Svetov and
Gubatenko 1999; Neustadt et al. 2006).

The search for earthquake or volcanic precursors is based on the apparent
resistivity monitoring by the relatively high frequency magnetotelluric (MT)
method in seismically active areas (e.g., Park et al. 1993; Lu et al. 1999; Ernst et al.
1993). The tidal variations of apparent resistivities were established by this very
method (e.g., Zhamaletdinov et al. 2000; Saraev et al. 2010). However, the MT
method is not reliable enough for the long periods on a land, because of decreasing
signal-to-noise ratio in the electric field with increasing periods.

The modern magnetovariation methods are the generalized magnetovariation
method (GMV) and the geomagnetic depth soundings (GDS). The main difference
between these methods is the number of uncorrelated input signals: three from
auroral source generating a quasi-plane wave with vertical component (Vanyan
et al. 2002) for shorter periods (1.17), and one from the polarized Dst variations
(1.7). The GMV algorithm is used for analysis of hourly data when the term divBs is
most noisy (Semenov et al. 2011). The GDS algorithm (1.7) can be applied to the
daily data when Br is the noisiest component (Banks 1969). These criteria are
necessary for selecting the most reliable C-response between the various
estimations.

These methods are more suitable for investigating the temporal changes of the
mantle apparent resistivity, especially for low frequencies (long periods), and their
relation to the different sources, as we will try to demonstrate in this chapter.

5.2 Data Processing Peculiarities

As described above, the sounding results depend on many factors, such as changes
of source position or its configuration, magnetic permeability, seismicity and so on.
When such changes occur, it is possible to obtain something like that presented in
Fig. 5.1 for changes of induction arrows in magnetic storm time. Meanwhile, the
soundings mean that the Earth’s resistivity is stable in time. One of the possible
ways to obtain more-or-less stable results is to average the responses for a selected
time. In this case, we will lose the time sensitivity but increase the stability of
results.

The coherence criteria can be applied to select the reliable results at each period
among the series of each data segment. For example, C-responses can be considered
valid if the coherences between output Br and input divBs signals are greater than
0.7 for GMV and GDS methods. In this case, the mean partial coherences between
the output Br and input Bt and Bu signals should be greater than 0.3. The
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coherences between the input signals Bt and Bu should not exceed 0.4 for
excluding time intervals with the quasi linear polarization of the tangential field for
the GMV method. An example of such analysis is presented in Fig. 5.2.

The results satisfying the above criteria can be grouped for each segment, the
median value of which can be taken as the mean one. The median absolute devi-
ation (MAD) can be considered to be a confidence limit estimation.

Transformation of the basic data to such a geomagnetic reference system can be
carried out using the polar diagrams of coherences (see 5.3) between tangential field
components for each observatory separately (Semenov et al. 2011).

Fig. 5.1 Spectral-time
variations of induction arrows
in European region: a for
group of magnetic
observatories FUR, HRB &
BEL; b the same for FUR,
CLF, WNG; c time series of
Bx-component. After
Petrishchev and Semenov
(2011)
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5.3 Variability of the Symmetry Axis of Magnetosphere
Ring Current

The geomagnetic pole is formed by the intersection of the symmetry axis of the
outer ring current with the Earth’s surface. In the method for obtaining the direction
to these poles (south or north), only the spectra of two horizontal orthogonal
components of the observed magnetic field of the Earth are used (Semenov 1985).
This method is very simple, if the source field is a ring current itself, which is the
case in practice for periods of field variations over several days.

Indeed, the ring current field held by the dipole magnetic field is considered to be
a constant, without strong magnetic storms, and its axis rotates with the Earth’s
geomagnetic pole (Maus and Lühr 2005). The tangential component of this field
must be linearly polarized and focused on the geomagnetic pole. It was shown
(Kharin and Semenov 1986) that such a model is valid in general.

Fig. 5.2 The latitudinal component field at the ESK Observatory (upper panel) and the squared
coherence for the period of 9 h (second and third panels) for processing data from magnetic
observatories ESK, CLF and NGK for the year 1946. The fulfillment of coherence criteria is
presented on the bottom line (green is OK, red otherwise)
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To determine the direction of the tangential component to the pole, the azimuth
of minimum coherence between the orthogonal horizontal components of their
polar diagram is used. The maximum value of coherences depends on the power of
the ring current field in the total magnetic field in this frequency range. The power
of magnetospheric current is not great as long as the period of oscillation does not
exceed a few days (Fig. 5.3).

There are two directions of minimal coherence: the first one indicates the
direction of a full horizontal field of the outer magnetospheric ring current (the
internal field is not large) (arrows in Fig. 5.4), while the second one (orthogonal)

Fig. 5.3 Polar diagrams of the coherence between the components Bx and By in KIV
Observatory at several periods of soundings (Semenov et al. 2011)

Fig. 5.4 Polar diagram of the coherences between the orthogonal horizontal field components for
European geomagnetic observatories ESK, NGK and CLF. Red arrows show the directions to the
geomagnetic poles. Crossing red lines indicate the detected pole position and the inset in the lower
left corner shows the same position from the International Geomagnetic Reference Field model
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includes only non-correlated noise and coincides with the direction of the current
induced by this field source.

If the observation was made in the geographic coordinate system, then the
azimuth of full horizontal field is determined directly from the diagram. To give an
example, the hourly values of several observatories in Europe were analyzed
(Fig. 5.4). The pole position was estimated by the azimuths of three observatories
and the distance between them established from the spherical geometry. The results
show that the determination of the position of the geomagnetic poles is better when
the observatories that are significantly spaced in longitude are used.

It should be noted that there are two important points: (1) what value of the field
is taken as a daily value, and (2) how much suppressed are the diurnal oscillations
of the field arising from the rotation of the Earth in an inhomogeneous field with a
source in the ionosphere. For example, if you delete all the variations with periods
of less than one day and the average daily variation takes the value of fixed-hour UT
recording for each observatory, you can see that the azimuth to the geomagnetic
pole will change in daily intervals (Fig. 5.5) in the period range from 6 to 20 days.

The maximum deviation of the poles of the magnetospheric source field sym-
metry can reach ±8° in latitude for days without a strong magnetic storm. Then we
should expect distortions in geomagnetic coordinates of the observatory on the
same latitude, which will lead to the emergence of the diurnal variation of the field
at the observation point.

On a laterally homogeneous sphere with a fixed position of the magnetospheric
source it is known (Banks 1969) that Zi/Zj = coshi/coshj and Hi/Hj = sinhi/sinhj.
Here the indices i and j refer to the two observatories spaced by co-latitudes (h), Z
being the vertical, and H the full horizontal magnetic field component. Suppose, for
example, that the observatory is located in the geomagnetic co-latitude of 45°. Its
geomagnetic coordinates associated with the precession of the axis of symmetry of
the ring current will vary from 53° to 37° of the same longitude, i.e., generally at
16° per day. In accordance with these formulas and known full field of the ring
current (106 A), it generates the uniform southward-oriented magnetic field with
intensity of about 24 nT parallel to the axis of the Earth’s magnetic dipole on the
resistive sphere, i.e., in the geomagnetic co-ordinates.

Fig. 5.5 Daily variations of the azimuths towards the geomagnetic pole (marked by the cross) at
observatories BEL (left), KAK (center) and the determined precession of the pole during the day
(right). Modified after Semenov et al. (2013)
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5.4 Relation to the Sun

The GMV method and its variety, the GDS one, were applied to investigate vari-
ations of the apparent resistivities on the spherical Earth including sediments, crust
and mantle in the middle latitudes of Europe.

The data with the longest synchronous time series were chosen for analysis from
the European geomagnetic observatories due to their dense network. The old data
measured in magnetic reference system (H, D, Z) have been converted to the
geographic one (X, Y, Z). In fact, measurements are carried out and their results are
analyzed in a spherical coordinate system (t, u, r), where t is measured from the
pole (co-latitude). So, the spherical reference system was used to apply both
sounding methods. However, the geographic reference system was used for the
GMV method, while the geomagnetic one (h, k, r)—for the GDS method. The
tangential field divergence is not the measured signal and it was estimated for each
observatory group in the same way as in Semenov et al. (2011). The scattered
locations of the response functions are shown (Fig. 5.6) in the corresponding tri-
angles formed by the groups of three observatories.

The data analysis was carried out for the 1024-hour interval shifted then to 512 h
for the next analysis, and so on. Thus, 17 sounding results per year have been
recruited to calculate their yearly values. The time interval of the daily data included
512 days (1.4 year) shifted then to one year (365 or 366 days). Two shorter periods
were analyzed by GMV method and two longer by the GDS one.

The synchronous hourly data series for each observatory group have been
analyzed by GMV method for the periods of 8.8 h and 1.2 days. The daily data
have been analyzed by GDS for periods of 10 and 30 days. The obtained apparent
resistivity variations for the observatory group ESK-CLF/VLJ-NGK with the

Fig. 5.6 The European geomagnetic observatories with international codes and the sounding
areas for groups of three observatories. The analyzed time intervals are dated in years. After
Petrishchev and Semenov (2013)
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longest time series are presented in Fig. 5.7 (left) as a smoothed running average of
every three years. The quality of data before the years 1940–1950 was insufficient
for the analysis of daily data and they are omitted in Fig. 5.7 (left). The spectral
analysis of the apparent resistivities has detected pronounced peaks in their spectra
around 11 years (Fig. 5.7, right).

The cross spectral analysis of the Earth’s apparent resistivities and the Wolf
numbers (the yearly numbers of the sunspots) has shown the high coherence
between them (�0.85) and some phase lags of 1–4 years for periods of 6–12 years
(GMV method) that are practically absent for the GDS method. Taking into account
that the sampling interval was one year, the final accuracy of the phase shift is not
less than ±0.5 year. For comparison, the maximal diffusion time to reach a skin
depth (see below) for the sounding periods is measured in hours and reaches tens
hours.

Then, two other groups of the European observatories, VAL-ESK-HAD and
CLF-NGK-FUR (Fig. 5.6), have been chosen to assess a spatial variability of the
C-responses and induction arrows. These observatories had shorter data series
(50–70 years). The obtained variations of the apparent resistivities for these
observatory groups definitely confirm the effect detected at the first observatory
group by good correlations between all of them (Fig. 4.5 in Sect. 4.3). For example,
the correlation between variations of the apparent resistivities of three observatory
groups is clearly seen at the results obtained by the GDS method. Note that, roughly
speaking, the apparent resistivities are decreasing for the shorter periods, in contrast
to those estimated by the GDS method for the last years (2005–2009).

Fig. 5.7 The Earth’s apparent resistivity variations detected for the 100-year series of ESK-
(VLJ/CLF)-NGK data and the Wolf numbers (a); spectral densities of the Wolf numbers and
variations with shortest (8.8 h) and longest (30 days) periods in relative units (b). After
Petrishchev and Semenov (2013)
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Impedance, as well as C-response, at a fixed period is a functional of conduc-
tivity r (Berdichevsky and Zhdanov 1984), characterizing the conductance over a
skin depth. The skin depth, D = (xlr/2)−½, where l is the magnetic permeability,
was introduced theoretically as a penetration depth of induction currents in a
homogeneous and conductive half-space (without layers of high resistance) with a
plane horizontal boundary (Parkinson 1983). The wavelength in the vertical
direction is k = 2pD and its time to reach a skin depth is D2lr/2 (Parkinson 1983).
However, the real skin depth for deep soundings must be found for inhomogeneous
media, on a sphere, with the resistive Earth’s crust where the magnetic permeability
can essentially increase with temperature (Kiss et al. 2005). That is why an effective
skin depth Def = D/1.7 is considered for these media in deep soundings. Another
approach has been suggested by Schmucker (1970): D′ef = ReC. Calculations show
that D′ef � Def (up to 10%) for depths less than Re/10 as well as for conductances
for the plane and spherical Earth.

Changes of the average apparent conductance S* = (1/|q*|)·Def, measured in
kilo-Siemens (kS), have been estimated for the years 1918 and 2008 for the period
of 8.8 h. The apparent resistivity at both skin depths, including the crust and upper
mantle, has been increasing from 58 X m (Def � 430 km) to 82 X m (Def � 510
km), that corresponds to 16% decrease of conductance for 90 years. The same
estimates for other periods are comparable with the error bars. So the attempt to
explain linear trends of the apparent resistivities (Fig. 5.7) in the frame of the
traditional approach has shown implausibly large changes of the Earth’s conduc-
tance in the upper mantle. Several geophysical processes have similar trends as, for
example, the growing distance of the Earth from the mass center of the Solar
system, amounting to 106 km within a century, or the general increase of the Sun
activity in the last century. We will not speculate over the possible reasons.

A feature of the results is the detection of 11-year apparent resistivity variations
by both methods, GMV and GDS. These variations have periods that are many
times longer than the sounding ones. Note that the C-responses were introduced to
exclude influence of source power changes with frequencies equal to the ones
registered for the induction sounding on the Earth’s surface. An uncorrelated part of
the observed field has been mainly suppressed by the robust, coherence-based
statistical data processing. The 11-year apparent resistivity variations caused by the
outer source are less than 0.2 X m (Semenov and Jozwiak 1999), while the detected
variations with a period of 8.8 h are of about 10 X m or more. An idea was
proposed by Boulanger (see Khain and Khalilov 2008): the 11-year resistivity
variations can be due to the solar source power, changes of which produce varia-
tions of heat in the Earth’s conductive layers like the asthenosphere, or mid-mantle
layer, as well as their conductivity due to increasing intensity of the induced cur-
rents there. This effect would be characterized by phase lags between the solar
activity and the mantle conductivity changes at 5–7 years that is caused by the
thermal inertia of the mantle rocks (see Khain and Khalilov 2008). However, the
phase lags observed by the GMV method are about twice less.

So, secular variations of the Earth’s apparent resistivity have been detected by
two types of the induction magnetovariation soundings (GMV and GDS) in the
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period ranges from 8 h to 30 days. The monitoring of hourly and daily data series
(50–100 years) was carried out for the geomagnetic observatory data in Europe
using the robust and coherency-based statistical processing to obtain the reliable
estimates. The existence of linear trend in the apparent resistivities of 8.8 h period
has been established.

The 11-year apparent resistivity variations registered by soundings with period
T � 9 h have amplitudes of about 15 Ohm-m, while the same quantity estimated
from soundings with T = 11 year is *0.15 Ohm-m. So the variations from first
sounding could be caused by another source. For example, an increase of the solar
power can enhance the heating in the high-conductivity mid-mantle layer. Its
conductivity will also increase, maybe suddenly, due to larger intensity of the
induced currents, which is in agreement with our data. But this effect must be
characterized by a phase lag of at least 5–7 years between the solar activity and the
mantle conductivity changes, which is caused by the thermal inertia of the mantle
rocks (Khain and Khalilov 2008). However, the phase lags estimated by the GDS
method are about zero. The source of the variations might be also 11-year variations
in the magnetospheric source connected with the Sun activity and determined
recently from the satellite data (Lühr and Maus 2010). However, we used only their
approximation for deep soundings: some «effective ring current» flowing com-
monly in a plane of geomagnetic equator. Modeling the sphere with inhomoge-
neous surface layer shows that apparent resistivity of the GDS sounding depends on
a tilt of that plane: the stronger the tilt, the greater the contrast of heterogeneity.
A consequence should be a change in the geomagnetic pole position with a period
of 11 years.

5.5 Relation to Seismicity

The next point of interest is a relation of induction soundings to seismicity. We will
use the same methods—GMV and GDS—for further studies.

Geomagnetic observatories at mid-latitudes of Eurasia (50° ± �10° of the
northern hemisphere) operating at least in the years 1957-2010 have been chosen
for deep induction soundings along a profile going from Europe through Asia up to
the Pacific Ocean. Locations of these geomagnetic observatories are shown on the
background of tectonic structures (Fig. 5.8). Their hourly data for the last 50 years
have been analyzed in 17 groups of three neighboring observatories by two deep
magnetovariation methods mentioned above. The apparent resistivities have been
estimated consecutively for each year generally since 1957 up to 2010 for the
period range from 4 h to several months. In Siberia, distances between observa-
tories reach hundreds of kilometers. Such distances required using the spherical
reference system; otherwise, the sounding results might have essential scattering.
The centers of soundings are shown by triangles in Fig. 5.8, while the radii of
soundings can reach many hundreds of kilometers.
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The inversion of the obtained responses was performed using the MT2DInv
Matlab program (Lee et al. 2009). The result of inversion is presented in Fig. 5.9b.
Generally speaking, this resistivity distribution correlates with the thermal thickness
of the lithosphere where the temperature of 1300 °C is exceeded (Artemieva 2006).

Three zones with high dispersion, where the change in apparent resistivity for
the analyzed period 1957–2010 exceeds the amount of random error, sometimes by
an order of magnitude, have been detected along the profile. Such zones are marked
in Fig. 5.9a as shaded areas. Their positions are generally consistent with the Trans
European Suture Zone in Europe and CAOB in Asia which are characterized by
active tectonic processes and, as a consequence, a large number of tectonically
weakened zones. Such tectonic formations are characterized by lower values of
apparent resistance of the crust than the craton.

Fig. 5.8 Locations of geomagnetic observatories marked by international codes 1 and profile with
centers of soundings. 2 Boundaries of main tectonic structures. 3 TESZ Trans European Suture
Zone; EEC East European Craton, SC Siberian Craton; and CAOB Central Asian Organic Belt

Fig. 5.9 Dispersions of secular apparent resistivities with period T = 9 h (a) above weak zones in
Eurasia. The geoelectrical model (b) is built for 1985–1990; the white dashed line shows the
thermal thickness of the lithosphere
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Good correlations between apparent resistivity and change in the number of
earthquakes taken from NEIC PDE catalog within a 700 km radius around the
center of sounding were established in the first zone (Fig. 5.10a, Europe). Sample
earthquakes with magnitudes over 3 were taken from the catalog NEIC PDE.

The second zone has been fixed in Siberia (Fig. 5.10b) where deep soundings
have been made for group of stations AAA, IRT and NVS, because exactly there a
good earthquake statistics (ten and more events per year) was observed in the years
1973–2010. Such a statistics of earthquakes is absent in Western Siberia. The third
zone includes part of the Pacific Ocean shore (Fig. 5.10c), that stands in the way of
correct deep soundings.

All the reported cases are characterized by a good correlation between variations
in the apparent resistivity and the number of earthquakes within a radius of sensing.
Interestingly, most earthquakes in Europe (over 90%) are registered in the upper
crust. In the second case (Asia), the largest number of earthquakes focuses regis-
tered in the depth range of 25–40 km. Abnormally sharp increase in the number of
earthquakes (Fig. 5.10b) was registered at a depth of 10 km for a short time, which
is also reflected in the change of apparent resistivity.

Zones where the dispersion is in the same order of magnitude as errors show a
lower correlation to seismicity (Fig. 5.11a–b). And zones where the significant
dispersion has not been detected do not show a correlation to seismicity (Fig. 5.11c).

Fig. 5.10 Correlations of secular apparent resistivities (T = 9 h) and EQs in 1973–2010 in:
a Europe: FUR-HRB-BEL; b Asia: AAA-IRT-NVS; c Pacific coast: KAK-MMB-VLA

Fig. 5.11 Variation of apparent resistivity for a 9-hour period of sounding and seismicity in
700-km radius from the center of sounding for FUR-CLF-NGK a FUR-HRB-BEL b and
HRB-KIV-ODE c groups of observatories. After Semenov and Petrishchev (2012)
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A correlation of the number of earthquakes with solar activity was established
long ago by Boulanger (see Khain and Khalilov 2008). It was detected that the high
seismicity consistently appeared with the 11-year solar cycle on the middle latitudes
in a seismically active region of the USSR. It was suggested that changes in solar
activity cause fluctuations of the angular velocity of the Earth’s rotation which in
turn affects the seismic activity. However, the Earth is a layered sphere and angular
velocities of its core and mantle can be different. Later on, the core angular moment
has been deduced from geomagnetic secular variation model and then “the pre-
dicted variations in the length of a day are close to those actually observed” (Love
2008). It means that a source of the secular variation can be located in the mantle.
Moreover, the secular variation anomalies could be explained by the laterally
inhomogeneous stresses in the Earth’s crust based on the piezo-magnetic effect
(Sumitomo 1981). Perhaps the same effects were observed for the apparent resis-
tivities synchronously with the lunar–solar tides caused by the oscillation stresses in
the crust at the Baltic shield (Zhamaletdinov et al. 2000). One of the physical effects
related to pressure is known as “baro-electric” (Grigoriev et al. 1990) which may be
considered as a kind of the piezo-electric effect in homogeneously strained con-
ductors. In any case, the changing of stresses plays a significant role in variations of
apparent resistivity.

The high correlation between changes of the Earth’s apparent resistivities (2–10
times) synchronously with EQ was observed during the recent 30 years. This effect
has been ascertained in three zones of Europe and Asia. These regions differed by
the depth of earthquakes foci, which has not affected the correlations obtained. In
the first zone (Europe), the earthquakes were mostly grouped in the upper crust, in
the second zone (Siberia)—in the lower crust, and in the third zone (Pacific Ocean
Coast) the earthquakes were distributed in a complicated manner down to a depth of
400 km because of subduction zones.

Correlations between variation of EQ and electromagnetic field give grounds for
suggesting the action of the effects of piezoelectric and seismo-electro kinetic
phenomena (Guglielmi 2008) in weakened zones and during stresses caused by
seismic waves (Jarosinski 2012) from rather powerful earthquakes (Neishtadt et al.
2006; Kurtz and Nibbled 1978). Probably they are a result of seismo-electro-kinetic
effects in the sedimentary rocks caused by tectonic stresses (Neishtadt et al. 2006).
The first one is the variation of the magnetic field due to elastic stresses, while the
second is the variations of media conductivity due to dynamics of fluids in the
Earth’s crust caused by its stress strain state. The latter effect is characterized by
inertia (Svetov 2007). Both effects cannot be described by the Maxwell induction
laws only. So a task of future investigations is to separate the induction effect from
other kinds of phenomena. This effect is clearly seen in Asia due to specific changes
of the earthquakes. Finally, this means that a nature of this effect cannot be purely
induction. It can be caused by seismic energy in suture zones between the tectonic
plates or near rift zones: the so-called seismoelectric or seismo-magnetic effects.
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5.6 Relation to Geomagnetic Jerks

The next point of interest is a relation of induction soundings to geomagnetic jerks.
The jerk is conceived as a sudden change in the slope of the secular variation, i.e.,
the first time derivative of the Earth’s magnetic field (De Michelis et al. 2005). Jerks
can be detected most clearly in the magnetic declination or the eastern component
of the magnetic field. Jerks are clearly seen in the European and Australian data
(Love 2008). On the other hand, jerks are not so obvious in the Japanese data. As to
the Alaskan data, they show a jerk, but it is of opposite sign to that for Europe and
Australia.

Clearly, a global description of the secular variation is complicated. Still, geo-
physicists have made progress in relating jerks and secular variation to decade-scale
changes in Earth’s rotational rate that arise from exchanges of angular momentum
between the core and the mantle. With certain assumptions, core angular
momentum can be deduced from geomagnetic secular variation models. Then,
assuming that the Earth’s total angular momentum is conserved, one can estimate
the changes that should have occurred in the mantle angular momentum over the
past century or so. Predicted variations in the length of a day are close to those
actually observed, and that gives researchers some confidence that their theories are
reasonable.

So, the widespread hypothesis of the geomagnetic jerk nature is based on some
internal origin (Malin and Hodder 1982; Love 2008). The fact that jerks are most
readily observed at European observatories are largely confined to one component
of the field, and are abrupt, argues for a local origin, perhaps a magnetic field
instability (Bloxham et al. 2002). Arguing against such an origin is the fact that they
represent transitions between long intervals of linear secular variation; in other
words, jerks are not simply transient perturbations to the secular variation; instead,
they delineate intervals of secular acceleration of opposite sign.

Maybe the Earth’s liquid outer core begets a plume reaching even the upper
mantle. This phenomenon imposes stringent terms on the conductivity of the
Earth’s mantle (Semenov and Jozwiak 1999).

Understanding the origin of jerks is important, not only because they are a result
of interesting dynamical processes in the core and may help determine the con-
ductivity of the mantle, but also for improving time-dependent models of the
geomagnetic field and for strictly practical purpose of forecasting its future
behavior, for example, in navigation (MacMillan 2011).

It was found (Petrishchev and Semenov 2013) that the geomagnetic jerk can be
seen in the variations of induction vectors. Below we will analyze results of eight
mantle MV soundings along a profile in the middle latitudes crossing a region with
a powerful jerk of 1969 in Europe. The soundings were separated in time: before
and after the jerk occurrence.

We have formed a profile going from the British Islands through
Trans-European Suture Zone (TESZ) to the East-European Craton (EEC) using 8
groups of geomagnetic observatories chosen above (Fig. 5.12a). Rate of changes of
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magnetic declination for each observatory is shown in Fig. 5.12b. Their hourly data
for the last 50 years have been processed by the previously mentioned two deep
magnetovariation methods and techniques.

The variations of induction arrows Su and Sv for a period of 9 h are presented in
Fig. 5.13. It is clearly seen that the induction arrow Sv is rapidly changing its
directions, by about 90°–180°, near the years 1969–1972 for the group of obser-
vatories ESK-CLF-NGK and slowly for CLF-NGK-FUR (Fig. 5.13). At the same
time, modules of the vector Sv are reduced by half at both groups. It coincides in
time with geomagnetic jerk occurrence on European geomagnetic network. An
interesting feature of the magnetic data for those years is the brutal acceleration of
the north magnetic pole velocity associated with the 1969 geomagnetic jerk
(Mandea and Dormy 2003).

No such essential changes have been detected in induction vectors for
1969–1972 in Eastern Europe (Fig. 5.13e–h), so the main changes in the area
considered here were those detected for Western Europe.

Similar significant changes are also established for the apparent resistivity. To
test the hypothesis of its connection to jerk, we have fixed mean responses for the
group of all the above-mentioned geomagnetic observatories for two 5-year inter-
vals—before and after jerk of 1969. The responses were obtained in the period
range of 4 h–2 months. Figure 5.14 shows the responses for ESK-VLJ/CLF-NGK
and MOS-KIV-BEL observatory groups in the period range of 4 h–2 days, where
the most powerful changes were detected.

For spatial analysis, we have formed a profile from all groups. For obtaining
more stable results, the regional response functions up to a period of 11 years
(Semenov 1998) have been added to the experimental data and then the inversion
MT2DInvMATLAB (Lee et al. 2009) has been applied to the responses. The result
of inversion is presented in Fig. 5.15. The difference between the young
Phanerozoic European Platform in Western Europe and feebly conductive East

Fig. 5.12 Location of geomagnetic observatories a marked by international codes 1 and profile
with centers of soundings. 2. Rate of change of declination on the observatories b the geomagnetic
jerk of 1969–1970 is highlighted by arrows
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European Craton is clearly seen. The uplifting conductive layer (20–50 Ohm-m) in
the upper mantle can be associated with Eifel hotspot (Ritter et al. 2001).

Generally speaking, this resistivity distribution correlated with the thermal
thickness of the lithosphere where the temperature of 1300 °C is exceeded (digi-
tized data from Artemieva 2006). It means that deeper than that border the magnetic

Fig. 5.13 Time variability of induction vectors for period of sounding of 9 h. The observatories
for each group are listed on each figure. The legend and error estimations are approximately equal
for all groups and are presented in panel a
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properties of matter are changing abruptly; the magnetic permeability can increase
many times near this boundary (Kiss et al. 2005) before reaching the Curie-Neel
temperature.

The fact that in the upper mantle the resistivity changes coincide with the jerk
occurrence has been ascertained. According to the obtained models (Fig. 5.15), the

Fig. 5.14 Apparent
resistivity (top) and its phase
(bottom) for
ESK-VLJ/CLF-NGK a and
MOS-KIV-BEL b groups

Fig. 5.15 Geoelectrical
models through the
considered profile according
to soundings in the years
1965–1969 a and 1970–1974
b The white dashed line
shows the thermal thickness
of the lithosphere (Artemieva
2006)
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resistivity of the upper mantle increased 2–3 times. It is hard to imagine such fast
essential changes (no more than 5 years between the centers of time intervals
1964–1969 and 1970–1974) in so huge, powerful area. So we have decided to
check the hypothesis of influence of magnetic permeability in the local layer near
the Curie-Neel boundary on the sounding results; such an opportunity is easily
following from the apparent resistivity definition. We have used the algorithm for
forward modeling that was developed earlier (Petrishchev et al. 2012; Yadav and
Lal 1997).

Two 7-layer geoelectrical models have been completed for Western Europe. For
the first model, the magnetic permeability equal to the magnetic constant (relative
magnetic permeability is equal to 1) was fixed for all layers (Fig. 5.16a). For the
second model, we have changed the relative magnetic permeability 2.5 times in the
relatively thick layer (Fig. 5.16a) where the Curie-Neel temperature was reached;
we used the thermal thickness of the lithosphere from Artemieva (2006). The results
of modelling are presented in Fig. 5.16b. It is clearly seen that such minor changes
are enough for explaining the effect.

Essential changes in secular apparent resistivity were recently observed while
analyzing data of geomagnetic observatories in Europe for the last 50–100 years.
Significant rapid changes were detected in induction vectors and response functions
in Europe in 1969–1972 that coincide in time with the detection of a geomagnetic
jerk. Experimental data have a strong regional feature: the most severe changes
were recorded for the ESK-VLJ/CLF-NGK group (Western Europe).

According to experimental data, we have computed two geoelectrical models
down to the depths of the middle mantle—before and after a jerk occurrence in
time. Models demonstrate the change of electrical resistivity of the upper mantle in
Western Europe; the phenomenon has a local character. It is difficult to imagine

Fig. 5.16 The influence of relative magnetic permeability on the apparent resistivity
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such fast changes of the upper mantle conductivity over a large area in such a short
time (no more than 5 years). We have tried to describe them by the temperature
changes through the magnetic permeability variation near the Curie-Neel temper-
ature (Kiss et al. 2005). The position of this boundary has been taken according to
digitized data from Artemieva (2006). We performed modelling by increasing the
magnetic permeability in that layer only 2.5 times. That was enough to explain the
resulting effect. It is well known that near the boundary where the Curie-Neel
temperature is reached it is enough to have relatively small temperature variations
in order to get significant changes of the magnetic permeability.

The question as to why these changes occurred precisely in 1969 remains open.
Perhaps this may be partly explained by the dynamics of the hydrothermal systems.
Each ore-magmatic system is going to be stable as long as possible, and only when
all the mechanisms for its maintenance have been exhausted, it jumps to a new
steady state characterized by new physical-chemical and geochemical parameters.
The main condition of long-life of such systems is a supply from an external source
of energy and matter. Such a source or conductor in the study area may be the Eifel
hotspot (Ritter et al. 2001), which is directly connected to the upper mantle.

5.7 Conclusion

Thus, in this chapter we have considered the theoretical background of electro-
magnetic monitoring by deep magnetovariation methods, highlighted the pecu-
liarities of the data processing and revealed a possible connection with solar
activity, seismicity and an interesting phenomenon of geomagnetic jerk.

According to the results of monitoring with magnetovariation soundings on the
periods from a few hours to several months, the variations of apparent resistivity of
the Earth at periods correlated with solar activity cycles have been clearly distin-
guished. In addition, the accuracy of the analysis allows us to highlight the presence
of trends in the apparent resistivities variation, which may indicate a change in the
integral conductivity of the mantle on the selected time interval.

The monitoring on a large statistical material allowed establishing (see Sect. 5.5)
a number of zones with special properties, where the apparent resistivity variations
exceed the amount of random error. An interesting fact is that a strong correlation
with the integral seismicity has been detected in these zones.

Correlations between variation of EQ and electromagnetic field give grounds for
suggesting the action of piezoelectric and seismo-electro kinetic phenomena
(Guglielmi 2008) in weakened zones and during stresses caused by seismic waves
(Jarosinski 2012) from relatively powerful earthquakes (Neishtadt et al. 2006; Kurtz
and Nibbled 1978).

The most striking phenomenon is a change of the induction vector Sv and
apparent change of the Earth’s structure established in Western Europe in the years
1969–1972. This phenomenon coincides with the registration of the geomagnetic
jerk in the European network of geomagnetic observatories. In this chapter, we have
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shown (see Sect. 5.6) that the effect can be explained by a change in temperature in
the bottom of the thermal lithosphere and, as a consequence, a small change in the
relative magnetic permeability.

In any case, the observed effects are rather interesting for further studies, mainly
as concerns their formation mechanisms in order to gain new knowledge about the
structure and variability of Earth’s interior at depths around the core-mantle
boundary.
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