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Preface

The International Symposium on Distributed Computing and Artificial Intelli-
gence (DCAI´10) is an annual forum that brings together past experience, current 
work and promising future trends associated with distributed computing, artificial 
intelligence and their application to provide efficient solutions to real problems. 
This symposium is organized by the Biomedicine, Intelligent System and Educa-
tional Technology Research Group (http://bisite.usal.es/) of the University of Sa-
lamanca. The present edition has been held at the Polytechnic University of Va-
lencia, from 7 to 10 September 2010, within the Congreso Español de Informática 
(CEDI 2010). Technology transfer in this field is still a challenge, with a large gap 
between academic research and industrial products.  This edition of DCAI aims at 
contributing to reduce this gap, with a stimulating and productive forum where 
these communities can work towards future cooperation with social and economi-
cal benefits. This conference is the forum in which to present application of inno-
vative techniques to complex problems. Artificial intelligence is changing our so-
ciety. Its application in distributed environments, such as internet, electronic 
commerce, environment monitoring, mobile communications, wireless devices, 
distributed computing, to cite some,  is continuously increasing, becoming an ele-
ment of high added value with social and economic potential, both industry, life 
quality and research. These technologies are changing constantly as a result of the 
large research and technical effort being undertaken in universities, companies. 
The exchange of ideas between scientists and technicians from both academic and 
industry is essential to facilitate the development of systems that meet the de-
mands of today's society.  

This symposium continues to grow and prosper in its role as one of the premier 
conferences devoted to the quickly changing landscape of distributed computing, 
artificial intelligence and the application of AI to distributed systems. This year’s 
technical program presented both high quality and diversity, with contribution in 
well established and evolving areas of research. This year, 123 papers were sub-
mitted from over 11 different countries, representing a truly “wide area network” 
of research activities. The DCAI technical program has 88 selected papers (74 
long papers, 10 short papers and 4 doctoral consortium). 
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Maŕıa Dolores Muñoz Vicente
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Edward R. Núñez V., Oscar Sanjuán Mart́ınez,
Juan Manuel Cueva Lovelle, Begoña Cristina Pelayo Garćıa-Bustelo
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Mustafa Çakır, Erhan Bütün

A Hybrid Multiobjective Evolutionary Algorithm for
Anomaly Intrusion Detection . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 509
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Feature Selection Method for
Classification of New and Used Bills�

Sigeru Omatu, Masao Fujimura, and Toshihisa Kosaka

Abstract. According to the progress of office automation, it becomes im-
portant to classify new and old bills automatically. In this paper, we adopt a
new type of sub-band adaptive digital filters to extract the feature for classi-
fication of new and fatigued bills. First, we use wavelet transform to resolve
the measurement signal into various frequency bands. For the data in each
band, we construct an adaptive digital filter to cancel the noise included in
the frequency band. Then we summarize the output of the filter output in
each frequency band. The experimental results show the effectiveness of the
proposed method to remove the noise.

Keywords: bill classification, adaptive digital filter, sub-band analysis,
acoustic diagnosis system, neural networks.

1 Introduction

By the progress of the office automation, it is important to classify the bill
into new one and fatigued one in ATM or a bank machine. Basically, two
methods are useful to do it. One is to use images of bills and another is to
use acoustic data of bills. Former one has been well developed but there are
too many variations for classification and the reliability is not so high [1].
Thus, we consider the case to use the acoustic data measured from a bank
machine. A bank machine makes some sounds when the bill has been passed
through it. But various kinds of noises are included at the same time such as
sounds of gears, a motor, and background noise.
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In order to classify a bill into usable or fatigued one, we must extract only
bill sound from the noisy measurement data. In this paper we will remove the
noises by using adaptive digital filters and a neural network. First trial of the
approach was done by Kang et al. [2] where two-stage adaptive digital filters
were introduced. In a real bank machine, various types of acoustic noises were
included stated above. Thus, two-stage adaptive filters might not be sufficient
to remove the noises. Furthermore, it is difficult to find a suitable order of
the adaptive digital filters.

The proposed method has three steps. First, we decompose the measure-
ment signals into low frequency part and high frequency part by using discrete
wavelet transform. Then for each frequency band, we apply the adaptive digi-
tal filter. After that we compose the filtered signals obtained in each frequency
band and then we make the nonlinear predictor by using neural network of
layered type. The output of the layered neural network is assumed to be the
acoustic data of the bill. Finally, we apply the procedure to real data obtained
by a bank machine to show the effectiveness of the proposed approach.

2 Adaptive Digital Filter

The adaptive digital filter has been proposed by Widraw [3] and it was applied
to real data processing to reduce noises. The basic form of the adaptive digital
filter is shown in Fig. 1.

+ Σ- 
ty

td te

tWtX

LMS Algorithm

Fig. 1 General structure of adaptive digital filter.

In this figure dt is a desired signal at time t and the input and the output
of the filter are Xt and yt, respectively which are given by

Xt = [xt, xt−1, . . . , xt−N+1]T , yt =
N−1∑
k=0

wk,txt−k, (1)

where wk,t is a weight of the filter and Wt is given by

Wt = [w0,t, w1,t, . . . , wN−1,t]T . (2)
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Fig. 2 Noise canceller by adaptive digital filter.

Furthermore, we define the error et of the filter by

et = dt − yt. (3)

Using the least mean square(LMS) algorithm by [3], we can obtain the
following recursive relation about Wt

Wt+1 = Wt + 2uetXt (4)

where u is a constant.
If we set the desired signal dt as

dt = xt+1, (5)

then it means the one-time ahead predictor.
If we set the desired signal dt and the input Xt as

dt = st + nt, Xt = [ñt, ñt−1, . . . , ñt−N+1]T , (6)

then it is called as a noise canceller where ñ means similar to n with high cor-
relation. The noise canceller will cancel the noise nt by using the correlation
of ñt and the output error et will approach to the sinal st as shown in Fig. 2.
Noise cancelling techniques have been adopted in many application problems,
for example, earphone, signal separation, acoustic diagnosis, etc. [3].

The noise property is not constant and changing along time in real envi-
ronment as shown in the later. Thus, adaptive digital filtering is preferable
although the order of the filter should be determined trial error. According
to the change of the environment the order must be adjusted as well as the
coefficients of the filter.

3 Error Back-Propagation Algorithm

The error back-propagation (BP) algorithm has been well-known since it
was proposed by Rumerhart et al. [6] in 1985. The self-tuning PID being
described in detail later is based on the derivation of this algorithm. First,
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Fig. 3 Structure of a layered neural network.

we will explain the derivation of the BP algorithm in compact way. The form
of a neural network described by Fig. reflayerednn is called a layered neural
network since they have more than three layers which are called input layer,
hidden layer, and output layer. Outputs of neurons in the input layer are the
input data which should be processed. We assume that numbers of neurons
in the input, hidden, and output layers are I, J, and K, respectively.

In Fig. 3, large circles denote neurons and each neuron, for example, neuron
j can be described by the following nonlinear input-output relation:

Oj = f(netj), netj =
I∑

i=1

wjiOi − θj , f(x) =
1

1 + exp(−x)
= sigmoid(x).

(7)

where Oj denotes the output of neuron j, wji denotes the connection weight
from a neuron i to a neuron j, θj is a threshold value of neuron j.

Note that the output of a neuron is limited within 0 to 1 since f(x) ∈ [0, 1].
If we assume that O0 = −1 and wj0 = θj , then we can rewrite netj as follows:

Oj = f(netj), netj =
I∑

i=0

wjiOi, f(x) =
1

1 + exp(−x)
. (8)

Then we will compare the output {Ok} with the desired value {dk} for
each k, k = 1, 2, . . . , K and if there are large discrepances, we will correct the
weighting functions, wjiandwkj such that the following error function E will
be decreased.

E =
1
2

K∑
k=1

e2
k, ek = dk − Ok. (9)

Using the gradient search, the minimizing cost of E is given by the following
relation(the error back-propagation algorithm):
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δk = ekOk(1 − Ok). (10)

δj =
K∑

k=1

δkwkjOj(1 − Oj) k = 1, 2, . . . , K, j = 0, 1, . . . , N (11)

Δwkj(new) = ηδkOj +αΔwkj(old) , j = 0, 1, . . . , N, k = 1, 2, . . . , K (12)

Δwji(new) = ηδjOi + αΔwji(old) , i = 0, 1, . . . , M, j = 1, 2, . . . , N (13)

where the first term and second term of (12) and (13) are called the learning
term and the momentum terms, respectively and η and α are called learning
rate and momentum rate, respectively.

4 Acoustic Data from a Bank Machine

We will consider classification of new and fatigued bills based on the acoustic
data which have been measured near the bank machine as shown in Fig. 4.
In this case, there are various kinds of noises in the data since the bank note
machine includes many gears and transmission connecters derived by a motor
as well as background noise [5] as shown in Fig. 5.

Fig. 4 Bank machine used here.
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Fig. 5 Acoustic data from a bank ma-
chine.
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Fig. 6 Various acoustic data from a bank machine.

5 Noise Reduction Method

In order to classify the bill into new and fatigued ones based on the acoustic
data, we must delete those noises. We propose a sub-band adaptive digital
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Fig. 7 Noise reduction method.

filter to reduce those noises. The proposed algorithm is shown in Fig. 7 where
two microphones are located front and back places of the bank machine, ADF
is adaptive digital filter, and NN is a neural network.

From the bank machine the acoustic sound such as Fig. 5 has been mea-
sured from each microphone. In order to construct the adaptive digital filter,
we need many trials to determine the order of the filter since the acoustic
data has broad-band frequencies and it is difficult to tune the parameters of
only one adaptive digital filter. Thus, we propose to divide the measurement
signals into some frequency bands by using discrete wavelet transform where
Daubechies basis functions were adopted. After that for each spectral band
we construct two types adaptive digital filters. One is prediction type and
another is noise cancelling type. Former is used to reduce periodic-like noises
due to a motor and gears and the latter is used to delete the no periodic noises
which cannot be removed by the former. Then we compose the outputs from
adaptive filters to produce an acoustic sound of the bill. Finally, the composed
signal has been passed through a neural network to remove the noisy part
from the obtained signal. The final part is to extract pure noise part since the
neural network can predict the future values as precise as possible by increas-
ing the number of neurons in the hidden layer and the non-predicted part
could be regarded as noise. The bank machine(GFR-X120) made in Japan in
Fig. 4 is able to classify the bills into several kinds of banknotes with thirty
pieces per second based on the neuro-pattern algorithm although it could not
classify the bill into fatigue one and usable one.

The data of acoustic sounds as shown in Fig. 5 consist two parts.
One(Range-1) is noisy part and another(Range-2) is the signal part in which
bill sounds are included. The sampling rate is 50kHz and the time interval
of Range-2 is 51-82 [ms]. This interval can be picked up by the hardware at-
tached in the machine. The acoustic data of other fatigued levels are shown
in Fig. 6. From these parts, some signal is added during the bill passing the
bank machine. The noise added in the measurement data might be similar
in Range-1 although they are not the same because the bank machine will
produce a little bit different sounds by the rotation change under loads. As
we could expect that the signals in Range-1 and Range-2 are correlated each
other, we adopted the noise cancelling technique in this paper. But measure-
ment data include various noises due to the motor and gears, which could
be assumed to be periodic and the adaptive digital filter could reduce such
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components very easy. From these facts, we use the following steps to reduce
the noises in the measurement data of bill sounds:

Step 1. Decompose the measurement data into low frequency part and high
frequency part by using discrete wavelet transform.

Step 2. Construct two-type adaptive digital filters: first, the prediction
type and second, noise castellation type for each frequency band.

Step 3. Compose the filter output from each frequency band.
Step 4. Construct the nonlinear predictor using a neural network to reduce

nonlinear noise component.

6 Experimental Results

In order to classify the bill into new and fatigued ones based on the acoustic
data, we must delete those noises. We propose a sub-band adative digital
filter to reduce those noises. The parameters used for the simulation is given
in Table 1.

Comparing spectrum of measurement data between Range-1 and Range-2
shown in Fig. 5, we can see that both ranges have similar spectrum, which
means that the separation between noise and bill sounds is a difficult work.
Results by the method by Kang et al.([2]) and the proposed method are
shown in Fig. 8 and Fig. 9, respectively. The conventional method by Kang

Table 1 Various parameters.

Specification Values
learning times of ADF [s] 4,700
order of ADF 15
order of input delay for NN 1
learning time of NN [s] 100,000
No. of neurons(input layer) 12
No. of neurons(hidden layer) 6
No. of neurons(output layer) 1
learning coefficient of NN 0.002
momentum coefficient 0.01
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et al.([2]) is based on two-stage adaptive digital filters. This is effective when
a simple noise is added to the signal. But for the present situation with many
noise factors is not so good compared with the proposed method.

7 Conclusions

We have considered the noise reduction method from very noisy acoustic
data obtained from a bank machine based on the proposed method. The
simulation results show the effectiveness to reduce the noise from the noisy
measurement data. From now on, we consider how much improvement of the
classification rate of the new and fatigued bills could be achieved.
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Otoliths Identifiers Using Image Contours EFD 

R. Reig-Bolaño, Pere Marti-Puig, S. Rodriguez, J. Bajo,  
V. Parisi-Baradad, and A. Lombarte* 

Abstract. In this paper we analyze the characteristics of an experimental otolith 
identification system based on image contours described with Elliptical Fourier 
Descriptors (EFD). Otoliths are found in the inner ear of fishes. They are formed 
by calcium carbonate crystals and organic materials of proteic origin. Fish otolith 
shape analysis can be used for sex, age, population and species identification stud-
ies, and can provide necessary and relevant information for ecological studies. The 
system we propose has been tested for the identification of three different species, 
Engraulis encrasicholus, Pomadasys incisus belonging to the different families 
(Engroulidae and Haemolidae), and two populations of the species Merluccius 
merluccius (from CAT and GAL) from the family Merlucciidae. The identifica-
tion of species from different families could  be carried out quite easily with some 
simple class identifiers -i.e based on Support Vector Machine (SVM) with linear 
Kernel-; however, to identify these two populations that are characterized by a 
high similarity in their global form; a more accurate, and detailed shape represen-
tation of the otoliths are required, and at the same time the Otolith identifiers have 
to deal with a bigger number of descriptors. That is the principal reason that 
makes a challenging task both the design and the training of an otolith identifica-
tion system, with a good performance on both cases. 
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1   Introduction 

Otoliths are found in the inner ear of fishes. They are formed by calcium carbon-
ate crystals and organic materials of proteic origin. The shapes and proportional 
sizes of the otoliths vary with fish species. In general, fish from highly structured 
habitats such as reefs or rocky bottoms will have larger otoliths than fish that 
spend most of their time swimming at high speed in straight lines in the open 
ocean. Flying fish have unusually large otoliths, possibly due to their need for bal-
ance when launching themselves out of the water to "fly" in the air. Often, the fish 
species can be identified from distinct morphological characteristics of an isolated 
otolith. It is also widely accepted that fish otolith shape analysis can be used for 
sex, age, population and species identification studies, and can provide necessary 
and relevant information for ecological studies. Successful stock discriminations 
using otolith shape analyses have been reported by Casselman et al. (1981), Bird 
et al. (1986), Campana & Casselman (1993). Moreover the variability in the left 
sagitta otolith shape has been related to genetic, ontogenetic and environmental 
factors (Lombarte et al. 2003). Several methods are used to describe and compare 
form in morphological studies, such as ratios of linear dimensions, Euclidean dis-
tance matrix analysis, eigenshape analysis, and several variations of Fourier analy-
sis (Chen et al. 2000; Iwata 2002). The traditional approach to contour feature ex-
traction is based on expanding the contour into a two-dimensional series by means 
of elliptic Fourier analysis (Kuhl and Giardina 1982). The data are reduced by se-
lecting only a set of coefficients for the expansion. Appropriate feature extraction 
and compaction is essential for obtaining good results in automatic classification 
systems. One of the major problems when complex data sets are classified is the 
number of variables involved. In pattern recognition and image processing, feature 
extraction is a form of dimensionality reduction. Although Elliptic Fourier De-
scriptors (EFD) can represent any outline when a large number of coefficients are 
used, in practical applications the number of harmonics is limited to a certain 
value, i.e 40 coefficients (Parisi et al. 2005; Tracey et al. 2006); therefore, EFDs 
only represent an approximation to the original contour. This problem comes to 
light when there is a close similarity between different species or populations from 
the same species. In these cases the design and the training of the identifier is a 
challenging task. In this paper we will show some results on both cases. 

2   Materials and Methods 

The test material was taken from the AFORO database 
(http://aforo.cmima.csic.es), a web based environment for shape analysis of fish 
otoliths (Lombarte et al. 2006). The database is regularly updated and at present 
(05/20/2010) it contains a total of 2874 high resolution images corresponding to 
841 species and 168 families from the Western Mediterranean Sea, Weddell Sea 
and Antartic Peninsula, Southwestern Atlantic (Uruguay and Argentina, North-
western Atlantic and Gulf of Mexico), Northeastern Atlantic (From Senegal to 
North Sea), Southeastern Atlantic (Namibia), Indic (Tanzania) and Pacific (New 
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Caledonia, Alaska, Canada, Perú, and Chile). The sagitta is the otolith with the 
largest morphologic variability and therefore is the most studied. This database 
provides an open online catalogue of otolith images, and is associated with a shape 
analysis module that uses pattern recognition techniques and applies Fourier trans-
form (FT), curvature scale space (CSS) and wavelet transform (WT). The site also 
implements a search in an identification engine, using query images of otoliths. 
The method presented in this paper has been tested with otoliths from three differ-
ent species, Engraulis encrasicholus, Pomadasys incisus belonging to the different 
families (Engroulidae and Haemolidae), and two populations of the species Mer-
luccius merluccius (from CAT and GAL) from the family Merlucciidae. These 
groups are characterized by having high similarity between species; therefore, de-
tailed shape analyses of their otoliths can help to identify and discriminate mor-
phologically close species. But, at the same time, this makes the identifier more 
difficult to design and train. 

 

 

Fig. 1 (from left to right) Left sagitta Otoliths from Engraulis encrasicholus, Pomadasys 
incisus, Merluccius merluccius CAT (Catalonia) and Merluccius merluccius CAN (Canada) 

The identifiers are based on a simple Support Vector Machine (SVM) with a 
linear kernel, like the one described in the tutorial of Burges (1998), trained for 
each one of the classes we want to classify, the output of the system will be one of 
the following classes: ENG –Engraulis-, POM –Pomadasys-, CAT –Merluccius 
CAT-, GAL –Merluccius GAL-, NOT –not determinate-. The output will be de-
cided from the binary outputs of the SVMs.  The descriptors used in the identifiers 
will be obtained from the EFD of the image contour under test. 

 
 

 

 

 

 
 
 

Fig. 2 Schema for the identification system studied in this paper. In some cases de EFD 
analysis would be independent for each SVM. 

EFD Identifier Contour 

SVM POM 

SVM ENG 

SVM CAT 

SVM GAL 
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2.1   Contours Extraction and Elliptic Fourier Descriptors (EFD) 

The first step of the system following the schema of Fig.2 is the contour extraction 
from the otolith images. In AFORO database all the images are highly contrasted 
respect to the background, so any contour extractor works properly; in our case we 
have used a morphological contour extractor (Serra 1982); it is applied on a seg-
mented binary image like the last one that is represented in Fig.1, and the result is 
shown in Fig 3. 

 
 
 
 
 
 

Fig. 3 Otolith contour extraction from a normalized image. Normalized otolith image (left 
panel) with its contour (in red) inside an enclosing rectangular box (right panel). 

An elliptical Fourier function perfectly describes a closed curve with an ordered 
set of data points in a two-dimensional plane. The function decomposes the curve 
orthogonally into a sum of harmonically related ellipses (Kuhl and Giardina 
1982). These ellipses can be combined to reconstruct an arbitrary approximation 
to the closed curve. 

A closed contour with period T is defined by the evolution of its coordinates 
x(t) and y(t) along the variation t within the length of this contour, and can be ex-
panded as follows:  
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The coefficients an, bn, cn and dn are an alternative way of perfectly describing 
the contour. The signal is characterized and the information reduced by selecting a 
reduced set of 4N coefficients, which leads to the expression: 
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Given a contour obtained from an image, the coefficients an, bn, cn and dn can be 
calculated as proposed by Kuhl and Giardina (1982) for connectivity -8 and sim-
plified (Abidi and Gonzalez 1986) for connectivity -4.  

At this point it is important to note that xN(t) and yN(t) only represent an  
approximation to the original contour that improves as N increases. When a par-
ticular value of N is chosen, it can be assumed that with 4N+2 parameters the re-
sulting approximation is a valid characterization of the original contour.  To use 
EFDs effectively, otolith images need to be normalized in order to have the same 
image acquisition conditions. The otolith contour is usually normalized for size 
and orientation: the coefficients a0 and c0 are taken as 0 (this locates the centre of 
mass at the origin), the rest of the coefficients are normalized so that a1=1, and the 
main radial is normalized to 1. 
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To complete the EFD computation, we obtain the Fourier series expansion of 
one period T’ (of K points) of the discrete periodical functions y(k) and x(k). Tak-
ing into account that the range of the digital frequencies (ωn) that can be repre-
sented in the discrete domain is limited to the set of harmonics given by the  
expression (Proakis 2007), then the discrete Fourier series expansion of y(k) takes 
the form: 
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The yN approximation is carried out by selecting a reduced set of 2N coefficients, 
with N<K.:  
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The coefficients of the one-dimensional Fourier series can be obtained very 
quickly with the FFT (Fast Fourier Algorithm). The complex values provided by 
the FFT are a compact representation of the two real coefficients given in the Fou-
rier series expansion (Cooley and Tukey 1965). And the same could be done for 
the x(k)  function. 

2.2   Support Vector Machine (SVM) and Identifier 

The identifiers are based on a set of SVM with linear kernel, like the one de-
scribed in the tutorial of Burges (1998). During the training phase, the linear Ker-
nel (eq. 8) measures the Euclidean distance between the annotated descriptors SI 
and SJ , and finds the optimal αl set values to separate one class from the others, 
which corresponds to the selection of an hyperplane in the L-dimensional space of 
the descriptors, to separate one class from the others.                                                                                           

(5) 
 
The design point from our approach was the selection of the descriptors used in 
the training and subsequently into the test phase.  

Once we have trained each one of the SVM corresponding to the classes,  
during the test phase the Identifier is fed with those results, and the output of the 
system should be one of the following classes: ENG –Engraulis-, POM –
Pomadasys-, CAT –Merluccius CAT-, GAL –Merluccius GAL-, NOT –not de-
terminate-.  In the case that more than one is activated, the output would be NOT, 
except for the CAT and GAL case, as they correspond to the same species. 

3   Implementation and Results 

This experimental Identification system has been implemented with Octave 3.2 
software under Linux 10.04 on a Core 2 Duo T7100 / 1.8 GHz Laptop with 2 GB 
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RAM.  We used a DATASET extracted from AFORO database: 10 specimens of 
Engraulis encrasicholus, from the family Engroulidae, 14 specimens of Pomada-
sys incisus belonging to the family Haemolidae, and 44 specimens from different 
populations of Merluccius merluccius from the family Merlucciidae. The database 
is available from http://aforo.cmima.csic.es for research purposes. For the training 
step corresponding to the SVM of ENG, POM, CAT, GAL we divide and annotate 
the population with 10 specimens of each group. During the training we select 
randomly 50% of this population, with a minimum of 20% from the corresponding 
class.  The test phase was done using the complete population. In all the cases we 
use a retraining phase with part of the training individuals.  

The main parameters analyzed for the design of the system are two: the number 
of points of the contours (K), it is used to normalize the contours of different 
specimens. The value K could go from 2 to 1024, with K very low we only repre-
sent values related to basic diameters of the contour. But with K getting high, the 
number of parameters increases. Another value is L the total number of dimen-
sions on the classification space, it is related with the order of the EFD (N), with 
the equation L=4·(2·N) -2, moreover it is necessary that N≤K/2. With L low, the 
contour is represented with basic ellipsoids, not having into account the detail of 
the contours, but at the same time, the classifiers have a low dimensional space 
(easier to train and generalize). When L goes higher, the contour is represented 
with more details, however, the classifier has higher dimension and becomes in-
stable and sometimes could not be generalized.  

The plotted results are for medium values of K=64, and N=32, which leads to a 
decision space of L=254 parameters. To represent the results we plot the true  
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Fig. 4 Results for CAT contour (in red), respect to the undersampled contour (in black) 
with K=4 and N=2 in the left panel, and the same with K=64 and N=32 in the right one. 
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Fig. 5 Results for ENG, CAT, GAL identification using K=64 and N=32 (L=254), the mean 
value of the correct identification is 93% , 57% and 68%; The % of false positives is 4.6 %, 
20% and 21%. 
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Fig. 6 From lest to right results for POM and MER identification, using K=64 and N=32 
(L=254), the mean value of the correct identification is 79% and 86% and the false posi-
tives is 3% and 9%. Results for Global error identification (the right panel) we compare the 
error without aggregating CAT and GAL, and with their aggregation as MER. The mean er-
ror is 29% in one case and 14% in the other 

 

classifications results (in %), represented with black squares; and in the same plot 
we draw the value of false postitives for each one of the classes (in %), represnted 
by blue romboids. 

The results for CAT and GAL have a great number of false positives, as there is 
a great similarity between the two populations of the same specie. If we aggregate 
the results as  the specie Merluccius merluccius (MER), the results are similar to 
the other species, as we can see in Fig 6.  

4   Discussion 

For the same K=64, we have compared the results for N=8, 16 and are quite similar, 
although the CAN, GAL errors become greater, for N=4 (L=30) the global error 
reaches 51% without aggregation and 29% with aggregation. Meaning that the class 
classification could be acceptable with a low number of descriptors, but the popula-
tion cannot. There is a somehow surprising result if we maintain N=4 (L=30) but 
K=16, then the results are better, global error 30% and 17%, and the  partial result 
similar to those of the section 4, and the same happens with K=8. These could be 
seen as an effect of having more frequencies information in less coefficients as the 
number of points in the contour decreases; however, the main difference with initial 
values K=64 is that not all the trains are valid, and the standard deviation of the 
measures are greater in all the graphics. With K=4 and N=2 (L=14), the global er-
rors are 36% and 16% respectively but the identification errors are greater in more 
training essays. With K=2 and N=1 we have a lot of errors. With K=128 or greater, 
the system becomes more difficult to train and the system gets worse results. An-
other interesting point is the results for the classification of populations, but they 
have to be more accurately studied, in deeper detail with a wider set of otoliths, and 
selecting by hand the best classifiers of the training set.   

5   Conclusion 

The proposed method for otoliths identification could be a good method analyzing 
these preliminary results. But to be used as a classification method in an automatic 
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system as an extension to the AFORO database, it must be generalized to more 
than 800 species, some with differentiated populations, and it must be designed 
and extensively tested with all the database of more than 2800 otoliths and grow-
ing up every day. In this experiment the detail of the contour was not significant, 
but in this new and open scenario that should not be always true, then it must be 
seen if the system could work for K>128 and N>64. With this experiment we have 
completed an identification system for fish otoliths, and our next work would be to 
improve its performance, tuning each one of the elements and analyzing alterna-
tive solutions for all of them. 
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Semantic Based Web Mining for Recommender 
Systems 

María N. Moreno García, Joel Pinho Lucas, Vivian F. López Batista,  
and María Dolores Muñoz Vicente* 

Abstract. Availability of efficient mechanisms for selective and personalized re-
covery of information is nowadays one of the main demands of Web users. In the 
last years some systems endowed with intelligent mechanisms for making person-
alized recommendations have been developed. However, these recommender sys-
tems present some important drawbacks that prevent from satisfying entirely their 
users. In this work, a methodology that combines an association rule mining 
method with the definition of a domain-specific ontology is proposed in order to 
overcome these problems in the context of a movies’ recommender system. 

Keywords: Semantic Web Mining, Recommender Systems, Associative  
Classification. 

1   Introduction 

Endowing Web systems with mechanisms for selective recovery of the informa-
tion is nowadays a highly demanded requirement. Many Web applications,  
especially e-commerce systems, already have procedures for personalized recom-
mendation that allow users to find products or services they are interested in. 
However, in spite of the advances achieved in this field, the recommendations 
provided by this type of systems have some important drawbacks, such as low re-
liability and high response time. Therefore, it is necessary to research in new re-
commender methods that join precision and performance as well as solving other 
usual problems in this kind of systems. Data mining is one of the techniques pro-
viding better results in these two important aspects but it cannot deal whit other 
drawbacks such as first-rater, gray-sheep problem, etc. The process of applying 
data mining techniques on web data is known as web mining. Patterns extracted 
from web data can be applied to web personalization applications. 
                                                           
María N. Moreno García, Joel Pinho Lucas,  
Vivian F. López Batista, and María Dolores Muñoz Vicente 
Dept. of Computing and Automatic, University of Salamanca, Plaza de los Caídos s/n, 
37008 Salamanca 
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In the last years new strategies using ontology are being tested. The idea is to 
enrich the data to be mined with semantic annotations in order to produce more in-
terpretable results and to obtain patterns at different levels of abstraction that al-
low to solve the problems mentioned before. In this paper, a semantic based web 
mining technique is proposed. It is a hybrid methodology for personalized recom-
mendation applicable to e-commerce systems. Recommendations are obtained by 
means of applying an associative classification data mining algorithm to data an-
notated with semantic metadata according to a domain-specific ontology. 

The rest of the paper is organized as follows: Sections 2, 3 and 4 include a brief 
description of the state of the art of recommender systems, associative classifica-
tion and semantic web mining respectively. In section 5 the proposed methodol-
ogy and its application in a specific recommender system is presented. Finally, the 
conclusions are given in section 6.  

2   Recommender Systems 

There are a great variety of procedures used for making recommendation in the e-
commerce environment. They can be classified into two main categories (Lee et 
al., 2001): collaborative filtering and a content-based approach. The first class of 
techniques was based initially on nearest neighbor algorithms. These algorithms 
predict product preferences for a user based on the opinions of other users. The 
opinions can be obtained explicitly from the users as a rating score or by using 
some implicit measures from purchase records as timing logs (Sarwar et al., 
2001). In the content based approach text documents are recommended by com-
paring between their contents and user profiles (Lee et al., 2001). The main short-
coming of this approach in the e-commerce application domain is the lack of  
mechanisms to manage web objects such as motion pictures, images, music, etc. 
Besides, it is very difficult to handle the big number of attributes obtained from 
the product contents. Currently there are two approaches for collaborative filter-
ing, memory-based (user-based) and model-based (item-based) algorithms. Mem-
ory-based algorithms, also known as nearest-neighbor methods, were the earliest 
used (Resnick et al., 1994). They treat all user items by means of statistical tech-
niques in order to find users with similar preferences (neighbors). The prediction 
of preferences (recommendation) for the active user is based on the neighborhood 
features. A weighted average of the product ratings of the nearest neighbors is tak-
en for this purpose. The advantage of these algorithms is the quick incorporation 
of the most recent information, but they have the inconvenience that the search for 
neighbors in large databases is slow (Schafer et al., 2001). Model-based collabora-
tive filtering algorithms use data mining techniques in order to develop a model of 
user ratings, which is used to predict user preferences. 

Collaborative filtering, specially the memory-based approach, has some limita-
tions in the e-commerce environment. Rating schemes can only be applied to ho-
mogeneous domain information. Besides, sparsity and scalability are serious 
weaknesses which would lead to poor recommendations (Cho et al., 2002). Spar-
sity is due to the number of ratings needed for prediction is greater than the num-
ber of the ratings obtained because usually collaborative filtering requires user  
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explicit expression of personal preferences for products. The second limitation is 
related to performance problems in the search for neighbors in memory-based al-
gorithms. These problems are caused by the necessity of processing large amount 
of information. The computer time grows linearly with both the number of cus-
tomers and the number of products in the site. The lesser time required for making 
recommendations is an important advantage of model-based methods. This is due 
to the fact that the model is built off-line before the active user goes into the sys-
tem, but it is applied on-line to recommend products to the active user. Therefore, 
time spent in building the model has no effects in the user response time since lit-
tle process is required when recommendations are requested by the users, contrary 
to the memory based methods that compute correlation coefficients when user is 
on-line. Nevertheless, model based methods present the drawback that recent in-
formation is not added immediately to the model but a new induction is needed in 
order to update the model.  

3   Associative Classification 

Associative classification methods obtain a model of association rules that is used 
for classification. These rules are restricted to those containing only the class at-
tribute in the consequent part. This subset of rules is named class association rules 
(CARs) (Liu et al., 1998).  

Since Agrawal and col. introduced the concept of association between items 
(Agrawal et al., 1993a)( Agrawal et a l., 1993b) and proposed the Apriori algo-
rithm (Agrawal and Srikant, 1994), association rules have been the focus of inten-
sive research. Most of the efforts have been oriented to simplify the rule set and 
improve the algorithm performance. The number of papers in the literature fo-
cused in the use of the rules in classification problems is lesser. A proposal of this 
category is the CBA (Classification Based on Association) algorithm (Liu et al., 
1998) that consists of two parts, a rule generator based on Apriori for finding as-
sociation rules and a classifier builder based on the discovered rules. CMAR 
(Classification Based on Multiple Class-Association Rules) (Li et al., 2001) is an-
other two-step method, however CMAR uses a variant of FP-growth instead Apri-
ori. Another group of methods, named integrated methods, build the classifier in a 
single step. CPAR (Classification Based on Predictive Association Rules) (Yin 
and Han, 2003) is the most representative algorithm in this category.  

4   Semantic Web Mining 

Semantic Web Mining is a new research field where converge the Semantic Web 
and the Web mining, which are two areas that are evolving very rapidly. Both are 
contributing to the latest challenges of the WWW in a complementary way. The 
lack of structure of most of the data in the Web can be only understood by hu-
mans; however, the huge amount of information can only be processed efficiently 
by machines. The semantic Web addresses the first problem by enriching the Web 
with machine-understandable information, while web mining addresses de second 
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one by automatically extracting the useful knowledge hidden in web data. Seman-
tic web mining aims at improving the results of web mining by exploiting the se-
mantic structures in the web as well as building the semantic web making use of 
web mining techniques (Stumme et al., 2006).  

We will focus in the first case since it is the target of the research presented in 
this paper. In this area, ontology is used to describe explicitly the conceptualiza-
tion behind the knowledge represented in the data to be mined. An ontology is “an 
explicit formalization of a shared understanding of a conceptualization”. Most of 
them include a set of concepts hierarchically organized and additional relations 
between them. This formalization allows integrating heterogeneous information as 
a preprocessing step of web mining tasks (Liao et al., 2009). 

Taxonomic abstraction provided by an ontology is often essential for obtaining 
meaningful results. In addition, taxonomies allow inducing patterns at more ab-
stract level, that is, regularities can be found between categories of products in-
stead of between specific products. These patterns can be used in recommender 
systems for recommending new products that still have not been rated by the users 
(Huang and Bian, 2009). This is a major problem since new products introduced 
in the catalog cannot be recommended if classical collaborative filtering algo-
rithms are used because the induced models do not include these products. How-
ever, when taxonomies are used, new products can be classified into one or more 
categories and recommendations can be done from models enclosing more general 
patterns, which relate user profiles with categories of products. 

On the other hand, applications of traditional data mining methods can be ex-
tended and tailored to web systems in order to obtain similar benefits such as those 
provided by using association rules and clustering techniques in market basket 
analysis and in cross selling promotions. In (Mossavi et al., 2009) concepts of 
classical market analysis are extended by means of ontological techniques in order 
to enhance electronic market. Substitution is one of these concepts which repre-
sent the similarity degree between related products (Resnik, 1999). Usually, tech-
niques for computing the similarity degree are based on finding product properties 
(Resnik, 1999), (kanappe, 2005), (Ganjifar et al., 2006). Complement is another 
useful concept , mainly used for designing marketing strategies, since it provide 
them and additional value. In some circumstances recommendation of similar 
products do not give the desired results, but recommendation of complementary 
products does. Mossavi et al. (Mossavi et al., 2009) apply an ontological technique 
to determine complement products and the OWL language to model types of 
products. In this direction, Liao et al. (2009) have updated the marketing concept 
of branding, which is traditionally used in the business field for making a brand by 
means of differentiating the brand products from those of the competitors (Baker, 
1996). A brand is “a combination of features (what the product is), customer bene-
fits (what needs and wants the product meets) and values (what the customer asso-
ciates with the product)”. Liao et al (2009) analyze a specific market segment by 
means of brand spectrums depicted from data relating to consumer purchase be-
haviors and beverage products. They develop a set of ontologies for describing the 
integrated consumer behavior and a set of databases related to these ontologies. In 
further steps two data mining techniques are applied. First, a clustering algorithm 
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is used for segmenting the data according to customer information, lifestyles, and 
purchase behavior. Then, the relationship among the clusters is analyzed by means 
of the Apriori algorithm for association rule induction.  

5   Recommendation Methodology 

The procedure proposed in this work aims to overcome some frequent drawbacks 
of recommender systems:  

• Sparsity: Caused by the fact that the number of ratings needed for prediction is 
greater than the number of the ratings obtained from users. 

• Scalability: Performance problems presented mainly in memory-based methods 
where the computation time grows linearly with both the number of customers 
and the number of products in the site. 

• First-rater problem: Takes place when new products are introduced. These 
products, never have been rated, therefore they cannot be recommended. 

• New users: They cannot receive recommendations since they have no evalua-
tions about products. 

In order to overcome these problems we present a methodology that combines an 
associative classification data mining method with the definition of a domain-
specific ontology.  

The study was carried out with data from MovieLens, a well known recom-
mender system used in may research works. The database contains user  
demographic information and user rating about movies, collected through the 
MovieLens Web site (movielens.umn.edu) during a seven-month period. All mov-
ies belong to 18 different genres. User ratings were recorded on a numeric five 
point scale. Users who had less than 20 ratings or did not have complete demo-
graphic information were removed from the data set. It consists of 100,000 ratings 
(1-5) from 943 users on 1682 movies. Since the rating attribute is used to decide if 
a movie is going to be recommended to a user, we changed such attribute in order 
to have only two values: “Not recommended” (score 1 or 2) and “Recommended” 
(score 3, 4 or 5). This new attribute, rating_bin, will be the label attribute to be 
predicted. In this way, the classification is simplified and no further transforma-
tion is needed for making the recommendations to the user. Figure 1 illustrates this 
transformation by showing the data distribution into the initial five classes and the 
distribution into the final two ones. The age attribute was discretized into five age 
ranges. The user’s occupation attribute is a nominal variable with 21 distinct val-
ues. The MovieLens file originally contained 19 binary attributes related to movie 
genres. an instance with value 1 expressed that the movie belongs to a specific 
gender and 0 otherwise. The consistency of the association model would be com-
promised if 19, among the 23 attributes available, were binaries. Thus, the 19 bi-
nary attributes were reduced to just one attribute representing the movie genre’s 
name. After data pre-processing and transformation, 14587 records were remained 
in the input file for the algorithms used in this study. 
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score rating_bin

 

Fig. 1 “Rating” attribute transformation 

The next step was the development of an ontology for the available data. An 
ontology consist of abstract concepts (classes) and relationships defined to be 
shared and reusable in a particular application domain. Web data can be consid-
ered the instances of ontology entities when they are classified according to a  
specific ontology. In this way, web mining techniques can be applied to these in-
stances giving more meaningful knowledge to the user (Lim and Sun, 1996). 

In this work, ontology is used to improve recommender systems and overcome 
their main drawbacks, previously commented. Data from MovieLens have been 
selected and annotated with semantic metadata according to a domain-specific on-
tology. We have adapted a public ontology about movies and cinema developed 
by Monika Solanki of De Montfort University. The ontology is part of the DAML 
repository (http://www.daml.org/ontologies), which aims at developing a language 
and tools to facilitate the concept of the Semantic Web. It defines classes and 
properties for movies. The classes are: Cinema, Genre, Movie and shows. The 
properties are: actor, actress, address, cinemaname, director, duration, email, 
has_genre, has_shows, movieName, musicdirector, producer, screenplay, show-
ing_at, synopsis, telephonenumber. Since this information is not available in the 
MovieLens database, the ontology has been simplified. 

On the other hand, the database contains demographic and rating information 
from users, which is used for making the recommendations. Therefore, we have 
organized this data according a different ontology related to user characteristics, 
such as gender, age and occupation.  

Apart from the previous considerations, the proposed ontology for our applica-
tion domain must take into account the available data: User (id_user, gender, age, 
occupation, zip), movie (id_movie, title, genre) and rating (ide_user, id_movie, 
score, rating_bin). The definition of the proposed ontology is showed in figure 2. 
The database used for applying the web mining methods and predict user prefer-
ences was designed following the structure given by the defined ontology.  

 

Fig. 2 Ontology definition 

Classes = {Movie, User, Rating, Genre} 
Relationships = {evaluates (User, Movie), scores (Rating, evaluates (User, Mov-

ie)), belongs (Movie, Genre} 
Properties = {User (gender, age, occupation, zip), Movie (title), Rating (score, 

rating_bin), Genre (name_genre)} 
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We propose a recommendation procedure to apply to data annotated with se-
mantic information given by the defined ontology. The target of the methodology 
is to predict in an efficient way the user preferences in order to recommend him 
products he is interested in. To overcome scalability problems a model based ap-
proach was applied. The predictive models are induced off-line (before the entry 
of the users in the system) but are used on-line (when active user is connected to 
the system). Therefore, the time spent in building the models does not influence 
the user response time. This is the main advantage of this approach that avoids 
problems associated with traditional memory-based techniques. 

Predictive models were induced by means of a data mining algorithm, specifi-
cally an associative classification method. Traditionally, association analysis is 
considered an unsupervised technique, so it has been applied in knowledge dis-
covery tasks. Recent studies have shown that knowledge discovery algorithms, 
such as association rule mining, can be successfully used for prediction in classifi-
cation problems. In this case, the induced association rules contain the class as the 
consequent part. The choice of an associative classification algorithm is due to the 
better behavior of these methods in sparse data contexts (Moreno et al., 2009). 
Consequently more reliable recommendation can be obtained with a lesser number 
of ratings. This is the way of dealing with the sparsity problem. 

The class association rule algorithm is applied in two different abstraction lev-
els. Semantic annotations provided to the data following the defined ontology al-
low inducing patterns at a more abstract level. Therefore, regularities between 
types of movies and user profiles can be obtained instead of between particular 
users or specific movies. These patterns can be used for recommending new prod-
ucts that still have not been rated by the users. In a similar way, new users can re-
ceive recommendations according his profile, which is defined from properties 
and relations given by the ontology. Figure 3 shows some of the rules obtained 
with the predictive Apriory algorithm at this level of abstraction. We can observe 
the high precision of the rules (label acc in the right side) in spite of the sparsity of  
 

 

Fig. 3 A portion of the predictive rule model 
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the data. In the lowest abstraction level the rules induced by the associative classi-
fication method relate particular users and their characteristics with specific mov-
ies. This model is used for users who have enough numbers of evaluated movies 
and for rated movies.  

6   Conclusions 

In this work a methodology for recommender systems is proposed. The aim is to 
overcome some usual drawbacks such as sparsity, scalability, first rater problem 
and new users. The methodology consists on combining a web mining method and 
the definition of a specific ontology for the application domain to be studied.  

An associative classification algorithm is used to generate de predictive models 
used for making recommendations. These models can be generated in two abstrac-
tion levels. The lowest level relates users, movies and ratings for making the rec-
ommendations. Web data are annotated with semantic information according to 
the defined ontology. This allows generating patterns at high level abstraction by 
means of the associative classification algorithm. In this level, the rules relate 
types of movies and user profiles instead of specific movies or particular users. 
This model is used for recommender not rated movies or for making recommenda-
tion to new users. 
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Classification of Fatigue Bills Based  
on K-Means by Using Creases Feature 

Dongshik Kang, Satoshi Miyaguni, Hayao Miyagi, Ikugo Mitsui, Kenji Ozawa, 
Masanobu Fujita, and Nobuo Shoji* 

Abstract. The bills in circulation generate a large amount of fatigue bills every 
year, causing various types of problems, such as the paper jam in automatic tellers 
due to overwork and exhaustion. A highly advanced bill classification technique, 
which distinguishes whether a bill is a reusable bill specifying the level of fatigue, 
is greatly required in order to comb out these problematic bills. Therefore, a pur-
pose of this paper is to suggest a classification method of fatigue bills based on K-
means with bill image data. The effectiveness of this approach is verified by the 
bill discriminant experimentation. 

1   Introduction 

In recent days, we often encounter several bills that, in process of circulation, have 
been discolored or worn out. These bills can be regarded as invalid, and some au-
dit machines and classifying devices have been put in order to eliminate them.  

One of those invalid bills are ones that are low in intensity from the circulation 
(hereinafter called ’fatigue bills’), and be distinguished from valid ones (hereinaf-
ter called ’new bills’). The purpose of this distinction is the prevention of paper 
jam in automatic cash machines such as ATM, CD(Cash Dispenser) and vending 
machine. The methods high-quality of distinction are demanded.  

Nowadays the study of sound signal distinction, which distinguishes those fa-
tigue bills and new bills from their sounds, is reported. It deals with the sounds 
which the bills emit, corrects the sounds into data, and analyzes them with FLVQ 
and ICA. This sound-signal distinction is one of the most well-known methods of 
bill distinction, and has reported high performance among them[1-6].  

However, this method is unavailable with noises around; this method demands 
precise information of sounds, and those noises can be a hindrance when correct-
ing the sounds[7].  
                                                           
Dongshik Kang, Satoshi Miyaguni, and Hayao Miyagi 
University of the Ryukyus, Okinawa, Japan    
 

Ikugo Mitsui, Kenji Ozawa, Masanobu Fujita, and Nobuo Shoji 
Japan Cash Machine Co., Ltd., Osaka, Japan 



28 D. Kang et al.
 

Then, in this study we focus in image datum of paper money from CIS scan-
ners[9,10]. The image compensation is carried out in order to extract a wrinkle of 
the paper money image and features by the discoloration. Furthermore, the bill of 
two categories was prepared, and the discrimination experiment was performed 
using the K-means method. 

2   Basic Concept 

This chapter briefly explains three concepts, gamma compensation, color histo-
gram and K-means that are introduced in this study. 

2.1   Length 

The procedure of gamma compensation on image processing is how the brightness 
changes from its highest to lowest. As it were, it changes the additive color. When 
turning it bright � �γ , and when turning it dark � �γ . The color information 
ranges from 0 to 255, so the equation (2.1) is used.  
 

OutPixel = 255 *(InPixel /255)1/γ                             (2.1) 

2.2   K-Means Clustering 

In statistics and machine learning, K-means (MacQueen, 1967) is one of the sim-
plest unsupervised learning algorithms that solves the well known clustering 
problem[8]. The procedure follows a simple and easy way to classify a given data 
set through a certain number of clusters (assume k clusters) and fixed a priori. 
The main idea is to define k centroids, one for each cluster. These centroids 
shoud be placed in a cunning way because different locations cause different re-
sults. So, the better choice is to place them as far as possible away from each 
other. The next step is to take each point belonging to a given data set and associ-
ate it to the nearest centroid. When no point is pending, the first step is completed 
and an early groupage is done. At this point we need to recalculate k’s new cen-
troids as barycenters of the clusters resulting from the previous step. After we 
have these k new centroids, a new binding has to be done between the same data 
set points and the nearest new centroid. Now a loop has been generated. As a re-
sult of this loop we may notice that the k centroids change their location step by 
step until no more changes are done. In other words, centroids do not move  
any more. 

Finally, this algorithm aims at minimizing an objective function, in this case a 
squared error function. The objective function  
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V = || xi
( j ) − c j ||2

i=1

n

∑
j=1

k

∑  , 

 

where || xi
( j ) − c j ||2  is a chosen distance between a data point xi

( j )  and c j  the 

cluster centre, is an indicator of the distance of the n data points from their respec-
tive cluster centres. 

K-means is a simple algorithm that has been adapted to many problem do-
mains. As we are going to see, it is a good candidate for extension to work with 
fuzzy feature vectors. 

3   Feature Extraction 

In this study, the histogram’s change due to discoloration and creases is used as 
the feature. For extraction of the feature, gamma compensation is performed to 
the image of the fatigued bills for gamma value 0.2, and the prepared image 
shows remarkable creases. For the new bills, the compensation of the same con-
dition is done. In this study, the setting of gamma values for the image compen-
sation was repeated by changing gamma value, and the comparison of the  
images decide the gamma value. This prepared image is changed into gray scale, 
and is then generated into a color histogram. Figure 1 is the fatigued bills after 
gamma compensation.  

In addition, as feature extraction in the full color image and compression from a 
practical application standpoint, the color histogram is divided into 8 section and 
the color decreases in eight levels from 256. The provided feature is used in the 
classification experiment as the bill feature.  

Figure 2 (a), (b) show the RGB histogram of the new bill and fatigue bill re-
spectively, and the segmented region is a range delimited in the line. In this 
study, the range is divided into eight.  In addition, the values were integrated 
within the range of division, and were used for the verification experiment as an 
RGB feature.   
 
 
 
 
 
 
 
 
        (a) before gamma compensation              (b) after gamma compensation 

Fig. 1 The fatigued bill 
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(a) New bill 

 

 
(b) Fatigued bill 

 

 
(c) Distribution of R element 

Fig. 2 Example of RGB feature 

4   Distinction Experiment 

This experiment was performed using American 1 doller bills where 120 bills 
were used in total. The size of the image datum of paper money was 520*1230, 
and the measurement was carried out by the CIS scanner. 

In the first step, the bills are compensated by gamma 0.2, followed by gray 
scaling and color histogram conversion. The color histogram is divided to 8 and 
the color decreases in eight levels starting around 256. And the RGB feature is in-
put to K-means method.  
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In the next step, 3 new bills and 3 fatigue bills, respectively, have random su-
pervised data selected as a distinguish method, and is clustered by the K-means 
method. A center point of two classes is obtained by the K-means.  

Finally, the test data is inputed, and the distance from the center of each cluster 
is measured, and it is determined whether it is the new bill or the fatigue bill. 

The comparison experiment using the image (original image) before the com-
pensation and the image after the compensation was carried out in order to verify 
the effectiveness of the discriminant technique of this study. The distribution of 
the amount of feature before gamma compensation is corrected to Figure 4 (a) as 
shown, and the distribution of the amount of characteristic after gamma compen-
sation is corrected to Figure 4 (b) as shown. Here, a black point and a white point 
under distribution show new bills and fatigue bills, respectively.  
Figure 4 shows that distance among the color histogram of the new bills is narrow, 
and, compared with the bills before gamma compensation, the bills after gamma 
compensation had better accuracy. This experiment showed that the gamma com-
pensation was effective. 

In this experiment, both bills before compensation and bills after compensation 
were able to perform high accurate classification altogether. Especially, in the  
fatigued bills, a discrimination accuracy over 90% was obtained.  

 

  
(a) before gamma compensation (b) after gamma compensation 

Fig. 3 Result of K-means method 
 

 

Table 1 Classification Result 
 

Bill Result 

New Bill 50/50 (100%) 

Fatigue Bill 187/200 (94%) 
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5   Conclusion 

In the present study, we paid attention to the change in the histogram by the wrin-
kle and discoloration in the image data. The distinction between fatigued bills and 
new bills were done by observation the change of histograms. The experiments 
from various points of view were done; using horizontal parts considering where 
the actual automatic cash machines sensor were on one hand, and using vertical 
parts considering the stronger influence of creases on the other. Additionally, the 
distinction experiment using the Euclid distance method of color histogram was 
performed.  

As a result, it is thought that the effectiveness of the fatigue bill identification 
by this proposal technique was able to be shown through that uses the change in 
the histogram by the wrinkle and discoloration in the image data. 

For the future, the new feature and identification technique that aim at the im-
provement of the identification rate are will be examined. 
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A Classification Method of Inquiry e-Mails for
Describing FAQ with Self-configured Class
Dictionary

Koichi Iwai, Kaoru Iida, Masanori Akiyoshi, and Norihisa Komoda

Abstract. Recently the number of interactions between a company and its cus-
tomers has been increased and it has taken a lot of time and cost of help desk op-
erators. Companies construct FAQ pages in their web site and try to provide better
services for their customer, however it takes surplus costs to analyze stored inquiries
and extract frequent questions and answers. In this paper the authors propose a clas-
sification method of inquiry e-mails for describing FAQ (Frequently Asked Ques-
tions). In this method, a dictionary used for classification of inquiries is generated
and updated automatically by statistical information of characteristic words in clus-
ters, and inquiries are classified correctly to a proper cluster. This method achieved
70 percent precision of inquiry classification in an experiment with practical data
stored in the registration management system for a sports association.

Keywords: Natural language processing, FAQ, Help desk, Clustering.

1 Introduction

Recently company services have become more diversified, and inquiries from the
customers have also become more complicated. Companies provide a help desk
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as a contact point to their customers to deal with inquiries and claims, cultivate
new demands and develop new services. In order to make the task of help desk
effective, useful methods have been proposed[1, 2, 3, 4, 5]. Company also uploads
FAQ(Frequently Asked Questions) and cuts the cost to deal with such inquiries. The
researches related to FAQ have been also developed recently[6, 7, 8, 9, 10].

However, it is hard to add a new question and answer set into an existing FAQ
because it takes a lot of costs to investigate a huge number of inquiries and replies
correctly. In this paper the authors propose a method to display candidate question
and answer sets to help desk operators. The candidate Q&As are extracted as a clus-
ter of stored inquiries and replies similar to each other. The difficulties are what
kind of clusters are proper for help desk operators as candidate Q&As and how to
create such clusters from stored inquiries and replies. Some conventional clustering
methods are not able to extract proper candidate Q&As because inquiries from cus-
tomers include various expressions and lengths of sentences. To solve this problem
a clustering method is proposed that makes and extends clusters in several stages. In
the first stage, small clusters are constructed under strict condition and dictionary is
generated to make clusters from the rest of inquiries and replies. In the second stage,
the clusters constructed in the first stage are expanded under less strict condition. In
the third stage, the clusters are refined as a candidate Q&A.

In section 1, the outline of this paper is described. In section 2, a conventional
method of clustering is analyzed and the problems of that are made clear. In section
3, the authors propose a clustering method and describe the details. In section 4,
an experiment to improve that the proposed method is efficient is described and
the result of the experiment is analyzed. In section 5, the authors summarize this
proposal.

2 Document Clustering for Making Candidate Q&A

2.1 Related Work

Document clustering[11] is a method making groups where documents are similar
to each other. It has been used in a lot of different ways, such as improvement
of effectiveness on information retrieval and visualization of search result. In this
research document clustering is supposed to be effective because the purpose of the
research is extracting frequently asked questions and answers of those from stored
inquiries and replies.

There are some steps below generally in document clustering. First step is divid-
ing document into words by morphological analysis. Japanese sentences have to be
separated into words by morphological analysis, which is a method dividing natural
language into minimum unit by predicting word class of each word. Second step is
generating word vector from document. Word vector consists of weighted words and
reflects feature of document. The weight of words is generally calculated by word fre-
quency and tf-idf(term frequency - inverse document frequency) method. Third step
is definition of similarity between documents. Cosine similarity is generally used,
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which means cosine value of word vectors. Fourth step is making clusters. Clusters
are made based on the similarity index defined the step above.

2.2 Conventional Clustering Method and the Problem

In this section the problems are described when the conventional clustering method
is applied to making candidate Q&A for generating new FAQ. First, one of chal-
lenging things is how to select words used in word vector. Documents used in this
research are sentences a lot of people write under no rules and a lot of words are
spelled in several different ways. Grammatical error and redundant expressions are
included in a lot of sentences. Therefore it is important to select words used as a di-
mension of word vector. Second, it is also important to decide which words should
be weighted and how they are weighted. tf-idf method, which is generally used in
a lot of cases, is a statistics index and useful when there are a lot of document data
and documents include a lot of words. The documents used in this research, how-
ever, have various patterns in the length of sentence and some inquiries can include
a few words. Therefore it is difficult to make word vector that reflects the feature of
document.

Finally, clustering result of conventional method depends on the threshold value
and it is quite difficult to decide proper threshold value. When it is high, a lot of
small clusters are made because documents do not tend to be combined. On the other
hand, big clusters can be made when the threshold is low, however the preciseness
of clusters may become low. In this research big and precise clusters are needed
because the clusters show the frequency of questions and operators extract a frequent
question from each cluster. The proposed method have to achieve such a trade-off
criteria in constructing clusters.

3 Proposed Clustering Method with Self-configured Class
Dictionary

3.1 Approach

The purpose of our research is clustering of documents that are a pair of inquiry and
reply, which is called “thread”, and making groups of frequent question and answer
as a new Q&A in FAQ. The features of clusters that have to be made in the research
are two points, cluster size is large and preciseness of cluster is high.

Large clusters, which mean there are great deal of inquiries similar to each other,
should be generated because the size of clusters means the frequency of inquiries.
It is needed to make the threshold value low to make large clusters. But in this
case the clusters have to be precise. It means that threads in a cluster have to be
similar to each other because operators make a new Q&A from a cluster. To achieve
both conditions, the process of making clusters is divided into three parts, which
are making core clusters, expanding clusters and sophistication of clusters, and the
threshold values are arranged properly in each step.
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3.2 Outline of the Clustering

Our system outputs candidate Q&A clusters via mainly three steps shown in Fig. 1.
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Fig. 1 An overview of Generation on Candidate FAQ Clusters

The first step is to construct core clusters that are small clusters but include quite
similar threads. And then the dictionary is constructed based on the core clusters.
The dictionary have weighted values of words for each cluster.

The second step is expansion of clusters. The threads that are not clustered in
the first step is added to core clusters and the clusters are expanded by using the
dictionary constructed in the first step.

Final step is sophistication of clusters. In this step all the threads are checked
whether the cluster that they are included in is really proper. If threads are contained
in a wrong cluster, they are removed from the cluster. Each step is described in the
later sections.

3.3 Construction of Core Clusters

Core clusters are needed to be constructed precisely because they should involve
statistical information for making the dictionary. Therefore core clusters have to be
constructed with strictly similar threads to each other. The similarity index is calcu-
lated from the sum of the similarity between inquiries of threads and the similarity
between replies of threads. The similarity index is defined as shown in the below
and α is a constant value from 0 to 1.
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Sim(Doci,Doc j) = (1−α)× cosSimQ + α× cosSimA (1)

cosSimQ =
Qi ·Qj

|Qi|× |Qj| , cosSimA =
Ai ·Aj

|Ai|× |Aj|

α : Constant

Qi,j : Word vector o f inquiry

Ai,j : Word vector o f reply

Self-configured Class Dictionary

Self-configured class dictionary is constructed automatically from core clusters and
provides the feature of each cluster. The feature of clusters is as a word vector.
The each element of vector means the feature value of the element word. In this
research, tf-idf(term frequency inverse document frequency) is used as the feature
value. It is one of the most popular index to calculate the importance of words in
a thread. Words having a high score on tf-idf rule means important one in a cluster
because they are frequently appearing words in a cluster and the number of clusters
including them is small.

As the clusters are expanded, the dictionary is modified. As the number of threads
in a cluster increases, the statistics of words in the cluster changes. At the same time
the value of tf-idf changes.

3.4 Expansion of Clusters

In this step core clusters generated in the first step are expanded. There are two types
of cluster expansion with the dictionary, adding a thread to a cluster and combining
two clusters.

Adding a thread to a cluster is a process of making a thread such as inquiries
and responses included in a cluster by referring to the dictionary. Combining two
clusters is also needed to make large clusters. Similar inquiries and replies have to
be merged to display proper candidates. Expanded clusters by the processes above
modify the dictionary. The system keeps expanding clusters and the clusters that are
not able to be expanded are regarded as a candidate FAQ.

Adding a thread to a cluster

In order to decide the cluster that a thread have to be included in, feature words in
clusters and the threads are compared. All the words in clusters are scored in the
tf-idf manner and a feature vector is created in each cluster. The feature vector is
a weighted word vector that has the tf-idf scores in the dictionary as the weight of
words. At the same time the feature of thread is described in a word vector. The
element value is defined as the frequency of each word occurrence. The similarity
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between a cluster and a thread is decided by the cosine value between the feature
vector of the cluster and the word vector of the thread. And the most similar cluster is
decided by comparing all the similarities between clusters and a thread. If the high-
est similarity is over the threshold value decided in advance, the thread is included
into the cluster the most similar to it. The expression are described as follows.

Sim(Clusterm,Doc j) = (1−α)× cosSimQ + α× cosSimA (2)

cosSimQ = ∑n
i=1 cosSimQi

n
, cosSimA = ∑n

i=1 cosSimAi

n

cosSimQi =
tfidfQm(Qi) ·Qj

|tfidfQm(Qi)|× |tfidfQm(Qj)|
cosSimAi =

tfidfAm(Ai) ·Aj

|tfidfAm(Ai)|× |tfidfAm(Aj)|

α : Constant

n : T he number o f threads in clusterm

Q : Word vector o f inquiry

A : Word vector o f reply

tfidf() : Feature vector o f clusterm

Combining two clusters

The threshold value in the step of making core clusters is a high value. Therefore
a lot of small clusters can be made. Our purpose of making clusters is displaying
candidate Q&A to operators, so that similar clusters have to be combined and large
clusters are needed to be constructed. The similarity between clusters is defined as
the cosine similarity between feature vectors of the clusters.

The number of feature vector elements used in this process is k. This is why that
typical words in a cluster discriminating the cluster tend to have high score of tf-idf,
therefore so many words are not needed to be taken in consideration for deciding
similarity. It means that upper some words just individualize the cluster they are
included in. The general expression of the similarity between clusters is shown as
follows.

Sim(Clusterm,Clustern)
= tfidf(k)m · tfidf(k)n

=
tfidf(k)Qm · tfidf(k)Qn + tfidf(k)Am · tfidf(k)An

2
(3)

tfidf(k) : Feature vector
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3.5 Sophistication of Clusters

The end of processes in the proposed method is sophistication of clusters. Sophis-
tication of clusters means that threads meaning another content in a cluster are re-
moved. This process is needed because the pre-process may add threads to a wrong
cluster. It occured because the threshold value is low for expanding clusters. In this
process such threads in a wrong cluster are removed.

Whether threads in a cluster should be removed is decided by the value of char-
acterized word including index(C(i)). The index shows how much the threads in a
cluster have the words characterizing the cluster. The expression is as follows.

C(i) = ∑
wi∈Dict(Clusterm)

f (wi) (4)

f (wi) =
Word(wi)(t f -id f )
Number o f words

Dict(Clusterm) : Words o f clusterm in the dictionary

If the index of threads is lower than the threshold value, the threads are removed
from the cluster.

4 Evaluated Experiment

In the experiment threads of inquiries and replies about a sport membership admin-
istration Web site were used. The number of threads that are a pair of an inquiry and
a reply is 1350. The number of clusters made by hand is 327 and the clusters having
over 50 threads are defined as a candidate FAQ.

Evaluation criterions are size of cluster and precision of clustering. Size of a clus-
ter is defined as the number of threads in the cluster. Candidate FAQ have to be a
big cluster to help picking up frequent inquiries with operators. And precision of
clustering is the rate of threads classified correctly in a cluster. This value was eval-
uated the way that threads in a cluster on the proposed method and those in a correct
cluster made by hand are compared. These items were compared with the two of
conventional methods; simply use of Jaccard coefficient and Cosine similarity.

4.1 Result of Experiment

The result of the experiment is shown in Fig. 2. As for size of cluster, the proposed
method could generate about over three times bigger clusters than the conventional
methods in the results of cluster no.1 and 2. In the conventional methods, the size of
cluster no.1 is as same as that of cluster no.2. It means that operators can not judge
which cluster should be more proper candidate FAQ by the conventional methods.
On the other hand, the proposed method makes operators choice clusters that should
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be become a FAQ at a glance. In addition, the proposed method could make a cluster
about cluster no.3 even though the conventional methods could not generate that.

As for precision of clustering, the proposed method could work more than the
conventional methods. The precision in the proposed method keep over 70 percent.

5 Conclusion

The authors propose a clustering method for displaying candidate FAQs to operators
at help desk. Threads consist of an inquiry from a customer and response of an
operator and they are clustered correctly in the proposed method. The process of
clustering is divided into three steps. The first step is making core clusters in a strict
condition and documents in the clusters are related to each other. The second step
is expansion of the clusters. The third step is sophistication of clusters and some
threads are removed from their cluster, and the clusters become more precisely. An
experimental result shows the effectiveness of the proposed method. The size of
clusters in the proposed method was three times as big as those of conventional
methods. And the precise of the clusters keep 70 percent in the proposed method.
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A Recommendation System for the  
Semantic Web 

Victor Codina and Luigi Ceccaroni * 

Abstract. Recommendation systems can take advantage of semantic reasoning-
capabilities to overcome common limitations of current systems and improve the 
recommendations’ quality. In this paper, we present a personalized-
recommendation system, a system that makes use of representations of items and 
user-profiles based on ontologies in order to provide semantic applications with 
personalized services. The recommender uses domain ontologies to enhance the 
personalization: on the one hand, user’s interests are modeled in a more effective 
and accurate way by applying a domain-based inference method; on the other 
hand, the matching algorithm used by our content-based filtering approach, which 
provides a measure of the affinity between an item and a user, is enhanced by ap-
plying a semantic similarity method. The experimental evaluation on the Netflix 
movie-dataset demonstrates that the additional knowledge obtained by the seman-
tics-based methods of the recommender contributes to the improvement of rec-
ommendation’s quality in terms of accuracy. 

Keywords: Recommendation systems, Semantic Web, Ontology-based represen-
tation, Semantic reasoning, Content-Based filtering, Services Orientation. 

1   Introduction 

Most common limitations of current recommendation systems are: cold-start, 
sparsity, overspecialization and domain-dependency [4]. Although some particular 
combination of recommendation techniques can improve the recommendation’s 
quality in some domains, there is not a general solution to overcome these limita-
tions. The use of semantics to formally represent data [1] can provide several  
advantages in the context of personalized recommendation systems, such as the 
dynamic contextualization of user’s interests in specific domains and the guaran-
tee of interoperability of system resources. We think that the next generation of  
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recommenders should focus on how their personalization processes can take ad-
vantage of semantics as well as social data to improve their recommendations. In 
this paper, we describe how the accuracy of recommendation systems is higher 
when semantically-enhanced methods are applied. 

The structure of the paper is as follows: in section 2 we present the state of the 
art of recommendation systems and semantic recommenders; in section 3 we de-
scribe a new domain-independent recommendation system; and in section 4 we 
presentan experimental evaluation of the recommender. 

2   Related Work 

Different recommendation approaches have been developed using a variety of 
methods. A detailed review of the traditional approaches based on user and item 
information, and also a description of the current trend in systems that try to in-
corporate contextual information to the recommendation processis presented in 
section2.3 of Codina [4]. Semantic recommendation systems are characterized by 
the incorporation of semantic knowledge in their processes in order to improve 
recommendation’s quality.  

Most of themaim to improvethe user-profile representation(user modeling-
stage), employing a concept-based approach and using standard vocabularies and 
ontology languages like OWL. Two different methods can be distinguished: 

• Approaches employing spreading activation to maintain user interests and 
treating the user-profile as a semantic network. The interest scores of a set of 
concepts are propagated to other related concepts based on pre-computed 
weights of concepts relations. A news recommender system [3] and a search re-
commender [8] employ this method. 

• Approaches that apply domain-based inferences, which consist of making in-
ferences about user’s interests based on the hierarchical structure defined by the 
ontology. The most commonly used is the upward-propagation, whose main 
idea is to assume that the user is interested in a general concept if he is inter-
ested in a given percentage of its direct sub-concepts.  This kind of mechanisms 
allows inferring new knowledge about the long-term user’s interests and there-
fore modeling richer user-profiles. Quickstep [7], a scientific-paper recom-
mender, and Travel Support System [6], a tourism-domain recommender,  
employ an upward-propagation method to complete the user profile. 

Other recommenders focus onexploiting semantics to improve thecontent adap-
tation stage. Most of them make use of semantic similarity methods to enhance 
the performance of a content-basedapproach (CB), although there are also some 
recommenders using semantics to enhance the user-profile matching ofa col-
laborative filteringapproach. The only recommender that makes use of semantic 
reasoning methods in both stages of the personalization process is AVATAR[2], a 
TV recommender that employs upward-propagationand semantic similarity 
methods. 
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3   A Semantic Recommendation System 

In this section we present the main components and characteristics of the semantic 
recommendation system we developed, which makes use of semantics-based 
methods to enhanceboth stages of the personalization process. 

3.1   Architectural Design 

In order to develop a domain-independent recommender, it is necessary to de-
couple the recommendation engine from the application domains. For this reason, 
we designed the system as a service provider following the well-known service 
oriented architecture (SOA) paradigm.InFig. 1, the abstract architectural design is 
represented. Using this decoupled design, each Web-application or domain has to 
expose a list of items to be used in the personalization process; items has to be 
semantically annotated using the hierarchically structured concepts of the domain 
ontology, which is shared with the recommender. Thus, the recommendation en-
gine can work as a personalization service, providing methods to generate person-
alized recommendations as well as to collect user feedback while users interact 
with Web-applications. In order to facilitate the reuse of user profiles as well as 
the authentication process we employ the widely used FOAF vocabulary as the 
basis of our ontologically extended user profiles, which is compatible with the 
OpenID authentication [http://openid.net/]. 

 

Fig. 1 General architecture design 

3.2   Semantic Reasoning Method 

Our semantic recommender employs the typical weighted overlay approach, used 
in ontological user profiles to model user’s interests, that consists of mapping col-
lected feedback about semantically annotated items to the corresponding concepts 
of the domain; the association is done with a weight, which indicates the degree of 
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interest (DOI_weight) of the user. In combination with the weight value, we use a 
measure of how trustworthy is the interest prediction of the particular concept 
(DOI_confidence) to reduce/increase its influence during the recommendation. 
The recommender takes advantage of this ontological representation in the two 
stages of the personalization process: 

• The user-profile learning algorithm, responsible for expanding and maintain-
ing up-to-date the long-term user’s interests, employs a domain-based infer-
ence method in combination with other relevance feedback methods to popu-
late more quickly the user profile and therefore reduce the typical cold-start 
problem. 

• The filtering algorithm, which follows a CB approach, makes use of a semantic 
similarity method based on the hierarchical structure of the ontology to refine 
the item-user matching score calculation.  

3.2.1   The Domain-Based Inference Method 

The domain-based inference method we used is an adaptation of the approach pre-
sented in [5] and consists of inferring thedegree of interestfor a concept using sub-
class or sibling relations (upward or sideward propagation) when the user is also 
interested in a minimum percentage (the inference threshold) of direct sub-
concepts or sibling concepts. The predicted weight is calculated as the 
DOI_weight average of the sub-concepts or sibling concepts the user is interested 
in, and the confidence value is based on the percentage of sub-concepts or siblings 
used in the inference and the average of their respective DOI_confidence values.  

In Fig. 2, we present a graphical example showing how the domain-based in-
ference method works. In a certain moment, the system knows the user is inter-
ested in 4 sub-concepts of the Sport class (Baseball, Basketball, Football and Ten-
nis). In this case, the proportion of sub-concepts the user is interested in (4 out of 
5, i.e., 0.8) is greater than both inference thresholds, therefore both can be applied. 
Thus, the system infers that the user is interested in Sport and Golf with the same 
DOI_weight (0.62). The difference between the two types of inference is that the 
DOI_confidence of the sideward-propagation is lower than the one of the upward-
propagation (0.5 vs. 0.66). 

3.2.2   The Semantic Similarity Method 

The basic idea of this method is to measure the relevance of the matching between 
a particular concept the user is interested in and a concept describingthe item.  
(In Fig. 3, two examples are shown, in which the user’s interest is the parent of the 
item concept.) We can distinguish two types of matching: 

• The item concept is one of the user’s interests, so the matching is perfect and 
the similarity is maximum (1).  

• An ancestor of the item concept (e.g., the direct parent) is one of the user’s in-
terests. In this case the similarity is calculated using the following recursive 
function whose result is always a real number(lower than 1). 
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1. SIMn = SIMn-1 – K * SIMn-1* n  (partial match, n>0) 
2. SIM0 = 1 (perfect match, n=0)  

Where: 
- n is the distance between the item concept and the user’s interest (e.g., 

when it is the direct parent, n = 1);  
- K is the factor that marks the rate at which the similarity decreases (the 

higher n, the higher the decrement). This factor is calculated taking into 
account the depth of the item concept in the hierarchy and is based on the 
assumption that semantic differences among upper-level concepts are  
bigger than those among lower-level concepts.  
 

 

Fig. 2 An example of how new interests are inferred 

4   Experimental Evaluation 

In this section the undertaken experimental evaluation of the recommender is  
presented.  

The main goal of the experiments is to demonstrate how the recommendation’s 
quality of a CB approach is improved when semantically-enhanced algorithms are 
employed. We employ the well-known Netflix-prize movie dataset in order to eva-
luate the recommendation’s quality of the recommender in terms of accuracy of 
rating predictions. TheNetflix dataset consists of 480,000 users, 17,700 movies 
and a total of 100,480,507 user’s ratings ranging between 1 and 5. We employ the 
same predictive-based metric used in the contest, the root mean square error 
(RMSE). 

4.1   Experimental Setup 

To evaluate how the semantically-enhanced algorithms contribute to improve the 
recommendation’s quality in terms of accuracy, we compare the prediction results 
obtained executing the recommender in three different configurations: 

• CB. It represents the traditional CB approach; therefore the methods that take 
advantage of the ontology representation are disabled.In this case, the item-user 
matching only takes into account the concepts that perfectly match. 
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• Sem-CB. It employs the semantics-based methods presented in section 3 using, 
as domain ontology and movie indexation, the same taxonomy of three levels 
of depth used by Netflix and publicly available[http://www.netflix.com/ 
AllGenresList].  

• Sem-CB+. It employs the semantic-based methods using, as domain ontology, 
an adaptation of the Netflix taxonomy, with a concepts hierarchy of four levels 
of depth (see Fig. 4). We also changed the indexation for concepts referring to 
two or more other concepts (i.e., we indexed movies related toNetflix’s concept 
“Family Dramas”separately under“Family” and “Drama”) in order to reduce 
the ontology size. 

 

 

Fig. 3 How the similarity method works 

4.2   Results 

The errorof the predictions generatedby the system (see Table 1) demonstratesthat, 
when semantics is used, the recommendation’s accuracy improves with respect to 
the CB configuration. The accuracy of Sem-CB+ is not better than Sem-CB when 
the parameters of the algorithms are properly adjusted (see Ex. 3 in Table 2). We 
compare both configurations using the same inference thresholds and the value of 
the K factor which provides the best accuracy in each case. In the case of Sem-CB: 
K=0.12 when the concept level is 3; K=0.31 when the level is 2. In the case of 
Sem-CB+: K=0.30 when the level is 4; K=0.40 when the level is 3; and K=0.50 
when the level is 2. It can be observed that the improvement of accuracy is 
strongly related with the upward-inference threshold (the higher the number of 
upward-propagations, the better the results). For example, for Sem-CB+: 1.0443 – 
1.0425 – 1.0397. 

For comparison, a trivial algorithm that predicts for each movie in the quiz set 
its average grade from the training data produces an RMSE of 1.0540. Netflix’s 
Cinematchalgorithm uses "straightforward statistical linear models with a lot of 
data conditioning". Using only the training data, Cinematch scores an RMSE of 
0.9514 on the quiz data, roughly a 10% improvement over the trivial algorithm. 
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Fig. 4 Partial representation of the adapted movie taxonomy 

Table 1 Global prediction-error (RMSE) results 

Configuration RMSE 
CB 1.0603 

Sem-CB 1.0391 

Sem-CB+ 1.0397 

Table 2 Comparison of semantic-based configurations 

Execution 

(Upward – Sideward) thresholds 

Avg. Upward 

propagations 
Avg.Sideward 
propagations 

RMSE 

Sem-CB 4.32 2.87 1.0482 Ex. 1 

(0.60-0.75) Sem-CB+ 6.01 3.83 1.0443 

Sem-CB 8.89 3.85 1.0440 Ex.2 

(0.40-0.75) Sem-CB+ 9.99 3.89 1.0425 

Sem-CB 13.84 2.88 1.0391 Ex.3 

(0.20-0.85) Sem-CB+ 17.73 3.30 1.0397 

5   Conclusions and Future Work 

This paper describes howthe accuracy of recommendation systemsis higher when 
semantically-enhanced methods are applied. In our approach, we make use of  
semantics by applying two different methods. A domain-based method makes in-
ferences about user’s interests and a taxonomy-based similarity method is used to 
refine the item-user matching algorithm, improving overall results.  

The recommender proposed is domain-independent, is implemented as a Web 
service, and uses both explicit and implicit feedback-collection methods to obtain 
information on user’s interests. The use of a FOAF-based user-model linked with 
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concepts of domain ontologies allows an easy integration of the recommender into 
Web-applications in any domain. 

As future work we plan to add a collaborative-filtering strategy that makes use 
of domain semantics to enhance the typical user-profile similarity methods. 
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Natural Scene Segmentation Method through 
Hierarchical Nature Categorization 

F.J. Díaz-Pernas, M. Antón-Rodríguez, J.F. Díez-Higuera, M. Martínez-Zarzuela, 
D. González-Ortega, D. Boto-Giralda, and I. de la Torre-Díez* 

Abstract. In this paper we present a hierarchical learning method to segment natu-
ral colour images combining the perceptual information of three natures: colour, 
texture, and homogeneity. Human knowledge is incorporated to a hierarchical 
categorisation process, where each nature features are independently categorised. 
Final segmentation is achieved through a refinement process using the categorisa-
tion information from each segment. Experiments are performed using the Berke-
ley Segmentation Dataset achieving good results even when comparing them to 
other significant methods. 

Keywords: Natural colour image segmentation; supervised categorisation; hierar-
chical neural network; Adaptive Resonance Theory, pattern refinement; Berkeley 
segmentation dataset. 

1   Introduction 

This paper considers the problem of segmentation of natural scenes defined by 
multi-nature features based on colour, texture and homogeneity. Great advances 
have been performed in colour image segmentation [5]. Natural scenes are formed 
of perceptual significance segment such as “sky”, “water”, “mountain”, etc. Fig. 
3-left shows manually segmented images of Berkeley Segmentation DataSet 
(BSDS) [13]. Segmentation of natural scenes is particularly difficult since the 
segment low-level features are not well defined and are not uniform due to the ef-
fects of lighting, perspective, scale, changes, etc. [4]. The use of human segmented 
images to add human knowledge to the segmentation of natural images has been 
widely employed. Pyun et al. [12] used the manually segmented images in the  
supervision process for aerial images. Martin et al. [9] proposed an interesting  
                                                           
F.J. Díaz-Pernas, M. Antón-Rodríguez, J.F. Díez-Higuera, M. Martínez-Zarzuela,  
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Department of Signal Theory, Communications and Telematics Engineering 
Telecommunications Engineering School. University of Valladolid. Valladolid. Spain 
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colour-texture gradient. They trained a classifier using human labelled images as 
ground truth. Hanbury and Marcotegui [8] proposed a method based on the dis-
tance function and also used the human segmented images as ground truth for 
boundaries learning. Grossberg and Williamson suggest that categorization proc-
esses take part in the human segmentation system [7]. In this paper we propose a 
hierarchy of categorisation processes to segment natural scenes through a super-
vised learning according to the knowledge of human perception. Proposed hierar-
chy of neural networks is based on the supervised and unsupervised Fuzzy models 
of the Adaptive Resonance Theory [3,2], which shows the high potentiality of this 
theory to develop complex recognition architectures. Another example of this fea-
ture is shown in the recently released work of Grossberg and Huang [6], who pro-
pose a neural system for natural scene classification, ARTSCENE. 

The segmentation method presented is based on hierarchical categorization 
with pattern refinement feedback and variable similarity measure to achieve a bet-
ter clustering. In a previous work [1,10], we proposed a neural architecture for tex-
ture recognition, which proved satisfactory processing images from the VisTex 
texture dataset [14]. Based on that experience and using part of the development 
performed, we now advance a hierarchical extension to segment natural scenes.  

2   Proposed Approach Structure 

The structure of the proposed approach is shown in Fig. 1. The architecture have 
four main stages: colour and texture feature extraction, nature categorisation stage, 
global pattern categorization and region merging stage. 

2.1   Colour and Texture Feature Extraction 

The proposed approach starts from three feature patterns of different natures: tex-
ture (tex), low-level homogeneity (llh), and opponent colour (col). These features 
are extracted using a multi-scale neural architecture with opponent colour codifi-
cation, perceptual contour extraction, and diffusion processes. This neural  
architecture has been previously proposed within a coloured and textured image 
classification system, achieving very good results [1,10].  Fig. 2 displays a proc-
essing example of this architecture, input to the categorisation processes. The tex-
ture pattern is expressed following equation (1). 

{ } ( ) ( ) ( ) ( ) ( ) ( ){ }1 2 3 1 2 3

0 0 0 1 1 1
Re, Im , Re, Im , Re, Im ,..., Re, Im , Re, Im , Re, Im

ij i K K K
t

− − −
= =T  (1) 

where ( )Re, Im
s

k
 is the pair corresponding to the real and imaginary parts of the 

Gabor filtering for the scale s { }1,2,3s =   and the orientation k { }0,... 1k K= −   
referring to K=6 orientations { }0º ,30º ,60º ,90º ,120º ,150ºθ = . 

The homogeneity pattern has two components {hi, i=1,2} corresponding to the 
diffusion signals of the two opponent channels (see Fig. 2, last row). Finally, the 6-
dimensional pattern includes the signals from the two colour opponent channels 
(red-green and blue-yellow) for the three scales {ci, i=1,…,6} (see Fig. 2, third row). 



Natural Scene Segmentation Method through Hierarchical Nature Categorization 55
 

 

Fig. 1 Proposed segmentation method structure. 

0º 30º 60º 90º 120º 150º 

0º 30º 60º 90º 120º 150º 

rg-s rg-m rg-l by-s by-m by-l 

 

rg-llh by-llh 

 

Fig. 2 Colour and texture feature images of an image of Fig. 3. First and second rows: tex-
ture components, imaginary and real components of the Gabor filtering for the small scale 
and the 6 orientations used; Third row: colour opponent components of the red-green and 
blue-yellow channels for the three scales (s,m,l). Last row: low-level homogeneity compo-
nents, channels red-green and blue-yellow. 
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2.2   Nature and Global Categorisation Stages 

To achieve an independent nature categorisation, we propose three neural net-
works based on Fuzzy-ART theory [3]. The network used for texture nature classi-
fication includes an orientation-invariance mechanism [1,10]. A winner takes all 
competition is performed and the node winner, d=D, is selected in each network. 

Using the nature adaptive weights of winner nodes, wD, the input pattern to the 
global categorisation is constituted adding its corresponding complementary code: 

( ), , ,1 ,1 ,1tex llh col tex llh col

ij D D D D D D= − − −P u u u u u u  (88-dim) where ( )min ,1P C

D D D= −u w w  

 
Algorithm 1: Refinement cycle 
1: new nature categorisation with an increase of the similarity parameter: nature similar-

ity parameters 
 { }, ,tex llh cols s sλ ε= + , 0.0001ε = , new selection of D2 in each nature. 

2: global categorisation with l gsλ ε= + , selection of Q node from C4 level 

3: if (Q is an uncommitted node) OR (Q is committed AND 1Qhl ≠ ) then 

4:  originals Dw  are re-established (in the refinement compute, originals Dw are 
stored to be able to re-established them) 

5:  new cycle with nature similarity parameters { }1 2 3, ,s s sλ ε= +  where 

  
{ } { }

{ }
, ,     if max , ,

0                             if max , ,

tex llh col i tex llh col

i

i tex llh col

s s s s s s s
s

s s s s

ε+ ≠
=

=

⎧
⎨
⎩

 

6:   new global categorisation, selection of Q2 node from C4 level  
7:  if (Q2 is an uncommitted node) OR (Q2 is committed AND 

2
1Q ll ≠ ) then 

8:   originals Dw  are re-established 

   new cycle with nature similarity parameters { }1 2 3, ,s s sλ ε= +  where 

{ } { }
{ }

, ,     if min , ,

0                             if min , ,

tex llh col i tex llh col

i

i tex llh col

s s s s s s s
s

s s s s

ε+ =
=

≠

⎧
⎨
⎩

 

9:    new global categorisation, selection of Q3 node from C4 level  
10:   if (Q3 is an uncommitted node) OR (Q3 is committed AND 

3
1Q ll ≠ ) then 

11:    1Qll =  is assigned and zQ is learnt (Q is the node selected in step 2) 
    There is not any other favourable situation in the relaxation cycle. 
12:   else if Q3 committed AND 

3
1Q ll =  then 

13:    
3Qz , 

2

tex
Dw , 

2

llh
Dw , and 

2

col
Dw  are learnt 

14:   end if 
15:  else if Q2 committed AND 

2
1Q hl =  then 

16:   
2Qz , 

2

tex
Dw , 

2

llh
Dw , and 

2

col
Dw  are learnt 

17:  end if 
18: else if Q committed AND 1Qhl =  then 

19:  Qz , 
2

tex
Dw , 

2

llh
Dw , and 

2

col
Dw  are learnt 

20: end if 
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The global pattern categorisation accomplishes the supervised labelling of the 
patterns. Hence, a supervised network comprised of three neural levels is proposed 
(see Fig. 1): input (C3), global categorisation (C4), and labelling levels (C5). 

The winner node activation, the process selection, and the similarity criterion 
procedure are similar to the nature categorisation network model [1,10]. In this 
work, we propose an adaptive labelling weights, lqh, to link the winner node C4, Q, 
to the C5 node h, with h {h=0,1,…, ηh} the human supervised label, activating the 
associated adaptive weight, i.e. lQh=1.  

3   Segmentation Approach with Pattern Refinement Cycle 

The proposed segmentation approach involves learning all the variability of the 
features included in segments with perceptual significance. The segmentation 
method is supervised by the labels assigned to the human segmented images of the 
BSDS [13]. Our proposal has two operating modes: training and testing. 

In the training mode, 2000 random samples of each image are chosen. These 
images are processed by the low-level feature extraction neural architecture, gen-
erating the input pattern to each nature from the samples chosen. Next, a global 
categorization is performed. If the label associated to the global selected node and 
the human supervision label are equal, the patterns (nature and global networks) 
are learnt. If there is a mismatch, the similarities computed will not be enough, so 
a new search with more strict similarity criteria will be needed. The cycle refine-
ment included in this approach is established (see algorithm 1). In order to find the 
best categorisation, we place the more strict feasible criteria. If the linked label is 
equal to the supervision label, a favourable situation is achieved, so the patterns 
are learnt. If there is another mismatch, the chosen criterion is relaxed. 

In the test mode, the label linked to the global selected node will represent the 
learnt label for the input pattern of each point in the image. These categorisation 
labels shape the hierarchical categorization segmented image, Sij. 

3.1   Region Merging Stage 

Since the categorisation performed is positional, small segments appear in the out-
put image, which can be eliminated by a region merging process. The input is the 
categorisation label image, Sij, and the adaptive weights, zpq. The merging process 
is performed in two sequential stages: eliminating the small segments (size<50) 
and merging those with very high similarity measure (>95%). The process starts 
with the highest similarity union and it continues following a descending order of 
similarities, while the segments merging can be possible. The similarity measure 
of segments R1 and R2 with weights zp1 and zp2 {p=0,…,87} and updated weights  

( )
( ) ( ) ( )1 2 1 2 1 2

1 2

1 2

1
min , min , min ,

3
,

min ,

p p p p p p
tex llh col

p p
p p

s R R

+ +
=

⎛ ⎞
⎜ ⎟
⎝ ⎠

⎛ ⎞
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⎝ ⎠

∑ ∑ ∑

∑ ∑

z z z z z z

z z

  and  ( )1 2 1 21 2p p p∪ = +z z z . 
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PRI: 0.9128, VoI: 0.897, 
GCE: 0.128, BDE: 3.3851, 

F-value: 0.6765 

PRI: 0.9368, VoI: 0.8499, 
GCE: 0.1101, BDE: 4.6927, 

F-value: 0.6762 

PRI: 0.8448, VoI: 1.9143, 
GCE: 0.1997, BDE: 4.0482, 

F-value: 0.7002 
 

PRI: 0.9292, VoI: 1.5463, 
GCE: 0.1934, BDE: 3.5761, 

F-value: 0.709 

PRI: 0.9331, VoI: 1.3085, 
GCE: 0.1719, BDE: 5.892, 

F-value: 0.6836 

PRI: 0.9072, VoI: 0.5224, 
GCE: 0.085, BDE: 3.9874, 

F-value: 0.6363 

Fig. 3 Examples of the segmentation achieved with the proposed approach (right) and a 
comparison to the human segmented image (left). The average values of PRI, VoI, GCE 
and BDE of the entire Berkeley dataset (human segmented images) are 0.87, 1.1, 0.08, and 
4.99 respectively [15]; and the F-measure average value is 0.79 [8] 

The approach output is the segmented image in the iteration when there is not 
any possibility to join any segments, that is, when the merging process has ended. 

4   Experiments 

We compare our method against two significant algorithms, [15] and [8], that have 
quantitatively measured their results. The comparison to [15] is performed accord-
ing to the four quantitative measures they used: the Probabilistic Rand Index 
(PRI), the Variation of Information (VoI), the Global Consistency Error (GCE), 
and the Boundary Displacement Error (BDE). The comparison to [8] is accom-
plished with the GCE parameter and with the boundary-based error, F-measure, 
which are the measures included in the paper. The measures computation has been 
made using the Matlab code supplied in their web pages [13,11]. 

We have used 114 images from the BSDS [13]. Their human segmented images 
were taken as the ground truth to accomplish the learning process, using 2000 ran-
dom points from each image. In Table 1, we can see the achieved average of the 
five quantitative measures. In Fig. 3 we can visually compare some of our seg-
mentation results with the corresponding human segmented images. The mean 
time per image has been 248 seconds. With the aim of accelerating the procedure, 
we work on parallel processing through GPUs (Graphic Processing Units) [10]. 

We compare our approach with two methods based on a supervised learning [8] 
and on a clustering process of Gaussian mixture models [15]. Hanbury and Mar-
cotegui [8] proposed two segmentation methods with colour-texture gradient 
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based on two hierarchical approaches: watershed using volume extinction values 
and the waterfall algorithm, respectively. They used the colour-texture gradient 
proposed by Martin et al. [9] which uses boundaries learning. In Table 1, we pre-
sent their results, taken from their papers, along with our proposal measures.  

Observing these data we can highlight that our approach achieves better global 
results. It accomplishes the higher value regarding the numerical boundary meas-
ure, F-value, 0.56 versus 0.55 and 0.44. It is a wide difference concerning the Wa-
terfall algorithm, which achieves a slightly better GCE value. Hence, the Waterfall 
method worse determines the segment boundaries but generates a slightly more 
coherent segmentation regarding to the human one. 

Yang et al. [15] modelled the texture using a mixture of Gaussians distributions 
and performed a clustering allowing the component degeneration. They used the 
colour metric L*a*b*. The features were generated through Gaussian convolutions 
of size 7x7, to be projected over the eight-dimensional space by the PCA method. 
Comparing both methods results, (see Table 1) we can observe that we achieve 
better results in three of the four measures (PRI, VoI, and BDE) measures. PRI 
and VoI are measures more correlated with the human segmentation in terms of 
visual perception [15]. GCE and BDE measures penalise the under-segmentations 
more heavily than the over-segmentations; in fact, the GCE value does not penal-
ise the over-segmentations. Hence, our method perceptually achieves better re-
sults, tending towards the under-segmentation. 

Table 1 Comparative results of the methods proposed in [8], [15] and our approach. Results 
correspond to the average value of all the segmentations performed. 

Method 
PRI 

better when 
higher (0.87)

VoI 
better when 
lesser (1.1) 

GCE 
better when 
lesser (0.08)

BDE 
better when 
lesser (4.99)

F-value 
better when 

higher (0.79) 
Waterfall level 2 [8] - - 0.19 - 0.44 

Watershed using volume 
extinction values [8] 

- - 0.22 - 0.55 

Yang et al. [15] 0.7627 2.036 0.1767 9.4211 - 
Method proposed 0.8126 1.8434 0.2034 9.1339 0.5646 

5   Conclusions 

A method for colour and texture segmentation of natural images is proposed in 
this work. This approach incorporates the knowledge of human segmentation of 
natural scenes in hierarchical learning processes. Our method supervisedly learns 
the texture, colour, and homogeneity features of the human-generated segments. 
This knowledge determines the final segmentation through pattern refinement cy-
cles. Based on the experience and using part of the development performed in a 
previous work [1,10], we have advanced a hierarchical extension to segment natu-
ral scenes. In this work, the feature extraction architecture is taken from that pre-
vious work. This reutilisation proves the architecture to be independent from the 
processing objective, similarly as it occurs in the human visual system.  
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Two comparisons with other significant methods for segmenting natural scenes 
have been included; in a global evaluation, our approach achieves better results. It 
shows more perceptual features and a higher tendency to the under-segmentation.  
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First Steps towards Implicit Feedback for 
Recommender Systems in Electronic Books 

Edward R. Núñez V., Oscar Sanjuán Martínez, Juan Manuel Cueva Lovelle,  
and Begoña Cristina Pelayo García-Bustelo* 

Abstract. Currently, a variety of eBooks with some intelligent capabilities to store 
and read digital books have been developed. With the use of these devices is eas-
ier to interact with the content available on the Web. But in some way access to 
such content is limited due to data overload problems.  Trying to resolve this prob-
lem have been developed some techniques for information retrieval, among which 
are the recommender systems. These systems attempt to measure the taste and in-
terest of users for some content and provide information relating to your profile. 
Through the feedback process attempts to collect the information that a recom-
mendation system needs to work; but often this process requires the direct inter-
vention of users, so that sometimes it is tedious and uncomfortable for users. For 
what we believe is necessary for a recommender system should be able to capture 
and measure implicitly the interaction parameters of a user with content in an 
eBook. Considering this need, we present a series of parameters that can be meas-
ured implicitly and how they will measured in the feedback process so that a re-
commender system to be reliable in electronic books. 

Keywords: Electronic books, recommender system, feedback, implicit feedback. 

1   Introduction 

Due to the large amount of information found on the Internet, it is sometimes dif-
ficult for users to find content that they really need in a quick and easy way, so the 
user tends to seek guidance from others who may recommend some content that 
meets their needs or select those objects that come closest to what they want.[1] 

Through the use of recommender system as technical of information retrieval 
attempts to solve the problem of data overload; and that through these you may  
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filter the information available on the web and find information more interesting 
and more valuable to users. [2, 3, 4] 

To make an effective recommender system we believe that is necessary to 
make a feedback process that does not require direct user intervention, but is able 
to capture as much information as possible related to the user profile implicitly. 

This article describes the different implicit interaction parameters than can be 
collected and measured during the interaction of a user with an Electronic book 
and how we collect and measured these values. This process could determine 
whether implicit feedback gives good results for a recommender system in elec-
tronic books. 

2   Problems 

To capture and measure efficiently the interaction parameters of a user with an 
electronic book and implement a recommender system suitable for these types of 
devices, we must take into consideration a number of problems. In general we can 
say that there are three major problems associated with this subject:  

• Information Overload. 
• Feedback problems. 
• Limited computing capability in the electronic books. 

3   State of Art of the Recommender System 

A recommender system is "A system that has as its main task, choosing certain 
objects that meet the requirements of users, where each of these objects are stored 
in a computer system and characterized by a set of attributes."  [5] 

These consist of a series of mechanisms and techniques applied to the retrieval 
of information to try to resolve the problem of data overload on the Internet. These 
help users to choose the objects that can be useful and interesting, these objects 
can be any type, such as books, movies, songs, websites, blogs. [6] 

Through the feedback process recommender systems collect user information 
and stored in your profile in order later to reflect your tastes and make recommen-
dations. The feedback process can be two types: [7, 8, 9] 

• Explicit feedback. Through a survey process, the user evaluates the system by 
assigning a score to an individual object or a set of objects.  

• Implicit feedback. This process is that the objects are evaluated in ways trans-
parent to the user. Namely, that the evaluation is done without the user being 
aware through the actions user performs while interacting with the system.  

4   Case Study 

The fundamental basis of recommender system is the ability of the system to col-
lect the data necessary to meet efficiently the feedback process. We believe that 
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with capture implicit parameters, we can measured the user interaction with elec-
tronic books. 

To achieve an approach to the solution of the explicit feedback, we are devel-
oping an application that contains a series of content that users will be evaluate 
explicitly;  and secondly, transparently to users we will record the user behavior 
during the whole period of interaction with the application, to capture the implicit 
parameters.  In this process we measure series implicit parameters, which later 
will be compared with explicit user ratings. Through this process we can deter-
mine whether the feedback implicit in a recommendation system could discover 
the tastes and needs of users in electronic books. 

This study will be done in a web application for electronic books, which in-
volved 100 users with different levels of knowledge, different ages, without prior 
knowledge of the contents and chosen at random. We will make this study in the 
electronic book that is being developed in the project [einkPlusPlus]1  in which 
this research is based.  

The evaluation mechanism will be stored in a repository the data retrieved from 
every action taken by the user with the ebook. These data will be sent to a server 
for the comparison and analysis. Finally the results will be integrated into the sys-
tem recommender who later sent the recommendations to the electronic book. 

4.1   Implicit Parameters to Measure 

As Nielsen [10] presents a series of indicators to measure Web usability, we chose 
a set of parameters that we believe could help discover the interest and tastes of 
users implicitly. 

The different parameters that we measure in this process are described below: 

• Session duration / content size. With the evaluation of this parameter indicates 
the user's connection time, allowing the user to know how much it took to 
evaluate and interact with content accessed by the user. 

• Number of Clicks. This will determine how many click the user needed to 
evaluate the content. 

• Reading time. With this parameter will determine how long a user takes a read-
ing or viewing content. this parameter is important because it could determine 
the user's interest based on the average time reading or viewing of contents 

• Complete reading time: This parameter determines the time that the user needs 
to view a specific section or category. 

• Number of accesses to a specific section or category: this parameter will deter-
mine how many times the user accessed a specific section. 

• Number of iterations:  This parameter determines the number of times a user 
read or viewed content. It may determine that a larger number of repetitions, 
more interested by the content. 

• Number of comments: With this parameter we could determine the general in-
terest by a specific content, according to the amount of comments that have 
content. 

                                                           
1 www.einkplusplus.com 
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• Number of recommendation. With this parameter we could determine the gen-
eral interest in specific content, according to the number of people who have 
been recommended content. 

5   Conclusion and Future Work 

With the development of this application will get the values of the implicit pa-
rameters, and through comparative analysis and the search for correlations deter-
mine the value of these implicit parameters to capture user interest and to make 
good recommendations in electronic books. 

We believe that the use of these parameters could build recommender systems 
more effective and does not need the explicit capture parameters for the feedback.  

In future work we will focus on comparative analysis of the data collected and 
then according to the results obtained in this study. 
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A Trust-Based Provider Recommender
for Mobile Devices in Semantic
Environments�

Helena Cebrián, Álvaro Higes, Ramón Hermoso, and Holger Billhardt

Abstract. Semantic web services have been studied during last years as an
extension of Service-Oriented Computing on the Web 2.0. A lot of effort has
been made to address some problems such as service discovery, matchmaking
or service composition. Nevertheless, there is not much work in the literature
about how to integrate trust into the process of selecting service providers. In
this paper, an abstract architecture with a trust-based recommender module
is presented, and a case study is put forward explaining how to apply the
architecture to implement an agent in a mobile device.

Keywords: Semantic web services, trust models, mobile devices.

1 Introduction

Web Services (WS) is a technology based on the concept of Service-Oriented
Computing (SOC) with a very promising horizon [9]. WSs provide the foun-
dations for the development of business processes distributed on the Web,
and available via standard interfaces and protocols.

The recently more and more development of Semantic Web (SW) [6] allows
providing web services with semantic information that facilitates the automa-
tion of certain tasks, such as discovery, composition or invocation. Semantic
Web Services (SWS) apply knowledge from the SW to web services by using
semantic descriptions using languages such as OWL-S [3].
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In SWS community [7][8] there are four axis of researching to deal with:
i) service discovery; ii) service matchmaking; iii) service composition; and
iv) service provider selection. The first three aspects have been deeply studied
[8][4][1]. Nevertheless service provider selection is often situated as task of the
matchmaking process. We claim in this paper that provider selection may be
added as an extra-step when an entity is searching a particular service.

In this paper we present an abstract agent’s architecture that incorporates
a semantic web services recommender module that encapsulates discovery
and matchmaking processes. Furthermore, we endow it with a trust model
that allows tackle the provider selection problem.

Ubiquitous computing has become extremely popular over the last years.
Mobile devices, such as mobile phones are tools with a huge potential from
a computing point of view. Such is the case of semantic web services, since
allow users to use their functionality in their everyday lives. The second part
of the paper attends to show the implementation of the abstract architecture
that has been developed for its use in mobile phones. A case study will be
presented to illustrate the details.

The paper is organised as follows: Section 2 describes in detail the abstract
architecture for the recommender; Section 3 presents a case-study that shows
how the recommender has been implemented, using a specific scenario for
that. Finally, Section 4 sums up our approach and outlines some future work.

2 An Agent Abstract Architecture for Semantic
Service Selection

As aforementioned, we intend to build an agent architecture that is endowed
with a recommender module for searching service providers and that encapsu-
lates discovery and matchmaking processes. Furthermore, we endow it with a
trust model that allows tackle the provider selection problem. In this section
we present the architecture depicted in Figure 1. Although architectures are
usually detailed in a formal way (for instance, following Kruchten’s approach
[5]), due to lack of space we put forward the present architecture in a more
colloquial manner.

From this schema can be observed that there exist two different parts in
the agent’s architecture. On the one hand the recommender module encapsu-
lates the automatic process of recommending, from an agent’s goal, a set of
potential service providers able to make the agent be satisfied regarding the
goal she wanted to achieve, and ordered by trust evaluations. On the other
hand, also inside the agent’s architecture, we find some modules that corre-
spond to intermediate actions that the individual must implement in order
to interact with the recommender. Such modules are template selection, in-
stance selection and Rating. Finally, for the sake of simplicity, we include the
service platform in the schema, that interacts with the recommender module
in the way we will put forward in next paragraphs.
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Fig. 1 Recommender agent architecture

Goals are usually generated by the agent to cope with the satisfaction of her
own preferences. In a service-oriented environment, goals entail the search and
the immediately after execution of services that achieve the aforesaid goals.
The architecture approach we present intends to show how to encapsulate this
process in the agent’s core. Notice we only deal with the process of, once the
agent knows which is the goal to achieve first, searching and selecting a service
and its corresponding execution, but not with the previous reasoning through
which the agent manages goals, preferences, desires, etc. For that reason this
approach should be taken into account as a complementary abstraction that
may be included in a more complex architecture, such as, for instance, a BDI
architecture.

The service search module has as input a goal or a list of goals1. It will
communicate with the Service Platform, more precisely with a Service Fa-
cilitator (SF) that maintains a registry of which services are offered in the
environment. This entity should encapsulate the service discovery and the
matchmaking process as well. As an abstract architecture, each of this enti-
ties may be instantiated in several ways, implementing different techniques
for discovery and matchmaking. It is not in the scope of this paper to go into
it in depth. Thus, goals could be specified using a description language such
as OWL, that could also be understandable for the SF.

The proposed architecture makes the distinction between service template
and service instance. Therefore, from the process of service searching the
agent obtains a list of service templates that semantically match in some
degree to the agent’s original goal (matchmaking). Using this list, the agent
– according the implementation in template selection module – selects the
most suitable service template for her interests.
1 As we show in Section 3.
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Another functionality that the service platform should offer is a Directory
Facilitator (DF) that links providers to service instances they implement.
Hence, once the agent has selected a service instance stemp

i , the former re-
quests the DF service for the instances that implement that service (from
now on sinst

i ). The concept of service instance is then defined as a template
implemented by a specific provider.

Among all the proposed web services templates, the recommender selects
one of them, by default the one that satisfies in the most appropriate manner
the her goal.

Once the agent selects the desired service template, it starts the service
provider search for that service. It is important to take into account that a
service provider will be the one which, being described by OWL-S language,
share the same profile and specifies its own grounding. The service platform
performs a dynamic service instance discovery, in this case, the search will be
performed attending to the profile sharing criteria. The output at this point
consist on a not ordered list of service providers.

In order to improve their performance, clients in Service-Oriented Comput-
ing (SOC) commonly deal with the problem of deciding appropriate service
providers for their requests according to their own interests, probably mod-
elled with beliefs or goals. Trust models, most of them based on reputation
mechanisms, have been proved to be worth techniques to estimate expecta-
tions on other individuals in order to better select interaction partners. We
adhere to the work of Billhard et al. [2] in which authors claim that trust and
reputation mechanisms should be added as an additional step after traditional
phases in service environments. This is described in Figure 2. Following the
schema, trust is presented to fill the gap between service matchmaking and
eventually provider selection, since amongst the set of individuals that can
perform a service, there could exist trust relationships with the client that
may allow the latter to better select a provider. Here trust do not substitute
current techniques of service discovery or matchmaking processes, but are
complementary. Advantages of this model are defined in [2]. At this point, it
is important to note that the proposed architecture is designed to accept any
other trust model.

In the architecture, the trust module receives a list of service instances
of the service template selected by the agent to fulfil the goal. This module
should implement a trust model that has to be able to evaluate trust on
different potential providers. This model could base its assessments on either
local own information derived from past interactions with different providers
or information gathered from third parties.

Once the list of service providers that satisfies the initial goal are discov-
ered, the recommender module (and more precisely the trust module) is in
charge of evaluating trust on different service instances (and their service
providers), as well as building a ranking with that information, so allowing
the agent to have more information to make a decision. This recommenda-
tion is done conforming to the [2] model. This model bases on the concept
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of similarity between situation that the agent had in the past and situations
that she is involved in in the present. A situation in [2] is defined as a tuple
〈si, pj, t〉 where sinst

i is the service instance that the agent used, and pj is the
provider that performed sinst

i . Similarity between service instances is mea-
sured with a closeness function based on the distance of concepts in a service
taxonomy, previously existing2.

The trust module returns an ordered list – a ranking – of the evaluation
of different service instances. Then, the agent selects the desired instance –
implementing her instance selection module – and invokes its execution on
the service platform. This execution is made attending to the established
specification in the OWL-S grounding.

After the execution, the agent rates the service execution, which is used as
feedback for the recommendation module. This rating is aggregated with her
past interactions with the aim of presenting more suitable recommendations
in the future for the agent’s profile.

3 Case Study

So far, we have put forward an architecture in a theoretical level. In this
section we attempt to present a real scenario where the architecture has been
instantiated on a mobile device – a mobile phone – running over the Android
platform 3. In the current case-study Paula is visiting Córdoba and will use
her mobile phone to obtain recommendations about what to do in the city.
An agent implementing the architecture presented in Sectionsec:recommender
will be available in the mobile phone. The scene comes into being when Paula
arrives at the town and decides to start visiting. Thus, the agent in the phone
receives (via Paula) the following goal: Visit the town of Córdoba.

2 Due to lack of space a wider explanation about how to calculate similarities may
be looked up on [2].

3 http://www.android.com
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As it has been mentioned, the agent selects a goal, described using OWL.
This goal should be aligned to make it comprehensible by the SF/DF, reason
why we use an OWL-S profile, since allows automatic reasoning 4.

Once the semantic alignment is achieved, the Service Searcher entrust to
the service platform the search of those service templates that better match
the goal, doing a semantic matchmaking (using OWL-S) over the postcondi-
tion of the different services managed by the SF. Notice that the structure of
an OWL-S scheme has three subsections: i) profile, that describes the service
functionality; ii) grounding, that guides how to access the service; and iii)
model, that represents how the service works. An example of the description
of a service, with the references to these three parts can be observed in the
following representation in OWL-S:

<service:Service rdf:ID="Tourist Guide">

<!-- Reference to the Tourist Guide Profile -->

<service:presents rdf:resource="profile";

Profile Tourist Guide">

<!-- Reference to the Tourist Guide Process Model -->

<service:describedBy rdf:resource="process;

Tourist Guide ProcessModel"/>

<!-- Reference to the Tourist Guide Grounding -->

<service:supports rdf:resource="grounding;

Grounding Tourist Guide"/>

</service:Service>}

In our scene, the recommender module receives four possible service de-
scriptions (OWL-S profiles) with a high enough matching degree that was
previously specified by the user. With the inclusion of an affinity threshold,
we guarantee that all discovered services satisfy at least in a minimum degree
the user expectations. This unordered service templates list is received by the
Service Searcher which translates the semantic language to a friendly format
for Paula. The received list contains the following service templates: [Cordoba
Street Searcher that offers a web service to access to street directory; Tourist
Guide of Córdoba that offers tourist information of Córdoba; Gastronomic
Route that offers A route offering places to enjoy wines and typical food;
Cordoba on wheels that offers an on-line booking service for tourist vehicles].

Paula chooses the one that better fits her insterests. In this case her
choice is Córdoba on wheels. Once the service has been selected, the Ser-
vice Searcher communicates with the DF for discovering all available service
providers for that template. Thanks to the OWL-S description format, this
search just consists on finding all those providers that have been instantiated
in the consulted service grounding. The DF then returns an unsorted list
with all the available service instances (and its providers) for that service.
This list will be sorted by the recommender’s trust module straight after-
wards. The received list (only service provider are shown) together with the
4 Due to lack of space semantic alignment and matchmaking processes are not

detailed.
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profile description, is as follows: i) Córdoba’s Tourist Board (from now on
CTB). One of the available services of this provider is to manage a tourist
train service; ii) Córdoba Tours. Offers group excursions by bicycle over sur-
roundings; iii) Visio Bus. Offers a city tour by bus. Paula has never used the
Córdoba On Wheels service, that is the reason why the trust module of the
recommender has no past information in its internal structures. To solve this
situation, the trust module uses trust model of Billhardt et al [2]. Thus, it es-
timates a value for each received tuple (〈S, P 〉), based on the services offered
by the same provider. More precisely, Paula has already had previous inter-
action with the providers: CTB and Visio Bus. However, she has no previous
experience with Córdoba Tours provider. The similarity between the actual
service, Córdoba On Wheels, and the past services offered by the CTB and
Visio Bus, Cordoba Online Information and Vision Bus Madrid respectively,
is calculated by the SF/DF according to the internal service taxonomy that
it keeps (Figure 3). Part of this taxonomy, is represented in Figure 3. As it is
suggested in the [2], the similarity between two services would be calculated
as a closeness function between the past known services, and the current one,
so estimating how good it will be in future interactions.

Then, an ordered ranking is returned:[1. Visio Bus; 2. CTB; 3. Córdoba
Tours]. Thus, after applying trust model in [2] Paula will finally choose Vi-
sio Bus service. After the service execution, the agent requests her to rate
de service. This information will be used as feedback for the trust module.
Finally, Paula rates the service in the way the system proposes (typically by
giving a feedback value in a pre-defined range).

4 Conclusions

In this paper we have presented an abstract agent architecture with a
trust-based recommender module. The underlying idea of the proposed
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architecture, that works in open semantic environments, is that according
to a goal, the recommender module may help the user agent in the process of
automatically discovering and selecting the best 〈S, P 〉 tuple for her goal. It
has been proved to be valid by implementing it on a mobile phone with the
Android platform. In future work, this model could also be extended to per-
sonalize the service description search result. That is, service templates could
also be ranked by using the same trust model utilised for selecting providers,
so personalising agent’s preferences over time.
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Quality of Service and Quality of Control Based 
Protocol to Distribute Agents 

Jose-Luis Poza-Luján, Juan-Luis Posadas-Yagüe, and José-Enrique Simó-Ten1 

Abstract. This paper describes an agent’s movement protocol. Additionally, a dis-
tributed architecture to implement such protocol is presented. The architecture al-
lows the agents to move in accordance with their requirements. The protocol is 
based on division and fusion of the agents in their basic components called Logi-
cal Sensors. The movement of the agents is based on the quality of services (QoS) 
and quality of control (QoC) parameters that the system can provides. The proto-
col is used to know the impact that the movement of the agents may have on the 
system and obtain the equilibrium points where the impact is minimal. 

1   Introduction 

Distributed control architectures based on multi-agent systems require a middle-
ware to hide the complexity of the communications to the agents. The middleware 
can provide the data about QoS to the system, and system can provide this infor-
mation to the agents. On the other hand, when an agent needs to move between the 
control nodes, the arrival of the agent have an impact on the global performance of 
the control node. To provide the support to agents an architecture, called Frame-
Sensor-Adapter with Control support (FSACtrl), has been developed. This archi-
tecture is based on the model FSA, widely tested on mobile robot, and home 
automation systems [1]. The middleware of the architecture is based on the Data 
Distribution Service (DDS) model proposed by The Object Management Group 
(OMG) [2]. 

When an agent arrives to a node, competes with the other agents for the re-
sources. The effect of the new agent on the node performance is determined by the 
Liebig's law of the minimum [3]: similar species competing for the same resources 
minimizing the availability of the global resources. To minimize the impact of the 
agent movement the architecture can move and evaluate only fragments of an 
agent. How the architecture can provide the necessary information to know the 
impact of the agent movement is the aim of this article. 

The article has been organized as follows: Next section introduces the theoreti-
cal Concepts that are the base of the architecture on which the protocol shown is 
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developed. The third section describes the components of the architecture and the 
quality-based supply and demand cycle. The fourth section shows the phases of 
the protocol. Finally, presents concluding remarks. 

2   Middleware, Quality of Service and Quality of Control 

There are different paradigms of communication with support to quality of ser-
vice, among them publish-subscribe model is one of the most suitable [4]. DDS 
provides a platform independent model that is aimed to real-time distributed sys-
tems. DDS is based on publish-subscribe communications paradigm. Publish-
subscribe components connect information producers (publishers) and consumers 
(subscribers) and isolate the publishers and the subscribers in time, space and 
message flow [5]. 

When a producer (component, agent or application) wants to publish some in-
formation, should write it in a Topic by means of a component called Data Writer 
which is managed by another component called Publisher. Both components, Data 
Writer and Publisher, are included in another component called Domain Partici-
pant. On the other hand, a Topic cans delivery messages to both components:  
Data Readers and Listeners by means of a Subscriber. Data Reader provides the 
messages when the application requires. Instead of a Listened sends the messages 
without waiting for the application. 

Quality of Service is defined as the collective effect of service performance, 
which determines the degree of satisfaction of a user of the service [6]. FIPA 
 

 

Fig. 1 Components of FSACtrl architecture 
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defines a set of QoS parameters mainly based on temporal issues of the messages 
[7]. DDS specification proposes 22 different QoS policies that cover all aspects of 
communications management: message temporal aspects, data flow and metadata. 
For example, by means the “Deadline” policy, that determines the maximum time 
for the message arrival, and the “Time-Based-Filter” policy, that determines the 
minimum time between two messages, a component can establish a temporal win-
dow to receive messages from other components. 

In the same way that to evaluate the efficiency of communications uses QoS 
parameters; control must provide the corresponding parameters, known as quality 
control parameters. It’s considered a perfect control when the signal is sent to the 
actuator causes the signal measured by the sensor is identical to a reference signal, 
therefore there is no error between the measured signal and reference signal. Con-
trol error is used to modify the signal sent to actuator. The most commonly used 
QoC parameters are the value of the Integral Absolute value of Error (IAE) and 
the Integral of the Time and the Absolute value of Error (ITAE). Both parameters 
allow the system to know how evolve the error, and predict the new action. [8]. 

3   Distributed Architecture 

3.1   Componentes 

Figure 1 shows the main components of the architecture FSACtrl [9]. Each control 
node has a manager agent, the necessary control agents, the communications com-
ponents to provide support at control agents, and a set of topics to connect the con-
trol agents with the communications components, Topics are organized in an  
ontology called Logical Namespace Tree. 

Each control node contains a special ontology called Table of Contents (TOC). 
TOC describes the control node to the other control nodes of the system. The 
communications components are the components proposed by the DDS standard. 
Publishers and Subscribers are the control node communications components and 
they are accessible to all control agents, whereas Data Writers, Data Readers and 
Listeners are the control agent communications components and they are exclu-
sive to each control agent. Control algorithms are implemented by the components 
called Control Logical Sensors that provides the QoC parameters. 

Manager agent provides support to all functions of the MAS: processes the re-
quest of the control agents, both from within and outside the control node, manage 
the ontology to connect successfully communications components and control 
components and mediates in the negotiation based on the QoS and QoC parame-
ters. System manager and LNT are similar to other MAS system as JADE [10]. 

3.2   QoS and QoC Based Supply and Demand Cycle 

Figure 2, shows the location of the parameters in the control loop based on a cli-
ent-server model. Based on the QoS cycle [11], the Quality-based Supply and  
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Fig. 2 Both qualities, quality of service and quality of control determine the quality-based 
supply and demand cycle 

Demand Cycle adds the QoC. The QoS parameters are associated with the client-
server communication and the QoC parameters characterize the relationship be-
tween the theoretical expectations and the real results of the control actions, both 
the client and the server side. 

DDS offers a protocol for negotiating the QoS parameters by means the QoS 
policies. However, when the QoC is included in the negotiation process, it is nec-
essary that the control agent can provide the appropriate protocol and parameters 
to measure the optimization level. 

As seen in figure 2, the QoS and QoC have a fist service request phase to com-
municate the value needed of the parameters. The second phase, communicates 
the values offered. Consequently the cycle consists in two phases: the QoS and 
QoC request, and the QoS and QoC offer. This cycle is known as “quality-based 
Supply and Demand Cycle”. 

4   Moving or Cloning Agents in the Distributed System 

4.1   Search Destiny Control Node Phase 

FSACtrl architecture allows to the agents to perform the same actions than the  
rest of the MAS [12]. Move or clone an agent involves a set of operations like in-
sert or remove agents. In FSACtrl, insert an agent in a node is done inserting the 
agent logical sensors. The QoS and the QoC of an agent is easy to calculate  
because it depends from its internal components. However, when an agent needs 
change the control node, it’s difficult to know the effect of the change in the 
agent’s behaviour. 
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Fig. 3 All phases of the process of an agent movement 
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To know the effect of the node change, the architectures provides the protocol 
based on the supply and demand cycle. The protocol has two phases. First phase is 
the selection of the destination node and second phase is the progressive transfer-
ence of components between the source node and the destination node. 

Destination node can be selected based on a set of aspects. To evaluate the ade-
quacy of the destination node FSACtrl uses two aspects: if exits in the destination 
node the set of logical data that the agent need and if the destination node can con-
form the QoS and the QoC parameters required by the agent. The logical data 
available in the destination node is more relevant to select it. The more data 
matching between the two nodes have, the more similar they are, and conse-
quently probably the agent will work efficiently.   

To insert an agent in a control node, the manager agent must check if the desti-
nation node can supply all logical data. The logical data that the destination node 
can’t supply are created and associated directly with the corresponding Publisher 
or Subscriber. Next agent asks to the Node Manager about the QoS ranges. If 
some agent QoS parameter requirement is out of range, the destination node is 
discarded. 

Node Manager obtains the QoS range values from the LNT. In the LNT every 
logical data joins a Publisher or a Subscriber with a Data Reader, Data Writer or 
Listener, these connections has been negotiated previously among the agents and 
the control node. As the result of this negotiation, the control node can determi-
nate the maximum or minimum values of the QoS parameters. 

Usually, if a control node has all logical data needed for the new agent, the QoS 
of the other agents was only hardly affected because the messages are the same for 
the new agent. The QoS parameters are directly related with the message type, and 
only in a few cases, an agent requires a different QoS for the same type of infor-
mation. However, the Liebig's law of the minimum affects the services offered by 
the other agents [13], and the QoC of every agent is affected. The aim of the agent 
movement protocol is to achieve the balance between the QoC and the QoS of the 
agents. This aspect is described in the next section. 

4.2   Move or Clone Control Agent Phase 

The second phase is the logical sensors transference from the source node to the 
destination node (figure 3). The information about the control agent composition, 
as the logical data needed, control algorithms or QoS and QoC parameters is con-
tained in the agent specification. The destination node has the Publishers and the 
Subscribers needed for the communications channel used, if these components are 
not present is because the destination node can’t use this channel and the agent 
can’t be moved. First thing to do is create the destination agent, in the case of the 
agent need be divided between the two nodes, or use an existing agent, in the case 
of a merge operation. Then the source Manager selects a Logical Sensor in the 
source agent and asks the destination Manager to insert the Logical Sensor in the 
destination node. When the destination agent is inserted, both destination Manager 
and source Manager creates the same Logical Data to communicate with the Logi-
cal Sensors of the source agent, finally launch the new Logical Sensor and stops 
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the old Logical Sensor. The key of the protocol is the running of the Quality-based 
supply and demand cycle to every Logical Sensor movement phase. Once a  
cycle has finished, Manager knows the new QoS and QoC values of all the agents 
in the destination node, and can decide to move other Logical Sensor or undo the 
last action. 

The Logical Sensors that has not been translated send (or receive) the messages 
to (or from) the moved agents through the LNT. The Manager Agent creates the 
Data Writer, Data Reader or Listener and the Logical Data needed to supply the 
old direct connection between the Logical Sensors [14]. Logical Sensors are being 
moved one to one between the source and the destination node. For every Logical 
Sensor inserted the QoS and the QoC of the destination node changes, generally 
global quality decreases. The evolution of the QoS and QoC parameters allows 
node and agents to regulate the balance between the QoS and the QoC. The agent 
moved, can decide stop the process at the moment when the QoS and QoC pa-
rameters are optimal. The destination node can stop the process if the last Logical 
Sensor exceeds the QoS and QoC limits determined by the other agents. 

5   Conclusions 

This article has presented a protocol to move agents between nodes along a dis-
tributed system based on an architecture called FSACtrl. The main contribuition is 
the joint use of QoS and QoC parameters to determine, gradually, the impact that 
an agent has in a control node during the process of movement. 

The protocol is used to balance the agent components, usually different control 
algorithms, between the control nodes. From the location of the agents in the con-
trol node, it is possible to determine the optimal composition of the agents to a 
specific environment.  

Currently the formulas to measure the impact in the node and in the agent, in 
terms of QoS and QoC are being developed. One of the aims of the formulas is 
provide global the Quality of Node (QoN) and the Quality of Agent (QoA) can be 
determined by means the combination of the QoS and QoC parameters. With the 
QoA, the continuous process of divisions and merges of Logical Sensors can stop 
in the instant that QoS and QoC of all agents are optimal. 
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Smart Communication to Improve the Quality 
of Health Service Delivery  

Rosa Cano, Karla Bonales, Luis Vázquez, and Sandra Altamirano1 

Abstract. Nowadays, the society demands more and better products and services, and 
as a result organizations need to count on business strategies in order to provide a 
way for their employees communicate and fulfil their clients and work mates' expec-
tations more efficiently. This article presents the Hippocrates of Cos Multi-Agent 
System 1.0 (HdeC-MAS 1.0) a multi-agent system (MAS) based on virtual organiza-
tions. The system can access information and services ubiquitously from either land 
or mobile devices connected to wired or wireless networks. HdeC-MAS 1.0 supports 
the communication process for the healthcare services of a hospital. This paper pre-
sents the results obtained from the implementation of the system and demonstrates 
the advantages produced by the use of this new technology. 

Keywords: agent organizations, open MAS, medical informatics, HCE, HL7, 
DICOM, ISO: 9000 and 15489 and organizational communication. 

1   Introduction 

The internal communication process in an organization is a key factor for its 
members being able to interact, because by means of such interactions it is  
possible to achieve the organization's strategy goals. The vast amount of informa-
tion that is generated in an organization, product or its domestic efforts of the 
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interaction it has with other outside entities, usually is generated and stored on 
paper, the main problems associated with this are among others: unknown the 
amount of information that is generated and the lack of standards for: develop-
ment, classification, management and retrieval of documents. Through computer 
systems it is possible to resolve these problems, which allows formalize and sys-
tematize processes associated with the generation, use, storage and retrieval of 
documents. 

Communication is one of the fundamental processes in which individuals en-
gage throughout their lifetime. It is the tool that society uses to advance towards 
the compliance of the demands and needs of its members. As with specific socie-
ties, business organizations require the tools, systems and models that allow them 
to adapt to the new knowledge-based society on a daily basis. They need to adapt 
their strategies in order to become the type of business organization that learns and 
focuses on teamwork, the optimal use of human resources, flexibility, and the 
involvement of professionals in an innovative corporate culture that is fully inte-
grated within a society.  Such organizations emphasize just-in-time objectives, 
quality, efficiency and the continual improvement of processes [1].  

Among the most prominent MAS objectives is the ability to build systems ca-
pable of autonomous and flexible decision-making, and to cooperate with other 
systems within a “society” [2] that meets the following requirements: distribution, 
continual evolution, flexibility to allow members (agents) to enter and exit, the 
appropriate management of an organizational structural, and the ability to execute 
agents in both multi devices and other devices with limited resources. It is possible 
to meet these requirements with the use of an open system and virtual organization 
paradigm [3].   

Open MAS [4] can be thought of as distributed systems in which the agent 
population interacts and exhibits various behaviors. Unlike distributed systems, 
the cooperation between agents is not determined during the design process, rather 
it emerges upon execution.  

The objective of this paper is to present the HdeC-MAS 1.0 system, an open 
MAS that can manage the communication process within healthcare environ-
ments. The system is based on the PAINALLI architecture, which is used for 
developing open MAS for virtual organizations. This makes it easier to develop 
open MAS systems that can optimize the communication process in business or-
ganizations by using an agent platform, which can be accessed via fixed and mo-
bile devices such as PDAs (Personal Digital Assistant), smart phones and personal 
computers connected to wired and wireless networks.    

The majority of the methodologies used in the development of MAS are an ex-
tension of existing methodologies from other fields [5]. Some are based on spe-
cific agents and architectures [6], while others are geared towards organizations, 
Agent-Group-Role [7], Tropos [8], MOSEInst [9], OMNI [10], and E-institutions 
[11]. There does not currently exist a methodology for developing MAS that is 
based on organizational structures and that would allow direct communication 
between the various communicative aspects within an organization. Nor is there a 
methodology that allows a complete specification of the system´s social structure. 
PAINALLI is based on THOMAS (MeTHods, Techniques and Tools for Open 
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Multi-Agent Systems) [12] [13], a system that strengthens the definition for the 
organizational model and the specific methods for the development of open MAS 
focused on the concept of organization.    

Poor internal communication is one of the weaknesses that most affects the de-
velopment of an organization. For this reason, it is necessary to create a new busi-
ness model in which communication assumes a critical role [14] [15].  

The following section describes the components of the architecture. Section 3 pre-
sents the HdeC-MAS 1.0 system, and section 4 offers the results and conclusions.   

2   PAINALLI Architecture 

PAINALLI is an architecture that is used for developing open MAS based on 
virtual organizations. It focuses specifically on the communication process in 
business organizations. The communication process in PAINALLI is based on the 
use of templates and metadata that are associated with attached files. The input 
methods are based on international standards: ISO 15489 e ISO 9000:2000. 

The goals for the architecture were rooted in the exchange of messages and at-
tached files as a support mechanism for an organization´s communication process. 
The primary objectives are to manage personal and business related messages, 
documents, user accounts, user groups, and agendas. All of the information is 
stored and transferred with encryption algorithms.    

Users are able to manage their own messages, which are created from tem-
plates: scheduling, information, question and request. The sender is notified once 
the message has been read. A conversation is a set of messages with a common 
theme, which is “owned” by the original sender. Only the original sender can 
eliminate messages and conversations.     

The architecture administrator is responsible for managing the templates and 
the input methods, both of which can be tailored to the specific needs of the or-
ganization. The administrator manages the users, who can be grouped according to 
the organizational structure.    

PAINALLI is composed of: applications and services, communication protocol, 
and an agent platform. 

 Applications and services 
The combined set of applications and services proposed in PAINALLI constitute 
the foundation that support the functionalities given to the users and developers 
who can now benefit from web services such as: web interoperability, offering 
services through an open exchange of applications and data, offering remote pro-
cedure services, and requesting procedure services through the web.   

The programs required for accessing the system functionalities are the applica-
tions. They must be dynamic and able to adapt to their context, and capable of 
reacting differently to particular situations and the type of service requested. The 
applications make it possible for the services to be executed locally or remotely, 
through computers or mobile devices. The low processing capability of the appli-
cations is irrelevant since computing tasks are carried out by the agents and ser-
vices located in the devices specifically intended for these activities.   
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Services constitute a set of activities that are meant to respond to the needs of 
the requester. They are programs that provide methods for accessing databases, 
manage connections, analyze data, obtain information from external devices, pub-
lish information, or even use other services to carry out a particular task. 

PAINALLI uses service directories that can be managed dynamically according 
to the needs of the developers and the demands of the users. Both services and 
applications in PAINALLI are reusable and function independently from the sys-
tem to which they are offering their functionalities and from the programming 
language used by the platform agents [16].   

 Communication protocol 
Messages are transmitted in PAINALLI through a communication protocol that 
allows applications and services to communicate directly with the agent platform. 
The SOAP (Service Oriented Architecture Protocol) [17] specification serves as a 
reference for establishing the communication protocol in PAINALLI and allows 
the programming language to function independently. Agents use the ACL (Agent 
Communication Language) specification in FIPA [18] to communicate. ACL 
messages are objects and require protocols to allow their transport, which is pro-
vided by RMI (Remote Method Invocation). This specification is very useful in 
the event that the applications are executed from mobile devices, which have lim-
ited processing capabilities.    

 Agent platform 
The set of roles that comprise the agent platform in PAINALLI can control and 
manage all of the architecture´s functionalities: applications, services, communica-
tion, output, reasoning capability and decision-making. Any modifications on 
agent behavior are carried out according to user preferences, knowledge obtained 
from previous interactions, and the available options for responding to a particular 
situation.   

In PAINALLI, the agents take on the following roles, which will subsequently 
help the external agents in the case study: IA: Interface agent, ACA: application 
communication agent, CSA: communication services agent, DAA: document 
administrator agent, MAA: message administrator agent, DiA: service directory 
manager agent, SeA; security manager agent, SuA: supervisor agent, KEA: 
knowledge extraction agent, MA: manager agent   

With both PAINALLI and web services, security has to control the users and 
the access given to each of the operations exposed through WSDL (Web Services 
Description Language) to all other users. It is also necessary for security to pro-
vide a set of bookstores that make it easy to work with security APIs for both the 
client and the server. When using SOAP protocol, one way of dealing with secu-
rity is through WS-Security (Web Service Security), which allows the exchange of 
security Tokens between client and server (End-to-End security). This exchange 
of Tokens, as well as the mechanisms associated with encryption and signature 
makes it possible to ensure the authentification, integrity and confidentiality of the 
operations that are carried out.     
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3   HdeC-MAS 1.0 System 

The HdeC-MAS 1.0 system supports the administrative and medical communica-
tion process in a hospital. A hospital is an organization in which a great deal of 
information is generated and used, and where the key players in the process can be 
grouped into three categories: sources, recipients and intermediaries.   

The information system in a healthcare environment, particularly that of a hos-
pital, must be able to adopt the messages, formats, code and structure of medical 
histories in order to allow interoperability within the system.    

The use of standards permits an increase in security, lowers costs and encour-
ages market development. The implementation of standards and norms for all 
users, manufacturers and service providers, promotes the creation of more eco-
nomical and stable solutions.    

A document is one type of standard that is established by consensus, approved 
by a recognized entity, provides rules, guides or characteristics needed to carry out 
activities [19]. The use of standards makes it possible to achieve interoperability 
within the system and its components.   

Interoperability is the ability of two or more systems or components to ex-
change information and use the information that has been exchanged. Syntactic 
interoperability (operative or functional) is the structure of communication, the 
equivalent of spelling and grammar rules. H7 (Health Level Seven) is one type of 
method that can be used to exchange messages or data within a health environ-
ment. Semantic interoperability contains the meaning of the communication, the 
equivalent of a dictionary or thesaurus. The CDA (Clinical Document Architec-
ture) within HL7 is a structural and semantic. It is based on XML language, and 
SNOMED (Systematized Nomenclature of Medicine) terminologies and LOINC 
(Logical Observation Identifiers Names and Codes), both of which are examples 
of semantic standards.    

For messaging and data exchange, HdeC-MAS 1.0 uses one of the HL7 stan-
dards, while for image exchange it uses DICOM. In order to best integrate the data 
and the HdeCE structure, the CDA standard proposed by HL7 is followed.  

The following section presents the various roles that HdeC-MAS 1.0 needs to 
execute all the actions described in PAINALLI, in addition to the communication 
process for a hospital. 

3.1   Agent Platform 

After analyzing the communication process, the information, and user requests 
made by hospital personnel, it is possible to see how these elements can form an 
adaptive virtual organization whose administration depends on the variability of 
its products, users, etc. [20]. In order to completely satisfy the demands of the 
users in the communication process of a hospital, as well as those of the agent 
roles presented in PAINALLI, new roles can be added using the system´s open 
architecture. The new roles allow the system to conform to HCE by managing 
patient data, appointments, lab analyses, clinical tests, diet and patient care.  
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Fig. 1 Scenario of the communication process in a hospital 

Figure 1 shows the PAINALLI architecture and the health agents that together 
manage and formalize the communication process in a hospital.    

Health agents take on the following roles: PDA (Patient Data Agent): manages 
the administrative and personal data of the patients; SA (Scheduling Agent): man-
ages appointments; ALA (Analysis and lab tests agent): handles order forms for 
analyses and clinical studies; IDA: (Image diagnostic agent): keeps track of mes-
sages for managing hemoderivative transfusion devices; PA (Pharmaceutical 
agent): controls the templates for medical prescriptions; CDAA (Clinical docu-
ment architecture agent): assumes the same responsibility as the AG in 
PAINALLI, but with the roles corresponding to health agents.    

4   Results and Conclusions 

HdeC-MAS was installed in a hospital in Salamanca, Spain. Several interviews 
were carried out in early 2008. During the same period a number of hospital ac-
tivities were timed. The goal of both activities was to have reference data to com-
pare against the results obtained after installing the system.  Because the purpose 
of this paper is not to provide a full description of the various quality indicators, 
only a few descriptions will be identified. The results presented in this section are 
divided into 3 indicator groups. For each group there will be 2 variables described 
in detail, which makes it possible to gain an insight on: doctors, nurses, managers, 
patients and caregivers.   

 Assistance indicators 
This information allows us to understand how much time doctors and nurses in-
vest in writing reports and connected to the system.  

Medical histories are the most important documents in a health system since 
they contain all of the information related to each of the patients. The indicator 
shows a 20% decrease in preparing these documents, which is due to the fact that 



Smart Communication to Improve the Quality of Health Service Delivery 87
 

HdeC-MAS can ¨write¨ the information directly in an electronic document. The 
indicator that most significantly demonstrates the effectiveness of using HdeC-
MAS 1.0 is the interconnectivity that doctors can have with other doctors or clini-
cal services in the hospital. What previously took on average 5 days to complete 
can now be done immediately.   

 Management indicators 
Confirming patient eligibility is an important step towards ensuring that services 
are rendered as quickly as possible, and that whoever receives treatment is eligi-
ble. A decrease of 32.44% in the waiting period involved in confirming eligibility 
makes it easier to grant services and more importantly ensures that 100% of the 
patients receiving services are in fact eligible. The indicator for managing the 
costs involved in image diagnostics is reduced significantly (90%) because with 
HdeC-MAS 1.0 it is no longer necessary to print images.  

 Patient and caregiver satisfaction indicators 
Some of the indicators that demonstrate the level of satisfaction are: (i) the waiting 
time between appointments, which fell by almost 28% making patients feel that 
they are being better attended; (ii) the number of complaints, which fell from 84 to 
35, resulting in 49 fewer complaints. To support this indicator, we analyzed the 
complaints. Of the 35 that were brought forth, 20 were related with variables from 
HdeC-MAS and 15 were related to aspects, such as administration and billing that 
will be addressed in version 2.0.   

The indicators reflect a significant decrease in time, which can now be spent on 
activities related to the professional and personal development of the employees. 

One of the advantages of PAINALLI is the flexibility for adapting to different 
systems. HdeC-MAS 1.0 takes the agent platform architecture and adds new 
agents to solve the problem of communications in public or private healthcare 
environments. 
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APoDDS: A DDS-Based Approach to Promote
Multi-Agent Systems in Distributed
Environments

Raul Castro-Fernandez and Javier Carbo

Abstract. Multi-agent systems (MAS) paradigm emerged as an innovative tech-
nology that seemed to be applicable to a large number of distributed problems.
However, during these years, ubiquitous computing and ambient intelligence among
other distributed paradigms have proposed problems that are currently coped with
other technologies. MAS have remained in research environments without estab-
lishing themselves in the distributed computing field, despite the benefits it could
provide to it. In this paper, the key factors that have produced this situation are
pointed, and solutions in order to fix it are proposed. APoDDS is a platform which
collects all these solutions and merge them. Finally, a comparison between the new
approach and the well-known agent platform JADE is made in order to evaluate the
proposal.

Keywords: Multi-Agent systems, Distributed Computing, Communication Mid-
dleware.

1 Introduction

During the last two decades, several distributed computing models have emerged.
Ubiquitous and pervasive computing, context-aware computing, ambient intelli-
gence and cyber-physical systems are some of these models. The trend is to get more
and more distributed systems around us. Avionics, automotive systems, health-care,
monitoring, control systems and entertainment are just a few examples of current
and future distributed applications.

In the 90’s and because of their properties, Multi-Agent paradigm seemed to fit
perfectly with all these distributed environments. MAS are composed by agents,
which are defined [9] as independent computational entities allocated in any envi-
ronment, which are able to act autonomously within that scenario in order to reach
its objectives. They have mainly the following two properties [8]. Firstly, they are
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autonomous. They can decide the next action to do to accomplish its goal. Secondly,
the communication capability. They must be able to communicate with other agents
or entities for solving the problem. In distributed computing models both autonomy
of the elements which form the distributed environment and communication are key
features. The relation is direct, MAS seems to fit in distributed applications, and this
symbiosis is an advantage since it allows developers to think clearly about the final
goal and use the concept of agent in order to accomplish it.

However, despite the many benefits that MAS can give to distributed computing
models, they remain constrained to research environments. Currently, distributed
problems are solved by means of other technologies, like Service-Oriented Archi-
tectures. MAS can be deployed alongside other technologies in order to improve the
solution to the distributed environment, bringing several advantages to distributed
environments. Therefore, in this paper, the main factors that have disabled MAS
from being used in distributed environments are pointed. Then, solutions in order
to tackle these problems are proposed. APoDDS takes all these solutions and estab-
lishes them as design requirements, then a new platform is implemented and it is
compared to the well-known agent platform JADE [1]. The remainder of this paper
is organized as follows. The main problems of MAS are collected through studying
the state of the art in Sect. 2. In Section 3, the design of APoDDS is described, and
its advantages are shown. A comparison between APoDDS and JADE is done in
Sect. 4. Finally, conclusions and future work are presented in Sect. 5.

2 State of the Art Analysis

This section is organized as follows. Firstly, the state of the art regarding Multi-
Agent systems applied to distributed environments is investigated, and the problems
that have the different approaches are shown. Then, these problems are defined and
specific solutions are proposed.

2.1 Problems of Multi-Agent Platforms

In order to make an accurate investigation, the state of the art is focused from two
different perspectives.

Versatility and scalability. There are a large number of different distributed appli-
cations, with their own requirements and needs. Some properties are common, like
autonomy and communication, but other ones are domain-specific. Hence, it is nec-
essary for the technology that is going to tackle the problem to be versatile enough.
Multi-Agent paradigm is very versatile, but this is not the general case of current
agent platforms which implement the paradigm. The FIPA standard [10] was de-
signed in order to homogenize Multi-Agent systems. It offers a defined architecture
and several facilities. While this can suppose various advantages, a FIPA-compliant
Multi-Agent platform is constrained to this standard. In FIPA architecture, it is de-
fined an entity called Directory Facilitator, which is a directory agent in charge of
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managing the information and functionalities of other agents in the platform. This
can be useful when the domain is small, but when the system grows, a centralized
entity affects severely the system scalability. Moreover, having a defined architec-
ture leads to a poor versatility, reducing the applicability of MAS. Some platforms
which are not FIPA-compliant appeared, like Cougaar [3] and Tryllian [11]. The
problem of Tryllian is the platform performance due to the communication model
that it implements, which leads to scalability problems, like it can be seen in [2].
On the other hand, while Cougaar does not follow the FIPA standard, it has its own
architecture that leads to the same problem.

Heterogeneity of devices, operating systems, and programming languages is an-
other problem in distributed environments. Most of the agent platforms do not deal
with this problem, while current middleware deal and solve it. An agent platform
[6] has been developed in order to deal with this problem, by using the middleware
ZeroC ICE [12], but this platform is FIPA-compliant.

Agent platforms are often very complex, leading to a large overhead in final appli-
cations. When tackling with distributed systems, it is desirable to have a lightweight
platform, which can be adjusted to the concrete application. Moreover, the less com-
plex, the easier to use it. Cougaar is a lightweight platform, although it presents the
aforementioned problems. JADE is very well designed, allowing the developer to
adjust it to the specific application. But it is FIPA-compliant offering a constrained
architecture.

Communication model. Due to the distributed nature of MAS, the earliest plat-
forms integrated a communication middleware which offered high-level primitives
to the agent developers. Several communication middleware have been used like
CORBA, Java RMI, and JMS more recently. The communication technology used
in the first days of agent platforms is often the same as nowadays. One of the main
properties of the agents is communication. Therefore, the communication middle-
ware must be a key technology when developing Multi-Agent platforms. Scalability,
versatility, lightness and autonomy are features that depend directly on the commu-
nication middleware. JADE and Cougaar have paid attention to this design deci-
sion, although the communication middleware that they use is not maybe the best
one. Other platforms are built from scratch, leading to robustness, complex, and
versatility problems.

2.2 State of the Art Conclusions and Design Requirements

This subsection proposes the specific solutions for each of the problems pointed
above. These solutions are also the requirements of APoDDS.

Firstly, problems emerging from adjusting the platforms to a specific architecture
have been shown. APoDDS must not have a predefined architecture in order to be
adjustable to the largest range of distributed applications possible.
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Moreover, due to the increasing heterogeneity that distributed systems present
nowadays, the platform must provide means for making that heterogeneity transpar-
ent. In this way, it must be allowed the agents to execute independently of hardware
architecture or programming language.

Sometimes, platforms are very complex, leading to large overheads and to com-
plex usage. APoDDS must be a light platform. In this way, it must be easy to port
to other programming language and it must be easy to use. A developer must be
aware of agent theory but not about specific platform internals, because distributed
applications are already complex enough.

Communications models used by current platforms are usually language depen-
dent, like in the case of RMI or JMS, or they are very complex, like CORBA. In this
way, it is necessary to draw upon an independent-platform communication middle-
ware. The technology must fit with the Multi-Agent paradigm. This is the reason
why middleware choice is perhaps the most important decision that should be done.
There is a current trend in confer more importance to the communication middle-
ware explained in [7] and [5], where the relationship between the agent environment
and the middleware is described. Furthermore, in these recent works is established,
as future research, the vertical integration between agent specific functions and com-
munication middleware. APoDDS ought to be built upon these guidelines. It must
integrate vertically the agent functions with the communication middleware. It has
to facilitate the autonomous property of agents, and it should provide scalability by
avoiding centralized entities.

3 APoDDS Design Principles

Once the main problems that keep current agent platforms have been pointed, and
the proposed solutions have been explained, in this section it is shown the design
of APoDDS. After exploring the communication models, the communication mid-
dleware chosen has been the OMG standard Data Distribution Service DDS [13].
This middleware implements a publish-subscribe communication model. Despite
its relative youth, it has been deployed on critical systems like military and avionics
environments. Thus, it is a robust technology that presents several features suit-
able for APoDDS. It is presented the design decisions regarding the development of
APoDDS below:

• It has been stated in [7] the importance of providing a vertical integration between
the agent environment and the communication middleware. APoDDS aims to
provide this integration by offering a high level API at the top, which is directly
related to the primitives of the communication middleware DDS.

• The publish-subscribe model allows an agent to publish some kind of information
regardless the localization of other agents, because the DDS service is the entity
in charge of delivering the information to the correct agents, see Fig. 1. In this
way, an agent has just to know what information has to be sent, not to what agent.
This feature helps to encourage the agents autonomy even in the communication
level, which is a key factor in order to grant scalability.
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Fig. 1 On the left, the agent
needs to locate the destiny
agent and then it can send
the data. On the right the
agent just need to send the
data, and the DDS entity is
in charge of delivering the
information to the correct
agent.

• DDS is platform and language independent, and it can be installed both on small
embedded devices and on large computers. It supports the main programming
languages, so it covers the heterogeneity problems that actual distributed systems
have.

• DDS is a lightweight middleware. Furthermore, it has been tested on critical
environments, so it is highly optimized. This leads to a very good performance.
The integration between the agent library and DDS ensures a lightweight and
optimized platform. The light agent library, merged with DDS, makes an easy to
use platform. Moreover, the overhead introduced by the agent library is small,
and its underlying communication middleware helps to palliate it.

In this way, APoDDS deals with the problems that current platforms present. Both
the communication middleware and the library implementation play a main role in
this achievement. The publish-subscribe model allows a decoupled application de-
velopment, and the agent library provides the developer with a task-oriented pro-
gramming style. However, the developer is not drafted to use this style, but anyone
that could be necessary. In this way, APoDDS presents a versatile enough architec-
ture, which can cope with many different distributed applications. Moreover, the
vertical integration between middleware and agent environment provides autonomy
and scalability to the application. The learning curve is almost immediate because of
the facilities provided by APoDDS, so the developers can spend their time thinking
about the application problems, and not trying to make the platform works.

4 Evaluation

Two different tests have been carried out in order to evaluate APoDDS. A qualitative
test in which advantages of APoDDS are underlined, and a quantitative test, where
specific results are shown. In the quantitative test, some experiments have been done
to compare APoDDS with JADE. JADE is nowadays the most well-known agent
platform, and it is proved to be the current most scalable platform [4].

Qualitative evaluation. There are some remarkable points present in APoDDS.
These are remarkable because these features are crucial in order to make APoDDS
to accomplish the design requirements.

On one hand publish-subscribe communication model provides real autonomy to
agents. An agent does not need to be aware of the localization of another agent for
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the purpose of communicating with it. It is DDS the entity in charge of delivering
the information to the right agent. JADE uses IIOP, which is the CORBA commu-
nication protocol and Java RMI. In IIOP, it is necessary to know previously how to
locate an agent in order to communicate with it. While in APoDDS it requires exactly
the same steps to communicate with one or several agents, in JADE, it is necessary
to locate all the receiver agents and then, send them the data, which makes JADE
more overheaded and less scalable.

Moreover, the communication middleware used, DDS, comes from critical dis-
tributed environments, which ensures reliability, high performance and robustness.
Furthermore, DDS includes several Quality of Service (QoS) parameters, which
confers it with several non-functional facilities regarding time constraints, reliabil-
ity, fault-tolerance mechanisms, etc.

Quantitative evaluation. For the quantitative test, two different experiments have
been performed. The first one consists on measuring the Round Trip Time (RTT),
which aims to show how beneficial the vertical integration is. DDS performance is
also shown with the first experiment. The second experiment aims to show how
scalable is APoDDS versus JADE. Both tests have been done in a Intel Core 2
Duo@3Ghz, with 3Gb RAM@800Mhz, using Ubuntu 8,04 LTS as operating system
and the Java programming language with JVM 1.6.

RTT Experiment. There exist two agents. Agent A sends some data to agent B.
When agent B receives data from agent A, it forwards this data to agent A again.
Agent A measures time when it sends the data, and when it receives it back. In
JADE, it is necessary firstly to look for agent B (by means of the directory agent),
and then send it the data. In APoDDS, it is just necessary to send data regardless
the actual localization of agent B. Results are very favorable to APoDDS which
performs about 20 times better regarding time than JADE. In Fig. 2 it is shown
twenty different measurements and finally, the mean value for JADE and APoDDS.

The large performance difference is mainly due to two reasons. Firstly, DDS
has been proven to be more optimized than IIOP and RMI. And secondly, DDS is
totally decoupled, and it is not necessary to look for the receiver, like in the JADE’s
case. Therefore, while in JADE four messages are necessary to calculate the RTT, in
APoDDS are only necessary two. The exchange of data is made in shared memory.
However, if the experiments would had been done in a distributed environment, the
latency that the network would introduce in the communication would affect JADE
more than APoDDS, because of the number of messages exchanged.

Fig. 2 RTT test. 20 experiments which show RTT’s under JADE and under APoDDS. Finally
the mean RTT for both JADE and APoDDS
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Fig. 3 Scalability Test. On the left picture, the graph represents times from JADE and
APoDDS while increasing agents in group G. On the right one the numerical values presented
in the graph

Scalability experiment. In this experiment, shown in Fig. 3, an agent A sends
data to a variable group of agents G. Each agent in G must respond to agent A.
Agent A measures the time between it sends the data and it receives the answers
from all agents in G. APoDDS obtains better times than JADE, which is easy to
understand because of the previous experiment. The relevant fact in this experiment
is the growth of the times, which represents the scalability of both platforms. While
in APoDDS times grow linearly, in JADE, once the number of agents in G is greater
than 16, times grow above linear behavior. It is worth realising that in a distributed
environment it is expected that JADE would be more affected by the network latency
because of the centralized entity (the Directory Facilitator), while in the publish-
subscribe model this would not suppose a problem.

5 Conclusions and Future Work

In this paper it has been presented the main problems that have disabled MAS
to coexist with other technologies in distributed environments. MAS fit well with
distributed paradigms, and this is what has motivated this research work. Specific
solutions have been proposed for the aforementioned problems, and a new plat-
form called APoDDS has been implemented for the purpose of merging all the
solutions. A comparison has been made between APoDDS and JADE in order to
validate the new approach, and the results are promising. It is worth noting, how-
ever, that APoDDS is an agent platform focused on applying MAS to distributed
environments.

As future work, it is necessary to make more exhaustive experiments, and do
them in distributed environments. Moreover, it is necessary to include DDS QoS
support in APoDDS in order to provide the developers with new facilities. It is also
necessary to improve the modular architecture of APoDDS in order to allow users to
include their own functionality modules, like ontologies support or reason engines.
Finally, taking advantage of real-time features of DDS could be a very desirable
feature in modern and future distributed systems.
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Architecture for Multiagent-Based
Control Systems

D. Oviedo, M.C. Romero-Ternero, M.D. Hernández, A. Carrasco,
F. Sivianes, and J.I. Escudero

Abstract. This paper presents a multiagent architecture that covers the new require-
ments for the new control systems such as the distribution and decentralisation of
system elements, the definition of communications between these elements, the fast
adaptation in the control and organizational changes. The agents in this architecture
can cooperate and coordinate to achieve a global goal, encapsulate the hardware in-
terfaces and make the control system easily adapt to different requirements through
configuration. Finally, the proposed architecture is applied to a control system of a
solar power plant, obtaining a preliminary system that achieve the goals of simplic-
ity, scalability, flexibility and optimization of communications system.

1 Introduction

The control systems have evolved to a complex system that employs more and more
equipment and sensors. The hardware diversity of the sensors and actuators greatly
affects the portability of the control system and the complexity may differ from each
other. A goal of control systems is to enable the integration of different types of de-
vices in a scalable and flexible system. The problem is how communications among
the different parts of the system is organised and optimized [1]. To resolve prob-
lems in the control system it is necessary have knowledge and experience working
in the field. In this paper, the solutions to control problems will be the responsibil-
ity of different agents in the system. The agents should handle the problem domain
knowledge and be able to communicate this knowledge in order to provide efficient
solutions and recommendations. An architecture is proposed that presents an orga-
nizational scheme of agents and a global communication protocol. The architecture
was constructed to support a wide range of control systems; however, this paper
focuses on its application in the control of a solar power plant.
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It has a distributed input-output agent architecture to accomodate the changing
requirements. This distributed intelligent agent architecture provides flexible and
scalable ways to integrate the different sensors and actuators. The design goal is to
create a system architecture that is general enough to support many different kinds
of sensors and actuators, while being distributed and scalable.

Finally, to illustrate the application of the architecture, an example system is built
(a solar power plant control system). This preliminary implementation of system
gives an idea of the spread of knowledge flows in multiagent-based control systems.
The spread of this knowledge in the system will not be free since it is determined
by the architecture of the system.

2 Problem Domain

The problem discussed here belongs to the field of distributed control systems. An
introduction to the subject and issues can be found at [3], [8]. Control systems based
on the theory of multiagents, and restricted to specific domains have been developed.
For instance, one of the early works by Junpu et al. [7] discusses the feasibility of
agent-based distributed hierarchical intelligent control. Another study [5] examines
the modeling of multiagent control for energy infrastructures that presents an agent-
based control system for distributed energy resources in low voltage power grids.

Other important aspect that is discussed here concerns the spread of knowledge
in control systems based on multiagents. In [4] the study of knowledge transfer and
action restriction among agents in multiagent systems founded on the definition of
patterns of dialogues between groups of agents, are expressed as protocols. This
paper is focused in the organization of the elements of the system and the flow of
information within the system, with the aim of creating a simple and optimized
model.

Finally, the aim is to build a remote and automatic control system for a solar
power plant (CARISMA Project) through the use of multi-agent technology, where
a set of performance areas controlled by a variable number of agents is defined
in the system. These areas will cover some agents assigned to allow coordination
among areas, with the purpose of making joint control actions on different areas.
This system should be simple and streamline communications, as well as being
flexible and robust.

3 Architecture Proposal

It is proposed an architecture divided into three layers looking to optimize the num-
ber of messages sent through the network to communicate knowledge and to es-
tablish a structure that allows some agents to perform certain recommendations or
make decisions based on knowledge dispersed over different parts of the network.
Figure 1 shows a diagram of the architecture.

As shown in figure 1, the first layer, called the input layer comprises all agents
that allow for the entry of new knowledge in the system introduced by a user or
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generate changes in the knowledge base of the system from information sent by
lower layer agents. The number of agents that may belong to this layer is not lim-
ited, but the simplest is formed by a single agent (decisions and recommendations
centralized generator). The agents of this layer only communicate with the agents
of intermediate layers, but allow direct communication with final layer agents when
the response speed requirements are high (ocasionally).

The middle layer comprises all agents that have the ability to generate decisions
or recommendations based on knowledge acquired from different points or areas of
the multi-agent system and coordinate the agents belonging to lower layers. This
layer can be subdivided into many middle layers as desired, allowing for scale and
creating a hierarchy multiagent system for decision or recommendation generation.
The number of agents in this layer is not limited. It is usually a number greater
than one and less than the number of agents of the bottom layer that controls. In
the communication level, the agents of this layer are able to coordinate (horizontal
comunication) and disseminate knowledge in the layers in both directions (upper-
layer and lower-layer).

The final layer comprises all terminal agents that have the ability to obtain en-
vironmental data or act on it. The number of agents in this layer is not limited, it
is usually a number greater than the nummbers in the rest of layers. These agents
can be organized into zones or regions of coverage controlled by a set of agents
from the upper layer. The agents of this layer only communicate with the agents of
the intermediate layers, but allow direct communication with agents from the input
layer when the response time requirements are high (ocasionally).

3.1 Architecture Overview

A general system architecture is proposed that is composed of four types of agents:
Teleoperator Agent (TA), Coordinator Agent (CA), Operator Agent (OA) and De-
vice Agent (DA). This architecture is the basis of the CARISMA project. The num-
ber of coordinator, operator and device agents is free (specified in the configuration
of the system), while there is only one teleoperator agent. The network can expand
or shrink according to the number of the solar power plants and the complexity of
the control system. The architecture of individual agents is based on the paradigm

Fig. 1 Our model pro-
poses the organization of
a multiagent system in at
least three layers. This is in
the capabilities knowledge
management and communi-
cation with agents (the fact
that an agent belongs to one
layer or another will depend
primarily on the behaviors
that it implements).
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Belief-Desire-Intention [2]. An example of the network topology including the three
zones is shown in figure 2.

The Teleoperator Agent is the entry point into the system, providing a user in-
terface that allows configuration, deployment and knowledge input to the platform.
The main responsabilities of the TA are to:

• Define the hosts that make up the platform, and define the CAs and OAs and also
define the areas

• Register agents in the corresponding hosts and areas
• Generate the specific DAs for the sensors and actuators to be controlled and their

asociation with the corresponding OA
• Provide user GUIs and interfaces to manage the configuration
• See agent status and view data acquired by sensors
• Introduce new knowledge (insert, modify or delete rules, concepts, predicates

and actions)

The Coordinator Agents goals are to coordinate global solutions for a state of
failure or alarm detected from multiple points in different areas. The main responsi-
bilities of the CAs are to:

Fig. 2 Communication among agents is restricted: TA can communicate with any agent of
the system (and vice versa), while CAs and OAs will have specific information about what
other agents they can communicate with. The DAs may only communicate with the OA to
which they are assigned. This configuration allows us to define flexible areas, by supporting
different communication channels among agents living in the system, which can lead to the
possibility of overlapping in these areas.
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• Control the OAs in their area
• Manage the different rules of global action
• Coordinate with the TA to give advice or solutions in a global alarm
• Serve as an intermediate point of communication of new knowledge among the

TA and OAs

The Operator Agents are responsible for controlling the various DAs, and if they
detect failures or local alarms in accordance with information received from the
DAs, they communicate them to the rest of the system.An example of communica-
tion among OAs and DAs is shown in figure 3. The main responsibilities of the OAs
are to:

• Obtain data and comunicate operation commands to DAs that have allocated
• Detect local fails or alarms
• Perform direct actions to address failures in case has the necessary knowledge
• Communicate recommendations to other agents

Fig. 3 The Dispositive
Agents are hybrid agents
(Cognitive and Reactive),
that have the ability to alert
the OA or act directly in case
of changes in the state of a
device. Each DA will have
a concrete implementation
intended to obtain data
from a particular sensor or
perform actions on a given
actuator.

In terms of hardware, there are no restrictions on the number or type agents that
can reside in a device or style of devices that compose the system, but these have
to be capable of computation. Generally, the agent node device consists of an em-
bedded system with support for various transmission technologies (RF, Ethernet,
Bluetooth, ...). One agent node is attached various sensors and actuator devices. The
sensors include thermal sensors, humidity sensors, CO2 sensors, sensors for signal
from solar plant appliances and various intelligent meters such as solar irradiation
and video control [6]. The attached actuators include various valves, motors, and
switchers for heating system, ventilation, humidity control, screen control, etc.

3.2 Knowledge Spreading in the Agents Network

Another important aspect to consider in a multiagent system is the spread of knowl-
edge (represented by ontologies, [10]) in the system. As shown in Figure 4 the pos-
sibilities that can be implemented using expert systems [11] are:
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(A) Communication of new knowledge by a human user, or propagation of an
action in the system from a global knowledge of system.

(B) Communication of local knowledge: In this case, knowledge spreads from
the final agents to agents of the middle layer or input layer. In the latter case, the
spread is usually done through the middle layer, and it can be performed directly
among agents from the final layer and the input layer (dotted lines) if response time
requirements are high.

(C) Communication of knowledge to the input layer or final layer by an agent of
the middle layer, from a partial knowledge of the system.

Fig. 4 The different possibilities of the communication flow modeled, according to the source
of knowledge to be communicated

4 Implementation

When applying the architecture proposed in section 3, an automatic control and
decision support system which is very simple, reliable and scalable can be im-
plemented. For instance, figure 5 shows an example of spreading knowledge in
CARISMA, for the B case seen in figure 4 (generation of knowledge in the final
layer).

Note that information travels in phases throughout the system and if the nec-
essary knowledge is not available, then a human is requested. This allows for the
optimization of the information or knowledge exchanged in the system, and easily
increases the knowledge base of system, with scalability.

4.1 First Results

From exposed architecture, a preliminary implementation of the system CARISMA
has been carried out. This implementation was performed using the JADE devel-
opment platform [9] and using hardware devices such as embedded systems and
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Fig. 5 OAs and DA are in the final layer of the system. CA represents the middle layer and
TA of the input layer.

PCs. The base case system developed is composed of 19 agents (among AOs, ACs,
ADs and AT) distributed in four areas. The first significant results obtained were:
(A) Simple system design, (B) Short implementation time (less than two months),
(C) Main features of the control system were covered, based only on the premises
exposed architecture, (D) The initial knowledge base of multi-agent system was
extended in a quick and easy way by a user without programming knowledge or
agents.

5 Conclusions

Traditionally, control systems have had difficulties as far as their design because
they must meet high requirements. Using our model of architecture in the design of
a multiagent-based control system, we can obtain many benefits, such as simplicity.
Based on the organization of agents in layers exposed, we can easily program con-
trol systems. Other problems in control systems are scalability and flexibility: this
architecture does not limit the number and types of agents and inclusion / exclusion
of layers is possible. It also allows for dynamic configurability, so we can dynami-
cally change parts of the system since agents can move from one layer to another, or
new types of agents can be added. It is even possible to dinamically add new layers
with certain restrictions, only by changing the behavior of agents.

Acknowledgements. The work described in this paper has been funded by the Consejerı́a de
Innovación, Ciencia y Empresas (Junta de Andalucı́a) with reference number P08-TIC-03862
(CARISMA Project).
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SithGent, an Ill Agent

L. Otero Cerdeira, F.J. Rodrı́guez Martı́nez, and T. Valencia Requejo

Abstract. In this paper we introduce our future lines of investigation on the field
of Intelligent Agents, focusing on analysing why agents which were well defined
according to the guidelines of Agent Oriented Software Engineering, do not show
the expected behaviour when they are introduced on a real environment, causing the
system to collapse. When addressing to agents malfunctions we will use a metaphor
in which agents are considered as patients waiting to be diagnosed. Problems agents
show would be equivalent to diseases patients suffer from, and the diagnostic pro-
cess in agents will also be compared to the procedure followed by physicians when
they need to heal patients. Therefore we introduce the concepts of SithGent and
SithGent Diagnose, to refer to, sick agents and its diagnostic process.

1 Introduction

Russell and Norvig [1] define an agent as anything that can be viewed as perceiving
its environment through sensors and acting upon that environment through effec-
tors. Wooldridge and Jennings [2] present an agent as a hardware or (more usually)
software-based computer system that enjoys the properties of autonomy, social abil-
ity, reactivity and pro-activeness. Other authors offer variations on this theme, but
there is the consensus that autonomy, the ability to act without the intervention of
humans or other systems, is a key feature of an agent. [3]

So far, we have seen that agents behave and interact with their environment, as
humans could do, the next step would be identifying the main characteristics an
intelligent agent should accomplish.

1.1 Properties of Intelligent Agents

In the IA context, Wooldridge and Jennings [2], in their definition of agents, mention
following properties:
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• Autonomy: Agents operate without the direct intervention of humans or others,
and have some kind of control over their actions and internal state. When an agent
lacks of autonomy we could reach the case when its acts are leaded by another
entity, and so, some objectives may never be accomplished.

• Social ability: Agents interact with other agents (and possibly humans) via some
kind of agent-communication language. If this social ability is reduced, the agent
will not be able to interact with the other entities and then it will isolate itself,
this will have severe consequences to the whole environment since agents need
to cooperate in order to reach the design objectives.

• Reactivity: Agents perceive their environment, and respond in a timely fashion
to changes that occur in it. When an agent has its sensors spoilt, they could offer
mistaken information, which will cause the agent to choose a wrong sequence of
actions, the system will end up being unpredictable.

• Pro-activeness: Agents do not simply act in response to their environment. They
are able to exhibit goal-directed behaviour by taking the initiative. If an agent is
not pro-active, the intelligent behaviour could never be emulated, and the agent
will turn into a vending machine.

Other properties [2] mentioned in the context of intelligent agents include:

• Mobility: Ability of an agent to move around an electronic network. When an
agent has mobility issues, it may not be able to accomplish its design objectives,
since it will be stuck without being able to reach the places where it is needed.

• Veracity: Assumption that an agent will not knowingly communicate false in-
formation. If an agent lies, all the actions triggered by this wrong piece of infor-
mation, may cause the system to reach an undesirable state, since others agents
actions, may take this information as truthful.

• Benevolence: Assumption that agents do not have conflicting goals, and that
every agent will therefore always try to do what is asked of it. If an agent has
colliding objectives, it will get stuck in a liveblock, it will never choose an action
to execute, since it will not be able to decide which goal should be persecuted
first.

• Rationality: Assumption that an agent will act in order to achieve its goals, and
will not act in such a way as to prevent it goals being achieved at least insofar

Fig. 1 Agent interacting
with its environment[1]. It
shows a high-level view of
an agent within its envi-
ronment. An agent receives
an input from its environ-
ment through its sensors and
reacts to the input doing
something (from a list of
possible actions) using its
effectors.
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as its beliefs permit. If an agent prevents itself from reaching its goals, the whole
system will be compromised.

• Learning/Adaptation [3]: Agents improve performance over time. If an agent
does not learn, it may execute actions that have already been proved to be mis-
leading.

We have already introduced when describing these properties what would happen
when an agent does not satisfy them. Diseases we plan on describing will have its
basis on the non-accomplishment of these features.

These defining features may be seen as organs in human beings. A human disease
strokes an organ, an agent disease strokes a key feature.

By analysing the main features an agent should have we can conclude that agents
are social beings, which, far from acting alone, are usually integrated on a multi-
agent system and in an environment.

1.2 Environments

The critical decision [3] an agent faces is determining which action to perform to
best satisfy its design objectives. Russell and Norvig [1] propose different properties
that can affect the complexity of the agents decision-making process to classify
agent environments:

• Accessible vs. inaccessible: An accessible environment is one in which the agent
can obtain complete, timely and accurate information about the state of the en-
vironment. The more accessible an environment, the less complicated it is to
build agents to operate within it. Most moderately complex environments are
inaccessible.

• Deterministic vs. non-deterministic: Most reasonably, complex systems are
non-deterministic the state that will result from an action is not guaranteed even
when the system is in a similar state before the action is applied. This uncertainty
presents a greater challenge to the agent designer.

• Episodic vs. non-episodic: In an episodic environment, the actions of an agent
depend on a number of discrete episodes with no link between the performance
of the agent in different scenarios. This environment is simpler to design since
there is no need to reason about interactions between this and future episodes;
only the current environment needs to be considered.

• Static vs. dynamic: Static environments remain unchanged except for the results
produced by the actions of the agent. A dynamic environment has other processes
operating on it thereby changing the environment outside the control of the agent.
A dynamic environment obviously requires a more complex agent design.

• Discrete vs. continuous: If there are a fixed and finite number of actions and per-
cepts, then the environment is discrete. A chess game is a discrete environment
while driving a taxi is an example of a continuous one.

To define the environments where agents interact shows up the need of a new
approach, which would be Agent Oriented Software Engineering.
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1.3 Agent Oriented Software Engineering

With intelligent agents, we have a new main character in the list of software design
concepts; and with it, a new paradigm: Agent Oriented Paradigm. Agents have little
differences with traditional objects that we are used to model. In general, objects
are considered as “something” with attributes that only take values and from that a
life cycle, well defined and simply in most cases, is developed. In the other hand,
agents are intangible abstractions whose most important elements are the desired
goals and its adaptability to achieve those goals. To face this new concept, classical
methodologies aren’t enough and that’s the reason of the birth of new generation of
software design development: AOSE (Agent Oriented Software Engineering). There
are many alternatives to solve the agent oriented development problems in design
terms. Some of them try to convert classical methodologies to a new paradigm by ex-
tending some concepts and elements from models to satisfy new needs. One sample
is INGENIAS that uses AUML, an extension of classic UML, to agent modelling.
Perhaps experts talk about big differences between agents and objects, so the best
way would be to try a new approach from zero, starting from the intelligent agent
concept and its life cycle without emulating an object. Sample of this is Tropos that
uses an intuitive language to modelling systems and organizations.

Even when agents and their environments are designed following a methodology
or a specific language for agent modelling, it does not necessary implies that the
features presented above are achieved, at that point problems and system failures
show up.

2 Possible Problems

Agent-based solutions are increasing their use in complex and critical areas, so,
there is a huge need to analyze, comprehensively the behaviour of such systems,
in order to avoid system malfunctioning. Hence, it is not surprising to find that
formal verification techniques adapted to agent-based systems are an area that is
now attracting a huge amount of attention.

While program verication is well advanced, verication of agent-oriented pro-
grams sets up new challenges that have not yet been adequately addressed.

In agent verification, we have to test not only what the agent does, but why it
chose an specific course of action, what the agent believed that made it choose to
act that way, and what its intentions were by doing so. [4]

If we want to be able to ensure that a system behaves exactly as it is supposed to
do we need to compare its actions to its theoretical behaviour described in system’s
specification. In order to achieve this we need system’s specification to be formal.

2.1 SithGent and SithGent Diagnose

At the beginning of this paper, we have set that an agent behaves almost like a human
being, they perceive the environment through sensors and act upon that environment
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through effectors, they communicate with others, and have goals to achieve. Since
we are able to stablish this behavioural resemblance between human beings and
agents, we have tried to spread out this likeness to other areas, so, as long as human
beings get sick, why wouldn’t agents? And further, why wouldn’t human diseases
also affect intelligent agents? Always bridging the gap between humans and agents.
From now on we will name an ill intelligent agent as SithGent. We have noticed by
analysing the diseases that can affect a human being, that most of them can also af-
fect an intelligent agent, at least, there is a clear parallelism between human diseases
and agent diseases.As an example, we can think of a person that due to a neuronal
disease or an accident, needs help to carry out his regular tasks. This person would
be functionally dependent. When an agent needs help to carry out tasks that it should
be able to accomplish acting on its own, it would also be funcionally dependent, just
like the human We have also found that illnesses agents can suffer from, as happens
with human beings, could be grouped under several categories like, miscommuni-
cation, environment maladjustment, or poorly functional behaviour, among others.
In SithGent Diagnose we face this kind of situations, where a non functional agent
obstructs the global behaviour of the multi-agent system, and we will try to supply
with two types of solutions to this problem. First solution, from now on, palliative
treatment, focuses on providing methods and mechanisms to the platform, that will
aid SithGent’s identification and SithGent’s isolation, in order to prevent the sys-
tem from collapsing. This treatment sets its basis on symptom detection. The other
solution, from now on, chirurgical treatment, focuses on providing tips to the pro-
grammers and designers of the system, so they can fix the problems caused by the
SithGent.

In conclusion, one of ours lines of investigation will be addressed to symptom
indentification of human diseases and how these could be linked to symptoms in
agent’s ailments. Besides, once a non-desired situation is identified, we will explore
how to provide means to solve it.

2.2 Agent Oriented Design vs. SithGent Diagnose

As the concept of Agent Oriented Software Engineering gains wider interest, it has
become clear that, situations where all this software engineering can not prevent the
agents from showing unsuccessful or unpredictable behaviours, also arise. Our work
focus on examining repeated failures multiagent systems show and then provide two
different approaches to solve the situation, in order to transform the problem into a
more desirable situation. In one side, our work will provide tips so an agent, that
is not acting as supposed, could be easily detected and in the other side, how this
malfunctioning agent can be repaired. Even though SithGent Diagnose was devel-
oped from the notion of Agent Oriented Design, there are significant differences
between the two concepts. SithGent Diagnose starts from a multiagent system that
is not working as it should in the “real-world”, this is quite different from a Design
problem, which starts from a system’s specification and works towards an abstract
solution.
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Table 1 Comparison between Agent Oriented Design and SithGent Diagnose.

A.O Design SithGent Diagnose
Focuses on Designing Agents Agent Malfunction
Starts From Well-defined Specifications Real-World Problem
Solution proposes Design Patterns Tips to identify the problem.

Ways to approach.

“Focuses On”: Agent Oriented Design authors study successful solutions to ar-
ticulate a repeatable path from the problem to the solution. In SithGent Diagnose
we study failed solutions, working to determine common mistakes made and ways
to solve them.“Starts From”: Also, users of Agent Oriented Design typically begin
with a well-defined problem and in finding the relating pattern, identify the best path
to take to the solution. We, in SithGent Diagnose begin with a situation where an
agent is not acting as supposed, it means, a failed solution. In a Multi-agent System
identifying which one of the agents in the system is a SithGent, how it is affecting
the entire system and which illness it suffers from, can be very challenging, because
agent’s illness are rarely isolated. Agents with similar symptoms suffer from differ-
ent diseases or even more, the same disease can cause different symptoms.“Solution
proposes”: In Agent Oriented Design, there are structures and patterns that propose
a design to solve the problem. These structures have been reached due to mapping
of typical problems, within their proved solutions. In SithGent Diagnose we pro-
vide tips to identify when a problem is going on with an agent on a multi-agent
system, and possible ways to face the problem, without providing unique solutions
or designs.

3 Conclusions and Future Work

Agent-based systems technology is a vibrant and rapidly expanding field of aca-
demic research and business world applications. Agent-based solutions are increas-
ing their use in complex and critical areas, so, there is a huge need to analyze,
comprehensively the behaviour of such systems, in order to avoid system malfunc-
tioning. For that, we project our future work, as follows, first of all would be formal-
ize the concepts, SithGent and SithGent Diagnose, introduced in this paper. Once
the specification is complete, we plan on analysing different cases from real world,
where a problem has been detected, in order to distinguish the symptoms that are
causing the system failure, and how these symptoms can be also easily identified on
a human being. By identifying the disease on humans and its treatment we plan on
providing treatment for the agents disease. This cure will be composed of two kinds
of treatments, one addressed to identifying and preventing the disease and the other
addressed to healing the agent.

Acknowledgements. This work has been supported by the project XUGA 08SIN009305PR
supported by Xunta de Galicia.
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Trends on the Development of Adaptive Virtual 
Organizations 

Sara Rodríguez, Vicente Julián, Angel L. Sánchez, Carlos Carrascosa,  
Vivian F. López, Juan M. Corchado, and Emilio Corchado2 

Abstract. Nowadays there is a clear trend towards using methods and tools that 
can develop multi-agent systems (MAS) capable of performing dynamic self-
organization when they detect changes in the environment. Moreover, the ideas 
that model the interactions of a multi-agent system cannot be related only to the 
agents and their communication skills in gaining strength, but it is necessary to use 
the concepts of organizational engineering. This paper presents a comprehensive 
list of development issues for primary adaptive virtual organizations (AVO). 
These issues will be a starting point for defining a complete list of AVO develop-
ment requirements. From these requirements it could be possible to define an ab-
stract architecture specifically addressed to the design of open multi-agent systems 
and virtual organizations. 

Keywords: Multi-agent systems, Virtual Organizations, Open multi-agent sys-
tems, Adaptive Systems. 

1   Introduction 

Nowadays, one of the goals of multi-agent systems (MAS) is to construct systems 
capable of autonomous and flexible decision-making, and of cooperating with 
other systems within a “society”. This “society” should take certain characteristics 
into account, such as distribution, constant evolution, or a flexibility that allows its 
members (agents) to enter and exit at will, a correct organizational structure, and 
the ability for the system to be executed on different types of devices. Each of 
these characteristics can be achieved through the virtual organization paradigm. 
This paradigm was conceived as a solution to the management, coordination and 
control of the agents’ behavior. 
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Virtual Organizations (VO)[10] are a means of understanding system models 
from a sociological perspective. From a business perspective, a virtual organiza-
tion model is based on the principles of cooperation among businesses within a 
shared network. It takes advantage of the distinguishing elements that provide 
flexibility and a quick response capability and these form a strategy aimed at  
customer satisfaction. Virtual Organizations have been usefully employed as a 
paradigm for developing agent systems [2][10] One of the advantages of organiza-
tional development is that systems are modeled with a high level of abstraction, so 
the conceptual gap between real world and models is reduced. Also this kind of 
system offers facilities to implement open systems and heterogeneous member 
participation [20]. Organizations should not only be able to describe structural 
composition (i.e. functions, agent groups, interaction and relationship patterns be-
tween roles) and functional behavior (i.e. agent tasks, plans or services), but 
should also be able to describe behavioral norms of agents, the entry and exit of 
dynamic components, and formation, which is also dynamic, for agent groups. 

Given the characteristics of these open environments, particularly their dyna-
mism, it is essential to find a new approach to support the evolution of these sys-
tems and to facilitate their growth and update at execution time.  

In general, it is necessary to define the standards and platforms required for the 
interoperability and adaptability of the agents that meet these requirements. This 
article attempts to identify and analyze the research topics that touch on the devel-
opment of adaptive virtual organizations (AVO). Additionally, it will present a 
high level abstract architecture applied with the specific intent of addressing the 
design of open multi-agent systems and virtual organizations.  

The article is structured as follows: Section 2 describes the panorama of Virtual 
Organizations and presents the challenges for adaptive systems; Sections 3 intro-
duces an abstract architecture specifically adapted to the design of open multi-
agent systems and virtual organizations (OVAMAH); finally some conclusions are 
given in Section 4. 

2   Background of Virtual Organizations 

MAS agents based on organizational concepts coordinate and exchange services 
and information; they are capable of negotiating and coming to an agreement; and 
they can carry out other more complex social actions. At present, research focused 
on the design of MAS from an organizational perspective seems to be gaining the 
most ground. The emergent thought is that modeling interactions in a MAS cannot 
be related exclusively to the actual agent and its communication capabilities; in-
stead, organizational engineering is also necessary. The concepts of rules [1], 
norms and institutions [9] and social structures [22] are rooted in the idea of need-
ing a higher level of abstraction, independent from the agent that explicitly defines 
the organizations in which the agents reside.  

The purpose of this section is to make an overall research of the needs that arise 
when developing OV, relying more on concepts than in a specific terminology. 
There are specific organizational concepts that must also be considered in the OV 
development process: 
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Social Entity: The organisations are formed by members or social entities that 
can in turn be composed of a specific number of members or agents. These enti-
ties, according to [23]: (i) have some responsibilities, i.e., a set of sub-tasks to 
carry out, included within the objectives of the organization; (ii) have and con-
sume resources. The members have certain resources with which they can perform 
their tasks. The resources required by a member will depend on the role that they 
are playing in the organization at that moment; (iii) they are structured according 
to fixed patterns of communication; (iv) they attempt to achieve the global objec-
tives of the organization and (v) are regulated by rules and restrictions.  

Structure: can be defined as the distribution, order and interaction of the differ-
ent parts which compose the organization. In that structure, the agents will be  
arranged and communicated with depending on the topology that defines the 
structure. Different types of organizational topologies exist, including (hierarchies, 
coalitions, congregation groups, federations, matrix organisations) [25]. 

Functionality: is determined by the mission, i.e., by the global objectives that 
describe the purpose of its existence. The mission defines the strategy, the func-
tional requirements (what the organisation does) and interaction (how it does it). 

Normative: represents the set of norms that control the organization. Norms fa-
cilitate the mechanisms to drive the behavior of agents, especially in those cases 
when their behavior affects other agents [19]. A wide variety of norms can be 
found[19] (i) deontic (Obligations, Permissions and Prohibitions); (ii) legislatives, 
for creating, modifying or revoking norms; (iii) reinforcement, for controlling and 
penalizing; (iv) rewards. 

Environment: defines what exists around the system: resources, applications, 
objects, assumptions, restrictions, stakeholders (suppliers, clients, beneficiaries). 
Defining the environment; the connection of roles with respect to the environ-
mental elements is established. Access mode (reading, interaction, information ex-
traction), access permission, etc. 

Dynamic: The Organizational Dynamic is related to the input/output of agents, 
with the adoption of roles by part of the same, the creation of groups and with the 
control of behaviour. In the definition of the dynamic of an organization we must 
specify: (i) with respect to the entry of agents: when agents are permitted to enter 
the organization; what their position in the organization will be; the process of ex-
pulsion of agents with anomalous behaviours; (ii) with respect to the adoption of 
roles: how the agents will adopt a specific role; the association of agents with one 
or more roles; (iii) with respect to the dynamic creation of groups: the definition of 
federations, coalitions, congregations, etc and (iv) ultimately, with respect to the 
control of behaviour: how to control the compliance of agents' behaviour with the 
rules of society.  

Adaptation. For a society, the idea of adaptation is its capacity to get involved 
with the environment and to be part of this simbiosis which allows both to work 
with the other. And it cannot only be considered as a capacity, but also a necessity 
that it gets involved with the environment to maximize the learning needs of each 
individual and ensure that the system succeeds in acquiring significant knowledge.  

Social learning: Social learning is perceived as a process in which, thanks to an 
environment or element in common, different agents can interact and evaluate 
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their experiences and information.  An agent that learns from another agent is sav-
ing a lot of effort as the information that it has gained has been obtained through 
the effort of others.[6]. The two most relevant types of learning in society are so-
cial facilitation [21] and imitative learning [6]. Learning is intrinsically connected 
to adaptation. Both social facilitation and imitation are techniques that allow us to 
learn from new situations in order to be able to act in a certain way in the future.  
In short, it can be considered to be a process of adaptation to new situations. As 
can be seen in the following subsection, different approaches exist for adaptation 
in society and amongst them, imitation is one of the most used.  [6]. 

2.1   Adaptive Issues 

Agents in a VO can jointly coordinate their knowledge, goals, abilities, tasks and 
plans to achieve a global objective. To perform tasks, an agent may need system 
resources, in which case it would have to coordinate with other system agents that 
need the same resource. Coordination allows the agents to consider all of the tasks 
and regulate them so as to avoid executing undesirable actions such as: (i) the 
agents not generating or communicating sub-solutions that would lead to the solu-
tion of a problem; (ii) the agents generating and communicating redundant solu-
tions; (iii) an inappropriate distribution of workload amongst agents. 

This coordination is related to the action planning required for solving tasks: (i) 
high level understanding and ability to predict the behavior of other system agents; 
(ii) exchange intermediate results that progress towards the solution of a global 
task; (iii) avoid redundant actions, if they are undesirable. 

Agent organizations depend on the type of coordination and communication 
among agents, as well as the type of agents that the group is comprised of. There 
are several different organizational approaches and platforms: JADE1 , MOISE[2], 
OperA[7], RETSINA[12], Jack [15], EIDE [9], RICA-J [28], S-Moise+ [16], Jack 
Teams [0], SIMBA [4] y SPADE [8]. However, while these studies provide 
mechanisms for creating coordination among participants, there is much less work 
focused on adapting organizational structures at execution time, or on norms de-
fined at design time. For example [16] proposes a model for controlling adaption 
by creating new norms. [11] propose a distributed model for reorganizing their ar-
chitecture. [1] requires agents to follow a protocol to adapt the norms. Each of 
these studies focuses on the structure and/or norms based on adapting the coordi-
nation among participants. There are other approaches, such as those based on  
social norms (on the role of a social group and the effect on the appearance and 
support of social norms) [14][18].  

Another possibility is the development of a MAS that focuses on the concept of 
organization/institution. Human interactions are regulated by institutions that rep-
resent the rules of the game in a society, and define what the individuals can and 
cannot do and under what conditions. This perspective defends the adoption of a 
mimetic strategy whose objective is to tackle the complexity of the development 
of open MAS from an organizational concept. One electronic institution [9] should 

                                                           
1  http://jade.tilab.com/  
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be considered as a social middleware between the external participating agents 
and the selected communication layer r responsible for accepting or rejecting 
agent actions. There are also different studies that focus this theme on the defini-
tion of “Automatic Electronic Institutions”, an extension of electronic institutions 
with self-adaptive capabilities[3]. The primary difference with the other proposals 
is that the adaptation is carried out by the institution instead of by the agents. 

Other points of view [29][17] focus on mechanisms for regulating behavior. 
Here the key factor is “imitation”, which refers to the social conventions that oc-
cur through propagation and contagion [6]. 

Lastly, there are approaches in which the agents use the information obtained 
du ring their interactions [27]. In these studies, social norms (as special types of 
social conventions) are used by the agents to self-regulate their behavior according 
to s social information: prior history, reputation, etc. The research focuses on  
social group mechanisms based on the social information gathered during interac-
tions [30]. They study the effects of information transmission algorithms in recog-
nizing and forming social groups. 

None of these approaches is capable of coordinating tasks for member agents of 
the organization to solve a common problem, nor do they consider that task planning 
should adapt to changes in the environment. The architecture shown in this study is 
OVAMAH (Multiagent-based Adaptive Virtual Organizations). OVAMAH is based 
on THOMAS (MeTHods, Techniques and Tools for Open Multi- Agent Systems) 
[5][13], which focus on defining structure and norms. The adaptation feature used in 
these models is based on coordination among organization participants. The follow-
ing section presents OVAMAH, the evolution of THOMAS and shows where the 
necessary modifications have been made so that the system can be used as a model 
for adaptive virtual organizations. 

3   OVAMAH Architecture 

The most well-known agent platforms (like Jade) offer basic functionalities to 
agents, such as AMS (Agent Management System) and DF (Directory. Facilitator) 
services; but designers must implement nearly all organizational features by them-
selves, like communication constraints imposed by the organization topology. In 
order to model open and adaptive virtual organizations, it becomes necessary to 
have an infrastructure than can use agent technology in the development process 
and apply decomposition, abstraction and organization techniques, while keeping 
in mind all of the requirements cited in the previous section. OVAMAH is the 
name given to an abstract architecture for large-scale, open multi-agent systems. It 
is based on a services oriented approach and primarily focuses on the design of 
virtual organizations. The architecture is essentially formed by a set of services 
that are modularly structured. It uses the FIPA architecture, expanding its capabili-
ties with respect to the design of the organization, while also expanding the ser-
vices capacity. The architecture has a module with the sole objective of managing 
organizations that have been introduced into the architecture, and incorporates a  
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new definition of the FIPA Directory Facilitator that is capable of handling  
services in a much more elaborate way, following service-oriented architecture  
directives. 

OVAMAH consists of three principle components: Service Facilitator (SF), 
Organization Manager Service (OMS) and Platform Kernel (PK). The advantages 
of using these components for an adaptive and decentralized open system are: 

• Allowing dinamicity: new organizations can be created at execution time, 
allowing the development of MAS which emerge or change dynamically. 
Moreover, the organizations may also be destroyed when its purpose is 
reached. 

• Improving the way emergent behaviors such as composed services may 
arise: new and relevant, complex services can be composed at runtime, 
composing the new registered services with the existing ones. 

• Improving the localization techniques and composition of services: entities 
may publish the services they demand (not only ones they offer) so that, due 
to the dynamic of an open system, when an entity arrives at the system and 
discovers that it is able to provide this demanded service, it registers as a 
provider. 

• Allowing to express a normative control: the OMS is in charge of control-
ling the role enactment process. It also stores all norms defined in the sys-
tem and provides some services for adding or deleting norms.  

The SF primarily provides a place where autonomous entities can register service 
descriptions as directory entries. The OMS component is primarily responsible for 
specifying and administrating its structural components (role, units and norms) 
and its execution components (participating agents and the roles they play, units 
that are active at each moment). In order to manage these components, OMS han-
dles the following lists: UnitList: maintains the relationship between existing units 
and the immediately superior units (SuperUnit), objectives and types; RoleList: 
maintains the relationships between existing roles in each unit, which roles the 
unit inherits and what their attributes are (accessibility, position); NormList: main-
tains the relationship between system rules; EntityPlayList: maintains the relation-
ship between the units that register each agent as a member, as well as the role that 
they play in the unit. Each virtual unit in OVAMAH is defined to represent the 
“world” for the system in which the agents participate by default. Additionally, the 
roles are defined in each unit. The roles represent the functionality that is neces-
sary for obtaining the objective of each unit. The PK component directs the basic 
services on a multi-agent platform and incorporates mechanisms for transporting 
messages that facilitate interaction among entities. 

The complexity of open-systems is very high and current technology to cover 
all the described functionalities is lacking. There are some new requirements that 
still need to be solved. These requirements are imposed mainly by: (i) computa-
tion as an inherently social activity; (ii) emergent software model as a service; (iii) 
a non-monolithic application; (iv) computational components that form virtual or-
ganizations, with an autonomous and coordinated behavior; (v) distributed execu-
tion environments; (vi) multi-device execution platforms with limited resources 
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and (vii) security and privacy policies for information processing. In order to sat-
isfy all of those requirements, the architecture must provide interaction features 
between independent (and usually intelligent) entities, that can adapt, coordinate 
and organize themselves [24]. From a global perspective, the architecture offers 
total integration, enabling agents to transparently offer and request services from 
other agents or entities and at the same time allowing external entities to interact 
with agents in the architecture by using the services provided. Reorganization and 
adaptation features in the agent´s behavior are necessary for this platform, for 
which we have proposed a social planning model [25][26]. This social planning 
model offers the possibility of deliberative and social behavior. It is worth men-
tioning that this is a unique model that incorporates its own reorganization and so-
cial adaptation mechanism. The architecture facilitates the development of MAS 
in an organizational paradigm and the social model adds reorganization and adap-
tation functions. 

4   Conclusions 

In this study, a list of basic concepts and questions is presented for the develop-
ment of adaptive virtual organizations. These questions are defined from a detailed 
study of state of the art development methods, works and tools associated with vir-
tual organizations and their adaptation.  

It is well known that VO are specially suited for open and large systems in 
which organizational structures are required in order to manage system complexity 
and its environmental adaptivity. These facts make it compulsory to use princi-
ples, methods and techniques in the entire development cycle of this kind of sys-
tem. Many research efforts have been developed in this field. This paper has 
shown that many of the fundamental AVO issues are not completely covered by 
these works. The essential development issues presented in this study are a start-
ing point for developing a complete requirement list for AVO development. The 
presented architecture, currently in development, takes into account the viewed 
organizational concepts as well as the specific requirements of an adaptive organi-
sation. The final goal of our research is the definition of a general and complete 
architecture for AVO. 
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Using Case-Based Reasoning to Support 
Alternative Dispute Resolution 

Davide Carneiro, Paulo Novais, Francisco Andrade, John Zeleznikow, 
and José Neves1 

Abstract. Recent trends in communication technologies led to a shift in the al-
ready traditional Alternative Dispute Resolution paradigm, giving birth to the On-
line Dispute Resolution one. In this new paradigm, technologies are used as a way 
to deliver better, faster and cheaper alternatives to litigation in court. However, the 
role of technology can be further enhanced with the integration of Artificial Intel-
ligence techniques. In this paper we present UMCourt, a tool that merges concepts 
from the fields of Law and Artificial Intelligence. The system keeps the parties in-
formed about the possible consequences of their litigation if their problems are to 
be settled in court. Moreover, it makes use of a Case-based Reasoning algorithm 
that searches for solutions for the litigation considering past known similar cases, 
as a way to enhance the negotiation process. When parties have access to all this 
information and are aware of the consequences of their choices, they can take bet-
ter decisions that encompass all the important aspects of a litigation process. 

Keywords: Online Dispute Resolution, Case-based Reasoning, Multi-agent  
System.  

1   Introduction 

The shift of already traditional Alternative Dispute Resolution (ADR) methods 
from a physical to virtual place [1] led to a new paradigm called Online Dispute 
Resolution (ODR). Using this new technology-based approach, disputant parties 
have an easier, simpler and faster course than litigation in court, saving both tem-
poral and monetary costs [2]. In that sense, several methods of ADR and ODR 
may be considered, from negotiation and mediation to modified arbitration or 
modified jury proceedings [3].   
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The process of developing ODR systems frequently consists on the develop-
ment of tools that provide legal advice to the disputing parties. Here, it must be 
considered the role of the BATNA or Best Alternative to a Negotiated Agreement 
[4]. In fact, when parties enter into a negotiation process, they expect to achieve 
better results than it would otherwise occur. It is of utter importance that, during 
this negotiation process, the parties are aware of the possible results if the negotia-
tion is unsuccessful. In fact, failing to do so may drive the parties into accepting 
an agreement that they would better of rejecting or rejecting one that they would 
better of enter into. Likewise, the WATNA, or the Worst Alternative to a Nego-
tiated Agreement is equally important. Looking at these two elements, parties can 
definitively improve their negotiation by looking at the whole picture. ODR plat-
forms that embody such concepts as BATNAs and WATNAs can help parties take 
better decisions [5]. The so-called second generation ODR platforms [6] have a 
considerable degree of autonomy and can be used for idea generation, planning, 
strategy definition and decision making processes. The development of such plat-
forms, in which an ODR system might act as an autonomous agent [6] is an ap-
pealing way for solving disputes. Moreover, the architecture of such systems 
needs to be expansible, modular and compatible. Thus using Case-based Reason-
ing (CBR) [7], Multi-agent Systems and Rule-based Systems is appropriate.  

In this paper we present a hybrid system that merges the versatility of an agent-
based architecture with the completeness of CBR and the simplicity and efficiency 
of rules. This allows the system to look at past cases, select the most similar ones 
and adapt the solutions to the current problem. Furthermore, rules are used to de-
fine the simpler tasks and secure the whole process. This work is being applied  in 
UMCourt, an ODR platform in the context of the Portuguese Labour Law. This 
platform is part of the TIARAC project - Telematics and Artificial Intelligence in 
Alternative Conflict Resolution, a project funded by FCT – the Portuguese 
Science and Technology Foundation. 

2   Related Work 

Given the fact that legal practice is largely based on the concept of precedence and 
the notion of case, it is important to investigate CBR [18]. The many successful 
cases of application of CBR techniques to the legal domain attest the ability of this 
technique to deal with this knowledge-based domain and support our efforts to en-
hance the dispute resolution process. In MEDIATOR [8], CBR is used to look at 
past cases in order to find solutions for problems in the context of international 
disputes. JUDGE [9] in the other hand, focuses on criminal sentencing. We can al-
so mention HYPO [10] that addresses patent law, and CABARET [11], the result 
of improving HYPO with Rule-based reasoning. BEST [16] is a project that spe-
cifically looks at the use of the BATNA in a semantic web context and INSPIRE 
[17] focuses on the study of negotiation processes. Whilst BEST and INSPIRE 
support ADR, most decision support tools have one thing in common: they at-
tempt to help lawyers to win cases in a trial. This means that parties  
will engage in potentially time-consuming and expensive processes, in which both 
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parties will lose something (e.g. time, privacy, reputation, money) even if one of 
them eventually wins the litigation. 

In this paper we propose an alternative approach to handle this problem, based 
on two key ideas. On the one hand, we look at past cases and suggest a possible 
outcome to the parties. In order to propose this outcome, we use the CBR algo-
rithm to determine the MLATNA - Most Likely Outcome for a Negotiated 
Agreement [19]. This concept denotes the most likely outcome scenario if the ne-
gotiation process fails. If the parties do not agree on the suggestion, they can start 
gradually working out a more satisfactory one, using as a starting point the 
MLATNA. On the other hand, we warn the parties about the possible and poten-
tial consequences of solving the dispute in court. In this sense, parties are able to 
take their decisions while encompassing the whole picture. With this approach we 
plan to diminish the number of cases that have to be solved through litigation.  

3   System Architecture 

As being said in the introductory section, the architecture is based on the multi-
agent paradigm [12]. Specifically, we are using Jade, in compliance with FIPA 
specifications. This allows us to develop the application layer in a highly modular 
fashion which makes it possible to build an architecture that is highly expansible 
and extensible. The development of the architecture is depicted in [13] and is out 
of the scope of this paper. However, we will briefly describe the agents that make 
up the architecture as well as their roles.    

Table 1 The Main Agents that implement the CBR process.  

Agent Name Role 

Coordinator Receives task requests from other agents and takes the necessary steps in order 
to execute them. This agent maintains a list of active tasks and has access to a 
list of automata that define the next action for each task.  

Retriever Retrieves the more similar cases. It has the autonomy to change, in real-time, 
search settings, similarity parameters and retrieve algorithms.  

Reuse Performs the necessary actions to adapt a known case to a new context, so that it 
can be used. 

Reviser Looks at a group of cases in order to select an outcome/solution. Proposes the 
outcome to the coordinator as well as the corresponding justification, waits for 
the outcome and compiles a list of possible reasons for the failure, if necessary.  

Learning Has the autonomy to make changes to the knowledge base and to the rules that 
reflect the result of the actions of the system. 

The agents are organized in two groups. The Main Agents group is populated 
by agents that have a major and autonomous role in the CBR process. These are 
detailed in Table 1. In Table 2 the agents of the Secondary Agents group are listed 
which have no autonomy, having as its foremost objective to support the actions 
of the main agents. This departure between main and secondary agents has been  
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Table 2 The Secondary Agents that support the actions of the Main ones. 

Name Role 

FSA Contains a list of Jade FSM behaviours that describe the guidelines or steps neces-
sary for an agent to implement specific actions.  

Selector Multiple instances of this agent exist that implement different pre-selected algo-
rithms (e.g. Template Retrieval, Clustering).  

Similarity This agent is able to compute the values of similarity between two cases, according 
to the desired rules.  

Settings Defines several search and similarity settings according to which retrieve parameters 
can be changed. 

Database Implements an application layer that surrounds the database of cases, that caters for 
all the actions to be applied to the cases stored.   

Rules Embodies rules of type if condition then action that provide the basic reactive actions 
for guiding some of the remaining agents. 

ATNA Computes the BATNA and WATNA in a given context using a set of logical rules 
defined after the Portuguese labour law. 

Loader Loads the information of cases from XML files and provides it as a Java object 
maintaining and updating loaded cases. 

Indexer Indexes each new case in the database according to the rules defined.  

Parser Checks the validity and parses XML files according to the defined schemas.  

Process 
Validity 

Verifies the validity of a case in terms of the dates and the corresponding statutory 
periods. 

Roles Contains information about the roles of registered external agents. This is used to de-
cide which actions each external agent can perform. 

performed in order to simplify the main agents but also increase code (thus func-
tionalities) reuse. The services that these agents provide can be individually used 
by external agents or can be used in specific sequences in order to implement 
more complex tasks. Thus, this architecture can extend external systems and it can 
be extended either by making use of external services or by means of new agents. 

4   The CBR Process  

The basic unit of information in the CBR paradigm is the case. It represents a past 
experience that took place under a context that is also considered in the case. It is 
therefore a contextualized piece of knowledge. This allows estimating the out-
come of an experience that we are now living by looking at a past similar one and 
its respective outcome. Cases in UMCourt contain the description of the problem, 
the solution adopted and the verified outcome [20]. Part of this information is in-
dexed in the database, whereas the remaining is stored in XML files. However, 
purely storing information is not enough. In this section we define the processes 
that acquire and use this information, defined after the work of [7, 14] (Figure 1).  
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Retrieve. The retrieve process is used to select a group of the most similar cases 
that are of relevance for solving a given problem by means of a similarity meas-
ure. Unlike database searches, retrieval of cases from the case-base must be 
equipped with heuristics that perform partial matches, since in general there is no 
existing case that exactly matches the new case [15]. We combine a template algo-
rithm (similar to SQL queries) with a nearest neighbour one, resulting in a hybrid 
approach. The key idea is for the template retrieval algorithm to narrow the search 
space so that the nearest neighbour algorithm performs quicker.Then, the nearest 
neighbour algorithm is applied only to this set of cases instead of applying it to all 
the cases in the case memory, thus increasing efficiency. ∑  ,∑                                             (1) 

Equation 1 shows the closest neighbour algorithm. In this equation, n represents 
the number of elements being considered; Wi  denotes the weight of element i with 
respect to the overall similarity; Fsim  speaks for the similarity function for ele-
ment i; Arg refers to the arguments for the similarity function representing the 
values of the element i for the new case and the retrieved case, respectively N and 
R. It is also important to detail the information of the case that is considered to be 
relevant for the computation of the similarity, i.e., the components. According to 
the scope of our application, we consider three types of information: (1) the objec-
tives stated by each party at the beginning of the dispute; (2) the norms addressed 
by parties and witnesses; (3) the date of the dispute. The norms addressed and the 
objectives are lists of elements, thus the similarity function consists in comparing 
two lists (equation 2). Concerning the date, the similarity function verifies if the 
two dates are within a given time frame.   | | ,  | |, | | | || |, | | | |                             (2) 

Furthermore, the agent is able to dynamically change the metrics of the search 
and similarity algorithms. Specifically, the agent is able to choose what compo-
nents to use. Thus, the agent can decide to compute the similarity of the norms ad-
dressed concerning only the article of each law (thus retrieving more laws but with 
less expected similarity). If the agent retrieves a significant amount of cases, it can 
be more precise and select the cases concerning also the number and even the item 
of each norm addressed, retrieving less cases, but with a higher similarity.  

Reuse. Having a list of cases with associated values of similarity, the system can 
present the users with the solutions that are most likely to occur, among other use-
ful operations. This phase consists of adapting the solutions of the selected cases 
to match the context of the new case. Solutions are lists of steps that the parties 
take in order to achieve the outcome (typically trade-offs). This information is 
structured in a way that makes it possible to adapt it to other cases. The informa-
tion considered is organized as a list of actions, each action containing a unique  
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Fig. 1 A Flowchart depicting the major steps in the CBR process. Gray arrows represent 
access to information structures while black arrows represent the flow of control. Rectan-
gles represent processes, parallelograms represent information structures and rhombuses 
represent decisions. 

identifier and a structured textual description. These actions include demanding or 
offering an item, abdicating a given right in return for another item, among others. 
The items may include components of the indemnity, rights or sums of money. 
Thus, in this phase, the solution of the retrieved cases is adapted by changing the 
necessary fields (e.g. names, dates, locations). The resulting solution can then be 
presented to the users in the form of plain text, in their natural language.  

Revise. In the revise phase, the parties become aware of the outcome of the most 
similar case as a first solution for the dispute, which is the MLATNA. The parties 
can afterwards analyze the proposal, decide what each one should give and take 
and whether to accept each other decision or not. If the parties do not agree on the 
suggestion, they can search for another solution starting from the suggested one, 
by adding or removing actions to the original list. Furthermore, parties can state 
how much they value each item in dispute and let the system make suggestions 
that are aimed at the maximization of the mutual gain. At the same time, parties 
can analyze their BATNA and WATNA and know what they are risking if they 
decide not to accept an agreement. Moreover, the parties can see other similar cas-
es as well as their respective solutions, which can be used to assist in the estab-
lishment of their own outcome. Each of these selected cases that the parties have 
access to are accompanied by a justification, stating why they are considered simi-
lar. This will help the parties determine how much attention they should devote to 
each case, according to their personal expectations.  
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Retain. The last phase is the one in which the system embodies the changes that 
occurred during the whole CBR process. These changes include but are not li-
mited to: changes to the value of cases, new cases learned, changes to thresholds 
or changes to rules. It is in this phase that the system actually adapts to new situa-
tions and learns new experiences, thus enriching its ability to deal with future 
problems. As an example, if the parties do not accept a proposed solution, the 
property of the corresponding case that denotes the acceptance rate will be de-
creased and vice-versa. Furthermore, if the parties decide to go into court, the sys-
tem will also learn the new case that will be decided by a judge. Moreover, the 
system records the search and similarity settings for each type of case, and the 
ones that are more successful will be preferred in future iterations. 

5   Results and Conclusions 

In this paper we have focused in the description of the work done on the labour 
law domain. Nevertheless, the architecture is highly modular and can be applied in 
other domains, namely by changing secondary agents or making use of external 
services. In that sense, we are applying this architecture in two other prototypes in 
the fields of consumer law and property division. The common innovation that 
stems from these three prototypes is the use of three key concepts, namely 
BATNA, WATNA and MLATNA, as the way to define the negotiation process. 
Indeed, BATNA and WATNA define the Zone of Potential Agreement, i.e., the 
boundaries of the solution zone. Simultaneously, MLATNA constitutes the start-
ing point for the negotiation process, representing the most likely outcome.  
Starting from this point, parties have a better chance of reaching a satisfactory 
outcome. We do not aim to propose solutions to solve a dispute in court. We ra-
ther aim at preventing the parties from going into litigation, avoiding unnecessary 
costs. Knowledge-based domains such as the legal one are usually complex to 
model. Nevertheless, the role of the actors can be significantly improved with the 
use of Intelligent Systems based techniques. In UMCourt, parties can intuitively 
look at past cases and their solutions in an attempt to find a mutually satisfactory 
solution. At the same time, they can be aware of what may happen if they decide 
not to negotiate and go into a court. Moreover, the system is not static. It is dy-
namic as it evolves with the results of its application to particular disputes, in an 
attempt to adapt to the desires of the parties and to the eventual legal changes. 
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Statistical Machine Translation Using the
Self-Organizing Map

V.F. López, J.M. Corchado, J.F. De Paz, S. Rodrı́guez, and J. Bajo

Abstract. The paper describes a contextual environment using the Self-Organizing
Map, which can model a semantic agent (SOMAgent) that learns the correct mean-
ing of a word used in context in order to deal with specific phenomena such as am-
biguity, and to generate more precise alignments that can improve the first choice of
the Statistical Machine Translation system giving linguistic knowledge.

1 Introduction

For more than half a century, various aspects of translation have been studied and
considered in order to develop Machine Translation (MT). However, it is well-
known that MT is a very difficult task. The more general the domain or complex
the style of the text, the more difficult it is to achieve a high quality translation.
Today there is a wave of optimism that is spreading throughout the MT research
community, one that has been caused by the revival of statistical approaches to MT.
Very specifically, we refer to the birth of Statistical Machine Translation (SMT). In
contrast to previous approaches based on linguistic knowledge representation, SMT
is based on large amounts of human-translated example sentences (parallel corpora)
from which it is possible to estimate a set of statistical models describing the trans-
lation process [9].

The incorporation of syntactic information in SMT is a current research topic. It
is based on both syntax and on hierarchy of phrases. To this end, in [9, 19] there
appears the need to introduce alternative techniques to include information on mor-
phology derivation and verb group information into word alignment algorithms.

In this paper, we study improvements in translation quality that can be achieved
by using the open-source Syntax Augmented Machine Translation (SAMT). By pre-
processing with a multi-agent system, we experimented with different degrees of
linguistic analysis from the lexical level to a syntactic or semantic level in order to
generate a more precise alignment. We developed a contextual environment using
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the Self-Organizing Map where we model a semantic agent (SOMAgent) that learns
the correct meaning of a word used in a particular context in order to deal with spe-
cific phenomena such as ambiguity and to generate more precise alignments that
can improve the first choice of the SMT system.

The Machine Translation and the Statistical Approach are further described in
Section 2. The SAMT is presented in Section 3. The Word Alignment with SOMA-
gent and our system is further described in Section 4 and the conclusions are briefly
outlined in Section 5.

2 Machine Translation and the Statistical Approach

SMT as a research area started in the late 1980s with the Candide Project at IBM,
which included the classic IBM word-based model. Their estimation of a parallel
corpus can be found in [1]. When IBM researchers presented the statistical approach
to MT, the interest among both natural language and speech processing research
communities increased. The IBM model included the possibility of working towards
a level of phrases. The evolution from word-based models to phrase-based models
is described in [10] and Moses MT (htt p : //www.statmt.org/moses/). Marcu [14]
introduced a joint-probability model for phrase translation. As a result, most com-
petitive SMT systems, such as the CMU, IBM, ISI, and Google systems, to name
just a few, use phrase translation. Phrase-based systems came out ahead of the par-
ticipation list at a recent international MT competition (DARPA TIDES Machine
Translation Evaluation 2003-2006 on Chinese-English and Arabic-English). They
also appear the SMT model based on tuple N-grams [15], or Ngram-based SMT.
This approach is an evolution of a previous Finite-State Transducer implementation
of X-grams [2], which adapted speech recognition tools for speech-oriented MT.
The result is a competitive SMT model whose basic unit is the tuple, composed by
one or more words of the language source and for one or more words of the target
language.

In the last year, many efforts have been devoted to building syntax-based mod-
els that use either real syntax trees generated by syntactic parsers, or tree transfer
methods motivated by syntactic reordering patterns. This statistical approach had
considerable success. Several other strategies have been followed, including sys-
tems based on syntax [16], and those based on the hierarchy of phrases [5].

3 Syntax Augmented Machine Translation

Defined in [22] as a specific parameterization of the probabilistic synchronous
context-free grammar (PSCFG) approach to MT. It takes advantage of nonterminal
symbols, as in monolingual parsing, to generalize beyond purely lexical translation.
[6] extends SAMT to include nonterminal symbols from target language phrase
structure parse trees. Each target sentence in the training corpus is parsed with
a stochastic parser [4] to produce constituent labels for target spans. PSCFG are
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defined by a source vocabulary Ts, a target vocabulary Tt , and a shared non-terminal
set N, and induce rules of the form

X =< γ,α, ι,ψ > (1)

Where X ∈ N is a nonterminal (initial rule), γ ∈ (NUTs)∗ is a sequence of nonter-
minals and source terminals, α ∈ (NUTt)∗ is a sequence of nonterminals and target
terminals, ι is a one to one mapping from nonterminal tokens in γ to nonterminal
tokens in α , and ψ is a non negative weight assigned to the rule.

PSCFG models define weighted transduction rules that are automatically learned
from parallel training data. As in monolingual parsing, such rules make use of non-
terminal categories to generalize beyond the lexical level. These rules seem con-
siderably more complex than weighted word-to-word rules [1], or phrase-to-phrase
rules [10] but can be viewed as natural extensions to these well established ap-
proaches. In [6] it is pointed out a procedure to learn PSCFG rules from word-
aligned parallel corpora, using the phrase-pairs as a lexical basis for the grammar.

The translation quality is represented by a set of the functions for every rule, that
are trained via Minimum Error Rate (MER) [17] to maximize translation quality
according to a user specified automatic translation metric, like BLUE Papineni et
al. [18] or NIST [8]. The weights of the functions are computed on the basis of the
maximization of the BLUE measure.

4 Word Alignment

In this application it is intended to demonstrate that Kohonen Maps [12][11] can
be applied to introducing linguistic information, other than the lexical units, to the
process of building word and phrase alignments. We consider that linguistic infor-
mation may be helpful to built better translation models. The alignment model as
part of a whole translation scheme can also be defined as an independent Natural
Language Processing task. In fact, most of current new generation translation mod-
els treat word alignment as an independent result from the translation model. In [19]
the task of automatic word alignment focuses on detecting, given a parallel corpus,
which tokens or sets of tokens from each language are connected together in a given
translation context, revealing thus the relationship between these bilingual units.

4.1 The Word Alignment with SOMAgent

Our approach exploits the possibility of working with alignments at different levels
of granularity, from the lexical to the semantic level, as suggests [19]. Therefore,
assuming we are able to extract a set of tuples from a given parallel text, we can
use a multi-agent system (SOMAgent) [13] to estimate the bilingual model and, to
perform a corpus preprocessing, for SMT in a prototype of an Automatic German-
Spanish Translator.
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Fig. 1 Architecture of multi-agent system

The overall architecture of multi-agent system is presented in Figure 1. The
SOMAgent receives perceptual inputs: linguistic expressions. There are potential
actions: the agent can disambiguate an expression. The perceptions words are pri-
marily stored in the working memory. The semantic memory associates contextual
information and gives the correct meaning. Communication between the agents is
motivated by the exchange of information related to linguistic expressions: mor-
phological, syntactical and semantic information about the lexical items that are
necessary for the resolution of specific tasks.

In order to implement this model, grammar knowledge comprises the initial tree
models, which represent the structure of German sentences and the lexicalization
dictionary forming the Syntactical Agent knowledge. This agent can be seen as a
subsociety [20], formed by agents handling simpler task or information associated
with the features (e.g. complements) used in the parsing. This subsociety can be
dynamically organized according to the problem it is expected to solve: to assist in
a best alignment. The Syntactical agent [13] divides the sentence into subject, verb,
object and enrich tokens with features further than lexical such as part-of-speech
(PoS),lemma,and chunk IOB label.In cases where syntactic-semantic analysis of
the society of agents is insufficient to resolve a lexical ambiguity so that it should
be solved by context reference. The network is trained using the SOMAgent with
a large set of sentences that reflects every type of context in the corpus. These sen-
tences, following the steps of the general algorithm [13], form a file of input data
vectors for doing the training, creating the semantic memory (a trained network)
with the semantic classes specified.

To study semantic relationships in their pure form, it is recognized that semantic
value should not be inferred from any semantic pattern used for the encoding of
individual words but only from the context where each word appears. In the self-
organizing process, the inputs consist of sequences of three words selected from
certain patterns of contexts. Such class patterns are defined off-line. With sentence
patterns generated based on this contexts, sentences are created covering every pos-
sible context combination, for example: Peter spielt Fuβ ball (Peter plays football),
Peter spielt Karten (Peter plays cards) or Peter spielt Schach (Peter plays chess).
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Table 1 A case of word alignment possibilities on a top of lexical units (a) and linguistic
data (b)

Peter spielt Fuβball, Peter spielt Gitarre, and Peter liebt romantische Spiel
↙ ↙ ↙ ↙ ↙ ↙ ↙ ↙ ↙ ↙ ↙
Peter juega futball, Peter toca guitarra, and Peter loves romantic play

The training phase consists of the sequential presentation of semantically correct
sentences until the network converges. After training, the network becomes topo-
logically ordered, and it can be verified what units of the map are active for each
input vector and are then labeled, with the principal semantic classes, taking the
best answer for conducting via automatic model clustering to reduce the ambiguity.
For those cases, the SOMAgent is called to collaborate in solving the ambiguity,
the agent takes as its input the results of the previous agents: the semantic agent
searches for meanings associated with each word, forming key sentences with the
combination of words in German which could not disambiguate, these feed the net-
work input, which should be able to classify it within the active classes, taking the
best answer as the correct meaning and the best alignment.

For example, suppose the case illustrated in table 1, for the sentence Peter spielt
Fuβ ball we take, the German verb spielen (to play) that has two meanings rep-
resented by different Spanish verbs: either tocar, which appears in the context of
playing musical instruments Klavier, Gitarre, Flöte, or jugar which appears in the
context of games, Fuβ ball, Karten or Schach. In addition, the lexical item spielen
is seen acting as a verb and as a noun. Considering these two words, with the same
lexical realization, as a single token adds noise to the word alignment process. The
Syntactical Agent represent this information, by syntactic label (by means of lin-
guistic data views), as spielen VBZ and spielen NNS would allow us to distinguish
between the two cases. For those cases where the Semantic Agent collaborates in
solving the semantic ambiguity, the agent takes as its input the results of the previ-
ous agents, searches for meanings associated with each word, forming key sentences
with the combination of words in German which could not disambiguate, these feed
the network input, which should be able to classify it within the active semantic
classes, taking the best answer as the correct meaning. For example for the sentence
Peter spielt Fuβ ball, the network find the true meaning of German verb spielt, align-
ment this entry inside the active classes, in this case, the class 2 [13](to play) whose
meaning is jugar in Spanish.

4.2 Experimental Work

We present the experimental results for Germanto to Spanish translation task, based
on a set of sentences of the full DWDS corpus (htt p : //utils.mucattu.com/) of
the domain of news. The results were obtained using only the first 40K lines of the
corpus. The statistical data set of the corpus can be seen in the table 2.
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Table 2 Training set

Spanish German

Sentences 40 K 40 K
Words 1,31 1,47
Length average 18,10 31,11
Vocabulary 41,12 21,10

For phrase extraction we have used MOSES MT. The number of phrases of the
style Moses extracted with the system based on phrases was 4,8M. The first pre-
liminary step requires the preprocessing of the parallel data using SOMAgent, so
that it is sentence aligned and tokenised. It has as aim to deal with specific phe-
nomena such as ambiguity and to generate more precise alignments. The output of
the tokenised is formed from words that are meaningful within a particular context
(or domain). For dimensionality reduction it excludes words which are meaning-
less because they are independent of the domain and they belong to categories such
as articles, prepositions, conjuntions and pronouns. This allows the network to be
trained with a smaller range of errors. The training data were provided for the sen-
tence aligned (one sentence per line), in two files, one for the German sentences,
one for the Spanish sentences. A phrase-based translation models was built of the
output of the multi-agent systems to extract the purely lexical phrases, which later
were used to create the grammar of the SAMT. Then, running the script that forms
part of the Moses MT System grow-diag-final aligned as well as was computed
the word-to-word lexical relative frequencies[6] were created. To continue with
the experiments we follow the directive, available on-line in open-source SAMT
system,(htt p : //www.cs.cmu.edu//zollmann/samt) that consists of three parts:

1. Extraction of statistical translation rules from a training corpus: to extract purely
lexical phrases by SOMAgent, which later were used to creat the grammar of the
SAMT.

2. Cocke-Kasami-Younger (CKY+) [3] style chart-parser employing the statistical
translation rules to translate test sentences.

3. A MER optimization and scoring tool (integrated into the chart parser) to tune the
parameters of the underlying log-linear model on a held-out development corpus.

The target set of the training corpus was processing by the Penn Treebank parser of
Charniak [4]. The size of the vocabulary of Penn Treebak is 61 elements.

We train the language model by using the beam-search decoder engine MER, in
order to fit the weights of the characteristic functions and to generate the transla-
tions N-best and 1-best [21]. In the optimization process, the iterations number is
limited to 10 and the 1000-best list was extracting. We used the measure BLUE like
criterion of optimizations for maximize translation quality. Finally we did other sets
of experiments with a phrase-based translation models using the same sentences but
without preprocessing. The results for the system SAMT appear in the table 3.
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Table 3 Evaluation of the translation for German to Spanish using SAMT

BLUE

SAMT 42,20
SAMT-SOMAgent 63,11

5 Conclusions

The diagram described in the paper was created by using a MAS to apply a corpus
preprocessing, which enabled the used of an open source SAMT.We applied the So-
mAgent to estimate the bilingual model. We experimented with different degree of
linguistic analysis, from the lexical level to syntactic or semantic level, in order to
generate a more precise alignment. Our work confirms the feasibility of the SOMA-
gent to automatically determinate the correct meaning of a word used in context and
to collaborate in the use a word alignment to learn a phrase translation table. This
approach confirms the idea that the linguistic information may be helpful, specially
when the target language has a rich morphology (e.g. Spanish). Nevertheless this
model offers a methodology that also illustrates the formation of a terminological
mapping between two languages through an emergent conceptual space, and that
can improve the first choice of the translator.

We have obtained interesting comparative results with regard to the measures
BLUE: the SAMT system with SOMAgent overcomes his rival in 20 percent.
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13. López, V., Alonso, L., Moreno, M.: A SOMAgent for Identification of Semantic Classes

and Word Disambiguation. In: 7th International Conference on Practical Applications
of Agents and Multi-Agent Systems (PAAMS 2009). Advances in Intelligent and Soft
Computing, vol. 55, pp. 207–215 (2009) ISBN: 978-3-642-00486-5

14. Marcu, D., Wong, W.: A Phrase-Based, Joint Probability Model for Statistical Machine
Translation. In: Proceedings of the Conference on Empirical Methods in Natural Lan-
guage Processing (EMNLP), Philadelphia, pp. 133–139 (2002)

15. Mariño, J.B., Banchs, R.E., Crego, J.M., Gispert, A., de Lambert, F.P., Costa-jussá, M.R.:
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Virtual Organisations Dissolution

Nicolás Hormazábal and Josep Lluı́s de la Rosa

Abstract. Virtual organisations are created to satisfy requests for complex services,
after the creation phase they operate usually until they fulfil their objectives and dis-
solve the organisation freeing its members from their resource commitment towards
the organisation; this is a common virtual organisation life-cycle. In some environ-
ments, the services requests may vary over time, having high numbers of requests at
some periods requiring more organisations to cover them, resulting on high number
of virtual organisations formation processes. But besides the fulfilment, other dis-
solution causes can be considered. In this paper we present other causes that should
be considered, and explain how they can affect on the overall performance regard-
ing the formation costs and services requests assignment. In addition, we present a
virtual organisation test platform (VOCODIT, Virtual Organisation and COalition
DIssolution Test platform) for evaluate this approach.

1 Introduction

In multi-agent systems, the agents, being autonomous, usually pursue individual
goals, but in some cases, these goals can be achieved with better performance or
higher benefits inside a cooperative environment with other agents, where the re-
sulting organisation can even offer new services through complementary abilities
combination. Virtual organisations (VOs or organisations for short from now on) are
temporary organisations of different partners that come together in response to or in
anticipation of new requests of complex services that require combined resources,
strengths and skills that no partner can fulfil by itself [1].

VOs’ life-cycle is often described as a three-phase life-cycle, which are forma-
tion, operation and dissolution. Usually, the dissolution should happen after the VO
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has fulfilled its objectives [2], but there are more causes to be considered for the
VO and other coalitions dissolution [3]. How the dissolution is managed could af-
fect on the overall environment where the VOs operate. VOs have costs related to
each of their life-cycle’s phases; during the formation phase, the task allocation,
the agent finding process for the VO and other activities lead to different types of
costs (time, computer cycles, money), a good management on when the dissolution
should happen could save formation-related costs by reusing existing VO for new
services requests.

The next section will overview the dissolution causes. Then a platform oriented
to test and evaluate how the VO dissolution can affect on the other phases of their
life-cycle and the overall performance is presented, at the following section an ex-
periment using this platform regarding one dissolution cause is presented. Then con-
clusions and future work are described.

2 Dissolution Causes

Besides the fulfillment, there are other dissolution causes that should be considered.
In [4], 7 different dissolution causes are listed, classified in the causes that once
identified dissolve the organisation, and the causes that once identified allows the
organisation to continue operating waiting for the VO members’ confirmation for
the dissolution, these classifications are named as sufficient and necessary causes,
as the last ones are necessary for the dissolution but not sufficient.

VO operate in environments where services requests and available services vary
dynamically over time [5], in where during the VO formation services providers are
assigned depending on the emerging requirements. Sometimes, during its operation
VOs may be under-performing and should be modified and in some cases after their
goals fulfillment, similar services requests could be satisfied by the already created
VO by reassigning its members, these reconfiguration actions are part of an addi-
tional phase during the operation (evolution) in the VO life-cycle [6]. This is why
some causes shouldn’t necessarily dissolve the VO but allow them to reconfigure
themselves.

As hinted before, when a VO has fulfilled its objectives, it doesn’t have to dis-
solve (as it is not a sufficient cause). In case the VO continues existing, it can satisfy
new services requests in a dynamic environment if the new services requests match
the services provided by the VO. The main and most obvious drawback of this ap-
proach is that if a VO continues indefinitely, it looses its dynamic property, and
the services providers (the VO members) remain attached to the VO making more
difficult to create new ones when needed.

Sufficient causes, once identified, are sufficient for the automatic dissolution of
the VO. Necessary causes are necessary, but not sufficient. For being sufficient, the
the partners’ agreement to dissolve the VO is needed. In other words, the partners
have to take actions to prevent the dissolution. The dissolution causes are described
in [4].
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2.1 Virtual Organisation and Coalition Dissolution Test Platform

In order to evaluate how the different dissolution causes can affect on the VOs and
their overall performance, the Virtual Organisation and Coalition Dissolution Test
Platform (VOCODIT) is currently in development. The main goal is to provide an
environment where different services requests (containing a different services com-
bination) emerge and autonomous agents that offer services create coalitions for at-
tending them. As it is a platform for evaluate the dissolution, the formation process
is simplified and any type of negotiation is avoided.

VOCODIT is being developed using the Repast Simphony agent-based modeling
toolkit (available at http://repast.sourceforge.net/) that includes built-in results log-
ging and graphing tools as well as automated connections to a variety of optional
external tools. VOCODIT is written in Java.

The performance criteria used will be based on cost, quality and time for each
attended service, which usually are the parameters used for operational efficiency
and as services attributes in VOs scenarios [7] and [8].

2.2 Services Requests

In the environment, a limited number of different services can be requested and
performed. Each service have an average cost for each work time unit (e.g. minutes,
seconds, etc), so:

S = 〈SID,C〉 (1)

Where

• SID is the unique identifier for the service.
• C is the average cost per work unit to provide the service.

Periodically services requests are created, containing a random number of differ-
ent services whose quantity is between 2 and the total different services that exist.
Each service request is made up by a combination of different services, which each
one of them require a specific amount of work units for this service request.

SR = {〈S1,W1〉 ,〈S2,W2〉 , ...,〈Sn,Wn〉} (2)

Where

• Si is a service.
• Wi is the required amount of work units for the service Si.
• n is a number between 2 and the maximum number of services that exist in the

environment.

At each timestep, a random number of services requests are created, with an
average of T , which varies depending on the experiment.
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2.3 Agents

The agents in the platform can provide only one service, so for attending the services
requests, it is needed more than one agent. Each one of them have a fixed amount
of workload available for each timestep, and they provide the service with a given
quality and price. This way, there are agents that provide services better than others
in terms of quality and cost. The cost they provide a service is the average cost of
the service plus a random value from a normal distribution:

PCa,s = Cs + N (3)

Where

• PCa,s is the associated cost for an agent a when providing the service s.
• Cs is the average cost per work unit to provide the service, taken from equation

1.
• N is a random number taken from a normal distribution with average 0, and

variance 0,5.

This way, each agent A is defined by:

A = 〈AID,W,S,PC,Q〉 (4)

Where:

• AID is the unique identifier of the agent.
• W is the total workload by timestep that the agent can perform.
• S is the service that the agent can attend.
• CP is the agent’s associated cost when providing the service S, (first calculated

in equation 3).

2.4 Virtual Organisations

As each agent can only provide one unique service, in order to attend the services
requests, they have to create organisations. The formation phase is simplified, se-
lecting random agents for the service request.

Once an organisation is created, the system assigns a cost based on the number
of agents that join the organisation.

CF = A∗ I (5)

Where:

• CF is the organisation’s formation cost.
• A is the total number of agents in the organisation.
• I is the individual cost for adding an agent to the organisation.
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In future VOCODIT releases, the formation phase will use information taken
from dissolution reports as explained in [4], so it will use a trust measure depending
on the performance (quality, price and time) on past VOs.

During the formation process, a contract detailing the commitment for each agent
towards the organisation is created. The contract structure is inspired by the con-
tract’s cooperation effort outlined in [9]. Each organisation has a cooperation effort
detailing the commitment for each one of its members.

CoopE f f = {〈Ai,WLi〉} (6)

WLi = 〈MinQt,MaxQt,Freq,CP〉 (7)

Where:

• CoopE f f represents de cooperation effort inside the organisation for each
agent Ai.

• WLi is the workload that the agent Ai is willing to perform.
• MinQt and MaxQt is minimum and maximum workload commited, the agent

will perform between these values.
• Freq is the frequency that the agent will perform, specified in timesteps. So each

timestep, the agent will perform at most MaxQt/Freq.
• CP is the cost associated to the workload (from equation 4). So each timestep,

the agent will spend at most (MaxQt/Freq)∗CP.

At each timestep, the agents can perform a maximum of W units of workload
(tagen from equationeq:agents), so when requested for joining a new organisation,
the agent first checks its availability to join or not.

In case that a VO can be reused, the system first checks if there are organisations
available to attend the service request instead of creating a new one.

When an organisation is being reused, its cooperation effort is changed accord-
ingly to the new assigned service request. For considering that an organisation can
attend a new service request, first the platform checks if the services that the organ-
isation can attend matches the services that are part of the service request, then the
system checks the organisation members workload availability.

A service request can only be attended by one organisation. If an organisation is
dissolved, the unfulfilled services requests can then be attended by another organi-
sation.

2.5 Dissolution

VOCODIT is still in development, but currently supports two dissolution causes:
Fulfillment and Inactivity. After the dissolution, the organisation stores a report,
specifying the dissolution cause, the organisation’s members, the creation and dis-
solution time (which timestep), the total costs, the assigned services requests and
the average quality each service has been attended. Future development expects to
add additional data in the dissolution report.
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• Fulfillment: Each timestep, each organisation checks the status of the services
requests it has assigned. If all the services contained in the services request are
fulfilled (this is, that all the required workload has been done), then the fulfillment
dissolution cause is identified.

• Inactivity: VOCODIT monitors the activity in the environment. How many ser-
vices requests are created, when are created, how many of these are without an
organisation, how many organisations, etc. Also the organisations report to the
monitor when one of their members has performed a workload amount, indi-
cating that the organisation is active and providing services. The monitor tracks
when was the last time each organisation has reported activity.

There are different normative layers related to the organisations activities, at the
higher level there are the norms that govern all organisations in the environment, and
the norms that are specific for each organisation, here represented (in a simplified
version) by the cooperation effort from equation 7. The higher level norms, named
institutional norms inspired from [10] as they are common for the whole electronic
institution the organisations operate in, may contain some parameters that among
other goals, give support to the dissolution [4]. One of these parameters is the time
of inactivity for the dissolution; once the time of inactivity has reached this value,
the inactivity dissolution cause is identified.

3 Inactivity and Fulfillment, Experiments and Results

In order to evaluate how the inactivity dissolution cause affects in the overall per-
formance, three experiments have been performed using the VOCODIT platform.
The results presented here are preliminary and it is expected to run further experi-
mentation regarding inactivity and other dissolution causes in the future. The three
experiments have in common:

• 10 different services can be part of a service request.
• 100 agents available.
• 100 units of workload available for each agent for timestep.
• the agents agree to perform a minimum of 50 workload units per timestep, and a

100 as maximum.
• 1 average service request per timestep.
• a random value between 200 and 800 of workload required for the services in the

services requests (so an agent could fulfill a service in between 2 and 8 timesteps
if it assigns all its resources to the organisation).

The experiments differ on when the VOs dissolve:

1. Fulfillment dissolution cause: If the organisation has fulfilled its objectives, it
dissolves.

2. Inactivity and fulfillment dissolution cause: If the organisation has fulfilled its
objectives, and it has been inactive for a specific period of time (20 timesteps,
time for an average of 20 new services requests), it dissolves.
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Fig. 1 The total number of Services Requests without a VO per timestep

3. Inactivity (dynamic) and fulfillment dissolution cause: Like the experiment
above, but dynamically varying the required time of inactivity for keeping the
unattended services requests below a maximum value.

For evaluate the performance, the number of services requests without organisa-
tion (or pending service requests to be fulfilled) will be measured, which is the total
number of services requests that are not being attended by any organisation. The
results can be seen in fig 1.

Experiment 2 shows that not dissolving the VOs could lead to an significant
increase of pending services requests as the number of agents available to create
new organisations for the emerging service requests weren’t enough. Experiment 3
shows that it is possible to control the number of pending requests while old VOs
are reused instead of creating new ones when possible.

4 Conclusions and Future Work

After defining the dissolution causes, current work is focused on the VOCODIT1

development, a simple platform for evaluating how the dissolution can affect vir-
tual organisations and for future dissolution-related experiments. Some preliminary
results regarding the inactivity dissolution cause have been presented.

The dissolution can affect all the other phases in the virtual organisation life-
cycle, as an early dissolution could prevent to reuse a virtual organisation for future
requests, or an inefficient organisation should be dissolved even if it hasn’t fulfilled
its objectives in order to free its resources for new better organisations. Future work
will focus on improve the VOCODIT platform, adding more features to the organi-
sations and the agents, such as the ability to dynamically reconfigure the organisa-
tions allowing to add or remove agents, a voting system for the dissolution, trust and
reputation based on dissolution reports and the other dissolution causes support. It
is expected then, to run new experiments while the platform continues to improve.
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Cloud Computing in Bioinformatics 

Javier Bajo, Carolina Zato, Fernando de la Prieta, Ana de Luis, and Dante Tapia1 

Abstract. Cloud Computing presents a new approach to allow the development of 
dynamic, distributed and highly scalable software. For this purpose, Cloud Com-
puting offers services, software and computing infrastructure independently 
through the network. To achieve a system that supports these characteristics,  Ser-
vice-Oriented Architectures (SOA) and agent frameworks exist which provide 
tools for developing distributed and multi-agent systems that can be used for the 
establishment of Cloud Computing environments. This paper presents a CISM@ 
(Cloud computing Integrated into Service-oriented Multi-Agent) architecture set 
on top of the platforms and frameworks by adding new layers for integrating a 
SOA and Cloud Computing approach and facilitating the distribution and man-
agement of functionalities. CISM@ has been applied to the real case study con-
sisting of the analysis of microarray data and has allowed the efficient manage-
ment of the allocation of resources to the different system agents.  

Keywords: Cloud Computing, SOA, Bioinformatics, Microarray, Multi-Agent 
Architecture. 

1   Introduction 

One of the recent developments in terms of Web Architectures referred to is de-
noted by the term Cloud Computing [17]. This new architectural concept offers 
different advantages with respect to preceding architectures as it has the capacity 
to offer the same level of traditional services, from complete software packages to 
infrastructural hardware. They are dynamic, distributed and scalable systems that 
provide different services on demand. These types of software usually require the 
creation of increasingly complex and flexible applications, so there is a trend to-
ward reusing resources and sharing compatible platforms or architectures. In some 
cases, applications require similar functionalities already implemented into other 
systems, which are not always compatible. Microarray Data Analysis [0][1] con-
sists of the expression study of different levels of expression in different genes. 
For this, statistical techniques which are widely used in various fields are carried 
out so that the functionality is largely reusable.  
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It is necessary to develop innovative solutions that integrate different approaches 
in order to create flexible and adaptable systems, especially for achieving higher 
levels of reutilization of developed algorithms with independence from the archi-
tecture used. It is therefore necessary to develop new functional architectures capa-
ble of providing adaptable and compatible frameworks and allowing access to  
services and applications regardless of time and location restrictions. There are 
Service-Oriented Architectures (SOA) and agent frameworks [3] [4] [5], which 
provide tools for developing distributed systems and multi-agent systems [6] [7] [8] 
that can be used for the establishment of cloud computing environments. However, 
these tools do not solve the development requirements of these systems by  
themselves. 

The main purpose of this research is to design CISM@ (Cloud Computing  
Integrated on Service-oriented Multi-Agent) architecture with several features ca-
pable of being executed in dynamic and distributed environments to provide inter-
operability in a standard framework. These features can be implemented in  
devices with limited storage and processing capabilities. CISM@ architecture is 
set on top of the platforms and frameworks by adding new layers for integrating a 
SOA and Cloud Computing approach and facilitating the distribution and man-
agement of functionalities. A distributed agent-based architecture provides more 
flexible ways to move functions to where actions are needed. Additionally, the 
programming effort is reduced because it is only necessary to specify global ob-
jectives so that agents cooperate in solving problems and reaching specific goals, 
thus giving the systems the ability to generate knowledge and experience.  

CISM@ has been applied in the analysis of microarray data. CISM@ integrates 
intelligent agents with a service-oriented philosophy that allows analysis of mi-
croarray data through the integration of different services in CISM@ and for the 
expression analysis of different genetic characteristics. An expression analysis 
consists of three stages: normalization and filtering; clustering and classification; 
and extraction of knowledge. The context that provides a Cloud Computing-based 
architecture is ideal for the treatment and analysis of bioinformatics data. It allows 
the exchange of great quantities of data, covers the required computational needs 
at the execution time of different algorithms on the aforementioned data and pro-
vides an adequate software environment for the display and study of the results 
obtained.  

In the next section, the problem of microarray analysis is briefly explained. The 
specific characteristics and the agent-based architecture will be described in sec-
tion 3. Finally, section 4 will present the results and the conclusions obtained. 

2   Microarray Analysis 

The use of microarrays, and more specifically expression arrays, enables the analy-
sis of different sequences of oligonucleotides [0][1][0]. Microarrays have become 
an essential tool in genomic research, making it possible to investigate global gene 
expression in all aspects of human disease. [8]. Microarray technology is based on 
a database of gene fragments called ESTs (Expressed Sequence Tags), which are 
used to measure target abundance using the scanned fluorescence intensities from 
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tagged molecules hybridized to ESTs [10]. Specifically, the HG U133 plus 2.0 [9] 
are chips used for expression analysis. These chips analyze the expression level of 
over 47,000 transcripts and variants, including 38,500 well-characterized human 
genes. It is comprised of more than 54,000 probe sets and 1,300,000 distinct oli-
gonucleotide features. The HG U133 plus 2.0 provides multiple, independent 
measurements for each transcript.   

Simply put a microarray is an array of probes that contains genetic material 
with a predetermined sequence. These sequences are hybridized with the genetic 
material of patients, thus allowing the detection of genetic mutations through the 
analysis of the presence or absence of certain sequences of genetic material. The 
analysis of expression arrays is called expression analysis. An expression analysis 
basically consists of three stages: normalization and filtering; clustering and clas-
sification; and extraction of knowledge. These stages are carried out from the lu-
minescence values found in the probes.  

3   CISM@ Architecture 

CISM@ is a novel architecture which integrates a Cloud Computing approach with 
SOA and intelligent agents for building a system that needs be dynamic, flexible, 
robust, adaptable to changes in context, scalable and easy to use and maintain. The 
architecture proposes a new and easier method to develop distributed intelligent 
systems, where cloud services can communicate in a distributed way with intelli-
gent agents, even from mobile devices, independent of time and location restric-
tions. The functionalities of the systems are not integrated into the structure of the 
agents; they are modeled as distributed services and applications that are invoked 
by the agents acting as controllers and coordinators. Another important functional-
ity is that, thanks to the agents’ capabilities, the systems developed can make use of 
reasoning mechanisms to handle cloud services according to context characteris-
tics, which can change dynamically over time.  

CISM@ is based on agents because of their characteristics (autonomy, reason-
ing, reactivity, pro-activity, mobility and organization), which allow them to cover 
several needs for highly dynamic environments, especially ubiquitous communi-
cation and computing and adaptable interfaces. CISM@ combines a cloud com-
puting approach built on top of Web Services and intelligent agents to obtain an 
innovative architecture, facilitating high levels of human-system-environment in-
teraction. It also provides an advanced flexibility and customization to easily add, 
modify or remove services on demand. The main goal in CISM@ is not only to 
distribute services, but also to promote a new way of developing highly dynamic 
systems focusing on ubiquity and simplicity. It provides the systems with a higher 
ability to recover from errors and a better flexibility to change their behavior at 
execution time.  

CISM@ is set on top of existing agent frameworks by adding new layers to in-
tegrate a cloud computing approach and facilitate the provision and management 
of services at two different levels, Software as a Service (Seas) and Platform as a 
Service (Peas) [12]. Therefore, the CISM@ framework has been modeled follow-
ing the Cloud Computing model based on SOA, but has added the applications 



150 J. Bajo et al.
 

block which represents the interaction with users. These blocks provide all the 
functionalities of the architecture. CISM@ adds new features to common agent 
frameworks, such as OAA, RETSINA and JADE and improves the services pro-
vided by these previous architectures. These aforementioned architectures have 
limited communication abilities. 

As can be seen in Figure 1, CISM@ defines four basic blocks: 

1. PaaS (Platform as a Service). This involves all the custom applications that 
can be used to take advantage of the system functionalities. Applications are 
dynamic and adaptable to context, reacting differently according to the particu-
lar situation. They can be executed locally or remotely, even on mobile devices 
with limited processing capabilities, because computing tasks are largely dele-
gated to the agents and services. 

2. Agent Platform. This is the core of CISM@. The set of agents contains agents 
predefined by the CISM@ architecture and virtual organisation for massive 
data analysis. The virtual organisation of the agents is established in function 
of the case studies, so that for the case of microarray data analysis an organisa-
tion that simulates the behaviour of laboratory personnel is generated. 

3. SaaS (Software as a Service). These represent the activities that the architec-
ture offers. Services are designed to be invoked locally or remotely and they 
can be organized as local services, Web Services, Cloud services, or even as 
individual stand-alone services. Services can make use of other services to pro-
vide the functionalities that users require. CISM@ has a flexible and scalable 
directory of services, so they can be invoked, modified, added, or eliminated 
dynamically and on demand. As well as the Agent Platform it includes the ser-
vices of the specific case study.  

4. Communication Protocol. This allows applications and services to communi-
cate directly with the agent platform. The protocol is completely open and  
independent of any programming language, facilitating ubiquitous communica-
tion capabilities. This protocol is based on SOAP specification to capture all 
messages between the platform and the services and applications [13]. All ex-
ternal communications follow the same protocol, while the communication 
amongst agents in the platform follows the FIPA Agent Communication Lan-
guage (ACL) specification.  

One of the advantages of CISMA@ is that the users can access the system 
through distributed applications, which run on different types of devices and inter-
faces. The agents in the platform handle all requests and responses. The agents 
analyze all requests and invoke the specified services either locally or remotely. 
Services process the requests and execute the specified tasks. Then, the services 
send back a response with the result of the specific task. 

The Web Services Architecture model uses an external directory, known as 
UDDI (Universal Description, Discovery and Integration), to list all available ser-
vices. Each service must send a WSDL (Web Services Description Language) file 
to the UDDI to be added to the directory. Applications consult the UDDI to find a 
specific service. These services are grouped in accordance with their functionality, 
to facilitate their selection. However, CISM@ does not include a service discovery  
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Fig. 1 Cism@ Architecture 

mechanism, so applications must use only the services listed in the platform. In 
addition, all communication is handled by the platform, so there is no way for di-
rect interaction between applications and services. Moreover, the platform makes 
use of deliberative agents to select the optimal option to perform a task, so users 
do not need to find and specify the service to be invoked by the application. These 
features have been introduced in CISM@ to create a secure communication be-
tween applications and services.  

CISM@ is a modular multi-agent architecture, where services and applications 
are managed and controlled by deliberative BDI agents. There are different kinds 
of agents in the architecture, each one with specific roles, capabilities and charac-
teristics. This fact facilitates the flexibility of the architecture when incorporating 
new agents. However, there are pre-defined agents, which provide the basic func-
tionalities of the architecture.  

The pre-defined CISM@ agents are described next: 

1. PaaS Agent. This agent is responsible for all communications between appli-
cations and the agent platform. It manages incoming requests from the applica-
tions to be processed by services. It also manages responses from services (via 
the platform) to applications.  

2. SaaS Agent. This agent is responsible for all communications between ser-
vices and the agent platform. The functionalities are similar to PaaS Agent but 
the other way around.  All messages are sent to the Security Agent for their 
structure and syntax to be analyzed. This agent also periodically checks the 
status of all services to know if they are idle, busy, or crashed. The analysis of 
messages is carried out through the use of previously implemented services.  
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3. ServiceDir Agent. This agent manages the list of services that can be used by 
the system. For security reasons, the list of services is static and can only be 
modified manually; however, services can be added, erased or modified dy-
namically. 

4. Control Agent. This agent supervises the correct functioning of other agents in 
the system.  

5. Security Agent. This agent analyzes the structure and syntax of all incoming 
and outgoing XML messages. 

6. Manager Agent. The Manager Agent decides which service must be called by 
taking into account the QoS and users’ preferences. Users can explicitly invoke 
a service, or can let the Manager Agent decide which service is best suited to 
accomplishing the requested task. 

7. Interface Agent. This kind of agent was designed to be embedded in users’ 
applications. Interface agents communicate directly with the agents in 
CISM@. These agents must be simple enough to allow them to be executed on 
mobile devices, such as cell phones or PDAs. All high demand processes must 
be delegated to services. 

CISM@ is an open architecture that allows developers to modify the structure 
of the aforementioned agents. Developers can add new agent types or extend the 
existing ones to conform to their projects needs. However, most of the agents’ 
functionalities should be modeled as services, releasing them from tasks that could 
be performed by services.  

4   CISM@ Architecture in Expression Analysis 

CISM@ Architecture has been adapted to the analysis of microarray expression, 
since it has been necessary to include agents that simulate the behaviour of a labora-
tory and the necessary services in the Agent Platform in order to carry out analysis.  

As well as the predefined agents, the Agent Platform includes agents that simu-
late the roles associated with the case study. Figure 1 shows two types of agent 
layers:  

• Organization. The organization agents run on the user devices or on servers. 
The agents installed on the user devices create a bridge between the devices and 
the system agents which perform data analysis. The agents installed on servers 
will be responsible for conducting the analysis of information following the 
CBP-BDI [16] reasoning model. The agents from the organizational layer 
should be initially configured for the different types of analysis that will be per-
formed. Because these analyses vary according to the available information and 
the search results, it is imperative to establish a previous workflow configura-
tion at the analysis layer. 

• Analysis. The agents in the analysis layer are responsible for selecting the  
configuration and the flow of services best suited to the problem that needs  
to be solved. They communicate with Web services to generate results. The 
agents of this layer follow the CBP-BDI [16] reasoning model. The workflow 
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and configuration of the services to be used are selected with a Bayesian net-
work and graphs, using information that corresponds to previously executed 
plans. The agents at this layer are highly adaptable to the case study to which 
they are applied. Specifically, the microarray case study includes the required 
agents to carry out expression analysis. 

On the other hand, the services necessary to carry out expression analysis must 
be implemented within SaaS (Software as a Service) [0][1]. These services are 
those used by agents from the analysis layer to carry out data analysis.  

• Pre-processing Service. This service implements the RMA (Robust Multi-
array Average) algorithm which is frequently used for pre-processing Affy-
metrix microarray data. 

• Filtering Service. The filtering service eliminates variables that do not allow 
classification of patients by reducing the dimensionality of the data. Three ser-
vices are used for filtering: Variability, Uniform Distribution and Correlations. 

• Clustering Service. It addresses both clustering and association of a new indi-
vidual to the most appropriate group. The services included in this layer are: the 
ESOINN neural network. Additional services for clustering in this layer are the 
Partition around medoids (PAM) and demdrograms. 

• Knowledge Extraction. The knowledge extraction technique applied has been 
the CART (Classification and Regression Tree) [13] algorithm and C 4.5 [14]. 

As shown in Figure 1, the agents from the different layers interact to generate 
the plan for the final analysis of data. The different system agents are distributed 
according to the layers and the connections that each type of agent can make with 
the other types of system agents and services. For example, in order to carry out 
its task, the Diagnosis agent at the organizational layer uses a specific sequence to 
select agents from the analysis layer. In turn, the analysis layer agents select the 
services that are necessary to carry out the data study: the filtering agent at the 
analysis layer selects, from the services and workflow available, those that are 
most suitable for the data.  

The agents at the organizational layer are CBP-BDI agents with the ability to 
generate plans automatically based on previously existing plans in the system. 
Each of the CBP-BDI agents handles its own case memory in which it stores past 
experiences related to the specific tasks assigned to the agent. As a result, each 
CBP-BDI agent manages its own case memory, which is updated each time a 
global plan is carried out. 

5   Conclusions 

CISM@ facilitates the development of dynamic and intelligent multi-agent sys-
tems. Its model is based on a Cloud Computing approach where functionalities are 
implemented using Web Services. The architecture proposes an alternative where 
agents act as controllers and coordinators. CISM@ takes advantage of the agents’ 
characteristics to provide a robust, flexible, modular and adaptable solution  
that can cover most requirements of a wide diversity of distributed systems. All 
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functionalities, including those of the agents, are modelled as distributed services 
and applications allowing the decoupling of functionality of agents, which con-
tributes better system integrity with regard to failure of the agents. The decoupling 
of functionality also gives the system greater reutilization and adaptation to new 
information processing.  

One of the objectives of the research activity was testing the application of 
Cloud Computing and Cloud services to systems and platforms oriented to the 
analysis of large volumes of information. The architecture has enabled the quick 
and efficient integration of a case study and made the inclusion of new case stud-
ies possible with a simple rearrangement of the Agent Platform, based on the 
needs of the problem and the definition of new services where necessary.  

As a conclusion we can say that although CISM@ is still under development, 
preliminary results demonstrate that it is adequate for building complex systems 
and taking advantage of composite services. However, services can be any func-
tionality (mechanisms, algorithms, routines, etc.) designed and deployed by de-
velopers. CISM@ has laid the groundwork to boost and optimize the development 
of future projects and systems that combine the flexibility of a Cloud Computing 
approach with the intelligence provided by agents. CISM@ makes it easier for de-
velopers to integrate independent services and applications because they are not 
restricted to programming languages supported by the agent frameworks used (e.g. 
JADE, OAA, RETSINA). The distributed approach of CISM@ optimizes usabil-
ity and performance because it can obtain lighter agents by modelling the systems’ 
functionalities as independent services and applications outside of the agents’ 
structure, thus these may be used in other developments. 
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A Support Vector Regression Approach to 
Predict Carbon Dioxide Exchange 

Juan F. De Paz, Belén Pérez, Angélica González, Emilio Corchado,  
and Juan M. Corchado1 

Abstract. In this study, a new monitoring system for carbon dioxide exchange is 
presented. The mission of the intelligent environment presented in this work, is to 
globally monitor the interaction between the ocean’s surface and the atmosphere, 
facilitating the work of oceanographers. This paper proposes a hybrid intelligent 
system integrates case-based reasoning (CBR) and support vector regression 
(SVR) characterised for their efficiency for data processing and knowledge extrac-
tion. Results have demonstrated that the system accurately predicts the evolution 
of the carbon dioxide exchange. 

Keywords: Carbon dioxide, Support Vector Regression, Case-based Reasoning. 

1   Introduction 

One of the factors of greatest concern in climactic behaviour is the quantity of 
carbon dioxide (CO2) present in the atmosphere. Carbon dioxide is one of the 
greenhouse gases that helps to make the earth’s temperature habitable, so long it 
maintains certain levels [6]. Traditionally, it has been considered that the main 
system regulating carbon dioxide in the atmosphere is the photosynthesis and 
respiration of plants. However, thanks to tele-detection techniques it has been 
shown that the ocean plays a highly important role in the regulation of carbon 
quantities, the full significance of which still needs to be determined [7]. Current 
technology allows us to obtain data and make calculations that were unimaginable 
some time ago. This data gives us an insight into carbon dioxide’s original source, 
it’s decrease and the causes for this decrease [1], which allow predictions on it’s 
behaviour in the future. 

This paper proposes a hybrid intelligent system that integrates case-based rea-
soning (CBR) and support vector regression (SVR) characterised for their effi-
ciency for data processing and knowledge extraction. CBR is a type of reasoning 
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that uses past experiences to resolve new problems, and is very appropriate for use 
in scenarios where adaptation and learning abilities are necessary. In order to 
acquire intelligent behaviours, it is necessary to provide the systems with learning 
capabilities. One of the possibilities is learning from past experiences, which can 
facilitate cognitive knowledge. CBR systems are aimed at providing learning and 
adaptation capacities [3, 8, 9, 10]. The use of past experiences allows these sys-
tems to resolve new problems [8, 11]. SVR is a variation of support vector ma-
chines, able to provide regression models for non-linear datasets. The combination 
of CBR and SVR provides an added value to the prediction of the CO2 exchange. 
This proposal is a step in this direction and the first step toward the development 
of predictive models based on non-linear data. The model presented within this 
work provides great capacities for learning and adaptation to the characteristics of 
the problem in consideration by using novel algorithms in each of the stages of the 
CBR cycle that can be easily configured and combined. It also provides results 
that notably improve those provided by the existing methods for CO2 analysis. 

Section 2 presents the problem that motivates this research. Then, in Section 3 
the related work is presented. Section 4 describes the approach proposed in this 
research. Finally, in section 5 some preliminary results and the conclusions will be 
presented. 

2   Carbon Dioxide Exchange  

The oceans contain approximately 50 times more CO2 in dissolved forms than the 
atmosphere, while the land biosphere including the biota and soil carbon contains 
about 3 times as much carbon (in CO2 form) as the atmosphere [7]. The CO2 
concentration in the atmosphere is governed primarily by the exchange of CO2 
with these two dynamic reservoirs. Since the beginning of the industrial era, about 
2000 billion tons of carbon have been released into the atmosphere as CO2 from 
various industrial sources including fossil fuel combustion and cement production. 
It is important, therefore, to fully understand the nature of the physical, chemical 
and biological processes, which govern the oceanic sink/source conditions for 
atmospheric CO2 [7, 4]. 

The need to quantify the carbon dioxide valence, and the exchange rate be-
tween the oceanic water surface and the atmosphere, has motivated us to develop 
the distributed system, presented here, that incorporates a CBR model capable of 
estimating such values using accumulated knowledge and updated information. 
The CBR model receives data from satellites, oceanographic databases and ocea-
nic and commercial vessels. The case-based reasoning system incorporated is able 
to optimize tasks such as the interpretation of images using various strategies [5]. 
The information received is composed of satellite images of the ocean’s surface, 
wind direction and strength, and other parameters such as water temperature, sa-
linity and fluorescence. An improvement of the forecasting methods presented in 
[0, 1, 2] is incorporated in the CBR model presented in this paper. 

It is possible to find different systems in literature aimed at predicting C02 ex-
change rates [15, 16, 1]. These works propose an approach based on obtaining 
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regression models that are generated manually by experts. The works presented in 
[15, 16] focus on the variation of the exchange of CO2 produced during the day 
and during the night, while the work presented in [1] prioritizes the difference of 
pressures that exists between the ocean surface and the air. The regression models 
proposed in these works have, in general, a high level of complexity and some-
times require the incorporation of new variables once the model has been generat-
ed, which means recalculating the equations of the model. In this sense, the esti-
mation of the CO2 exchange rate obtained by means of manual models presents 
deficiencies when working in dynamic environments, where the system needs to 
automatically adapt itself to the changes that occur in it’s surroundings and evolve 
over time. 

3   Support Vector Regression 

SVR comes from Support Vector Machine (SVM) and is specialized in obtaining 
regression models by means of a change in the dimensionality of the data. SVM is 
a supervised learning technique that is applied to the classification and regression 
of different elements. SVM facilitates working with data that cannot be adjusted to 
linear models [12], initially conceived to obtain classifications in linear separable 
problems, by means of finding a hyperplan able to separate the elements of a set. 
One of the advantages of SVM is that it also allows separation of non-linear data. 
To obtain non-linear separation, SVM performs a mapping of the initial data into a 
high dimensionality space, where the data can be linearly separable using specific 
functions. Given that the dimensionality of the new space can be very high, most 
of the time it is not viable to use hyperplans to obtain linear separation. As a solu-
tion, non-linear functions called kernels are used. SVR is a variation of SVM to 
generate regressions [12, 13, 14]. The aim is to adjust the data. As in the case of 
SVM there is a mapping of the input data into a high dimensionality space. In this 
new space the regression can be carried out without the initial limitations. Equa-
tion (1) shows the linear regression obtained by means of gj(x) functions that 
transform the input vectors from their initial coordinates to a high dimensionality 
space. 

(1) 

4   System Description 

The model proposed in this paper presents a case-based reasoning systems, which 
models the air-sea CO2 exchange rate. The CBR system has two aims. The first 
one is to generate models which are capable of predicting the atmospheric/oceanic 
interaction in a particular area of the ocean in advance. The second one is to per-
mit the use of such models. 
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Moreover, the reasoning cycle is one of the activities carried out by the system. 
We can see how the reasoning cycle of a case-based reasoning system is included 
among the activities, composed of stages of retrieval, reuse, revise and retain. 
Also, an additional stage that introduces expert’s knowledge is used.  

 
Fig. 1 Internal structure of CBR-System 

Figure 1 shows the internal structure of the proposed CBR. Problem descrip-
tion (initial state) and solution (situation when final state is achieved) are 
represented as a set of values related to the oceanic and atmospheric status, the 
final state is the solution achieved for the problem (the predicted flux of CO2), 
and the sequences of actions are the steps carried out in each of the stages of the 
CBR cycle. The structure of a case for the CO2 exchange problem can be seen in 
Table 1. Table 1 shows the description of a case: DATE, LAT, LONG, SST, S, 
WS, WD, Fluo_calibrated, SW pCO2 and Air pCO2. Flux of CO2 is the value to 
be identified.  DATE represents the date of the case, LAT represents the latitude 
of the location where the data has been obtained and LONG, the longitude in de-
cimal degrees. SST represents the temperature of the ocean and S, the salinity. WS 
is the wind strength and WD is the wind direction. Fluo_calibrated represents the 
fluorescence calibrated with chlorophyll. 

4.1   Retrieve 

The prediction for the CO2 exchange rate is obtained from the parameters shown 
in Table 1. The prediction is carried out taking into consideration different regions  
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Table 1 Case Attributes. 

Case Field Measurement 
DATE Date (dd/mm/yyyy) 
LAT Latitude (decimal degrees) 
LONG Longitude (decimal degrees) 
SST Temperature (ºC) 
S Salinity (unitless) 
WS Wind strength (m/s) 
WD Wind direction (unitless) 
Fluo_calibrated Fluorescence calibrated with chlorophyll 
SW pCO2 Surface partial pressure of CO2 (micro Atmospheres) 
Air pCO2 Air partial pressure of CO2 (micro Atmospheres) 
Flux of CO2 CO2 exchange flux (Moles/m2) 

of the Atlantic Ocean and, in order to obtain an effective prediction, the system 
needs to recover the appropriated past experiences. That is, those cases that con-
tain problem descriptions for similar latitudes and longitudes. In order to establish 
this first filter in the retrieve stage, the oceanic region taken into consideration for 
this study was divided into grids of 10º for the latitudes and longitudes. The pre-
dictions and estimations are provided for the complete grid as a set. Once a region 
has been selected, the selection of the most similar case study is performed ac-
cording to the cosine distance applied to the following set of variables SST, S, 
WS, WD, Fluo_calibrated, and Air pCO2. The cosine distance is used to avoid 
data normalization and corresponding problems with the data units. 

4.2   Reuse 

Once the most similar cases have been retrieved, the regression model is gener-
ated. As indicated in Section 4, the technique that will be used to create the regres-
sion model is  Support Vector Regression (SVR). The input vector x represents a 
dataset with the structure presented in Table 1. The input vector can be repre-
sented as x=( DATE, LAT, LONG, SST, S, WS, WD, Fluo_calibrated, SW pCO2 
and Air pCO2). The regression is obtained making use of all the vectors provided 
by the most similar cases retrieved in the previous stage of the CBR cycle, and the 
SVR is calculated following the algorithm presented in Section 4. The regression 
model is used to estimate the swap of the new case, which is used to generate the 
prediction value. 

4.3   Revise 

This phase is performed in an automatic fashion, and takes into account the error 
rate provided by the SVM. The error rate is calculated from the previous existing 
data using the coefficient of variation, in such a way that if the value obtained  
is minor than a pre-fixed value, then the prediction can be considered as success-
ful. It is necessary to take into account that once the real data are obtained, the 
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predicted exchange values are eliminated. The estimated values are only used to 
obtain prediction models under different conditions. 

Moreover, during the revision stage an equation (F) is used to validate the pro-
posed solution p*. 

 
(2) 

Where: F: is the flux of and k: is the gas transfer velocity. Then 

(3) 

5   Results and Conclusions 

In order to make evident the need to carry out a separation of the data in latitudes 
and longitudes, Figure 2 shows the results obtained after calculating the predic-
tions using SVR with a dataset of 365 cases distributed in a homogeneous manner 
along the North Atlantic Ocean. The kernel function used for the experiments was 
polynomial and the loss function was -insensitive. The blue lines in Figure 2 
represent the real value of the data and the red lines represent the predicted values. 
As can be seen in Figure 2, the error rate obtained in this experiment is very high 
compared the error rate obtained in Figure 3. The numerical values represent the 
millions of Tonnes of carbon dioxide that have been absorbed (negative values) or 
generated (positive values) by the ocean during each of the three months.  

To evaluate the prediction capacities of the systems presented in this study, dif-
ferent tests were performed along the North Atlantic oceanic region with data 
obtained during 2009. In each of the tests, when a case containing the description 
of an oceanic area was introduced to the system, the most similar cases in the grid 
with the same latitude and longitude as the new case were taken into consideration 
 

 
Fig. 2 Prediction if previous similar cases are selected 
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Fig. 3 Comparison between the real values and the prediction values for the CO2  
exchange rate. 

to obtain the prediction. Figure 3 shows the results obtained from the experiment. 
The blue line represents the real value and the red line represents the predicted 
value. Moreover, Figure 3 shows the absolute error rate obtained for the predicted 
value (red line) provided by the SVR. The absolute error rate obtained was 31.43, 
with an error deviation of 39.63. The error percentage obtained was 2.5%. 

The absolute error rate obtained with the SVR has been compared to the error 
rate provided by alternative techniques, such as the multilayer perceptron and the 
oceanographers' manual models. Figure 3 shows the absolute error rate obtained 
for each of these predictions. The green line represents the error introduced in the 
system when the prediction is carried out using a multilayer perceptron. The mul-
tilayer perceptron used 27 neurons in the hidden layer and the final error percen-
tage obtained was 5.1%. Finally, the error rate introduced in the system when the 
manual models are considered was 6.7%. 

This study has presented a CBR intelligent system to predict and monitor the 
CO2 exchange rate in the North Atlantic Ocean. It applies a hybrid reasoning 
system specifically designed to analyze data from satellite images and vessels and 
predict potential CO2 fluxes in order to provide an innovative method for explor-
ing the CO2 exchange prediction process and extract knowledge. This knowledge 
helps human experts to understand the prediction process and to obtain conclu-
sions about the relevance of the situation of the oceanic environment. 
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The Knowledge Modeling for the Simulation of 
Competition on Plant Community Growth 

Fan Jing, Dong Tian-yang, Shen Ying, and Zhang Xin-pei1 

Abstract. Simulation of plant community growth has become a hotspot in virtual 
reality area. In order to improve the level of knowledge sharing and solve the 
problem that the simulation parameters are difficult to adjust, a novel approach is 
presented to simulate the plant community growth, which is knowledge modeling 
based on competition. After analysing the related botany and ecology knowledge, 
this paper presents two models: intra-species competition model and inter-species 
competition model. Ontology, as a formal description of the plant competition, is 
adopted to express these two models. In addition, these models are deployed to the 
knowledge query prototype system for plant growth and different tree species 
have been simulated to validate these models. 

Keywords: Knowledge modeling, Inter-species competition, Intra-species compe-
tition, Simulation of plant growth. 

1   Introduction 

In recent years, with the development of technology in computer graphics and vir-
tual reality, simulating the growth of plant community has become an attractive 
and challenging topic. Plant competition is an important factor to influence the 
composition and structure of plant community. Therefore, this paper combines the 
related knowledge of botany and ecology to make an abstract of plant competition, 
construct intra-species competition model and inter-species competition model 
and adopt ontology to express them. 

The purpose of modeling plant competition is to construct an abstract descrip-
tion, which is simple but can reflect the real competition in the physical world. 
The competition model can be used to simulate the plant growth and dynamic suc-
cession of plant community, and also provide a useful approach to reveal the 
mechanism of plant growth, which is to discover the growth rhythm of plant and 
predict structure changes of plant community. By now, there are two typical 
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methods of modeling plant competition: shape simulation modeling and ecological 
simulation modeling [1]. The former focuses on the reality degree of the simula-
tion. It mainly uses computer graphics techniques to show the plant’s competition 
[2, 3, and 4]. This approach is widely applied in education, entertainment, com-
puter-aided design and so on. The shortcoming of this method is involving a num-
ber of graphic rendering parameters, so the users need to debug these parameters 
repeatedly to obtain their desired results. The latter method focuses on the authen-
ticity of botany and ecology knowledge. It primarily uses traditional mathematical 
methods (such as mathematical statistics, non-linear function, partial differential 
equations and so on) [5] and artificial intelligence methods (such as knowledge 
base, artificial neural networks, fuzzy systems, genetic algorithm and so on) [6, 7] 
to construct the plants competition model. The shortcoming of the second method 
is that users may have some difficulty in understanding the method since it in-
volves a large number of professional terms, botany and ecology knowledge. This 
modeling method is mainly applied in agriculture and forestry research. 

This paper focuses on exploring the competition laws of plant community, and 
then the knowledge modeling method is used to build the plant competition mod-
els. In this paper, the professional terms and models are abstracted as knowledge 
models that are transparent to the users. These knowledge models can reflect the 
competition between plants directly, predict the structure of plant community in a 
particular environment in a few years, and provide evidences for the succession of 
plant community. Knowledge modeling based on competition is a method to com-
bine a lot of botany and ecology knowledge and lays the foundation for the simu-
lation of plant competition. 

2   Ontology Expression of Plant Community  

In the past ten years, the research on ontology has become much more related to 
information technology, such as the development of knowledge engineering. The 
common definition of ontology was proposed in 1993 by Gruber. Ontology is  
defined as a formal description of the concepts within a domain and relationships 
between these concepts [7]. The aim of ontology is to capture knowledge of the 
relevant field, provide the common understanding of knowledge in the field and 
identify the common recognized vocabularies and relationships between them. 
The ontology has become a hotspot in the area of knowledge modeling. 

This paper defines the formal description of the plant competition as follows: 
PO={PC，PAC

，PI，PX}，PC stands for the concept collection of plant 
community, PAC

 
represents the collection of attributes of the concepts in collec-

tion PC, PI is the instance collection of plant community, and PX is the axioms 
collection of the competition among plants. The four collections are illustrated in 
detail as follows.  

• Conception collection: It explains botany and ecology terms and defines the 
parameters for simulation. This paper uses class to express the collection. 
Plants competition knowledge could be classified according to different con-
ceptions. For example, plant competition class will be constituted of Intra-
species competition class and Inter- species competition class. 
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• Attribute collection: It mainly describes the characteristic of the corresponding 
class. Class alone can’t provide sufficient information to describe the details of 
plants competition knowledge, but using attributes can make the definition of 
knowledge more complete. Therefore, after the definition of class, this paper 
describes the internal structure of concept, that is, the attributes of class. Father 
class can be covered and inherited by subclass and subclass can also have their 
unique attributes. 

• Instance collection: Class must be instantiated before used, since class is ab-
stract. The definition of instance first needs to choose the classes, then fills the 
attributes value of the class. From the semantics, the instance is an object of 
class. 

• Axioms collection: Each axiom in this collection is the restriction on attributes. 
In this paper, we extract the main rules of plants competition and express them 
using format: “IF…THEN”. Axioms can represent the general plant competi-
tion in the real world. 

This paper uses these four collections to describe the intra-species competition 
model and the inter-species competition model.  

3   Knowledge Framework of Plant Competition 

The structure of plant community is greatly affected by the plant competition. In 
fact, the plant community is an organization where different species adapt to each 
other and the environment. Because different plant species have different abilities 
of obtaining and using resources, the same plant species also have different sizes 
and distribution, the resources availability for different plants species and plants 
individuals have considerable differences. Therefore, plant competition is divided 
into the intra-species competition and inter-species competition. The knowledge 
framework of plants competition is shown in Figure 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1  The knowledge framework of plant competition. 
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3.1   Intra-species Competition Model 

Intra-species competition refers to the same plant species competing resources in 
the same circumstances [8]. Intra-species competition mainly occurs among plants 
of different heights. The higher plant will receive more light and have more influ-
ence on the lower plant. Inversely, the lower plant will receive less light, because 
it is shaded by the higher plants. Intra-species competition has effects on the 
growth of the plant individual. In order to describe the process of intra-species 
competition, this paper introduces a parameter-influence circle. Each plant has its 
own influence circle, and it can be calculated by using the formula (1). 

q=πr2                                                             (1) 

where r represents the max radius of plant crown. The intersection of influence 
circles represents the interaction among plants, while detached parts of influence 
circles represents that there are no impacts between plants. The process of intra-
species competition can be simulated according to the three rules [9]. The intra-
species competition model is illustrated as follows: 

(1) Conception collection of intra-species competition 
Conception collection of intra-species competition includes population class, 

intra-species competition class and population characteristics class. The popula-
tion class is used to describe the collection of individual plants, which refers to the 
same species that occupy some space within a certain period of time. The intra-
species competition class describes the intra-specific competition model. The 
population characteristics class mainly describes the characteristics of the popula-
tion as a whole. 

(2) Attribute collection of intra-species competition 
Besides the shade-tolerant degree, the largest height, the maximum survival age 

and state of plants, the intra-species competition model also introduces other at-
tributes as follows: area of influence circle, state of influence circle, position of 
plant individual, and distance between two individual plants. 

(3) Instance collection of intra-species competition 
In the plant community ontology, this paper defines 30 instances of population 

class, and takes the pine species as an example. The instance collection includes 
pine population instance, intra-pine competition instance, pine population charac-
teristics instance. 

(4) Axioms collection of intra-species competition 
The process of intra-species competition is guided by a series of axioms. The 

axioms collection of intra-pine competition is expressed with rules. These axioms 
can represent the intra-species competition in the real world. 

3.2   Inter-species Competition Model 

Inter-species competition affects the growth of plant population, especially  
birth rate and mortality of species. That will cause changes of some parameters  
of the plant population such as the abundance, coverage, density and so on.  
Lotka-Volterra competition equation is specifically established for inter-species 
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competition [8, 10]. Suppose that there are two plant populations named species1 
and species2, N1, N2 refer to the amount of species1 and species2, K1, K2 represent 
the environment capacity of species1 and species2 (under the condition of without 
competition), species1’s maximum instantaneous growth rate is r1 and that of spe-
cies2 is r2. The following two differential equations can describe the growth situa-
tion of each species when they are competing with each other. 

1 1 1 12 2( )1 1
1

dN K N N
r N

dt K

α− −
=                                         (2) 

2 2 2 21 1( )2 2
2

dN K N N
r N

dt K

α− −
=                                        (3) 

The inter-species competition model is illustrated as follows: 

(1) Conception collection of inter-species competition 
Conception collection of inter-species competition includes community class, 

inter-species competition class and community characteristics class. The commu-
nity class is used to describe the collection of plant populations, which illustrates 
the relationship between plants and the relationship between plants and environ-
ment. The inter-species competition class mainly describes the competition for 
space and resources between populations. The community characteristics class 
mainly describes the features performed in community succession, such as domi-
nant species and community area. 

(2) Attribute collection of inter-species competition 
By analysing the inter-species competition model, besides the attributes of en-

vironment capacity, plants amount, instantaneous growth rate and mortality rate, 
we also need to define following attributes: α12, α21, Inter-species competition re-
sults, k1, k2, etc. 

(3) Instance collection of inter-species competition 
Dinghushan National Nature Reserve[11, 12] is located in the Northeast of 

Zhaoqing City of Guangdong Province, with a total area of 1155 km2. It is a Pinus 
massoniana forest that is artificial cultivation. For the plant community of 
Dinghushan National Nature Reserve, the instance collection of Dinghushan 
community includes: Dinghushan community instance, Pinus massoniana-Schima 
superb competition instance, Dinghushan community characteristics instance.  

(4) Axioms collection of inter-species competition 
According to the inter-species competition model, the axioms collection of in-

ter-species competition is also expressed with rules. These axioms can represent 
the inter-species competition in the real world. 

4   Application 

4.1   The Knowledge Query System for the Simulation of Plant 
Growth 

Based on the intra-species competition model and inter-species competition 
model, as well as the ontology expression, we developed a knowledge query  
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Fig. 2 The framework of knowledge query system. 

    

Fig. 3 Interface of intra-species competition.   Fig. 4 Interface of inter-species competition. 

prototype system for the simulation of plant growth. It is mainly composed of 
seven modules, and the framework of knowledge query prototype system is shown 
in Figure 2. 

Query module could enable users to inquire plant knowledge; individual  
plant growth module is designed to input the relevant parameters of the plant by 
users and conduct the simulation through calculation using use these parameters; 
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Intra-species competition module and inter-species competition module are pro-
vided to input competition conditions between plants, then it will carry out the 
transformation from condition to simulation parameters. In the system manage-
ment module, users can add, modify, and delete instances and attributes. 

The intra-species competition’s interface is shown in Figure 3. Users can con-
figure plant individual's age and location, which will be sent to the ontology to  
inquire and calculation, and then the results are displayed. The inter-species com-
petition’s interface is shown in Figure 4. The users first select species, then the 
system shows its environment capacity in the current ontology and mortality pa-
rameters. According to inter-species competition model, the inter-species competi-
tion result is displayed to the user. 

4.2   Simulation of Plant Growth 

In order to validate the models provided in the knowledge query prototype system 
for plant growth, we developed a plant growth simulation system using VC++ 6.0 
and OpenGL. There is a plant morphological 3D model warehouse in this system. 
The plant models, built by Xfrog3.5, correspond to different growth stages of dif-
ferent plants. According to the calculation of the intra-species competition model 
and the inter-species competition model, this simulation system will use the corre-
sponding morphological model and textures of plants. The plant growth simulation 
system is used to simulate the growth of several plants based on the competition 
model in the knowledge query prototype system. Figure 5 shows the growth of 
Cacti and Agave nearby some higher trees. The Cacti is a light-requiring plant, but 
the Agave is a shade-requiring plant. Therefore, the Cactis in the orange circle 
grows better than those Cactis in the purple circle and in the green circle, because 
the higher trees shield the sunlight. However, the Agaves in the orange circle grow 
more slowly than those agaves in the purple circle and in the green circle. 

 

Fig. 5 Simulation result of plant growth. 

5   Conclusions 

Knowledge modeling has been considered as a very effective approach to research 
plant community, but its research and application are still in the initial stage. After 
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analysing the plant competition models, this paper presents the intra-species com-
petition model and the inter-species competition model by using four collections: 
conception collection, attribute collection, instance collection and axioms collec-
tion. Based on the plant competition models, a knowledge query prototype system 
for the simulation of plant growth is implemented. In addition, we developed the 
plant growth simulation system to validate the plant competition models. 
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Pano UMECHIKA: A Crowded Underground
City Panoramic View System

Ismail Arai, Maiya Hori, Norihiko Kawai, Yohei Abe, Masahiro Ichikawa,
Yusuke Satonaka, Tatsuki Nitta, Tomoyuki Nitta, Harumitsu Fujii,
Masaki Mukai, Soichiro Horimi, Koji Makita, Masayuki Kanbara,
Nobuhiko Nishio, and Naokazu Yokoya

Abstract. Toward a really useful navigation system, utilizing spherical panoramic
photos with maps like Google Street View is efficient. Users expect the system to
be available in all areas they go. Conventional shooting methods obtain the shot po-
sition from GPS sensor. However, indoor areas are out of GPS range. Furthermore,
most urban public indoor areas are crowded with pedestrians. Even if we blur the
pedestrians in a photo, the photos with blurring are not useful for scenic informa-
tion. Thus, we propose a method which simultaneously subtracts pedestrians based
on background subtraction method and generates location metadata by manually in-
put from maps. Using these methods, we achieved an underground panoramic view
system which displays no pedestrians.

Keywords: spherical panorama, navigation system, background subtraction, Wi-Fi
positioning.

1 Introduction

City panoramic view systems (e.g. Google Street View [1] and earthmine [2]) are
expected to be highly usable navigation systems since their panorama photos offer
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a person’s eye view, as opposed to the bird’s eye view of maps. The conventional
navigation systems based on maps can guide a user to his/her destination, but he/she
cannot know the details of the image, such as the shape and entrance position of a
building. Also a user may want photos of turns in directions. Google Street View
is the first web application which released world wide urban panoramic photos and
contributed to the development of navigation systems. Also we have developed the
Gooraffiti [3] which guides users various kind of urban information mashed up with
Google Street View. However it published only outdoor panoramic photos shot from
a car on a road. This conventional shooting method doesn’t work in important ar-
eas for pedestrians, such as indoor and underground areas (out of GPS range) be-
cause the method automatically associates the photos with locations while driving
the camera car. Therefore we are developing a method of generating indoor location
metadata, and an indoor positioning method for a panoramic viewer.

Also, the privacy of people in the photos is also a serious issue. Google Street
View blurs the faces of people automatically recognized, based on image process-
ing. However most photos of public indoor areas crowded with pedestrians would
end up full of blurring. Although we could shoot pedestrian-free photos while shops
are closed, the atmosphere of the photo will not be informative for users.

To solve these problems, we developed a different shooting method for the
crowded Umeda underground city (UMECHIKA) in Osaka Japan. We shoot a
panoramic movie of 10 frames per minute, generally spanning one minute at the
same position and apply a background subtraction technique to subtract pedestrians
filmed in the frames. Then we manually input the correct locations since we have
enough time while shooting.

2 Proposed Method

2.1 Pedestrian Subtraction and Inpainting Dead Space

To preserve privacy of pedestrians, their images are removed from the photos using a
number of frames captured at a fixed point. In our assumption, frames which include
a part of pedestrians are less than half of frames in capturing time. The pedestrian
regions are interpolated by extracting median brightness value in timeseries. This
can be found by arranging all the brightness values in each pixel. The pedestrian
regions are interpolated by applying this technique to the whole panoramic image.

After pedestrians are removed, inpainting method [4] is applied to the photos
to fill in the dead space below the camera, which exist in virtually every omnidi-
rectional camera and decrease the realistic sensation of looking around. More con-
cretely, first, based on the assumption that the ground is planar and the posture
and height from the ground of the omnidirectional camera of each frame are in-
variant, omnidirectional images are projected onto the ground plane. In the images
projected onto the plane, the appearance of textures is invariant between frames, un-
like panoramic images. Next, a reference region having appropriate textures for the
dead space of a target frame is determined in another frame. Then the dead space



Pano UMECHIKA: A Crowded Underground City Panoramic View System 175

Fig. 1 A support tool for inputting shot location

is inpainted by minimizing an energy function based on the similarity of textures
between the reference region and the dead space. Note that simple copying from the
reference region to the dead space makes unnatural textures because of the differ-
ence in brightness and disconnection of edges. Minimizing energy-based evaluation
is effective for these problems. Finally, textures in the images projected onto the
ground plane are re-projected onto the original panoramic images.

2.2 Tagging a Location and Sensor Data to a Panoramic Photo

A panoramic view system should maintain links between adjacent panoramic photos
and geographical relations between the photos and maps. If there is an accurate and
feasible indoor positioning system, associating these information with the photos
(geotagging) is trivial. Google has simultaneously stored urban panoramic photos
and GPS sensor data to their server. GPS error range, which is around 10 meters,
was the lowest possible error range to store panoramic photos at 10-meter intervals.
Even if GPS were available in indoor areas, GPS is useless to store indoor panoramic
photos because of the higher density of shops. In this project, we set the required
shooting interval to 5 meters because the width of an indoor shop is generally around
5 meters.

Conventional indoor positioning methods such as a Wi-Fi positioning [5] and a
beacon positioning [6] defeat the purpose of our project. Costs of Wi-Fi positioning
are low because of the ubiquity of Wi-Fi AP (access points). However it is difficult to
consistently achieve error ranges of under 5 meters, because densities of Wi-Fi APs
vary widely. Beacon positioning achieves higher accuracy, but the costs of setting a
large number of beacons in whole public indoor areas are high.
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Fig. 2 A Shooting equipment

Therefore we propose to store a shot location to a server by manually clicking
on a web mapping application. The application uses a detailed underground map [7]
and its API, released by Yahoo! Japan. As the map describes borderlines of each
shop, skillful users can recognize the detailed location by looking at the map. We
implemented a support tool for inputting shot location, as shown in Fig. 1. When a
user clicks a point on the map, the current time and the coordinates (consisting of
latitude and longitude) are displayed to the right of the map and the web application
stores them to the server. The time stamp bonds the photo to its location. To stabilize
directions of each trajectory, this application makes a preview of a trajectory from
the last clicked point to the mouse cursor. A shot direction is calculated from the
trajectory.

Although we stated Wi-Fi positioning is not suitable for our project, we validated
the feasibility of Wi-Fi positioning as well as other sensor fusion techniques. Thus
we installed five Android phones on the camera cart (Fig. 2) to collect as much sen-
sor data as possible (GPS, Wi-Fi, Bluetooth devices, accelerometers and magnetic
field).

3 Experimental Results

We pushed the camera cart shown in Fig. 2 through UMECHIKA for five days in
March 2010, taking pictures at five-meter intervals for 2.2 kilometers to cover one
third of total length of UMECHIKA. We plan to shoot the remaining area by the end
of June 2010. We shoot panoramic movie spans from 20 to 120 seconds (depend-
ing on congestion) with 10 frames per minute at the same position at 5m interval.
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Fig. 3 Panorama viewer system overview

Fig. 4 Pano UMECHIKA client for PC web browser

This shot positions amount to 430. The camera cart carries Ladybug3, a spherical
panoramic camera system with six camera units. The resolution of each camera
is 1600(H) x 1200(V). The cart also carries a laptop PC featuring IEEE1394b to
receive whole movies from the six high-resolution cameras, a RAID-SSD not to
drop the huge movie, and a 3G Modem to communicate with the support tool for
inputting location, as explained in section 2.2. A UPS is set at the bottom of the cart
to supply enough energy to all the devices.
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Fig. 5 Pano UMECHIKA clients for smart phones

3.1 Pano UMECHIKA for PC Web Browser and Smart Phones

Fig. 3. shows a panoramic view system consisting of Pano UMECHIKA clients and
a Pano UMECHIKA server, which has the panoramic photos and their metadata. A
Pano UMECHIKA client gets the nearest map from Yahoo! Maps, and the nearest
panoramic photo from the server. If the client doesn’t know its own location, the
location is set to the center of the UMECHIKA area. The received panoramic photo
is used as a texture of a sphere, which is drawn with a 3D graphics library. For
PC browsers, we implemented a web application (Fig. 4) utilizing O3D [8], a 3D
graphics JavaScript library released by Google. In the panoramic view, user can
move to the next photo by clicking an arrow on a road. The user can also jump to
another point by dropping a red mascot on the blue line drawn on the Yahoo! Maps.

As a result of generating metadata according to the proposal, we achieved the
desired urban indoor panoramic viewer system. Along wide corridors, we shoot
panoramic photos in two lines. Then ladder-shaped paths are calculated as shown at
the left of the Yahoo! Maps in Fig. 4.

Furthermore, we implemented an OpenGL ES based Pano UMECHIKA client
for iPhone and Android (Fig. 5). Due to the smaller main memory of a smart phone,
the Pano UMECHIKA server makes the photos for them smaller (896(H) x 512(V)).
Although the resolution is enough to make clear panoramic viewer on the smart
phone.

3.2 The Results of Pedestrian Subtraction and Inpainting Dead
Space

Fig. 6 (a) shows a panoramic image captured at a place crowded with pedestrians.
As shown in this figure, many regions are full of blurring and are not useful for
scenic information. Fig. 6 (b) shows the result of pedestrian subtraction based on
background subtraction method. The panoramic image after pedestrian subtraction
is informative for users.

Fig. 7 (a) shows a user’s view when he/she looks down toward the ground. As
shown in this figure, dead space appears in the view because Ladybug3 does not
have a camera pointed downward. Fig. 7 (b) shows the result of inpainting dead
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Fig. 6 The result of pedestrian subtraction

space. The dead space was naturally filled in by the proposed method and the real-
istic sensation for users was drastically increased.

3.3 Reliability of the Sensor Data

We check the reliability of the stored Wi-Fi AP data (interesting values are BSSID
and RSSI). The total number of scanned Wi-Fi APs is 17762. And the total number
of unique Wi-Fi APs (BSSID) is 335. As a result of tagging panoId (an identifi-
cation number of each panoramic photo) to the Wi-Fi AP data, only 219 of 430
photos has tagged with Wi-Fi APs. It means that the only around the half of the shot
positions are available for Wi-Fi positioning. We should utilize another indoor po-
sitioning method such as template matching based on SIFT (Scale Invariant Feature
Transform) [9] or SURF (Speeded Up Robust Features) [10] algorithm.
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Fig. 7 The result of impainting

4 Conclusion

Toward a next generation navigation system, we focus a spherical panoramic viewer.
In this research field, the main issues are how to care about the pedestrians’ privacy
and how to shoot and generate metadata of indoor environment as opposed to out-
door environment for which there are solutions. As a result of the experiment based
on our proposed method, we achieve an urban underground panoramic viewer sys-
tem. But the accuracy of Wi-Fi positioning for the Pano UMECHIKA client is still
not sufficient. In the future we will combine a Wi-Fi positioning and a template
matching method to achieve higher accurate indoor positioning.
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Proposal of Smooth Switching Mechanism on
P2P Streaming

Naomi Terada, Eiji Kominami, Atsuo Inomata, Eiji Kawai, Kazutoshi Fujikawa,
and Hideki Sunahara

Abstract. In this paper we describe a smooth switching mechanism for enhancing
the performance and low-waste traffic of distributed peer-to-peer video streaming.
The mechanism was designed for when streaming topology set up a backup link
and a predicted link to avoid being congested link each nodes. Furthermore this
provides a Dominant Keyword procedure which enables to improve the performance
of switching time for changing from a peer to another peer. Finally we shows an
implementation design and discuss about an efficiency of this proposal.

Keywords: Streaming, Peer-to-peer networks, Zapping.

1 Introduction

During recent years, live streaming has gained much attention with the improve-
ment of network infrastructure and client PC performance. Apparently, IP based
streaming service has limitation of server and network capacity so that client cannot
receive all channel simultaneously as TV broadcasting can. This means when a user
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changing the channel, he or she made to wait some seconds for retrieving content
data. Those waiting period will cause a degrade QoS of live streaming.

Adding to this zapping time, start-up delay and playback continuity is the main
issue on live streaming QoS. Different from server-client live streaming, P2P client
node suffers from influence of leaving behavior of peers. Therefore, previous stud-
ies are mainly focused on maintaining distributed-tree, e.g.[2], or managing multi-
source stream[1].

In this paper, we present our idea to the following challenge: 1) predict a prob-
able next source and preload streaming data in advance to reduce zapping time 2)
improve playback continuity with backup link.

2 Related Work

In the following, we show an overview of some work related to our system.
Peercast[4] adopts index server to manage multi-source streams. Figure 1 shows

tree-based P2P distribution system for multi-source streaming. A peer willing to
join a streaming S1 send a query to a index server to find IP address of a root peer
p0. Next, peer joins the tree which is originating source S1. Anysee[3] provides live
media streaming to enlarge scale number of users. However, it doesn’t focus on
reducing waiting time.

Fig. 1 Multi-source Live Streaming

3 System Overview and Prototype

We focused on reducing mean time to switch over multi-source streams. To
minimize switching overhead, each peer should ideally have links to every
stream(streaming S1 to Sn), however, this approach is unrealistic because maintain-
ing too much links generates excessive keep-alive traffic. Our basic idea is predicting
a next stream likely to be switched using user’s viewing history and prefetching the
streaming data to enable switching smoothly. Our peer joining procedure is similar
to Peercast. So it can use some peers to relay stream clips for other children peers.
However this solution suitable for large-scale live streaming such a baseball sta-
dium or concert hall that there are multiple cameras is simple to construct and easy
to maintain but still weak in reliability.
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Fig. 2 Backup Link and Predicted Link

Fig. 3 An example of selecting a Dominant Keyword process from a user’s viewing list

Fig. 4 Distribution tree and Dominant Keyword Groups Example

Fig. 5 Searching a Peer Mechanism

3.1 Backup Link

As illustrated Figure2, Every peer is linked to a peer(p4-p2) to receive stream data
on P2P distribution system. Adding to this link, peer tries to link another backup
link(p4-p1) in case original link failed.
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3.2 Predicted Link

Each stream in our system has at least two keywords, whose design is depicted
in Figure 2. A stream must have one main keyword, which describes location in-
formation of the live streaming. Our preliminary observation shows that location
information is a key factor predicting a streaming which user switches next, while
another additional information are described by sub keywords.

Some frequently-appearing keywords are extracted from a user’s viewing history.
Figure 3 shows how to determine the most frequently-appearing keyword(Dominant
Keyword). In this example, ”Stadium” is defined as a Dominant Keyword and ”Base-
ball” is defined as a sub-Dominant Keyword. This means, a stream which has a key-
word ”Stadium” as a main keyword and ”Baseball” as a sub keyword is most likely
to be switched next.

We classified viewing history status into three cases as follows.

1. A peer has no user’s viewing history
2. There is no corresponding keyword among user’s viewing history
3. Some keywords are duplicated among user’s viewing history

In the first and second case, a main keyword of a playback streaming is assigned
to a Dominant Keyword. In the third case, a duplicated main keyword is assigned
to a Dominant Keyword. Figure 4 illustrates peer groups which suite preferences
of users. Aside from the distribution tree, peers are grouped according to user’s
preference using Dominant Keywords. Sub-Dominant Keywords should also be con-
sidered.

We implemented a prototype system as shown in Figure 5. In our preliminary
experiment, we prepared two switching patterns using predicted links or not. Exper-
imental result shows our proposed method can reduce switching time by up to 90%,
even when a worst case, it can reduce switching time by 5%.
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Low Cost Architecture for Remote Monitoring 
and Control of Small Scale Industrial 
Installations  

Ignacio Angulo, Asier Perallos, Nekane Sainz, and Unai Hernandez-Jayo* 

Abstract. The high cost of existing industrial control systems prevents their im-
plementation at small or medium size industrial plants. This paper describes a new 
architecture, based on low-power wireless sensor networks for remote monitoring 
and control of industrial equipment in small size plants. Through the use of very 
low consumption wireless devices, proposed architecture provides a low cost dis-
tributed control system easily deployable in small facilities. 

Keywords: industrial control system, remote monitoring and control, low power 
wireless personal area network, wireless sensor network. 

1   Introduction 

The enormous economic damage caused by stopping the production line in indus-
trial plants justifies the need to implement control systems. However, actual indus-
trial control systems result cost-prohibitive to deploy in small or medium size  
industrial plants. Embedded control systems, as proposed in this paper, provide an 
affordable solution for small scale facilities. 

The main objective of this work is to provide an industrial control system de-
signed according to three fundamental characteristics: 

• Reduce the final cost of the system using low cost devices 
• Facilitate the deployment of the system through the use of wireless technology 
• Minimize maintenance with low power devices self-powered by a battery 

The proposed system has been initially designed to be used in intermediate goods 
and energy sectors. However, the challenge is to ensure that the solution can be 
easily adaptable to any production scope. Further, the process of adaptation and 
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deployment of the developed technology to new sectors should require a low cost, 
as well as the cost of maintenance and use of the infrastructure. This feature is 
very important if our goal is that the proposed solution becomes an alternative to 
the current expensive SCADA systems. Moreover, this feature enables that the so-
lution becomes a very interesting and competitive choice to be deployed in small 
plants. In fact, others sectors in which the new technology could be applied are the 
sectors of energy, environment, agriculture, capital goods, and so on. 

2   Actual Scenario 

There is a worldwide interest in the supervision and control industrial equipment 
in order to monitor their parameters every time they are needed to improve their 
efficiency. For example, this is the case of photovoltaic farms, where photovoltaic 
solar panels are physically distributed and they require technologically advanced 
solutions based on new technologies for positioning and communication. The re-
cent evolution of these technologies helps to improve supervision systems, and 
there are new solutions arising with an acceptable success. These technologies are 
principally mesh sensor networks and ZigBee protocol for data capture and action 
signals distribution. 

The ZigBee standard based upon the IEEE 802.15.4 specification has been spe-
cified by the ZigBee alliance with members of Freescale, Philips, Atmel, Siemens, 
Samsung, Analog Devices and Chipcon, and has the characteristics of large net-
work capability (up to 65,000 nodes), long battery lifetime (up to a few years), 
short link establishment time (15-30 ms), but low data rate (up to 250 kbps) [1]. 
The 802.15.4 standard only specified physical and MAC layers, but for upper lay-
ers there are multiple different options to work with for improving features like bat-
tery life or fast network establishment. This is the case of the Beacon Networks [2]. 

ZigBee technology joined to mesh networking communications [3] is the last 
solution for monitoring the environment. The network is composed of nodes dis-
tributed around a wide area and a central base station that receives the information 
and controls the system. A simple medium access protocol and routing algorithm 
are proposed in [4] with the objective of reducing power consumption. The best 
solution is the one that achieves a good trade-off between power consumption and 
transmission delay improving communications algorithms and the architecture of 
the nodes.  

However, although the industrial control is one of six application spaces for 
ZigBee identified by the ZigBee Alliance and many specialized companies are 
currently developing monitoring and control applications in industrial environ-
ments looking to wireless technologies like ZigBee to save the cost of wiring and 
installation and also to allow more flexible deployment of systems [5], there is job 
to do in technology research until a global solution for all the areas involved in 
supervision could be set up. This paper presents one new approximation based on 
the latest technologies for data acquisition, distribution and the remote monitoring 
and control. 
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3   Proposed Solution 

The proposed solution consists of two distinct parts that will be evaluated with the 
recent implementation of a fully functional prototype. 

• Data acquisition system and communications: wireless sensors network and the 
communications devices designed to be placed in the plants 

• Central server: software infrastructure that enables remote monitoring and con-
trol through a graphical control panel. 

 

Fig. 1 Architecture of the proposed solution 

Data Acquisition Systems and Communications 

The infrastructure placed on industrial plants consists mainly of sensors, actuators 
and communication devices. In each plant there is a master module and several 
slave modules. The slave modules are very simple modules which control one or 
more machines of the plant using several sensors and actuators. Moreover they are 
making up a ZigBee communications network that connects them with the master 
module. Furthermore, each master module is able to manage the internal network 
of slave modules and is able to provide external communications using GPRS or 
HSPA technologies; thus it is performing as a network server. It communicates  
using the Internet infrastructure with the central server, which hosts a central re-
pository with the data captured from all the monitored plants and provides a  
multichannel interface in order to access and exploit these data from other  
applications. 

Moreover, the devices are not only units for reading and writing but they make 
up a network, they collaborate sharing the same communication channel to the 
outside, they filter captured data, or they manage the commands sent to all the 
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equipment in a plant. All these features are highly demanded in the sectors in 
which we are working. 

Central Server 

Software infrastructure of one or multiple plants can be installed on an individual 
server that hosts a web application capable of managing communication with the 
controlled plant, maintain a data repository for all transactions and provide the us-
er, through a Web browser a graphical user interface, such as SCADA systems, 
which enables maintenance engineers to analyze the monitored data. Besides act-
ing as a decision support system (DSS), it enables to send control commands to 
the monitored equipments in the plants. Some control panel features have to also 
be accessed remotely so that they can be used by maintenance workers who are in 
the industrial plants with their PDAs or tablet-PCs. 

4   Implemented Prototype 

Although the project is currently under development we have implemented a 
working prototype that includes both subsystems mentioned above. 

The hardware prototype includes a wireless network with a master module and 
a set of five slave modules configured to control a medium-sized photovoltaic so-
lar plant. The power station will include four inverters that should be monitored 
and one rotating rotor whose orientation must be controlled. Four of the slave 
modules are connected to inverters while the fifth will allow remotely controlling 
the orientation of solar panels. 

The developed software platform has been developed in collaboration with a 
company in the energy and waste management sector which has been actively in-
volved in the specification of requirements providing some requisites that are usu-
ally not covered by standard industrial control systems not focused in mentioned 
sectors. 

Although the first tests are currently being conducted in the laboratory, in the 
medium term, solution will be applied to a real plant in the province of Cantabria 
(Spain). These first tests in a controlled environment are being fundamental for 
power measurements and check the reliability of the packet transmission over the 
implemented beacon-enabled Medium Access Control (MAC) network taking into 
account different allowed configurations. 

5   Architecture of the Data Acquisitions System and 
Communications 

This subsystem is responsible for performing all tasks of control and data acquisi-
tion. It consists of all embedded controls arranged over the industrial plant and the 
central server that stores all the information captured and manages the communi-
cation between the parts. 
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Given that the proposed architecture is designed to be deployed on facilities 
where other industrial control systems are cost-prohibitive, the design of hardware 
modules has been carried out taking into account two important criteria: installa-
tion and maintenance of the proper solution must be cheap (1) and all hardware 
devices integrated in the modules must be low cost (2). 

Low-power wireless sensor & control networks, like ZigBee, are a natural match 
with these requirements which provides inexpensive and low power usage nodes 
that allow communication between numerous embedded sensor and controls. 

The infrastructure installed in industrial plant has a master module and several 
slave modules. Master acts as a gateway between the central server and the slaves 
which perform simple tasks of control and data acquisition.  

In accordance with the requirements implementing the slave modules has been 
achieved using Texas Instruments (TI) ZigBee radio chip CC2430-F128. This 
System-on-Chip (SoC) solution includes the TI cc2420 RF transceiver and an 8 bit 
MPU based on high performance and low power industry-standard 8051 core. The 
integration into a single chip of ZigBee connectivity and processing power mini-
mizes cost and size of the resulting nodes while reducing bill of materials and 
power consumption. The design of each slave module results in a small circuit 
board that contains the TI CC2430, an antenna, a crystal that allows the timing, a 
battery, very few external components and when it is necessary signal condition-
ing circuit that can receive information from each sensor or control a certain ac-
tuator. The peculiarities of industrial sensors prevent the design of a universal 
module while many sensors can be connected directly to the MPU through the in-
tegrated 12-bit ADC or via a serial interface as USART, I2C or SPI.  

The master module requires connectivity with both ZigBee network and with 
the central server. To facilitate integration of the master module in the ZigBee 
network, it contains the same integrated circuit TI CC2430F128 included in the 
slave modules but performing now the tasks of the network coordinator. Connec-
tion to the central server is performed using GPRS / HSPA technology. This sim-
plifies the installation of infrastructure in the industrial plant using a separate 
communications channel. Moreover, considering the future design of geographic 
information subsystem is desirable that the master module includes a GPS re-
ceiver. Wireless Module Cinterion XT75/65 provides both technologies: GPRS / 
HSPA and GPS including a high-performance ARM controller. This module will 
connect to the central server through a TCP socket and with the TI CC2430F128 
via a serial port allowing a bidirectional communication between each slave mod-
ule and the central server 

Stringent battery-life requirements of the slave modules determine the use of a 
beacon-enabled Medium Access Control (MAC) network to be configured for op-
timal battery life and an adequate data rate. In this topology the coordinator, role 
played by the master module, sends beacon frames to other devices on the network 
indicating when to activate or deactivate their transceivers. Logically as long as 
they remain disabled minor will be the consumption increasing the battery-life. 
While the device is turned off coordinator cannot communicate with the device 
being impossible to access information that may be critical.  For this reason the in-
ter-beacon period depends on the nature of the elements monitored and controlled 
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to determine maximum supported delays between the receipt of an instruction and 
its execution [6]. Two network configuration parameters are essential to determin-
ing the duty cycle of any device: the beacon order (BO) and the superframe order 
(SO). BO determines how often the beacon is broadcasted; SO determines the on-
time duration within the superframe structure. Both parameters are easily config-
urable to meet the needs of each plant in which the application is installed. 

The basic functionality of this system is to enable data exchange between the 
central server and each of the embedded sensor or control. The transfer of data can 
be two-way: upward to collect information from sensors, and downward to broad-
cast instructions to actuators or update configurations. 

Each slave module can control up to 4 sensors or actuators. Each sensor has an 
associated timer that manages the regular sending of data. Each sensor also has a 
configurable alarm that causes the sending of sensor data at the next duty cycle 
available. All these tasks are performed by the MPU included in slave modules 
that continues working even when the transceiver is disabled. 

The firmware of each slave module must be customized including a routine that 
allows access to information from each sensor as well as manipulate separate ac-
tuators. All sensor management functions should return a 64-bit unsigned integer 
value in the same way that all the routines that control the actuators receive a 
value of the same type which encodes the instruction to execute. 

Information between Zigbee network coordinator (master module) and other 
nodes is performed through simple binary commands to minimize traffic and col-
lisions. Each command is composed of an operation code (5 bits), a sen-
sor/actuator identifier (3 bits) and a value (4 bytes). Available commands of the 
current version are “demand sensor reading”, “enable/disable regular sensor read-
ing”, “set regular sensor reading period”, “enable/disable alarm”, “set alarm 
value” and “write value on actuator”. Sensor readings (regular or on demand) are 
sent to the master module including sensor identifier (1 byte) and value (4 bytes). 

Master module acts as a transparent gateway: receives requests from the central 
server that are translated and transferred to the involved sensor/actuator and re-
sponses to the server all data acquired from the slave modules. 

6   Design of the Central Server 

The central server is responsible for storing and managing the information ex-
changed with the plant and providing the resources to communicate with the ele-
ments that should be monitored or controlled by the system. An application that 
runs in the server manages constant communication with the plant, allowing the 
exchange of information via SOAP. All information exchanged between the plant 
and the central server is properly stored in a DBMS (currently SQL Server.)  

Detailed information of the individual modules that are installed in the indus-
trial plant as well as monitored signals and actuators is stored in an XML file that 
can be remotely managed from the control panel acceding with an administrator or 
installer profile user. 
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Fig. 2 Screenshot of the control panel. 

Transmission between central server and infrastructure master module is per-
formed using SOAP protocol.  

All the services of monitoring and control systems installed in the plant are  
accessible through a web user interface (WUI) called control panel. This web  
application developed in ASP.NET provides a low cost control industrial system 
accessible from any Web browser over the Internet.  

Web application framework Microsoft Silverlight has provided advanced 
graphical controls for the interface design that differentiate the application of tra-
ditional SCADA systems. Fig. 2 shows a screen shot of one of the user views of 
the control panel. 

7   Conclusion and Future Work 

In this paper we have presented low cost hardware and software technology for 
remote monitoring and control of industrial equipment. This technological infra-
structure is made up of components placed inside the industrial plants and outside 
them. Inside the plants wireless sensors networks based on ZigBee technology are 
used in collaboration with actuators and communication devices based on GPRS 
to provide external connectivity. Outside the plants a central server to provide re-
mote monitoring and control capabilities. 

Proposed solution provides a technological infrastructure with very innovative 
contributions, such as the flexibility, adaptability and the low cost required to be 
deployed. Besides, the design of the devices network placed on the plants has been 
made taking into account the requirement of low energy consumption and cost of 
communications. In fact, these features enable that the proposed solution becomes 
a very interesting and competitive choice to be used in small productions plants.  
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We have shown a first prototype of this infrastructure which is focused on the 
wireless sensors network and the communications devices designed to be placed 
in the plants, as well as a preliminary web-based control panel 
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Translators in Textual Entailment 

Julio Javier Castillo * 

Abstract. This paper presents how the size of Textual Entailment Corpus could be 

increased by using Translators to generate additional ht,  pairs. Also, we show 

the theoretical upper bound of a Corpus expanded by translators. Then, we pro-
pose an algorithm to expand the corpus size using Translator engines starting from 
a RTE Corpus, and finally we show the benefits that it could produce on RTE  
systems. 

Keywords: Textual entailment, Translators, RTE datasets. 

1   Introduction 

The objective of the Recognizing Textual Entailment Challenge is the task of 
determining whether the meaning of the Hypothesis (H) can be inferred from a 
text (T). 

In the past, RTEs Challenges machine learning algorithms were widely used for 
the task of recognizing textual entailment [1], [2], [3]. Some authors [4] showed 
how the accuracy increases when we add more training examples, and other au-
thors holds the necessity of larger corpus [5].  In any case, a larger corpus enables 
a more detailed analysis of the problem domain and will let us build more accurate 
classifiers. 

In this paper we show how a translator could increase the size of a RTE Cor-
pus, and also suggest how a translator can be used as a tool to helps us with classi-

fication of new (unknowns) ht,  pairs.  

The remainder of the paper is organized as follows: Section 2 describes one 
approach driven by Translators and provides an analysis about the possible in-
creasing size of the Corpus, whereas Section 3 shows some possible benefits of 
using Translators. Finally, Section 4 summarizes the conclusions and lines for 
future work. 

                                                           
Julio Javier Castillo 
National University of Cordoba-FaMAF, Cordoba, Argentina  
National Technological University-FRC, Cordoba, Argentina  
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2   Translation Driven Approach 

In this section we propose to use Translators to expand the current RTE-Corpus 
sizes. First, we define the term "double translation" to describe the process of 
translating from Source (for example a string in English) to Target (another  
language) and back to the Source again; more commonly, this is referred as 
"round-tripping”. Thus, our motivation is based on the fact that we can use a dou-
ble translation process to produce equivalents Texts and Hypothesis, and so these 
new pairs can be taken as training set. Also, we suggest how a translator can be 

used as a tool to helps us with classification of new ht,  pairs.  

2.1   Corpus Sizes 

Double translation process can be defined as the process of starting with a S 
(String in English), translate it to foreign language, for example Spanish, and back 
to the source (English) again. So, the observation of that double translation proc-
ess can increase the Corpus size; can be generalized using N-Translator engines 
(Machine Translation systems). 

It is important to note that the “quality” of the translation is given by the Trans-
lator engine, and we will suppose that the sense of the sentence should not be 
modified by the Translator. This, indeed, is the situation, almost for the majority 
of the cases in our first experiments (see Section 3). Bellow, we provide a theo-
retical justification of the increment of the corpus size with n-pairs using k-

translators which is )( 2knO ∗ . 

Notation: C is a RTE Corpus which consists of ht,  pairs. qC is the in-

creased size of the Corpus C using q–Translators.  

Notation: htht →≡,  

Define:  

atorheTrTranslslationOfTDoubleTrantTr

tTrt

StringStringTr

=
→
→

)(

)(

:
 

 where: t and Tr(t) are in English.  
 

Lemma. Given Tr1, Tr2,…,Trk translators and C a RTE Corpus with n- ht,  

pairs. If  }{ }{ npkjijijihTrtTr pjpi ,..,1,...,1,,)()( ∈∧∈∧≠∧∀≠  

then nkCk ∗+= 2)1( .  

Proof: By structural induction on K. 
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2.2   Using Double Translation over Textual Entailment Datasets 

Translators can be used as a feature in machine learning algorithms [6]. Indeed, by 
using a translator it is possible to reduce the complexity of some of the sentences 
and by this way RTE task should be easier. Another use of Translator is to provide 
synonyms and expression with the same meaning. For example, the following pair 
93 belongs to the RTE3 development and is given below. 

Source pair: 
T: UN Secretary General Kofi Annan has noted that the Iraqi people turned out 

in large numbers to vote in the January 30 ballot. 
H: Kofi Annan was elected in the January 30 ballot.  

Translated pair using Microsoft Bing Translator: 
T: Secretary General of the United Nations, Kofi Annan has pointed out that 

the Iraqi people resulting in large numbers to vote in the vote on 30 January. 
H: Kofi Annan was elected in the vote on 30 January. 

In this example, we see how “UN” was translated to “United Nations” was translated 
(acronyms resolution). Additionally, we see that the expression “UN Secretary Gen-
eral Kofi Annan” is equivalent to “Secretary General of the United Nations, Kofi 
Annan”. Also, we see some paraphrases “has noted” and “has pointed out”, “Iraqi 
people turned out in large numbers to vote” and “Iraqi people resulting in large 
numbers to vote”, and finally “the January 30” and “on 30 January”. This example 
was taken randomly and seems to support our claim that using a translator engine it 
is possible to improve the semantic resources of RTE Systems.  

3   Experimental Evaluation  

In this section, we present an algorithm in order to obtain additional ht, pairs 

from a given Corpus: 
1. Start with a RTE-x Corpus, with nC =  

2. For each }{ niht ii ,...,1, ∈∧  

3. For each Translator Tr1, Tr2,…,Trk.   If 

newijijiijiij CtohTrtTrAddkjhhTrttTr ))(),((},..,1{)()( →∈∀≠∧≠
Where: newC is the new Corpus obtained as the union between C and the new out-

puts pairs of the algorithm. 
Based on the previous algorithm, we perform 3 experiments using the follow-

ing Translator engines: Microsoft Bing Translator, Google Translator and Babel 
Fish Translator. We addressed our experiment over RTE3 development set only. 
Then, we assessed the output of the algorithm, by human judge who determinate 

whether a new newnew ht ,  pair produced change of the meaning from the origi-

nal ht, pair. We tested by two human judge this approach over 50 randomly  

pairs of RTE3 development set using the translators mentioned before, and saw 
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that approx. 90% of the cases the double translation process yielded by Bing does 

not affected the whole sense of that ht,  pairs. Google Translator also produced 

an approx. 90% of the pairs, and Babel Fish Translator produced approx. 80% 
pairs that does not affected the original sense of the source pair. We concluded 
that both, Bing Translator and Google Translator are very useful to expand RTE 
Corpus size. 

4   Conclusions and Future Work 

In this work we first propose the use of Translators engines as a way to increase 
the corpus sizes. Then, we show the theoretical upper bound in which a corpus 
size (with n-pairs) could increase by using k-translators; and we also present an 
algorithm to increase training sets. 

We concluded that for our algorithm, Microsoft and Google translators seem to 
be more useful than Yahoo translator. 

However, further analysis is required to determine the impact of the Translators 
in Textual Entailment Systems and evaluation through ablation tests. 

Future work is oriented to explore more deeply how Translation could improve 
the accuracy of the RTE Systems, and to test over different datasets. 

Finally, our next steps will be testing the double translation process but passing 
through Spanish, Portuguese, Dutch, and Russian as intermediate language, and 
assessing the improvement that they can yield. 
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Strategies to Map Parallel Applications onto
Meshes

Jose A. Pascual, Jose Miguel-Alonso, and Jose A. Lozano

Abstract. The optimal mapping of tasks of a parallel program onto nodes of a par-
allel computing system has a remarkable impact on application performance. We
propose a new criterion to solve the mapping problem in 2D and 3D meshes that
uses the communication matrix of the application and a cost matrix that depends on
the system topology. We test via simulation the performance of optimization-based
mappings, and compare it with consecutive and random trivial mappings using the
NAS Parallel Benchmarks. We also compare application runtimes on both topolo-
gies. The final objective is to determine the best partitioning schema for large-scale
systems, assigning to each application a partition with the best possible shape.

Keywords: mapping, parallel applications, QAP, k-ary n-mesh, scheduling.

1 Introduction

Message-passing parallel applications are composed of a collection of tasks that in-
terchange information and synchronize among them using different communication
patterns. These applications are often designed and developed with a parallel com-
munications architecture in mind, and arrange the interchanges of data blocks using
some scheme that tries to use efficiently the underlying network. The way tasks are
arranged to perform communications is called the virtual topology. However, these
applications, once programmed, can be executed in a wide variety of parallel ar-
chitectures, with different interconnection networks. These architectures vary from
clusters with simple LAN-based networks to supercomputers with custom-made
networks organized as meshes, tori, trees, etc. Given this variety of interconnects,
it is not uncommon to find a mismatch between the physical arrangement of the
compute elements (that depends on the system’s topology) and the virtual topology
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(application dependent). This may result in an inefficient utilization of the network,
that materializes in large delays and bandwidth bottlenecks that, in turn, results in
a general performance loss. The way of mapping tasks onto network nodes has a
remarkable impact on the overall system performance [10] [12] [1].

The most used network topology [5] in current supercomputers is the 3D torus.
This topology provides desirable topological characteristics such as symmetry, low
node degree and low diameter. However, sharing a 3D torus between multiple ap-
plications results in partitions with the form of 2D or 3D sub-meshes, maybe with
some wrap-around links. Most of the research made in partitioning 3D topologies
[6] focused on the search for 3D sub-topologies, assuming that all applications will
benefit from them. However, this assumption does not take into account the virtual
topologies of applications, that may not match with a 3D (sub-)mesh. Moreover, the
search for just one shape for the partitions can affect the scheduling performance,
due to an increase of external fragmentation [7].

In this paper, we adapt an optimization-based mapping strategy previously devel-
oped for 2D topologies [12] to work with 3D meshes. The procedure is expressed
as an optimization problem, in which a target functions has to be minimized. Within
this strategy, we can use a classic optimization criterion that tries to minimize the
average distance traversed by messages. We also proposed an alternative criterion,
called TD (Traffic Distribution) that tries to reduce contention for the use of network
resources. Within this framework, a given mapping is better than another one if the
value of the target function is smaller; still, we must check if a theoretically better
mapping actually makes the application run faster. In order to carry out this vali-
dation we use simulation. The simulation workbench is INSEE [14] which, given a
trace of an application, a target network, and a mapping, can provide an estimations
of the execution time. As applications we use (traces of) a subset of the well-known
NAS Parallel Benchmarks (NPB) [9]. For simplicity, we consider only configura-
tions of 2D and 3D meshes in which the number of tasks equals the number of net-
work nodes. Regarding mappings, in addition to those obtained using optimization,
we have tested some trivial ones: consecutive and random.

All this work is necessary to answer the following question. If we have a very
large-scale system, arranged in a 3D structure, in which we want to allocate a much
smaller application, which option would be better, a 3D sub-structure (a sub-cube
or sub-mesh) or a 2D structure (a plane, or a portion of it)? The way we deal with
this issue will have a great impact on terms of application performance, and also
on terms of scheduling costs. As we will see, 3D sub-structures perform better for
many applications, but not for all. Meanwhile, it may be easier (less expensive, in
terms of scheduling costs) to partition a cube into planes instead of sub-cubes.

2 Optimization-Based Mapping Framework

The mapping problem can be formally defined as follows: given a set of tasks be-
longing to a parallel job T = {t1, ...,tn} and a set of processing nodes of a parallel
computing system P = {p1, ..., pn} find a mapping function π : T −→ P that assigns
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a task t to a node p trying to optimize a given objective function. Note that we use
(network) node and processor interchangeably.

The mapping problem can be expressed easily as a QAP (Quadratic Assignment
Problem) [11] in the matrix form: given T and P two equal size sets representing
parallel application tasks and processors respectively, matrix W = [wi, j]i, j∈T rep-
resenting the number of bytes interchanged between each pair of tasks, and ma-
trix C = [ci, j]i, j∈P representing some cost characteristic involving pairs of network
nodes, find the bijection π : T −→ P that minimizes:

∑
i, j∈P

wi, j · cπ(i),π( j) (1)

The formulation of the problem as an instance of the QAP allows computing
mappings using techniques developed for the generic QAP. In particular, we used a
GRASP (Greedy Randomized and Adaptive Search Procedure) [13] solver, which
is fast and provides the best results known when solving the generic QAP. This
constructive, multi-step algorithm iterates over two steps: first, an initial solution is
created by means of an adaptive greedy randomized algorithm; then a local search
improves that solution. A detailed explanation of the algorithm can be found in [12].

3 Mapping Criteria on Meshes

The mapping problem has been stated often as a location problem [3], searching a
mapping vector that minimizes the average distance traversed by application mes-
sages. This is what we call the classic (optimization-based) strategy. The result of
using this strategy is a mapping that locates in neighbouring nodes those tasks that
interchange large data volumes. Apparently, this is a good policy, because it ex-
ploits communication locality, reducing the utilization of network resources. How-
ever, experiments show that a reduction in average distance does not always result in
a reduction of application running time, because it may create contention hot-spots
inside the network [1] [2] [12]. For this reason, we propose a different cost matrix to
be used instead of the distance matrix. The criterion of minimizing average distance
is relaxed, in order to favour communication paths that distribute traffic through dif-
ferent network axes, reducing the risk of contention. We have called this the Traffic
Distribution (TD) criterion.

The definition of both criteria (cost matrices) depends on the topological charac-
teristics of the target network in which applications will run. In this work we only
consider meshes with two and three dimensions. In these networks each node has
an identifier i in the range 0 . . .N −1. We will consider routing functions that make
messages advance using shortest-path routes between source and a destination. The
simplest form of routing is Dimension Order Routing (DOR) [4], in which mes-
sages traverse first all the necessary hops in each dimension, but we do not make
any assumption regarding the routing algorithm, except that it must use minimal
paths.
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We will describe the different criteria for 3D meshes with N = nx×ny×nz nodes.
The expressions for 2D meshes can be easily inferred, assuming that the number
of nodes in the Z axis is 1. Given two nodes with identifiers i and j, the distance
between them is given by Equation 2.

dist(i, j) = distx(i, j)+ disty(i, j)+ distz(i, j) (2)

where each term of the sum is the number of hops through each axis a message must
traverse when going from i towards j. Equation 3 shows terms distx, disty and distz.

distx(i, j) = |( j mod (nx ×ny)) mod nx − (i mod (nx ×ny)) mod nx|
disty(i, j) = |( j mod (nx ×ny))/ny − (i mod (nx ×ny))/ny|
distz(i, j) = | j/(nx ×ny)− i/(nx×ny)|

(3)

The classic criterion identifies C as the distance matrix, whose components can be
filled using Equation 2 for each pair of source-destination nodes.

C = [ci, j]i, j=1...N where ci, j = dist(i, j) (4)

In this paper, we adapt the TD mapping criterion developed in [12] to 3D meshes.
The new criterion is expressed as an alternative cost matrix that allows us to find
mappings that, while not optimal in terms of distance, avoid network bottlenecks. In
particular, we pay attention to the number of hops per dimension that messages have
to travel. In a 3D mesh, a 6-hop route in which all the hops are in the X axis is worse
than another 6-hop route with 2 hops per dimension, because the latter imposes less
pressure in the X axis, spreading the utilization of network resources evenly among
the three axes. Formalizing this, we penalize those routes in which the number of
hops per dimension is not equal. The level of penalization depends on the level of
asymmetry, as represented in Equation 5.

td(i, j) = dist + |distx −disty|+ |distx−distz|+ |disty −distz| (5)

Hence, when using the TD criterion for the resolution of the mapping problem
within our framework, the cost matrix is defined as:

C = [ci, j]i, j=1...N where ci, j = td(i, j) (6)

4 Experimental Set-up

In this section we detail the collection of experiments carried out to evaluate the
effectiveness of the two approaches to the mapping problem described before. We
use networks with 64 nodes: a 2D, 8x8 mesh and a 3D, 4x4x4 mesh. This way we
can assess the influence of network topology on that effectiveness.

We use traces extracted from the NPB suite [9], a suite of small kernels and
pseudo-applications which are derived from computational fluid dynamics (CFD)
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applications. For each application we need to generate the traffic matrix W . We have
done so for the class A, size 64 instances of the benchmarks. These applications
were run in a real parallel machine, in which traces of all the messages interchanged
by tasks were captured to fill W .

The QAP Solver accepts as parameters matrix W (the communication matrix
of the application trace to evaluate, expressed in bytes), matrix C (the cost matrix
modeling a mapping criterion) and the number of iterations to be performed. The
output is a mapping vector that obeys the criterion represented in the cost matrix.

Simulations have been carried out using INSEE [14] [8]. This tool simulates the
execution of a message-passing application on a multicomputer connected via an
interconnection network. It performs a detailed simulation of the interchange of the
messages through the network, considering network characteristics (topology, rout-
ing algorithm) and application behaviour (causality among messages). The input
includes the application’s trace file and the mapping vector. The output is a predic-
tion of the time that would be required to process all the application messages, in
the right order, including causal relationships and resource contention. INSEE only
measures the communication costs, assuming infinite-speed CPUs.

To perform the validation of mappings, we generated a set of 50 different vec-
tors for each NPB application, using the classic and the TD expressions of the cost
matrix. Each of the 50 tested vectors were selected after 50 GRASP iterations. In ad-
dition to the classic and the TD mapping strategies, we also evaluated the behaviour
of the consecutive and random trivial mappings. Given a network, the consecutive
mapping criterion allocates the application tasks onto the network nodes in order
of identifiers, starting with task / node 0. Regarding the random criterion, applica-
tion tasks are assigned to network nodes randomly; we used 50 different random
assignments to evaluate this strategy.

5 Analysis of Results

We present the results of the experiments in three graphs. The first and the second
allow us to assesses the quality of trivial vs. optimization-based mappings for the
64-node, 2D and 3D meshes. The third graph is designed to identify the topology
that best matches each of the applications used in this study.

Figure 1 summarizes the results of experiments with 2D and 3D meshes. Due to
limitations in space, we do not show average and standard deviation of the execution
times as reported by the simulator for each application-topology-mapping combina-
tion. Instead, we discuss only average results, normalized to the consecutive case.

For the 2D mesh, it is clear that we can divide the applications into three groups.
The first one contains applications BT, LU and SP. A property of these three appli-
cations is that the virtual topology matches the physical one; therefore, the consec-
utive mapping is the best performer. In a second group we include applications FT
and IS; for these, optimization-based mappings are not better than the trivial ones
– although the TD criterion provides almost the same results. These applications
are implemented using non-optimized all-to-all communications, for which locality
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Fig. 1 Execution times (simulation cycles) for the NPB applications (class A, size 64) run-
ning on a 2D mesh (a) and on a 3D mesh (b) for each mapping criterion. Values are normal-
ized to the consecutive case.

cannot be efficiently exploited. In the third we put CG and SP. Is for these appli-
cations when the optimization-based strategies in general, and the TD in particular,
shows their potential, providing results clearly better than those of the trivial criteria.

Regarding the 3D mesh, there is a case of perfect virtual-to-physical match of
topology: the MG application – therefore the consecutive mapping is the best one.
For FT and IS we observe again that most mappings provide similar results, being
the random one slightly better. In the remaining cases TD is the best performer.

In summary, the TD procedure provides good mappings of applications onto
mesh topologies. Trivial mappings are able to produce better results in those cases
in which the virtual network matches the actual one (consecutive mapping) and
when the communications pattern performs mainly all-to-all communications (ran-
dom mapping). We have to remark that the TD criterion performs better than the
classic for all the applications under test.

In the literature, it is generally assumed that the topological characteristics of 3D
structures (that are better than those of same-size, 2D networks) should result in bet-
ter execution times for applications. For this reason, partitions of 3D networks are
generally done in terms of 3D sub-networks. The results of the experiments clearly
state that applications perform best when there is a good virtual-to-physical match-
ing of topologies. As not all applications have a 3D virtual topology, a mapping
onto a 3D structure can be inadequate. In Figure 2 we have summarized the exe-
cution times of the NPB applications for 64-node, 2D and 3D meshes. As we can
expect, for applications BT, LU and SP (2D-mesh virtual topology) a trivial, con-
secutive mapping onto a 2D network is faster than any mapping onto a 3D mesh.
In contrast, for MG (3D-mesh virtual topology) the consecutive mapping onto the
3D network is clearly a better option. For the remaining applications, for which the
structure of the communications does not match these topologies (or does not have
any structure), the TD mapping onto a 3D partition provides excellent results.

We have to consider this in the context of a massively parallel computer man-
aged by a topology-aware scheduler. Given an application, for which a system
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Fig. 2 Comparison of the execution time (simulation cycles) of the NPB applications in 2D
and 3D meshes. Values are normalized to the 2D mesh case.

partition has to be assigned, it is desirable to locate a partition whose shape matches
the most adequate one for that application; this can result in a search of a 2D sub-
mesh (a plane, or a sub-plane) inside a 3D torus. If this match is impossible (or
the application’s virtual topology is unknown), then a 3D partition along with an
optimization-based mapping is a good option. The search of a partition for an appli-
cation should be done taking into account not only the effects on the performance of
the application, but also the scheduling costs: the procedure should minimize system
fragmentation.

6 Conclusions and Future Work

Current supercomputer centres share their resources between different users and ap-
plications. A system scheduler plays a crucial role, selecting the jobs to be executed
and assigning some resources to it (nodes grouped as partitions). Often, the alloca-
tion/mapping procedures are carried out using simple mechanisms that ignore the
communication patterns of the application and the topology of the network.

In this work we have focused on the mapping problem, describing a new criterion
for mesh topologies to find good task-to-node assignments that takes into account
the communication characteristics of the application, as well as the topology of the
network. We have focused on meshes because, even though large-scale supercom-
puters are built around 3D torus, partitions do not always enjoy wrap-around links.

We have shown the importance of searching for the correct topology for a particu-
lar application; this will result in an improvement of applications run times. And we
have also stated that the partitioning mechanism should be included in the schedul-
ing process, selecting the best sub-network for a given job, but trying to keep frag-
mentation under control. A good mapping algorithm, such as the optimization-based
TD strategy, is useful to keep good performance levels. Our main line of future work
is precisely the integration of partitioning and mapping mechanisms into schedulers
for large-scale systems.
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A Location-Based Transactional Download 
Service of Contextualized Multimedia Content 
for Mobile Clients 

Pablo Fernandez, Asier Perallos, Nekane Sainz, and Roberto Carballedo * 

Abstract. This paper explores the new opportunities offered by the emerging 
technologies of the last generation of mobile phones. Thanks to features like GPS 
facilities installed in the mobile terminals new value added services can be devel-
oped to offer the user the more suitable multimedia content depending on parame-
ters like user’s location and preferences. We describe the development of a  
contextualized and personalized multimedia content delivery platform using trans-
actional communications for mobile terminals. Furthermore an actual test route 
has been made to proof the successful working of the platform. 

Keywords: pervasive information system, context-aware, location-based, down-
load service, transactional, multimedia contents, mobile device. 

1   Introduction 

Since the release of the first portable audio player in 1979, the Sony Walkman, the 
portable entertainment has evolved and we are in a moment of history where the 
intelligent mobile phone devices are the preferred portable entertainment devices, 
their prices have decreased and mobile Internet connection rates have became 
more accessible [1]. New terminals are equipped with multimedia capabilities and 
are easier to handle. This mobile device evolution motivates the change from 
voice-only communications towards mobile multimedia contents and the offer of 
new value added services in industries like entertainment and tourism. 

Furthermore, GPS devices are being integrated in most of the modern mobile 
terminals [2], and thanks to this a lot of new intelligent value-added services that 
currently are not widely exploited can be offered. One of these services is the con-
textualized multimedia content delivery to mobility environment, attending to the 
client geographical position and personal preferences, as it is described in [3]. 
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The aim of the work described in this paper is just to explore such possibilities 
through the development of a pervasive platform for providing contents on demand 
using mobile terminals in a mobility environment (transportation scenario) where 
the context of the user is considered (location, desired destination, preferences, etc.) 
in order to know which contents have to be provided in a proactive way. 

2   Functionality 

To review the system features and functionality we should first identify two main 
actors in the platform: mobile clients who discover new content and services when 
they are in motion; and publishers which contribute to the system with geo-
referenced and subject-based contents. The platform is based in subscription mod-
el where a mobile client is offered with new contents when he is located in a  
specific location and he can subscribe to that content so the information is auto-
matically downloaded to the mobile client. 

Thanks to the functionality of the system, a tourist is able to arrive in a city he 
does not know and download the information he is interested in and it is near his 
location. Related work in tourism scenarios is described in [4] and [5]. It does not 
matter if he is driving or walking, the system has two different profiles not to 
bother the user with no necessary notifications. The application can be used in dif-
ferent mobile terminals because is compatible with a large number of devices and 
the system is able to personalize the multimedia content to the specific features of 
the user`s mobile phone. So if the tourist unfortunately loses his phone, he will be 
able to get a new one and start using the application as before. Furthermore, if the 
user receives a phone call in the middle of the downloading process of a multime-
dia content, the platform can resume that download after the phone call, thanks to 
the transactional downloading feature. 

The technical functionalities of the system which we consider most innovative 
are briefly explained below: 

• Multimedia File Re-encoding for Personalized Mobile Content. The platform is 
going to offer multimedia files to the clients, and they will usually be of a ma-
jor size. In order to save data transmission traffic and resources, the platform is 
able to serve a personalized multimedia file to the client invoking its petition. 
So the platform recognizes the mobile phone specific features such as display 
size and codec playing ability, and sends him a re-encoded multimedia file with 
the display resolution and a suitable codec. This is done thanks to a large mo-
bile phone database where the devices have associated a unique User-Agent 
with their specifications. When a client invokes a petition, their User-Agent is 
embedded in the HTTP request so the platform can compare it in its database 
and send the appropriate content file. If the User-Agent of the mobile phone is 
not found, the platform is able to read raw data of the display size of the device 
instead of looking in the database. 

• Large Compatibility with Mobile Devices. There has been developed a code li-
brary in several programming languages like Java ME, Java, Windows Mobile, 
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so the client can be compatible with a large amount of devices, portables or not. 
However the library can be easily ported to the new generation operative sys-
tems of smart phones like Iphone’s OS or Google’s Android. Furthermore 
thanks to the personalized mobile content, the platform ensures that every mo-
bile phone is going to receive a suitable media file to its specifications, so every 
terminal is compatible with the system. 

• Geo-Referenced and Subject-based Contents. Using a user-friendly interface 
the content publisher is able to upload new content in an easy way. With an in-
teractive map, the location coordinates and the activation range are automati-
cally assigned, and then the publisher is able to insert keywords or subjects to 
describe the content. In the client-side the user is able to configure his favorite 
subjects and keywords, as well as the range within it is going to receive new 
content offers. 

• Load Balancing System and Distributed File Storage Architecture. The plat-
form architecture will be explained in further sections of this document but it is 
important to notice that multimedia files are stored in several servers so when a 
client invokes a download petition the platform can choose the proper server to 
download from, attending to parameters like, bandwidth, memory or CPU us-
age of the servers. Thanks to this feature, the platform can maintain a load bal-
anced environment to try to always offer the best quality service. 

• Transactional Downloading. 

3   Platform Architecture 

In the architecture schema we can identify four key components which are shown 
in Fig.1. Their responsibilities are briefly explained below.  

  

Fig. 1 Network architecture and key components 

1. Main Server. It manages the user authentication, new content discovery ser-
vices and business logic like enrooting the download request to a specific file 
server.  

2. File Server. It contains all the content files of the system, it is a lightweight 
server that just has one task, replying requests from the Main Server.   
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3. Content Publishing Server. It runs in a web server where the publishing portal 
is hosted, when a new file is published, this is automatically replicated to all the 
file servers.  

4. Mobile Devices. They are mobile terminals with GPS capabilities where the 
client application is running to retrieve the geo-referenced information. 

The system is based on a centralized architecture. In this way the Main Server acts 
as a ‘gateway’ which receives all the requests made by the mobile phones. Thus, 
centralizing the connections grants the next features: (1) precise control of all the 
requests; (2) just one central point to ease the charging tasks; (3) security. 

The mobile-server communications are established with a client-server topol-
ogy, due to the fact that its transactional downloading and lightweight communi-
cations can be handled flawlessly by most of the mobile devices in the market. 

4   System Design and Implementation 

4.1   Communications Module 

This module has the responsibility of implementing a lightweight communication 
protocol which has been designed in order to manage the interaction between the 
mobile device and the server in a secure and fast way. This lightweight protocol 
has several simple messages and can handle the next functionality: 
With the porpoise to obtain a secure and fast communication, we have designed a 
lightweight protocol of simple messages that can handle the next functionality:  

• Discover the available content for a specific user 
• Send and receive GPS and location data 
• Identify the mobile device and its specifications (because of the platform is able 

to provide personalized content for a given mobile device specifications, the 
protocol must be able to send the necessary information to the server).  

• Transactional file sending 

In order to free the main server from handling large volumes of data, all the in-
formation related to the status of a download, like the chunks that have not been 
downloaded, is stored in the mobile device, so we can ensure the main server has 
the minimum load to attend all the requests made by the mobile devices. 

The basic life cycle of the interaction between the mobile device and the server 
is guided by the next five actions: (1) Negotiation  (2) User Identification  (3) 
File List Request  (4) File Information Request  (5) Chunk Request. 

In addition to the previous cycle, there is a timer that is responsible of sending the 
location coordinates to the server using the GPS device installed in the mobile de-
vice. The time between each petition is configurable so the user can save battery life. 

As we previously explained, one of the main features of the platform is the  
ability to offer personalized content according to the mobile device model and 
specifications. In order to make this identification, the mobile device sends its 
User-Agent. This is a unique string that identifies the mobile phone. But there may 
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be situations where the mobile phone cannot be identified. In these cases the plat-
form has an alternative mechanism to offer custom multimedia content: the mobile 
phone is able to send its screen resolution, so the platform can offer him the more 
suitable version of the file. 

The transport protocol used for the communications is http because it is a stan-
dard, it has secure connections tools, and it can work through firewalls and prox-
ies. Above the http protocol, the application layer protocol has been developed  
using custom Servlets and EJBs for attending the requests from the mobile client. 
As we have mentioned before, we have several messages that are part of our light-
weight communication protocol. For attending these we have developed one Serv-
let per message that has to be sent. Working with Servlets is an easy task that  
involves using standard http connections that have implementations in all pro-
gramming languages. 

Web Services it is another good choice because they have many advantages 
like the standardization of the communications and the easy development process, 
but it has a major fault; it works with XML files, and mobile devices do not be-
have well with them because they take a lot of process time in the mobile terminal. 

4.2   Mobile Device Module 

4.2.1   Mobile Download Library for Mobile Devices 

The library has been coded in three different programming languages, J2ME, 
J2SE and Windows. The functionality of this library is summarized in these four 
tasks: 

1. Server Communication. As we mentioned in the previous section, in this library 
is where the lightweight communication protocol is implemented. Thanks to 
this, the client application can ‘talk’ with the server, authenticate, request new 
files and download chunks. 

2. Download Management. This functionality is responsible of all the transac-
tional downloading tasks. Including error handling and stopped downloads re-
suming. 

3. GPS and Location Data Manager. The mobile module must be able to send peri-
odically the GPS data. In this information are included the longitude and latitude 
coordinates as well as the direction towards the mobile device is moving. This 
periodical dispatch can be easily configured to save battery life. In this case the 
send rate will be lower and the accuracy of the position will be less precise.  

4. File Storage. This module must first be able to store the chunks downloaded in 
a temporary folder, as well as the file information, and secondly it has to re-
build the file and store it in its final destination when all the chunks have been 
downloaded. 

4.2.2   Mobile Application 

Using the mobile download library, we have developed a fully functional J2ME 
and Windows Mobile client applications, which have been tested by real users. As 
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we told in the previously the client has two preconfigured working profiles: Drive 
and Walk.  

• In Drive mode, the application is continuously sending the GPS data to the 
server to ensure the high accuracy of the position. Due to this fact, is recom-
mended to have the mobile device plugged in to the power line because this is a 
battery consuming profile. In this mode the user will not receive any notifica-
tion; offers that are near his location and matches with his preferences will be 
automatically subscribed so the content is downloaded immediately. 

• In Walk mode, the GPS data sending rate is decreased in order to save battery 
life. The position accuracy is lower but this is not a vital factor due to when a 
user is walking, his speed is not fast enough to lose any offer. When the user 
receives a notification, he can see a detailed view of the offer, including its de-
scription, keywords and position in a map. If he is interested in the offer he just 
has to subscribe to start downloading the multimedia content. 

Besides this two working modes, with this application the final user can do all the 
tasks described in the section 2 of this paper. It means: (1) automatic transactional 
download of contents; (2) network traffic watch and download status; (3) down-
loaded contents management; (4) play downloaded contents: mp3, videos, and pic-
tures; (5) user profile configuration: credentials, keyword interests, range offer  
activation. 

4.3   Server Module 

For all the three types of servers the technology chosen has been JBoss AS. This 
application server has already a web server included to support the EJBs and the 
Servlets needed to communicate with the mobile library. Moreover it is able to 
work in cluster mode in a very easy and secure way. This means one single appli-
cation can be deployed and shared by several servers to always ensure the optimal 
performance of the application.  

Main Server implements all the business logic to receive the petitions from the 
mobile devices; this logic is supported by EJBs and Servlets. File Servers have the 
only task to listen requests from the main server. These requests are made over 
JBoss Remoting, which is a substrate of JBoss AS and it is a lightweight commu-
nications framework that is able to use http connections. And finally Content Pub-
lishing Server is a web portal hosted in the JBoss Web Server responsible for the 
publishing of new content from a private or public provider. In this Web Portal the 
publisher can manage his offers and topics and upload multimedia content. To as-
sign GPS coordinates and activation range of the offer we have designed an inter-
active application over Google Maps to manage the content in a very intuitive 
way. We just has to point in a map and he will receive a visual feedback of the lo-
cation and activation range of his offer. 
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5   Testing and Results 

For testing purposes we populated the platform with four different offers located 
in the city of Bilbao (Spain). Their GPS coordinates and information are presented 
in the Table 1. The test consisted in a route through the city with the mobile client 
application running in a “HTC HD2” mobile passing over all the activation ranges. 

Table 1 Offer locations and information 

Offer Name Longitude Latitude Activation Range 

Museo Guggenheim -2.934250831604 43.2686437747697 400metres 

Museo Arqueologico,  -2.92824268341064 43.2628937385262 450metres 

Polideportivo Deusto -2.94784426689148 43.2684719065613 500metres 

Gran Hotel Domine -2.93384313583374 43.2677375551133 200metres 

We started our test route and put the application in Walk mode and we started 
walking. When we reached the first activation range, a notification appeared tell-
ing us there was an available offer in our position that matched our preferences. 
We subscribed to that offer and continue walking. The content of the first offer 
named “Polideportivo de Deusto” was automatically downloaded including three 
pictures in jpeg format and a pdf file with the prices of the establishment.  

We continued our test route and put the application in Drive mode so it will not 
notify us of anything. We passed through the rest of the three activation ranges of 
the offers and the application automatically subscribed and started downloading 
the contents. In the middle of our test we stopped the application to test the trans-
actional downloading process. When we restarted the mobile application, the 
download process resumed in the point it was before the restart. We got to the end 
of our test route and checked the application; it correctly had downloaded all the 
multimedia content of the offers, including two video files, one audio file, and 
several pdf files with information about the offers. This test was executed using 
the 3G mobile network for the download traffic and it successfully worked with an 
average download speed of 1832 kbps. 

After finishing the experiment we can conclude we obtain successful and posi-
tive results in all the areas of the platform: the GPS data and location sending from 
the mobile client; new offer and content discovery in Walk mode; automatic sub-
scribing and downloading in Drive mode, transactional downloading and personal-
ized multimedia content based on mobile device specifications. 

6   Conclusion and Future Work 

In order to study some new possibilities that the mobile multimedia technologies 
are able to offer, we have successfully developed a platform capable of combine 
these ones with the advances in location solutions. The result of the work is a suc-
cessful development of an innovative platform for the proactive provision (using 
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on mobile devices) of multimedia contents which are contextualized to the user 
profile (location, desired destination, preferences, etc.). Therefore, it includes very 
advanced characteristics such as multimedia file re-encoding for personalize mo-
bile contents, large compatibility of client application with mobile devices, dis-
tributed storage of contents and a load balancing system.  

Future work is focused on the improvement of the content contextualization by 
using semantic webs and ontologies as described in [6], which can interpret the 
user data and preferences and discover which would be the best contents for his 
interests. Other goal is to allow the user to participate in the platform, allowing 
him to publish new contextualized content with his mobile phone, and integrating 
the application and content with the most important social networks. 
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An Identification Method of Inquiry E-mails to
the Matching FAQ for Automatic Question
Answering

Kota Itakura, Masahiro Kenmotsu, Hironori Oka, and Masanori Akiyoshi

Abstract. This paper discusses how to match the inquiry e-mails to pre-defined
FAQs(Frequently Asked Questions). Web-based interaction such as order and regis-
tration form on a Web page is usually provided with its FAQ page for helping a user,
however, most users submit their inquiry e-mails without checking such a page. This
causes a help desk operator to process lots of e-mails even if some contents corre-
spond to FAQs. Automatic matching of inquiry e-mails to pre-described FAQs is
proposed based on SVM(Support Vector Machine) and specific Jaccard coefficient.
Some experimental results show its effectiveness. We also discuss future work to
improve our method.

Keywords: FAQ, Support Vector Machine, Jaccard coefficient, Automatic Question
Answering.

1 Introduction

Recently Web-based services, for instance, shopping and community management,
are rapidly increasing, which usually provides basic interaction between a user and
a service company by form-based input on Web pages. Such inquiry e-mails from
a user are delivered to service company’s operators and they send back e-mails by
hand. Along with lots of inquiries, FAQ(Frequently Asked Question) page is intro-
duced to reduce operators tasks. Many researches for helping with FAQ creating has
been conducted.However, most users rush to submit their inquiry e-mails without a
glance of FAQ page.
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This situation motivates us to develop a new functionality that a service-side
server can indicate a corresponding FAQ to a user’s inquiry. Customers’s inquiry
e-mails tend to be contained within FAQs, which takes an amount of unnecessary
time and effort of a help desk operator. In order to reduce the load of the operator,
the automatic question answering system is required. The system outputs answers
corresponding to questions by inputting inquiry e-mails as search query. There are
a lot of researches of the automatic question answering system. [1, 2, 3, 4] Many
of these research uses Jaccard coefficient [5] of an inquiry e-mails and FAQs for
searching a corresponding FAQ. However, these researches have accuracy problems
by reasons of that inquiry e-mails sentence is short, contains informal expression
and spelled in several different ways. Moreover, FAQs resemble each other, which
make it difficult to identify corresponding FAQ. On the other hand, another research
uses the learning classifier method for determining whether or not inquiry e-mails
correspond to each FAQ. The learning classifier judges inquiry e-mails based on the
similarity between an inquiry and each past inquiry. However, because similarity
determination between short sentences generally shows low accuracy, comparing
one by one is inappropriate. The automatic question answering system needs another
method to replace one to one comparing with an inquiry e-mail and a FAQ.

Therefore, we propose the automatic question answering system, which classifies
an inquiry e-mail by comparing the similarity to a set of target FAQs.

2 An Identification Method of Inquiry E-mails to the Matching
FAQ with SVM

2.1 Approach for Automatic Question Answering System

As for the similarity judgment, Jaccard coefficient, especially, can measure the sim-
ilarity between inquiry e-mails and FAQs. Therefore, we conducted a preliminary
experiment.

Fig.1 and Fig.2 shows Jaccard coefficient of some inquiry sentences and FAQs.
The inquiries shown in solid lines in the graphs are the case of taking maximum Jac-
card coefficient between inquiry sentence and correct FAQs. On the other hand, the
inquiries shown in dashed lines are the case of NOT taking maximum Jaccard coef-
ficient between them. These graphs show distinct patterns in shape, and expected to
use these patterns in judging inquiries to answer automatically. However, the case
of taking maximum Jaccard coefficient is not always useful in classifying, even if
graphical form are similar. Despite another classifying method replaceing maximum
value is required, it is difficult to determine judgment rules in advance.

Therefore, We focused on SVM (Support Vector Machine) [6, 7] , one of the
learning classifier, for judging what inquiries can be answered automatically. By
using SVM, we eliminate the need for determining judgment rules in advance.
Suppose that operators replied as to questions, this enables learning classifiers to
learn patterns and makes classifying possible. On the other hand, in the task of
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Fig. 1 Jaccard coefficients of the inquiry matching FAQ 1 to each FAQs
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Fig. 2 Jaccard coefficients of the inquiry matching FAQ 2 to each FAQs

automatically answering, the system must have 100% precision rate. We consider
this problem in our evaluation experiment.

2.2 An Identification Method of Inquiry E-mails with SVM

2.2.1 Outline of an Identification Method

Fig.3 shows an overview of our proposed system. When a user sends new inquiry
e-mail, the system handle the inquiry as below.

First, the system separates inquiry sentences and FAQs into words. Japanese
sentences do not have separator between words, so the morphological analyzer
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separates sentences into words and picks up meaningful words. Second, the sys-
tem calculates feature vectors by using modified Jaccard coefficient. Unlike existing
Jaccard coefficient, modified Jaccard coefficient uses the keyword list and weighting
with frequency of appearance. Third, SVM detectors judges whether or not the in-
quiry is corresponding to each FAQ by the future vector. Finally, the system answer
the corresponding FAQ to users or send inquiry e-mails to operators.

The method of generation of feature vector and detection of FAQ are discussed
in more detail below.

2.2.2 Generation of Feature Vector

The system applies modified Jaccard coefficient for generating feature vector. Ex-
isting Jaccard coefficient are simply calculated by percentage of common words
between two sentences. The system uses the keyword list for to the feature vector,
because each FAQ has critical words making distinction from other FAQs. Such key-
words span more than one FAQ, the system assigns significance of each keyword in
inverse of appearance frequency.

The formula below is modified Jaccard Coefficient to reflect specificness in FAQ
words.

Speci f icWords−weighted Jaccard coe f f icient

=
f (common words o f FAQ ”S” and inquiry ”Q”)

f (words o f FAQ ”S”)+ Nq− f (words o f inquiry ”Q”)

f (·) means a weighted sum concerning its argument.

String of words

Thesaurus

FAQ

Keyword data

Similarity calculation
by Jaccard coefficient

replacement

Morphological 
analysis

Putting on 
each SVMs

Detectors

SVM FAQ 1

SVM FAQ 2

SVM FAQ n

…
A：Will you check 

”Can‘t access your account?”

Answering  
corresponding FAQ

Generation of 
feature vector

feature vector

Jaccard 1

Jaccard 2

Jaccard n

…

Inquiry e-mail
Q：I forgot my password.

Please tell us.

Weighting with

Frequency of appearance

FAQ1：adress, change

FAQ2：password, forget

FAQ n：card, loss

…

Fig. 3 Overview of identification methods
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Each vector element is modified Jaccard coefficient of each FAQ. Thus, the num-
ber of dimensions of feature vectors are same as that of FAQs.

2.2.3 Detection of FAQ

The system conducts multi-class classification by using multiple SVMs. Each SVM
learns supervised data and judges whether or not a inquiry corresponds to the FAQ
sentences on one by one. If all SVMs judge that the inquiry e-mail does not cor-
respond to FAQs, the system sends that inquiry e-mail to operators. The system
requires 100 percent precision rate, so that the system fixes the margin parameters
of SVMs to be able to judge in 100 percent precision rate by using supervised data.

3 Evaluation Experiment

We compared existing methods and our proposed method in precision and recall
rates, by classifying inquiry e-mails sent to the member management system of
the sports association. The number of e-mails are 1845, 545 of them corresponds
to FAQs. As existing methods, we used word vector-based and maximum Jaccard
coefficient judgment. In our method, feature vector is calculated by 4 FAQs, which
has many past corresponding inquiry e-mails as supervised data. Table.1 shows the
number of training data and classification target data. We extracted 22 keywords
manually in these 4 FAQs and made synonyms data for 10 of these keywords. Fig.4
shows the experimental result of the precision and recall rates.

Table 1 The number of supervised data and classification target data

FAQ The number of training data The number of target data
Q3-3 100 150
Q7-2 23 30
Q9-8 20 21
Q4-7 18 20

Although proposal classification of Q4-7 is worse than existing method in preci-
sion rate, our method basically improves the precision and recall rate. Because Q4-7
has few data, 18 questions and answers, which may be reason of low accuracy. Our
system aimes at the automatic question answering, it is also required to make pre-
cision rate 100 percent. However, 100 percent of recall rate of target classification
data is not guaranteed as far as the system adjusts the threshold by using training
data. Thus, we need another method which resetting threshold value with severity
when the target classification data is severer than training data, shown in Fig.5. If
we can adjust the threshold so that the target classification data is judged in 100 per-
cent precision rate, the system classifies in 75 percent recall data, shown in Fig.6.
Therefore, the future work is to set the threshold automatically.
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Fig. 6 Recall rate of proposal method under 100% precision rate by using classification target
data

4 Conclusion

This paper addresses the automatic question answering system, which provides the
function that lots of inquiry e-mails correspond to existing FAQs. Proposed system
identifies inquiry e-mails to the matching FAQ by using SVMs. As feature vector
of SVMs, we use Jaccard coefficient between inquiry e-mails and FAQ sentences,
which is modified word weight by significance of each keyword.The experimental
result shows its effectiveness. If we adjust the threshold by using target classifying
data.
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Cryptanalysis of Hash Functions Using 
Advanced Multiprocessing 

J. Gómez, F.G. Montoya, R. Benedicto, A. Jimenez, C. Gil, and A. Alcayde * 

Abstract. Every time it is more often to audit the communications in companies to 
verify their right operation and to check that there is no illegal activity. The main 
problem is that the tools of audit are inefficient when communications are en-
crypted. 

There are hacking and cryptanalysis techniques that allow intercepting and au-
diting encrypted communications with a computational cost so high that it is not a 
viable application in real time. 

Moreover, the recent use of Graphics Processing Unit (GPU) in high-
performance servers is changing this trend. 

This article presents obtained results from implementations of brute force at-
tacks and rainbow table generation, sequentially, using threads, MPI and CUDA. 
As a result of this work, we designed a tool (myEchelon) that allows auditing en-
crypted communications based on the use of hash functions. 

Keywords: CUDA, MPI, hash, audit tools, rainbow tables, brute force. 

1   Introduction 

From its origins computing has revolutionized the way in which companies com-
municate, coming to play an important role in their success. The constant emer-
gence of new technologies and the ability to interconnect through networks gives 
significant improvements in productivity and business market. This has great 
benefits but also new challenges. The most important challenge is the computer 
security [1]. 

Given the importance of computer systems, laws and standards have been pro-
vided to regulate the use and transmission of information. For example, in Spain 
we can find the Data Protection Act [2], while at international level we can find 
the ISO 1799/BS [3] and ISO / IEC 27001 [4]. All these legal advances, together 
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with the increased complexity of computer systems have caused an increment of 
computer security audits. 

An audit of computer security [5] allows to check the security level of a com-
puter system using all kinds of tools and techniques for finding the problems and 
weaknesses. To make a security audit is necessary to use a large set of tools to 
easily audit unencrypted communications. Therefore, the main challenge and ob-
jective of this work is to create an auditing tool that allows encrypted communica-
tions audit based on the use of hash functions. 

For that, in section two, we analyze the attacks on hash functions. Section three 
explains how to use the hash functions attacks on MyEchelon to audit encrypted 
communications. In sections four and five we analized the results of implementing 
the brute force attacks and generation of rainbows table using different technolo-
gies multiprocessing to provide greater power to MyEchelon. 

2   Criptoanalysis of Hash Functions 

One of the great allies of computer security is cryptography. A clear example is 
the use of hash functions, which we can find in communications, to check the 
passwords, to verify the integrity of messages, etc. 

A hash function allows to calculate the trace (the summary) that uniquely iden-
tifies a particular set of data. Table 1 shows the characteristics of the most impor-
tant hash functions: MD5 [6], SHA-1 [7] and NTLM/MD4 [8].      

The scientific community began to question about the security provided by the 
hash functions when Xiaoyun Wang [9] published the first results on the breaking 
of the MD5 hash function and Antoine Joux [10] demonstrated vulnerabilities in 
the SHA-0 hash function. 

The classical way to break the hash functions is to use brute force attacks [11] 
that consists on generating all possibles solutions until you find the right one. This 
implies a high computational cost for large and complex passwords. For that, it 
becomes necessary to find an efficient solution to this problem. This solution was 
found in the use of tables Rainbow [12] that is an elegant solution from the known 
hash tables [13] created by Martin Hellman, avoiding as far as possible the large 
number of collisions inherited from his predecessor. The disadvantage of both 
techniques is that they have a very high computational cost, making unfeasible its 
use in conventional equipments.  

Table 1 Comparative Hash functions 

 MD5 SHA1 NTLM / MD4 

Summary size 128 bits 160 bits 128 bits 

Block size 512 bits 512 bits 512 bits 

Number of steps 64 80 48 

Message size ∞ ∞ ∞ 

Strength preimage 2128 2160 2128 
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3   myEchelon 

MyEchelon is created with the aim to automate the audit process of a system using 
a large set of tools. When myEchelon runs, it analyzes and takes control of the 
network where you are. Once the network scans, it carries out an attack Man In 
The Middle to the networks devices to audit communications (see Figure 1). Logi-
cally, unencrypted communications can be audited but the problem is the en-
crypted communications. 

password

hash

Audited
comunication

 

Fig. 1 Architecture of a network auditing myEchelon 

To allow auditing the encrypted communications, myEchelon uses a high per-
formance server which will be responsible for making the crypto-analysis (see 
Figure 1). 

As we will see, the brute force attacks can audit https secure communications 
and the use of rainbow tables allows obtaining the passwords that are transmitted 
over the network. 

To improve the performance of cryptanalysis it is going to be compared brute 
force attacks and generating rainbow tables sequentially, using threads [14], MPI 
[15] and using Graphics Processors Unit (GPU) using CUDA [16]. 

All results have been obtained on the server MX DUAL AZServer Xenon and 
NVIDIA TESLA 1070. The server has two processors Dual / Quad Core Intel Xe-
non 2.66 GHz, 8 2Gb SDRAM and two SATA hard drives of 1TB in RAID 1. 
Moreover, the TESLA team has four cards tesla 1070 T10, which makes a total of 
960 cores of 1.44 GHz each. 

4   Brute Force Using Advanced Multiprocessing 

Basically, this type of cryptanalysis is based on the birthday attack [17]. This at-
tack is that given a hash m, it has to find a text M´ whose value Hash (M´) is equal 
to the original hash (m). 
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For example, in the case of SHA1 (160 bits), this attack requires to generate 
280 tests to obtain the solution. 

One application of this cryptanalysis is the forgery of certificates https se-
cure communications. An https security certificate is composed by a series of 
data that identifies the server (e.g. name, domain) that are signed by a certifica-
tion authority. To ensure the integrity of the digital certificate is used a digital 
signature algorithm, which in the case of https certificate is the MD5 hash  
function. 

To audit the https encrypted communications is necessary to generate a certifi-
cate in real time so that the signature of the certificate is the same than the origi-
nal. In this sense, Arjen Lenstra [18] demonstrated the creation of two X.509  
certificates with different public keys and the same MD5 hash value. Thus, it is 
possible to modify an original certificate and find a collision to allow the new cer-
tificate had the same hash value. The process is computationally expensive be-
cause it must test a great set of solutions to obtain a collision. 

We implemented the brute force attack using different multiprocessing tech-
nologies for different hash functions. As an example, Figure 2 shows the compara-
tive on the performance of different technologies to generate the brute force attack 
for the MD5 hash function. If we analyze the results we can see that CUDA has 
the best performance with more than 135 millions hash/sec. However, as happens 
to MPI, it needs a time to start the system which penalizes the generation of a 
small number of hashes. 

10        3 10        10        10        10        10        104 5 6 7 8 9

 

Fig. 2 Generation MD5 Hash 

If we compare the results between the perfomance of different implementations 
with respect to the sequential implementation (see Figure 3 and Table 2), we see 
that the use of threads and MPI represents a better performance of 780% and 
CUDA provides the best results with a performance of 4410% over its sequential 
implementation. 
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Fig. 3 Comparison of performance on the brute force attack 

Table 2 Perfomance on the brute force attack 
 

 MD5 SHA1 NTLM  

Threads 806% 769% 764% 

MPI 792% 766% 781% 

CUDA 5222% 4046% 3962% 

5   Rainbow Tables Using Advanced Multiprocessing 

The use of Rainbow Tables is the fastest way to make brute force attacks. For the 
use of Rainbow Tables it has been used Rainbow-Crack project [19]. The process 
of breaking a hash consists of three phases: generation of tables (rigen), to put or-
der in the tables (rtshort) and use of ordered tables to obtain the value of a given 
hash (rtcrack). The first two steps should be performed once, while the third step 
is repeated for each of the hash that we want to break. 

The main problem is that the required size and the time for generating tables 
are related exponentially to the size of the password that you want to analyze. For 
example, to generate a rainbow table that enables to break an alphanumeric pass-
word of seven character is necessary to generate a table of 2Gb for what it would 
be necessary about three days. To decrypt passwords of nine characters we need 
500 tables of 2Gb and it would take about three years. 

Basically, a rainbow table is composed of a set of vector data. The generation 
of each vector can be done completely independently and for this, as it is shown in 
Figure 4, it is necessary to use mainly three functions: 1) IndexToPlain is respon-
sible for converting a numerical value to a string belonging to the set of possible 
values 2) PlainToHash is the most important function since it is responsible for 
calculating the hash of the string above, 3) HashTolndex converts the hash value 
to a numeric value. 
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Fig. 4 Rainbow Tables Generation sequentially 

If we analyze the processing time we can observe that PlainToHash function 
represents a 44.58% of the time, IndexToPlain a 15.75%,  HashTolndex a 8.27% 
and the 31.6% left is used in various operations reading and writing.  

The parallelization of the generation of Rainbow Tables has been made taking 
into account the characteristics of each technology. 

In the case of threads and MPI parallelization is easy and can be calculated 
separately each of vector in the table. But in CUDA case parallelization is more 
complicated because CUDA does not allow operations W/R and therefore it gen-
erates a CPU thread for each vector. To complete the calculations on the GPU 
functions have been implemented PlainToHash, IndexToPlain and HashTolndex 
in CUDA. Thus, the CPU thread is responsible for carrying out the operations  
W/R and GPUs performs the calculations. 

Figure 5 shows the results obtained by different technologies of multiprocessing. 
In this case, the use of threads and MPI represents a perfomance of 783% close to 
the ideal one while CUDA is much lower than the sequential implementation. 

The CUDA implementation for the generation of tables Rainbows presents the 
worst results. It is produced as it makes a continuous movement of data between 
the CPU and the GPU system. 
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Fig. 5 Performance Comparison in Rainbow Tables generation 
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Table 3 Comparasion in Rainbow Tables generation 
 

 MD5 SHA1 NTLM  

Threads 765% 780% 770% 

MPI 800% 797% 787% 

CUDA 78% 36% 33% 

6   Conclusions 

This article presents the results of the implementation of brute force attacks and 
Rainbow Tables generation, so sequential, using threads, MPI, CUDA. Finally, we 
can say that CUDA has the best technology in brute force attacks while MPI pre-
sents the best results in the generation of tables Rainbow. 

These results have been applied to myEchelon allowing intercepting and audit-
ing encrypted communications using in each case the best multiprocessing  
technology. 
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Development of Transcoder in Conjunction with 
Video Watermarking to Deter Information 
Leak 

Takaaki Yamada, Katsuhiko Takashima, and Hideki Yoshioka * 

Abstract. A transcoder incorporating video watermarking method has been devel-
oped. This paper reports the implementation and evaluation of the system. Visibil-
ity testing showed that degradation in the quality of the watermarked images was 
almost imperceptible. Robustness testing showed that the embedded watermarks 
were robust against re-encoding with scaling. Process-time testing showed that the 
total processing time is increasing by 17%. Use of this system should help in de-
terring information leak in viewed and distributed video content. 

Keywords: transcoder, video watermark, information leak. 

1   Introduction 

The growing availability of video content online is exacerbating the problem of 
copyright violation. The copyright of video content can easily be violated because 
the Internet facilitates copying and redistribution of content. Moreover, video-
sharing services, which provide a huge amount of the video content worldwide, 
enable illegal copies to be distributed anonymously [1]. An approach to solving 
this problem is to embed the copyright information into the content in the form of 
a digital watermark [2], but this requires creating video watermarks that are robust 
against image processing [3,4]. 

To deal with these problems, a previously developed method for embedding 
video watermarks creates watermarks robust against image processing and is suit-
able for content distribution using software on commodity personal computers 
(PCs) [5]. This method enables real-time processing including watermark  
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embedding, MPEG encoding, and hard disk drive recording. However, it can gen-
erate only MPEG-4 encoded watermarked files because the watermark embedding 
process is incorporated into the MPEG-4 encoding process. Moreover, it supports 
only the QVGA (320×240-pixel) format, which is converted from the VGA 
(640×480-pixel) format of the incoming video signal. Subsequent improvement 
enabled it to directly handle the SDTV format (equivalent to VGA) of the incom-
ing video signal. It is separate from the encoding process and thus can be incorpo-
rated into various encoding and distribution systems. Moreover, the improved 
method can still run on commodity PCs. However, its input is restricted to SDTV 
format due to the limited ability of PCs to capture data. To enable our method to 
handle input formats larger than SDTV, we have now developed a transcoder for 
converting the HDTV format of the incoming signal to other formats. 

In this paper, target application of the transcoder and its implementation are de-
scribed. Results obtained in its experimental evaluation are then presented. 

2   Digital Watermarking to Identify Source of Information 
Leak 

2.1   Target Application 

Consider a video archive that stores video files captured by surveillance cameras. 
These files may contain scenes showing personal information, copyrighted mate-
rial, or trade secrets that need to be protected. When an authorized organization 
requests particular files, an official at the video archive packages the files and 
sends them to the recipient. The data size of the files might be reduced due to the 
limited capacity of portable media. A transcoder is a system that converts video 
files from one compression type to another compression type. It enables the offi-
cial to re-compress video images for sending samples (e.g. by resizing from 
HDTV to SDTV). 

If content from the files were found by chance on a video-sharing site, serious 
problems such as privacy violation, copyright piracy, and contract infringement 
would arise. It would be difficult, however, to determine whether the information 
leak occurred in the office of the organization to which the file was sent or in the 
video archive office. Quickly identifying the source of an information leak is 
therefore an important issue in cooperate governance to ensure accountability of 
the video archive. 

One way to identify the site of information leakage is to use a digital water-
marking technique that embeds the recipient's ID into the video file before it is 
sent. Watermark embedding process can be incorporated into transcoding process. 
If problematic video is found by chance, the embedded ID can be used to identify 
the party who redistributed it (see Fig. 1). It is, however, difficult to detect  
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Fig. 1 Application image. 

watermarks in content that has been severely degraded by the image processing 
used by video-sharing services, for instance, combinations of re-encoding and  
resizing.  

2.2   Related Works 

Many methods have been developed for general-purpose video watermarking for 
copyright protection [2–5]. For instance, spread spectrum communication schemes 
transmit a narrow-band signal via a wide-band channel by frequency spreading. 
Ideas from the spread spectrum communication are applicable to watermarking. 
Watermark signals can be seen as narrow-band signals and digital content can be 
seen as a wide-band channel [4]. In much of the early work, however, watermark 
robustness was evaluated against only encoding process such as MPEG. There has 
been little work on watermark robustness against the combination of image proc-
essing used in actual applications, such as re-encoding and resizing, except for 
some work on watermarking systems for HDTV [8]. 

A new approach to deterring information leakage is to use a transcoder in con-
junction with video watermarking as described in section 2.1. The size of input 
image is often reduced by transcoder into smaller one. Watermarks should be em-
bedded in such narrow area as VGA or less. The embedded watermarks, however, 
should survive the image processing of re-encoding and resizing. The system re-
quirements when a transcoder is used differ from those of previous systems [2-5, 
8]. This paper would contribute to security engineering by reporting the imple-
mentation and evaluation of such a system. 

Moreover, with the publication of a second edition of the standard video set  for 
advanced estimation of image processing [6], we can now evaluate changes 
caused by embedding watermarks in new types of scenes (for instance, a close-up 
image of a person's face (163) and scrolling tickers (116)). The results of evalua-
tions using such samples would be valuable. 
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3   Transcoder in Conjunction with Video Watermarking 

3.1   Description 

Our transcoder is a system that converts video in high resolution into video for a 
specific purpose such as quick viewing. We developed and implemented the 
transcoder by applying proven techniques such as distributed computing, multi-
core CPU computing in main modules. The system can thus perform fast transcod-
ing, enabling it to generate multiple files in parallel. The input and output formats 
are summarized in table 1. 

Table 1 Transcoder I/O formats 

 Input Output 
System MPEG2 TS, 

MXF 
MPEG4 

Video MPEG2, I frame only, 
(100Mbps) 

H.264 
Baseline 

Audio PCM/BWF-J 
AAC-LC 

AAC-LC 

3.2   Encoding Process 

The H.264/AVC encoding process used in our transcoder consists of two steps: (1) 
analysis of the complexity of and motion in images and (2) encoding based on the 
analysis results. The encoding step divides the encoding task into subtasks that 
process the entire image and slices of the image. It parallelizes the subtasks that 
are independent, so it encodes the data at a high degree of parallelism. 

3.3   Video Watermarking Process 

The watermarking module (WMM) maintains the image quality of watermarked 
images. It embeds watermarks into images by slightly changing the pixel values. It 
analyzes the original image by using a human visual model before embedding and 
extracts visually important areas such as edge shapes, where the changes are more 
perceptible than changes in other area. On the bases of its analysis, the module es-
timates the range of value changes for each pixel. These changes cannot be recog-
nized by the human eye. Maximizing the watermark strength within these ranges 
results in watermarks that are imperceptible during playback but survive image 
processing. 
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It is generally possible to define a pattern of pixel values so that the probability 
of false positive errors occurring can be mathematically calculated. Our WMM 
embeds watermarks by using such patterns, i.e., by changing pixel values to meet 
these patterns. It can thus guarantee the avoidance of false positives by using pat-
terns with a low probability. 

Consider, for example, the embedding of a watermark by changing the pixel 
values of a one-frame image. Watermarked image }..1|'{ niy i =′y  is obtained by 

adding the estimated watermark pattern ep  to the original image }..1|{ niyi =y . 

The estimated watermark pattern is calculated using the estimated strength and 

watermark pattern }..1|{ nimi =m . That is, 

epyy +=′ .                                                    (1) 

Estimation value v  for watermark detection is obtained by calculating the correla-
tion between the watermark pattern and the watermarked image, as given by 

my •′=v .                                                     (2) 

A watermark is detected by comparing the estimation value with a previously de-
fined threshold value. 

The original image is divided into regions and the embedding process is ap-
plied to each region one by one. The embedding process is applied to each frame 
image for the entire video file. The detection process is done in the same way. 

3.4   Architecture 

The transcoder architecture is shown in figure 2. The input video file is processed 
sequentially: de-multiplexing, decoding, scaling, marking if the marking option is 
used, encoding, and multiplexing into output video file. The mark-option module 
not only superimposes time codes and visible marks such as logos on video frames 
but also embeds watermarks into video frames. The watermark payload is 64-bits. 
The watermarking process in the mark-option module currently does not support 
parallel processing. 

An example of the graphical user interface of the transcoder is shown in figure 
3, and an image of the system installed in a server rack is shown in figure 4. 

 

Parallel Processing Controler

Demux Decode Encode MuxInput
File

Output
File

Transcoder

Supervisor system / Parameter / GUI

Mark
Option

Time code, visible mark,
and/or invisible watermark

 

Fig. 2 Transcoder architecture. 
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Fig. 3 Example of graphical user interface                    Fig. 4 Transcoder image. 

4   Evaluation 

4.1   Experiment Conditions 

Maintaining the image quality of images with embedded watermarks and providing 
watermark robustness against image processing are essential requirements for video 
watermarking. Video watermarks should survive not only video encoding process 
during legal viewing and distribution but also re-encoding process during illegal re-
distribution to video sharing services. Re-encoding process also includes resizing. 

Table 2 Requirement-A 

Process Size Codec Bit-rate 
Encoding 640×480 H.264/AVC 2 Mbps 
Re-encoding 480×360 H.264/AVC 512 kbps 

Table 3 Requirement-B 

Process Size Codec Bit-rate 
Encoding 352×240 H.264/AVC 512 kbps 
Re-encoding 320×240 H.264/AVC 300 kbps 

 

    

Fig. 5 Sample videos 
left: night scene(fixed) (No.116), right: women and bouquet (No.163) 
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Two video samples (15-seconds-videos in the HDTV standard video set [6]), as 
shown in figure 5, were used for visibility and robustness testing. Moreover, three 
broadcast material samples (landscape, computer graphics, and music data) were 
used only for robustness test. We evaluated whether the watermark were robust 
against image processing for two technical requirements (shown in table 2 and 3) 
from the viewpoint of practical threats. 

4.2   Visibility Test 

The files containing the two video samples were encoded in accordance with re-
quirement A (640x480) and were assumed to be distributed to users, as shown in 
figure 1. 

The quality of images watermarked and encoded using our transcoder was 
evaluated subjectively using a procedure based on Recommendation ITU-R 
BT.500-11 [7]. H.264/AVC video images were displayed on a monitor and evalu-
ated by five participants who rated watermark disturbance on a scale of 1 to 5 (5 
for imperceptible, 4 for perceptible but not annoying, 3 for slightly annoying, 2 for 
annoying, and 1 for very annoying). The average score for both samples was 4.8, 
indicating that the evaluated images were practically useful. 

4.3   Robustness Test 

We considered watermark detection to be successful when 64 bits of information 
embedded in a video sample was correctly detected without any bit errors. The 
two samples used in the visibility test were re-encoded into 480x360 video images 
in accordance with requirement A using an encoder different from the transcoder. 
The watermarks in both re-encoded samples were detected successfully. Those in 
the three broadcast material samples were also successfully detected. These results 
show that the watermarking method satisfies both requirements A and B. That is, 
the watermarks in transcoded video images are robust against the image process-
ing of video sharing services. 

4.4   Processing Time 

The software of our encoder was executed in a single thread to enable us to meas-
ure the processing time on a commodity PC. A 227-second video from the HDTV 
standard video set (from 101 to 117) was transcoded in accordance with require-
ment A. The total processing time for transcoding with video watermarking was 
988.8 seconds. It was the average for three measurements including disc access 
time to input and output files. The processing time for transcoding without video 
watermarking was 842.3 seconds. The processing time spent on video watermark-
ing was 146.5 seconds, calculated by subtraction. That is, transcoding time  
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increases by 17% when the mark-option module (superimposing time codes and 
visible marks, embedding video watermarks) is fully used. 

5   Conclusion 

We have developed a transcoder in conjunction with video watermarking. Evalua-
tion showed that the almost invisible embedded watermarks are sufficiently robust 
against the image processing of video sharing services. Use of this transcoder will 
help deter information leaks of relatively small video contents. Future work in-
cludes speed-up the processes used and further evaluation. 

Acknowledgements. We thank Nippon Hoso Kyokai for lending us their video samples. 
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Novel Chatterbot System Utilizing BBS
Information for Estimating User Interests

Miki Ueno, Naoki Mori, and Keinosuke Matsumoto

Abstract. Recently, the use of various chatterbots has been proposed to simulate
conversation with human users. Several chatterbots can talk with users very well
without a high-level contextual understanding. However, it may be difficult for chat-
terbots to reply to specific and interesting sentences because chatterbots lack intel-
ligence. To solve this problem, we propose a novel chatterbot that can directly use
Bulletin Board System (BBS) information in order to estimate user’s interests.

Keywords: Chatterbot, BBS Information, Estimating User’s Interests.

1 Introduction

Attempting to create an intelligent conversation system is one of the most impor-
tant and interesting themes in computer engineering. However, approaches that use
natural language processing and artificial intelligence techniques have not yet been
able to create an enjoyable experience for users. On the other hand, chatterbots[1]
have become a well-known method for simulating human conversation. The main
objective of chatterbots is to produce interesting conversation, and many chatter-
bots do not care to simulate the actual human thought. Eliza[2], one of the very
first chatterbots, could simulate a Rogerian psychotherapist. Many chatterbots have
been proposed since Eliza[3, 4, 5]; however, the conversational level of the pro-
posed chatterbots has not been sufficient to satisfy users. To solve this problem, we
propose a novel chatterbot that directly uses Web information in order to estimate
user’s interests.
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2 BBS Information for Chatterbot

2.1 Target BBS

We selected “2channel” (2ch)[6] as the target BBS because 2ch is the most com-
prehensive forum in Japan and covers diverse fields of interest. The top level unit
is called “category”. Several boards belong to a “category”. It has more than 600
active boards including “Social News”, “Computers”, and “Cooking”. Each board
usually has many active threads that have main topics for discussion.

2.2 Utilizing BBS Information

The following methods are adopted to use the information from the BBS.

1. If the chatterbot knows the user’s interests before the session, the chatterbot will
try to use words that appear frequently on the board related to the user’s interests.

2. The chatterbot determines the user’s interests automatically by using statistical
information from the user’s conversation log.

3. Make the internet community where people share interesting fields on the
chatterbot.

2.3 Distance between Boards

2.3.1 Definition of Distance

In this study, we define the distance between two boards in the 2ch BBS as a simple
Euclidean distance. If the similarity of two boards is high, the distance between
those 2 boards will be low.

The words set throughout the entire BBS is defined as W, and the i-th word is
denoted as wi. We set |W| = M. Then the feature vectors of board x and y, x̂ and ŷ
respectively, are defined as follows.

x =

⎛
⎜⎜⎜⎜⎜⎜⎝

Nx
w1
...

Nx
wi
...

Nx
wM

⎞
⎟⎟⎟⎟⎟⎟⎠

, y =

⎛
⎜⎜⎜⎜⎜⎜⎝

Ny
w1
...

Ny
wi
...

Ny
wM

⎞
⎟⎟⎟⎟⎟⎟⎠

(1)

Nx
wi

: The number of words wi in board x

Ny
wi

: The number of words wi in board y

x̂ =
x
|x| , ŷ =

y
|y| (2)

Then, the distance between boards x and y is defined as Euclidean distance.
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2.4 Flow of Utilizing Sentences in the BBS

1. Save all sentences on board i from the Web to set Si.
2. Let the number of all boards from which sentences are saved be n. Define S =⋃n

i=1 Si(�= φ) as the total set for n boards.
3. Set the probability of using the positive set p.
4. Let the first noun in the sentence be k. Set the positive set as

Strue = {x|x ∈ S,x is the sentence which contains word k}.
Let Sfalse = S \ Strue.

5. Select a sentence randomly from Strue with probability p, or from Sfalse with
probability of 1− p, and output this sentence after the formatting procedure. If
Strue = φ or Sfalse = φ , a sentence is selected from S.

2.5 Flow of Estimating User Interests

1. The target user converses with the original chatterbot freely.
2. The chatterbot attempts to determine the board in which the target user is inter-

ested by using the conversational log obtained in Step 1. The distance between
log and BBS board is utilized to find user’s interests.

3. We adjust the chatterbot settings to use sentences from the board estimated in
Step 2.

3 Experiment

To investigate the effects of applying BBS information to determine user’s interests,
we conducted the following questionnaire survey of users.

1. The target user freely converses with the chatterbot based on user’s interests.
2. The chatterbot attempts to determine the board in which the target user is inter-

ested by using the conversational log obtained in Step 1.
3. The chatterbot show the result of the estimation of user’s interests.
4. The target user evaluates the result of chatterbot estimation.

The results of the experiment is that the chatterbot could find the 3 different
interests of Math, Fashion and TV Game.

4 Conclusion

In this paper, we proposed a novel chatterbot that directly uses Web information.
Fig. 1 shows the look of our standalone chatterbot.

We confirmed that the proposed chatterbot is effective to find user’s interests.
Including a personality in the chatterbot will be studied in future research.
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Fig. 1 GUI of standalone
chatterbot

Agent Reply PartAgent Reply Part

User Input Part
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Do Engineers Use Convergence to a Vanishing 
Point when Sketching? 

Raquel Plumed, Pedro Company, Ana Piquer, and Peter A.C. Varley * 

Abstract. We wish to determine whether design engineers commonly use central 
projections (convergence of parallel lines to a vanishing point) when sketching 
new shapes, rather than draw physically parallel lines as parallel. This paper de-
scribes a pilot experiment carried out to determine the presence and importance of 
central projections. Results suggest that designers rarely use vanishing points 
when sketching engineering shapes. Hence, convergence can safely be ignored 
when designing and implementing basic artificial intelligence systems which de-
tect perceptual cues in engineering design sketches. Since we wish to develop an 
automated method for discriminating between central and parallel pictorial projec-
tions, the paper also presents a numerical analysis of our results which could be 
used to calibrate such a method. Keywords: Sketch-based modeling reconstruc-
tion. Central projections. Parallel projections. Vanishing points.  

1   Introduction 

Artificial intelligence aims to mimic human intelligence, and the most interesting 
artificial intelligence research is that which throws light on human intelligence 
(see, for example, [5]). Visual perception is a complex aspect of human intelli-
gence, and its artificial equivalent, machine vision, has been much studied. There 
is a clear synergy between the studies of visual perception and machine vision: 
knowing as much as possible about human perception provides resources which 
help us to develop artificial perception methods which are intuitively correct [3], 
while creating artificial perception tools reminds us of what we still need to learn 
about human vision.  

Our area of interest is creating computer-based tools for design engineers, using 
cue-based artificial perception processes which duplicate human vision processes. 
For this reason we wish to understand how designers make use of perceptual cues 
in engineering sketches. 
                                                           
Raquel Plumed, Pedro Company, Ana Piquer, and Peter A.C. Varley 
Dept. of Mechanical Engineering and Construction,  
Universitat Jaume I, 12071 Castellon – Spain 
e-mail: {plumed,pcompany,Ana.Piquer,varley}@emc.uji.es 
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Parallel lines are a particularly important cue, and they have two common 
graphical representations in pictorial projections which have survived the test of 
time. One, central projection (used since the 15th Century and codified in Durer’s 
Four Books on Measurement in 1522), is the convergence to one or more vanish-
ing points of lines representing parallel lines in 3D space. The alternative, axono-
metric projection (at least as old in practice, but only codified in the 19th Century 
by Farish [4]), does not use vanishing points—convergence of parallel lines is de-
liberately absent. A third representation, oblique projection, also deliberately 
avoids the use of vanishing points, and in this paper oblique sketches are generally 
grouped with axonometric sketches. 

Clearly, each representation has advantages and disadvantages, and engineers 
and designers must be trained to use both. However, which representation they 
prefer for any particular task has not been fully investigated. As far as we know, 
determining whether engineers and designers commonly use convergence of par-
allel lines while sketching new shapes is still an unresolved question. Such ques-
tions can only be answered by experiment. The work we present here describes a 
pilot experiment carried out to determine the presence and importance of vanish-
ing points in sketches produced by engineers and designers. Section 2 discusses 
related work. Section 3 describes the hypotheses which we wish to test. Section 4 
describes in detail our pilot experiment to determine whether central projections 
are preferred when making engineering sketches, and presents a visual analysis of 
the results, used to test our hypotheses. Section 5 presents a numerical analysis 
which could be used to calibrate an automated classification method, and Section 
6 presents our preliminary conclusions. 

2   Related Work 

Physiologists have studied perceptual cues and how they guide the visual percep-
tion process (e.g. [1, 6, 9]), and some correspondences between perceptual organi-
sation in biological and artificial vision have been established (see, for example, 
[13]). Some computer scientists have replicated cue-based perception processes in 
various approaches (e.g. [2, 8, 15, 16, 19]). Even so, the current situation is that 
we have no complete catalogue of perceptual cues, and the exact role even of 
known cues is not fully understood. 

In particular, the importance of central projection as a perceptual cue specific to 
the interpretation of engineering sketches has not been investigated experimen-
tally. Previous studies have in general either assumed or ignored convergence as 
one of their simplifying assumptions. For example, Parodi el al. [10] investigating 
the computational time complexity of labelling polyhedral scenes, assume the 
presence of convergence and show that calculating vanishing points is the rate-
determining step. Sturm et al. [14] calculate vanishing points to calibrate single 
camera images of polyhedra, but require the user to specify manually which lines 
are intended to be parallel. Kanade [7] proposes a technique for recovering three 
dimensional shapes from a single image, based on mapping image regularities (in 
particular, parallelism of lines and skewed symmetry) into shape constraints.  
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Prats et al. [12] investigates the sketching process of designers and how they 
are able to obtain new shapes during sketching by the application of shape rules, 
but it does not consider the study of depth cues. 

Wyeld [18] presents a psychology experiment directed at determining the range 
of variability in individuals’ drawing ability and ability to read 3D images. The 
drawings used in the study included common perspective depth cues such shading, 
shadows and a ground plane. The population for this study was limited to first 
year undergraduate students. In contrast to Wyeld’s study, we focus on one spe-
cific depth cue, but we consider a much wider range of technical drawing skill. 

3   Hypothesis 

The purpose of our experiment is to determine to what extent convergence to a 
vanishing point is used by designers while sketching engineering shapes. It is here 
that we must define designer. For the purposes of our experiment, a product de-
signer is someone who has received specific training in 2D and 3D geometry and 
the commonly-used techniques for representing 3D objects in 2D as part of a 
technical education. 

We contrast product designers with graphic designers, who have received train-
ing in the commonly-used techniques for representing 3D objects in 2D as part of 
a non-technical (often artistic) education. 

Using these definitions, we hypothesise that the technical training received by 
product designers influences the way they represent three dimensional parts. In 
particular, we hypothesise that people who are trained to think in engineering 
terms will generally prefer parallel (axonometric or oblique) projection (which re-
tains the important cues to functionality) rather than perspective projection. 

By contrast, we might expect that graphic designers, after being exposed to 
more artistic training (where how it looks is more important than what it does), 
may show a trend towards using convergence when making design sketches. 

Therefore, we should compare the behaviour of two distinct population groups: 
product designers whose background is in engineering, and graphic designers 
whose background is artistic. 

Ideally, we should also consider a third group, those who have, as yet, received 
no design training either as engineers or as artists. In this case, we have no reason 
to hypothesise a preference either for parallel projections or convergence. 

 

Fig. 1 Models used in the experiment, by rising order of difficulty from left to right: first, 
second and third model.  
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4   Design of the Experiment 

The basis of our experiment is that we asked various people to draw pictures of 
three polyhedral solids. The solids and the accompanying instructions are de-
scribed in detail in Section 4.1, and the participants in the study are described in 
detail in Section 4.2. 

To determine the human perception of such drawings, the pictures were subjec-
tively classified by a group of experts as central/axonometric projections and 
good/poor quality. The classification results are summarised in Section 4.3. 

4.1   The Questionnaire 

In designing our experiment, it is important to avoid any kind of implicit or ex-
plicit constraint or guidance on the way the task should be performed. In particu-
lar, we tried not to influence the participants either to use or not to use hidden 
lines, and left them free to choose the orientation of the model. For this purpose, 
we produced a minimal questionnaire which avoided as far as possible any unnec-
essary guidance to the participants. Expanded polystyrene was chosen for the 
model material as surface brightness helps the observer to recognise the object’s 
faces and edges, thereby ensuring that all participants had a good mental model of 
the object they were to sketch. 

To avoid any hint of how parallel edges should be represented, or whether or 
not hidden lines should be drawn, the physical object in the worked example was a 
tetrahedron oriented such that all of its edges were visible. Even this minimal task 
description contains one implicit hint: the participants are influenced to use picto-
rial projection, not multiview orthographic projections. 

The questionnaire also included a 15 x 11 cm rectangular frame for the partici-
pants to draw their own objects. This helped to ensure that sketches were of a 
similar size. 

We also collected personal data as studies level, studies field, sex and age. 

4.2   Participants 

The bulk of the population was drawn from several departments of the same univer-
sity, and included industrial engineers, mechanical engineers, architects, designers 
and artists. The level of experience ranged from undergraduate students to profes-
sors. We also included a few participants with no technical drawing training. 

A total of 147 questionnaires were returned. 16 (10.88%) were returned by par-
ticipants with no university education. 2 of them (12.5%) were filled out by people 
with secondary education until 16 years old. 3 of them (18.75%) were solved by 
people with secondary education between 16 and 18 years old. And others 11 
(68.75%) had received secondary education with professional orientation. Their 
ages ranged from 27 to 66 years old. 11 were male (68.75%) and 5 were female 
(31.25%). 
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73 questionnaires (49.66%) were returned by university students, of whom 58 
(79.45%) studied an engineering speciality (mechanical, industrial), 7 (9.59%) 
studied architecture, and 8 (10.96%) studied other subjects. Their ages ranged 
from 18 and 43 years old. 53 were male (72.6%) and 20 were female (27.4%). 

58 questionnaires (39.46%) were returned by participants with one or more 
university degree. 29 (50%) graduated in engineering, 14 (24.14%) graduated in 
architecture, 8 (13.79%) had artistic training via design studies or BBAA, and 7 
(12.07%) graduated in other fields. Their ages ranged from 26 to 56 years old. 35 
were male (60.34%) and 23 were female (39.66%). 

4.3   Human Perception 

In order to determine how humans would classify the sketches, each sketch was 
subjectively classified by six experts (four belonging to the research team and two 
external experts) as: clearly axonometric; clearly central; clearly non-pictorial or-
thographic; uncertain; and not classifiable because of poor quality. 

Next, we compared the experts' classifications, and discarded those drawings 
where there was disagreement (agreement means here that four or more experts 
chose the same classification). As a result, 20 (13.6%) of the original 147 draw-
ings were discarded. We also discarded 9 sketches which were considered by all 
six experts as so poor quality that trying to classify their contents as central or par-
allel projections was pointless. And finally, we discarded 7 sketches which were 
agreed as drawn using non-pictorial orthographic projections, as, showing only a 
single 2D view, these were not useful when determining how 3D objects are rep-
resented pictorially. 

After discarding useless sketches, we were left with 111 valid sketches. Of 
these, 3 (2.54%) clearly used central projection and 108 (91.53%) clearly used 
axonometric projection. All 3 of those which used central projection depicted the 
first model (the cuboid). 

In more detail: 

71 of the valid sketches (63.96%) were created by product designers. All of 
these were classified as axonometric drawings by experts.  

26 of the valid sketches (23.42%) were created by graphic designers. These in-
cluded the 3 were classified by experts as perspective drawings. 

14 of the valid sketches (12.61%) were produced by subjects without drawing 
training.  

From these results, we find strong support for the hypothesis that designers 
(both product designers and graphic designers) prefer axonometric to perspective 
projection. There is only weak support for the hypothesis that graphic designers 
are more likely than product designers to use perspective projection, and there is 
also only weak support for the hypothesis that model complexity influences choice 
of representation, with perspective projection being more likely for simple objects 
than for complex objects. 
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Fig. 2 Vertices defined by points intersection Fig. 3 Line drawings 

5   Numerical Measurements 

In order to preserve the questionnaires, the sketched images were scanned and 
saved as bitmaps. This has the additional advantage that it allows us to perform 
numerical analyses. This numerical data could be used to calibrate automatic clas-
sification of sketches into central/axonometric, as a step towards our aim of auto-
mating interpretation of engineering sketches. This data can be found in [11].  

In order to produce this numerical data, we manually vectorised the scanned 
images into line drawings, by identifying vertex locations and tracing new lines 
from vertex to vertex, as described next. In most cases, vertex locations are clearly 
defined as junctions of two or more line segments, as shown in Figure 2 (a). 

However, there were also cases in which vertex locations were not so well  
defined: 

• Overtracing, as in Figure 2(b), results in several intersection points among sev-
eral lines. In these cases, we defined the vertex location as the intersection of 
medial axes. 

• Sometimes, as in Figure 2(c), junctions of lines which were intended to inter-
sect at the same vertex were sufficiently separated to be considered as distinct 
vertices. In our processing, we merged any two vertex locations which differed 
by less than 3.5% of the length of the shortest line segment intersecting either 
vertex. 

• Finally, some participants used scaffolding lines intermixed with pictorial lines, 
as in Figure 2(d) (scaffolding is any line or group of auxiliary lines in the sketch 
which is used to facilitate drawing and which does not correspond to any fea-
ture of the object). We assumed that thick lines are pictorial lines and thin lines 
are scaffolding, and vertex locations only occur at the intersections of pictorial 
lines. 

Once all vertex locations were defined, we redrew pictorial lines in different col-
ours, where each colour corresponds to a different direction (see Figure 3).  

In order to facilitate later analysis, lines representing the same edges of each 
model were always drawn in the same colour. 



Do Engineers Use Convergence to a Vanishing Point when Sketching? 247
 

Hidden lines were also vectorised, since they portray edges of the model, but 
other auxiliary lines (such as reference axes and scaffolding) were discarded. 

From each vectorised line drawing we extracted: (a) geometrical information 
provided line slopes, line lengths and coordinates of every vertex; (b) general in-
formation, corresponding to geometric information sorted by direction; and (c) 
drawing information: on the existence or absence of hidden lines or auxiliary lines 
in drawings. 

We analysed these numerical results with the objective of looking for criteria 
which could be used to discriminate between parallel and convergent sketches. 
This analysis is presented in Section 5.1. The analysis produced other interesting 
results, which are discussed briefly in Section 5.2. 

5.1   Automatic Discrimination of Central Style Sketches 

Obviously, not all people have the same ability to create accurate freehand 
sketches. We cannot simply look for parallel lines to discriminate parallel projec-
tions from central projections: in reality, no lines in a freehand sketch will be per-
fectly parallel. 

Instead, we need a calculable function which can be used to distinguish deliber-
ate parallelism and/or convergence from involuntary mistakes made during 
sketching. By analysing data from the 108 valid drawings classified as axonomet-
ric, we can then estimate a threshold value for this function. 

 

     

Fig. 4 Histograms of relative frequency vs          Fig. 5 Cumulative Frequency of overall AD 
intervals of angular dispersion for model 1. 

Our choice of function is angular dispersion (AD), the maximum angle value 
among the slope differences between each pair of lines representing parallel edges 
parallel of the original 3D model:  

AD=max |αi-αj| / i=1,2,..,n; j=1,2,..,n; i≠j,                               (1) 

where n defines each of the set of lines belonging to a specific direction. It is in-
tended to measure the maximum freehand sketching error which occurs when de-
signers draw parallel lines. 
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Several aspects of the AD function were studied. First we created histograms 
which show the relative frequency (in 1° buckets) of AD for each model and di-
rection (i.e. group of like-coloured lines). Figure 4 shows the histograms for 
model 1. From the original data, we also extracted the mean values of AD for each 
model and direction (see table 1).  

Table 1 The mean values of AD for each model 

 Model 1 Model 2 Model 3 

Direction 1 2.98º 4.28º 7.25º 

Direction 2 3.63º 4.77º 12.54º 

Direction 3 6.19º 12.08º 8.65º 

Direction 4  5.97º 2.96º 

Secondly, we plotted the cumulative frequency of AD, as shown in Figure 5. 
We found that, owing to the part orientation chosen by some participants, in 22 
cases there was only one edge in one or more of the directions, making it impossi-
ble to perform this calculation. These 22 cases were not included in this analysis.  

We obtained a mean AD value of 6.5º. Fixing a threshold value of AD=9º 
would lead to 80.4% of directions being classified as parallel rather than converg-
ing.  If we raise the threshold value to AD=13º, then 90.1% of directions would be 
classified as parallel.  

Analysing the sketches which were classified manually as perspective draw-
ings, we found that the mean value of their AD is 21.84º, and the lowest value  
is 8.6º. 

We therefore propose that a value of AD=8º would be suitable for determining 
whether the designer’s intention was to draw parallel lines.  From the graph in 
Figure 5, 75.4% of AD values are below this threshold. 

5.2   Other Results 

Our data also allows us to investigate the preference of designers for particular di-
rection angles in 2D. Figure 6 shows the frequency of particular angles, grouped 
in 4º buckets. As can be seen, there is a strong preference for 90º (i.e. vertical), 
followed by a weaker preference for 30º, 0º and -30º.  

Earlier studies (e.g. [17]) have theorised that vertical edges of a 3D object will 
be drawn as vertical lines in 2D. The predominance of 90º angles, independent of 
the model drawn and the type of projection used, strongly supports this theory. 
Verticality is a dominant direction in pictorial representation, and both product 
and graphic designers are able to use it with accuracy.  

The frequency of ±30° can be attributed to them being the required angles of 
the two horizontal axes in isometric projection.  

Finally, in creating Table 1, we observed that the largest AD values corre-
sponded to short lines. Taking this further, we looked for a possible correlation  
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Fig. 6 Frequency of angles Fig. 7 Diagram of dispersion points between 
AD values and average lengths. 

 
between AD values and average lengths of each set of lines. The results are plot-
ted in Figure 7, which shows that there is indeed some correlation between the two 
parameters. This study falls outside the scope of our present paper, but is some-
thing which could profitably be investigated in the future.  

6   Conclusions 

From our experiment, we conclude that convergence is not an important cue for 
artificial perception of engineering sketches, as central projections are rarely used 
in engineering sketches. By contrast, parallelism is a very important cue, as paral-
lel lines of three-dimensional shapes are usually represented as parallel lines in 
engineering sketches. 

Both product and graphic designers tend to prefer axonometric projections 
when sketching simple polyhedral engineering parts. There is a suggestion that 
this preference becomes stronger with more complex objects, but the supporting 
evidence is weak and this remains a matter for future research. 

This result is helpful when designing cue-based artificial perception processes. 
When implementing simple sketch-based modelling systems, perspective can 
safely be ignored. In more advanced systems, parallelism should be given more 
weight than convergence when, for example, competing processes must negotiate 
in order to identify the more sensitive cues. 

Automatic discrimination between central and axonometric sketches remains 
problematic. The fact that line are or are not parallel (to within any particular 
threshold value) is not a sufficiently reliable indicator of the choice between cen-
tral or axonometric projection. A threshold value (AD=8º) low enough to correctly 
identify all central projections would also lead to 24.6% of sketches which were 
identified manually as axonometric being misclassified as central projections. 

What remains unclear is whether all of these problem sketches were intended 
by their creators to be axonometric. Is it possible that the machine is correct, that 
convergence is indeed present, but that some optical illusion prevents the human 
eye from detecting it. This too remains a matter for future research. 
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Fingerprinting Location Estimation and 
Tracking in Critical Wireless Environments 
Based on Accuracy Ray-Tracing Algorithms 

Antonio del Corte, Oscar Gutierrez, and José M. Gómez * 

Abstract. This paper presents an alternative detection method in fingerprinting 
technique for indoor localization and trajectory estimation based on efficient ray-
tracing techniques over Wireless Local Area Networks (WLAN). Firstly, the use of 
radio frequency (RF) power levels and relative time delay is compared as detection 
method to estimate the localization of a set of mobile stations using the fingerprint-
ing technique. The localization algorithm computes the Euclidean distance between 
the samples of signals received from each unknown position and each fingerprint 
stored in the database or radio-map obtained by using the FASPRI simulation tool. 
Secondly, an indoor trajectory has been simulated and tested by means of ray-
tracing techniques. Experimental results shows that more precision can be obtained 
in the trajectory estimation by means of relative ray delay instead of RF power de-
tection method, enabling the deploy of new applications for critical environments 
such as airports, where security and safety requirements are strongly involved. 

Keywords: Airport, Euclidean Distance, Localization, Ray-tracing, Safety, Track-
ing, Wireless. 

1   Introduction 

Indoor trajectory estimation and localization is an important aspect of GPS-
alternative positioning systems and is of great importance for general communica-
tions areas. This paper aims to apply novel techniques to increase the airport  
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operational security, ideal in areas where the satellite coverage is not good and 
clear implications on people and goods are involved. In this work, the problem of 
indoor localization based on the signals available from the wireless devices [1][2] 
that comprise the Wi-Fi standards is presented. The localization process is done by 
using the fingerprinting technique [3][4] that operate the relationship between the 
signal information by multipath reflections. In comparison with other techniques, 
such as angle of arrival (AOA) or time of arrival (TOA) that present several chal-
lenges due to multipath effects and non-line-of-sight (N-LOS)[2], the fingerprint-
ing technique is relatively easy to implement. In traditional indoor localization 
systems based on Wi-Fi networks, the Euclidean distance is used as metric in the 
localization process and the fingerprinting technique is based on the power levels 
stored in the received signal strength indicator (RSSI) parameter available on the 
802.11x standards. However, it is necessary to explore new techniques to improve 
the precision by using alternative detection methods. Firstly, the fingerprinting 
technique has been implemented by using relative ray delays as fingerprint in the 
radio-map. More precision was obtained compared to the power detection tech-
nique [8][9]. Secondly a simple indoor trajectory has been simulated based on the 
results previously obtained as direct application of this technique. 

2   Ray-Tracing Model 

Simulations have been performed by means of ray-tracing model and can be ob-
tained with the FASPRI [4] simulation tool, that is able to make a 3D indoor 
propagation analysis by means of deterministic methods [5][6], ideal for the de-
sign of tracking and localization system. FASPRI is a ray-tracing code based on 
geometric optic (GO) and the uniform theory of diffraction (UTD). In order to op-
timize the program computing time, ray-tracing algorithms such as the angular 
zeta-buffer (AZB) or the space volumetric partitioning (SVP) [5][6] have been 
implemented. These algorithms make it possible to simulate a great number of 
case-studies in a reasonable amount of time. These results can be used to examine 
the effect of varying certain sensing parameters on the precision of the system 
such as the number of antennas, the position of the antennas and the number of 
tracks. The electric field levels can be obtained by the direct, reflected, transmit-
ted, diffracted ray or combinations of these effects until fourth order. An advan-
tage of using the ray-tracing techniques is that, besides obtaining the power level 
of a series of points, information can also be obtained about the multipath effects, 
such as the relative delays between rays and the directions of arrival. This infor-
mation can be used as a fingerprint in the fingerprinting method with the purpose 
of improving the efficiency of the localization system and estimating trajectories. 

3   Fingerprinting Technique 

The fingerprinting technique can be divided in two phases [2]. In the first one, it 
obtains the radio map or fingerprints database. The radio-map of fingerprints is 
obtained by performing an analysis of the information available from devices and 
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multiples access points over a defined grid. The vector of received signal of power 
and relative ray delay at a position on the grid is called the location fingerprint of 
that point. In the second phase, it analyzes the accuracy obtained in the localiza-
tion process. For this purpose, the developed technique places a significant num-
ber of mobile stations into the area covered by the radio map and it obtains the 
vector of received samples from different APs [7]. The location estimation is 
made by an algorithm that computes the Euclidean distance between each meas-
ured mobile sample and all the fingerprints stored in the radio map. The X and Y 
coordinates associated with the fingerprint that results in the smallest Euclidean 
distance are returned as the position for the mobile. Vectors of signal power as 
well as relative delays are available from each access point to the mobile. In case 
of signal power (1) the samples are computed for each access point ( N ) but in 
case of relative delays (2) the number of ray-tracing effects ( E ) should also be 
considered. 
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4   Radio Frequency vs. Relative Delay for Localization 

The use of radio frequency (RF) power levels and relative time delays based on 
ray-tracing is compared as detection method to estimate the localization of set 
mobile stations using the fingerprinting technique. The metric considered was the 
Euclidean distance. The geometry analyzed (Fig. 1) corresponds with a non-
regulate section of the Polytechnic building. Fig.2. shows the relative delays be-
tween the rays detected in a fingerprint and their contribution to the total field due  
 

 

 

Fig. 1 Polytechnic building section 
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Fig. 2 Relative delays between rays in a fingerprint and their contribution to the total field 

 

Fig. 3 Accuracy detection methods comparison 

to the different ray-tracing effects in a regular grid correspond with 72x72 points 
(30x30 meters area size) being 2.4GHz the radiation frequency of the antenna. The 
number of fingerprints is a parameter that will affect the precision of the results. 
For this reason the experiment considers two grids: one consisting of 72x72 fin-
gerprints and another composed of 36x36. The distances between the fingerprints 
in the first and second grids are 40cm and 80cm, respectively. The simulation also 
placed 9 AP’s at the 2.4 GHz frequency and 99 mobile stations randomly  
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distributed over the grids. The three detection methods analyzed are compared by 
means of statistical indicators (Fig. 3). With these results, we can confirm that the 
relative delay detection method provides better results than the power detection 
for any grid size. The hybrid detection, although it provides worse results than us-
ing delays, can reduce the detection ambiguity at the cost of increasing the mean 
error. However, it should be noted that the mean error is reduced when the number 
of fingerprints is increased, independent of the detection method used. Table 1 
shows the error values obtained when comparing the three detection methods.  
 

Table 1 Mean error and typical deviation detection methods comparison 

 Power Hybrid Delay 
Hybrid 

vs. 
Power 

Delay 
vs. 

Power 
Grid 
size 

Mean error [m] 
Mean error im-
provement (%) 

72x72 1.9554 0.5621 0.2504 71.28 87.17 
36x36 1.9801 1.1337 0.5155 32.82 74.24 

5   Indoor Trajectory Estimation 

As application of the new localization technique based on ray-tracing described in 
this paper, an indoor trajectory estimation has been implemented. Over a defined  
 

 

 

Fig. 4 Trajectory estimation by power detection 
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Fig. 5 Trajectory estimation by relative delay detection 

 

Fig. 6 Trajectory estimation: average error and deviation detection methods comparison 
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grid of 5184 fingerprints (radio-map) a straight line composed by 100 mobiles has 
been simulated. The fingerprints are separated 80 cm and the frequency of the 9 an-
tennas was 2.4 GHz. The fingerprinting algorithm computes the Euclidean distance 
by means of both, power levels and relative time delays between rays, due to mul-
tipath ray-tracing effects. The results obtained in the trajectory estimation by means 
of power detection are showed in Fig. 4. As it can be seen, is obvious that power 
detection method does not produce the best results. As a conclusion, the trajectory 
will not be correctly estimated by this method due to great average error. 

In the opposite, Fig. 5 shows the results obtained in the trajectory estimation by 
means of relative time delay detection method. Due to lower average error, less 
than 0.3 meters, the final trajectory can be correctly estimated. 

Finally, Fig. 6 shows the average error and deviation obtained in the trajectory 
estimation comparing both power and relative delay detection methods. 

6   Conclusions 

In this work an alternative detection method / algorithm that can be used in the 
fingerprinting technique for indoor mobile localization and trajectory estimation 
has been presented. This technique makes possible the analysis and design of in-
door services over WLAN networks. A comparative study between detection me-
thods based on RF power and relative time delays has firstly been implemented 
concluding that relative delay detection technique presents better results than the 
power detection technique used in traditional Wi-Fi systems. Secondly, a simple 
trajectory has been estimated as practical application of the ray-tracing technique. 

As final conclusion, this method enables deploy of new applications in critical 
environments such as airports, where security and safety requirements are strongly 
involved. 

7   Future Work 

We will simulate more complex trajectories and explore another metric instead of 
the Euclidean distance, such as Manhattan or Mahalanobis. Also a previous Clus-
tering classification for improving real-time applications and an interpolation al-
gorithm between the fingerprinting weighting in order to eliminate those finger-
prints that do not contribute to the improvement in the accuracy will be 
implemented. Finally, we will introduce in our algorithm Bayesian estimation and 
Kalman filter to implement a proper tracking system. 
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FASANT: A Versatile Tool to Analyze Radio 
Localization System at Indoor or Outdoor 
Environments 

Lorena Lozano, Mª Jesús Algar, Iván González, and Felipe Cátedra * 

1   Introduction 

Due to the increase of the technological area related to the radio localization, cov-
erage study, both indoor and outdoor environments, the role of simulation tools 
rahter than traditional measurement techniques, are becoming more important. 
These tools are based on High Frequencies. 

These are applied to analyze and optimize radio localization systems at indoor 
or outdoor scenarios, to characterize the channel propagation in these environ-
ments. A theoretical deterministic model based on the Uniform Theory of Diffrac-
tion is considered, in which the electrical field in an observation point is the sum 
of the contribution of all the rays that arrive to such point due the several propaga-
tion mechanisms like reflections, diffractions, transmissions and combinations  
of them. 

2   Fasant Tool 

FASANT is a versatile tool to analyze the radio localization on 3D complex struc-
tures electrically large such as buildings, airports, cities, etc. using the GTD/UTD 
and PO approach. These structures can be defined by planar and/or curved sur-
faces that can be modelled by any kind of material: perfect electrically conductor 
or dielectric materials.  

In previous versions the number of effects to take into account in the simula-
tions was limited up two bounces and not all combinations between the different 
effects were possible. At present, the FASANT tool allows the multiple interaction 
of different kind of effects with no limit in the number of bounces. Figure 2 shows  
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Fig. 1 FASANT simulation tool.                                            Fig. 2 Settings parameters. 
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Fig. 3 Schematic of Fasant kernel ray tracing algorithm 
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Fig. 4 Example of AZB scenario.                           Fig. 5 Example of SVP scenario.    

 
the settings parameters of the code, where the user can set the order of the simula-
tion, the maximum number of iterations and the maximum number of contribu-
tions to be obtained in every observation point. 

To accomplish this, kernel of FASANT has been improved with the new ray-
tracing algorithm based on a recursive application of the Angular Z-Buffer (AZB) 
and the Space Volumetric Partitioning (SVP) [2] together with the A* heuristic 
method [3-4], to compute efficiently interactions with flat and curved surfaces, re-
quiring less CPU time and memory resources than previous versions.  

In figure 3 is shown the schematic of the kernel process to calculate the electri-
cal field in an observation point. The AZB technique is used to determine all the 
possible surfaces that can contribute to a N order effect, with the A* heuristic 
search the surfaces that can contribute potentially to electrical field is used, using a 
cost function that depends on the length path from the source point to the surfaces 
and the losses due to a transmission effect. The SVP is used to obtain the ray path 
segments hidden. This is made in an iterative process until the number of contribu-
tions for every point is reached or the maximum number of iterations is exceeded.  
 

 

 
 

Fig. 6 Example of ray tracing wit 
small scatter. 

Fig. 7 Time delay spread for indoor propagation. 

 



262 L. Lozano et al.
 

  

Fig. 8 Sota building image and Fig. 9 Comparison between simulations and 
measurement paths measurements for  
path 4. 

 
So, using this technique, the M stronger rays (higher field intensities) are obtained 
from the emitting antenna to the observation point considering all possible rays. 

When there are small obstacles that not satisfy the requirements of the 
GTD/UTD, a heuristic approach based on PO can be applied. The scatter response 
is modelled by a set of equivalent currents that depends on the magnitude and 
phase of the incoming waves that reach the scatter. These incoming waves can be 
any order combination of direct and/or reflected, transmitted and diffracted ray. 

When the kernel has finished the calculation, the user’s interface could be used 
to visualize the rays from the antenna according with the kind of interaction se-
lected on the scenario. Also, an individual ray can be select with the mouse to ob-
tain all the information about it: path of the ray, length, propagation time and the 
electrical field contribution for every frequency of the ray. 

The code has been applied successfully to the analysis of propagation in in-
door/urban environments. Figure 9 show a comparison between measurements and 
simulations of the received power inside the Sota building in Bilbao city made by 
Telefonica Mobile, showing good agreements. 

3   Simulation Results 

Several simulations have been done inside an office building in a specific part of 
Wien city. The receiver antenna is placed above 1.5 meters on the floor and about 
1.8 meters near the window. Figure 10 shows the actual building and figure 11 the 
3D geometrical model by planar surfaces. The transmitter antenna is placed on a 
helicopter and several transmission locations are used using an Igloo configuration 
being the centre of the igloo the location of the receiver antenna. The distance 
from the helicopter to the building is about 1 km.  Figure 12 shows a map of the 
city with the igloo configuration and figure 13 the 3D geometrical model of the 
Wien part analyzed. The transmission frequency is 2.57 GHz and the power 
transmitted is 40 dBm. A horn antenna has be considered in the simulations for the 
transmitted antenna. 
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Fig. 10 Real building with the location of 
receiver antenna    

Fig. 11 3D geometrical model of the  
building. 

 

 
 

Fig. 12 Locations of the transmitter 
antenna.   

Fig. 13 3D geometrical model of the part of 
the city considered in the abalysis. 

 
Three elevation angles from the ground have been consider in this first study 

30º, 45 º and 60º. Figure 14 shows the ray tracing for the propagation simulations 
of Wien showing the parts of the city that are contributing to the electrical field in-
side the building. Most of the contributions are transmitted, diffractions and dif-
fraction-transmissions effects. The simulations have been done considering the 
most important fields contributors considering effects with a maximum of until 5 
bounces and a maximum or 10 bounces. No significant differences in the results of 
the field values are obtained, so the field computation considering only ray-paths 
with a number of bounces of 5 at maximum is enough. More detailed views of the 
ray tracing are shown in figures 15-17 for a zoom-in near the building where the 
surrounding buildings and the terrain that acts as obstacles disturb the propagation. 

The ray tracing obtained from our heuristic approach removing the surrounding 
buildings are shown in figures 18-20. The effects that contribute mainly to the 
electrical field are the transmitted, diffractions and diffractions-transmission 
fields. The heuristic approach obtains only the strongest effects that contribute to 
the total electrical field, and in this case there are simple diffractions that are in the 
frame of the window because the window was open. There is not facet in the 
model representing the glass of the window. 
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Fig. 14 Locations of the transmitter antenna.    
 

Fig. 15 Ray-tracing for 30º of elevation. 
 

 

  

Fig. 16 Ray-tracing for 45º of elevation     
 

Fig. 17 Ray-tracing for 60º of elevation. 
 

 

  

Fig. 18 Ray-tracing for 45º of elevation 
building alone.        
 

Fig. 19 Ray-tracing for 60º of elevation 
building alone. 
 

 

The area of Wien considered in the study has about 6.600 facets and the simula-
tion CPU-time to process until 10000 contributions (10000 ray-paths considering a 
maximum of 5 bounces) was 45 minutes. The CPU-time for processing the build-
ing alone was 35 minutes considering the same number of contributions that in the  
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Fig. 20 Ray-tracing for 45º of elevation for the building alone case.      
 

 
Table I Received power in dBm 

 
Tx lo-

cation 
Building 

Alone 
Wien  

30º -57.32 -80.86 
45º -85.60 -84.79 
60º -80.15 -76-72 

 

 

previous case. Both cases were run in a single Opteron machine at 2.4 GHz using 
only 320 MB of RAM;  Table I shows the received power in the observation point 
where the received antenna is located. At the moment of writing this paper meas-
urements were not available and therefore it has not been possible to compare 
simulations with measurements. 

4   Conclusions 

This paper shows a numerical method based on GTD/UTD suitable for studying the 
propagation to indoor/outdoor complex environments. With this approximation the 
electrical field in an observation point is obtained as the contribution of all rays that 
arrive the observation point. The most consuming time computation is to obtain the 
path from every ray from the emitting antenna to the receiver antenna, so it is nec-
essary to use ray tracing acceleration techniques to accelerate this process. 
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Piecewise Linear Representation Segmentation 
as a Multiobjective Optimization Problem 

José Luis Guerrero, Antonio Berlanga, Jesús García, and José Manuel Molina1 

Abstract. Actual time series exhibit huge amounts of data which require an unaf-
fordable computational load to be processed, leading to approximate representa-
tions to aid these processes. Segmentation processes deal with this issue dividing 
time series into a certain number of segments and approximating those segments 
with a basic function. Among the most extended segmentation approaches, piece-
wise linear representation is highlighted due to its simplicity. This work presents 
an approach based on the formalization of the segmentation process as a multiob-
jetive optimization problem and the resolution of that problem with an evolution-
ary algorithm. 

1   Introduction 

Time series (sequences of data having, among other components, a timestamp for 
each of their points) are of great importance for a wide variety of domains, such as fi-
nancial [1], medicine [13] of manufacturing applications [7]. In recent years, the fast 
development of storage and collection technologies has lead to an increasing role of 
time series in the industry. A clear example can be found in the tracking of stock 
prices [8], being constantly updated in the different markets all over the world.  

The required amount processing for these huge volumes of data is unafford-
able, and thus the need for an approximate representation emerges. Time series 
segmentation is a tool designed to deal with this issue, by means of dimensional-
ity reduction. A segmentation technique basically divides a certain time series 
into a number of segments and approximates those segments with a basic func-
tion. According to the different choices for this function, several segmentation 
techniques can be defined: Fourier Transforms [1], Wavelets [4], Symbolic Map-
pings [2], etc. 

Among the different segmentation techniques, probably the most extended one 
is Piecewise Linear Representation (PLR, also named Piecewise Linear Approxi-
mation, PLA), [10] [15]. This segmentation technique is highlighted by its ease of 
use, since the basic function used to approximate the different segments is a linear 
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function. Due to its wide usage, several processes have been designed regarding 
the result of this segmentation technique, such as fast similarity search [12] or the 
definition of data mining approaches [11].  

Traditionally, the results of the different proposed segmentation techniques 
were compared according to the final error obtained, regardless of the number of 
segments required to obtain that error. Recently, this fact has been pointed out 
[15] and new approaches at least consider this number of segments as a quality 
metric over the final results. Considering this from an optimization point of view, 
this means that originally only one objective function was considered (the meas-
ured error), but the introduction of the number of segments as an additional objec-
tive function has turned this problem into a multi-objective optimization problem 
(MOOP) [6].  

MOOPs are complex problems which require that a set of objective functions 
(usually in conflict) are optimized (maximized or minimized) jointly. In the PLR 
segmentation problem defined, the two objective functions are approximation er-
ror and number of segments. These objectives are in conflict, since a greater num-
ber of segments implies a finer approximation, and thus a lower error value. Both 
objective functions have to be minimized.  

Evolutionary algorithms (EAs) have obtained remarkable results applied to 
MOOPs, being classified as Multi-objective Evolutionary Algorithms (MOEAs) 
[5]. The objective of this work is to define the proper problem dependent items for 
the application of a MOEA to the PLR segmentation issue, define the required 
configuration for the algorithms and compare the obtained results with one of  
the techniques specifically designed for this purpose: bottom up segmentation. 
The test set used will be a set of trajectories coming from the Air Traffic Control 
domain.  

The organization of the paper will introduce the segmentation techniques in 
general and the bottom up technique used in the second section, followed by the 
required MOEA definition and configuration, performed in the third section. After 
the definition of the two techniques, their results and comparison are presented, 
along with the conclusions which these results point to.   

2   Piecewise Linear Representation Segmentation Techniques 

Segmentation techniques can be defined as the process which divides a given tra-
jectory into a series of segments and afterwards approximates each of these seg-
ments with a given basic function. PLR segmentation techniques in particular, use 
a piecewise linear model as its basic function. 

Several classifications can be made over PLR segmentation techniques, being 
probably the two most important ones their online or offline nature and the use of 
linear interpolation or regression functions. Online segmentation techniques per-
form their time series division processing the data as it is received, being the slid-
ing window one of its most known examples [15]. Offline segmentation  
techniques, on the other hand, require the trajectory to be complete prior to the ap-
plication of the technique, allowing them to use global information about its  
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behavior. This characteristic allows them, in general, to obtain better segmentation 
results, but it also makes their complexity order higher, especially according to  
the trajectory size. The most extended approaches are top down and bottom up 
techniques [10]. 

The use of linear interpolation or regression functions usually depends on the 
need to obtain continuous piecewise lines. Linear interpolation uses a model de-
fined by the first and last point of the segment, so that contiguous segments will 
always have one point in common. This characteristic may be a requirement in 
some domains. Linear regression, on the other hand, obtains the regression line 
considering all the different points belonging to the segment, obtaining, thus, dis-
continuous piecewise lines. The overall error of the regression functions is always 
less than or equal to the one obtained with linear interpolation [10], leading to its 
usual choice as the approximation function (it must be mentioned, though, that the 
required complexity for its calculation is also considerably higher). Both tech-
niques can be applied along with any of the previously mentioned segmentation 
algorithms.  

The traditional criteria to determine the quality of a segmentation process [10], 
[15] are the following: 

1. Minimizing the overall representation error (total_error) 
2. Minimizing the number of segments such that the representation error is less 

than a certain value (max_segment_error) 
3. Minimizing the number of segments so that the total representation error does 

not exceed total_error 

where total_error and max_segment_error are user defined parameters for the al-
gorithm. The segmentation problem, seen as a multiobjective optimization prob-
lem, can be defined with (1) 

})({
max

min
]...[}{}{)(}{ maxmin mqualityjmmk BfkkjxBBTSxT →∈=→=→=        (1) 

where T is the original trajectory, kx  are the points belonging to it, S(T) is the 

segmentation process, Bm is a given resultant segment from that process and 
})({ mquality Bf  are the quality metrics used. Particularizing this general formulation 

to the criteria presented, the segmentation problem is defined in (2) 
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where d(x, y) is a distance error function between segments x and y, fap(x) is the 
approximation function result over segment x (in PLR the resulting line which ap-
proximates the data in segment x), and segnum is the number of segments obtained 
by the applied segmentation algorithm.  

Among offline algorithms, the bottom up technique is usually reported to  
produce the best results [10], so this will be the chosen technique to compare its  
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results with the multi-objective approach presented. The heuristic applied by this 
technique consists in an initial division of the trajectory into its finest possible set 
of segments, followed by an iterative merge of these segments until no pair of 
segments can be merged without obtaining a segment with an error above the 
max_segment_error boundary. An overview of this process is shown in figure 1: 

 

Fig. 1 Overview of the different operations in the bottom up segmentation algorithm 

3   Multi Objective Evolutionary Algorithms Configuration for 
the PLR Segmentation Problem 

Multi-objective evolutionary algorithms have reached an enormous expansion in 
their use in the recent years, helped by their implementation in tools such as PISA 
[3] or the general metaheuristics environment PARADISEO [14], which allow the 
user to focus on his particular problem. This section will cover the problem de-
pendent issues which must be implemented under these tools in order to resolve 
the PLR problem  

The PLR segmentation problem requires a codification which allows express-
ing a variable number of segments (with values ranging from one to the series 
length) represented by the position of their boundaries in the time series. Accord-
ing to these boundaries the chosen codification was a vector of integer values 
(which represent the number of a measurement in the time series) with a length of 
the number of measurements in the time series, n, minus two. These values repre-
sent the intermediate segmentation points in the trajectory (the first point of the 
first segment is always one, not included in the representation, and the last one is 
always n, neither included in the codification). This representation must be sorted, 
repeated gene values are ignored. Figure 2 shows an example. 

3 5 5 7 9

1 3

3 5

5 7

7 9

Codification

Correspondent segments

 

Fig. 2 Codification of an example solution for a time series of length nine 
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The distance function used to measure the error is the Euclidean Distance cal-
culating the sum of squares over the least squares regression line. To evaluate a 
given solution, the algorithm analyzes the codification components sequentially, 
adding one to the number of segments and the calculated Euclidean distance value 
to the error whenever it finds a different value, until the maximum possible value 
is found (n) or the vector ends. This sequential evaluation of the chromosome re-
quires it to be sorted (in order to obtain the output segments of the solution and be 
able to calculate the objective functions values). This leads to the application of a 
sorting procedure after chromosome modifications. 

The initialization function seeks to introduce the highest possible diversity into 
the random initial population of the MOEA. According to the genotype, that was 
approached by means of a random choice of an integer value for every gene. How-
ever, as shown in figure 3, this lead to a very poor diversity in the phenotype values 
(especially regarding the number of segments) which lead to poor final results.  

To resolve this issue, the following alternative initialization was designed: a 
certain number of segments are randomly chosen, followed by the random choice 
of the extreme values for those segments, duplicating the values where necessary 
to fill the codification vector completely. The results obtained were better, but 
were highly dependant on the initial boundaries values, leading to a final initiali-
zation function which uses one or the other alternative randomly. 

Fig. 3 Comparison of the objective function values obtained for an initial population of size 
650 with the proposed initialization methods individually applied 

The crossover transformation function is a standard crossover with two split 
points. The mutation function however, presented similar difficulties to the ones 
introduced in the initialization. The initial choice was to mutate a certain number 
of genes according to a gene_mutation_probability to a random integer value  
defined by an epsilon percentage (referred to the trajectory length value). This mu-
tation biased the evolution towards those solutions with the highest number of seg-
ments. A complementary method was introduced: whenever a gene was chosen to 
mutate its value, it could either change according to the random mutation exposed 
or change its value to one of its surrounding genes. This mechanism was used to 
allow the mutation operator to increase or decrease the number of segments in the 
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mutated chromosome. In practice, this approach obtained more disperse final 
Pareto fronts than the random mutation, but the evolution was not satisfactory (the 
results obtained were worse than those of the bottom up technique). The final im-
plemented mutation operation applies one or the other mechanism randomly to the 
whole chromosome (instead of a random application to every individual gene). 

Several MOEAs from the PARADISEO framework have been used to test the 
proposed operations, (their individual results cannot be presented due to space re-
strictions), obtaining SPEA2 [16] the best results (probably due to its archive use). 
This will be the chosen algorithm for the final results, with an archive size equal to 
the time series length minus one (to be able to store, ideally, one solution for every 
possible number of segments). 

4   Experimental Validation 

The proposed MOEA configuration has been tested on an Air Traffic Control test 
set similar to the one used in [9]. This test set includes the measurements recorded 
by sensor devices of different trajectories performed by aircrafts (with an added 
measuring error). Due to space restrictions, the results for only two of these trajec-
tories can be shown, being the chosen ones a racetrack (the trajectory performed 
by aircrafts during landing procedures) and a turn trajectory, shown in figure 4: 

  

Fig. 4 Trajectories chosen for the application of the techniques exposed 

Along with the introduced codification vector, a different one with size n/2 was 
also tested, in order to focus in solutions with a smaller number of segments. Ta-
ble 1 shows the configuration parameters: 

Table 1 Parameter configuration for the MOEA algorithm 

Parameter Value Parameter Value 

initial population 3000 mutation epsilon 0.2 

mut. probability: chrom. / gene  0.3 / 0.01 Crossover probability 0.5 

reduced codif. iterations 500 complete codif. iterations 1000 
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Figure 5 presents the obtained Pareto Fronts for the presented solutions. For the 
bottom up algorithm, the presented front was obtained by a trial process with dif-
ferent max_segment_error values, focusing in the search space zone correspond-
ing to a number of segments around 50% of the number of measurements in the 
time series. The MOEA solution is composed of the non-dominated solutions ob-
tained both in the whole codification and the reduced one. This approach exhibits 
better results than the bottom up alternative in the whole Pareto front 

  

Fig. 5 Pareto Front results comparison for the two selected trajectories  

5   Conclusions 

Segmentation is a requirement to process the huge amount of data in actual time 
series. Among the variety of techniques which can be applied for this process, 
Piecewise Linear Representation is the most extended approach, probably due to 
its easy implementation. The results presented in this work show that this process 
can be faced with a Multi objective evolutionary algorithm obtaining better results 
than a classical offline technique reported to be very accurate: bottom up segmen-
tation. Obviously, due to its computational complexity, these approaches cannot 
be used as a general segmentation technique, but their results can be useful for the 
development of new heuristics or as a tool for quality assessment. Future lines in-
clude the analysis of the results over a wider set of test problems, the comparison 
with curve approximation algorithms and the optimization of the configuration 
(for example with the inclusion of a global stopping criteria) to improve the time 
required to obtain the solutions. 
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An Architecture to Provide Context-Aware
Services by Means of Conversational Agents

David Griol, Nayat Sánchez-Pi, Javier Carbó, and José M. Molina

Abstract. In human-human interaction, a great deal of information is conveyed
without explicit communication. This context information characterizes the situa-
tion of the different entities involved in the communication process (users, place,
environment and computational objects). In this paper, we present an agent-based
architecture that incorporates this valuable information to provide the most adapted
service to the user. One of the main characteristics of our proposal is the incor-
poration of conversational agents handling different domains and adapted taking
into account the different users requirements and preferences by means of a con-
text manager. This way, we ensure a natural communication between the user and
the system to provide a personalized service. The implementation of our proposed
architecture to develop and evaluate a context-aware railway information system is
also described.

1 Introduction

Ambient Intelligence (AmI) emphasizes on greater user-friendliness, more efficient
services support, user-empowerment, and support for human interactions.To achieve
this goal it is necessary to provide an effective, easy, safe and transparent interac-
tion between the user and the system. To do so, in the last years there has been an
increasing interest in simulating human-to-human communication, employing the
so-called conversational agents [5]. Conversational agents, which enhance agents
with computational linguistics, have became a strong alternative to provide comput-
ers with intelligent communicative capabilities.

In the literature, there are several approaches developing platforms, frameworks
and agents applications for offering context-aware services [4, 1, 6]. The process-
ing of context is essential in conversational agents to achieve an adapted behaviour
and also cope with the ambiguities derived from the use of natural language. For

David Griol, Nayat Sánchez-Pi, Javier Carbó, and José M. Molina
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instance, context information can be used to resolve anaphoric references, to take
into account the current user position as a data to be used by the system or to decide
the strategy to be used by the dialog management module by taking into account
the specific user preferences [8]. For this reason, the result of the interaction can be
completely different depending on the environment conditions (e.g. people speaking
near the system, noise generated by other devices) and user skills. This information
usually describes the user state (e.g. communication context and preferences) and
the environment state (e.g. location and temporal context). One of the most impor-
tant goals of our work is to combine both sources of information to carry out the
system adaptation.

For this reason, in this paper we describe an agent-based architecture that pro-
vides context awareness and situation sensitivity to discover, process and provide
context aware services adapted to users’ location, preferences and needs. In order to
ensure a natural and intelligent interaction between the user and the system, ad-
vanced conversational agents have been developed including a context manager
module to facilitate the provisioning of personalized services similar to human-
human communication. We also provide a complete implementation of our architec-
ture for the provisioning of personalized services to users in a railway information
system and evaluate the influence of context information in the operation of the
dialog model.

2 Our Proposed Multi-agent architecture

The proposed agent-based architecture manages context information to provide per-
sonalized services by means of users interactions with conversational agents. As it
can be observed in Figure 1, it consists of five different types of agents that coop-
erate to provide an adapted service. User agents are configured into mobile devices
or PDAs. Provider Agents are implemented by means of Conversational Agents that
provide the specific services. A Facilitator Agent links the different positions to the
providers and services defined in the system. A Positioning Agent communicates
with the ARUBA positioning system [7] to extract and transmit positioning infor-
mation to other agents in the system. Finally, a Log Analyzer Agent generates user
profiles that are used by Conversational Agents to adapt their behaviour taking into
account the preferences detected in the users’ previous dialogs.

Eight concepts have been defined for the ontology of the system. The definition
is: Location (XCoordinate int, YCoordinate int), Place (Building int, Floor int),
Service (Name String), Product (Name String, Characteristics List of Features),
Feature (Name String, Value String), Context (Name String, Characteristics List of
Features), Profile (Name String, Characteristics List of Features), DialogLog (Log
List of Strings).

Our ontology also includes six predicates with the following arguments: HasLo-
cation (Place, Position, and AgentID), HasServices (Place, Position, and List of
Services), isProvider (Place, Position, AgentID, Service), HasContext (What, Who),
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Fig. 1 Schema of the proposed multi-agent architecture

HasDialog (DialogLog and AgentID), HasProfile (Profile and AgentID), and Pro-
vide (Product and AgentID).

The interaction with the different agents follows a process which consists of the
following phases:

1. The ARUBA positioning system is used to extract information about the posi-
tions of the different agents in the system. This way, it is possible to know the
positions of the different User Agents and thus extract information about the
Conversational Agents that are available in the current location.

2. The Positioning Agent reads the information about position (coordinates x and
y) and place (Building and Floor) provided by the ARUBA Positioning Agent by
reading it from a file, or by processing manually introduced data.

3. The Positioning Agent communicates the position and place information to the
User Agent.

4. Once a User Agent is aware of its own location, it communicates this information
to the Facilitator Agent in order to find out the different services available in that
location.

5. The Facilitator Agent informs the User Agent about the services available in this
position .

6. The User Agent decides the services in which it is interested.
7. Once the User Agent has selected a specific service, it communicates its deci-

sion to the Facilitator Agent and queries it about the service providers that are
available.
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8. The Facilitator Agent informs the User Agent about the identifier of the Conver-
sational Agent that supplies the required service in the current location.

9. The User Agent asks the Conversational Agent for the required service.
10. Given that the different services are provided by context-aware Conversational

Agents, they ask the User Agent about the context information that would be
useful for the dialog. The User Agent is never forced to transmit its personal
information and preferences. This is only a suggestion to customize the service
provided by means of the Conversational Agent.

11. The User Agent provides the context information that has been required.
12. The conversational agent manages the dialog providing an adapted service by

means of the context information that it has received.
13. Once the interaction with the Conversational Agent has finished, the Conversa-

tional Agent reads the contents of the log file for the dialog and send this infor-
mation to the Log Analyzer Agent.

14. The Log Analyzer Agent stores this log file and generates a user profile to per-
sonalize future services. This profile is sent to the Conversational Agent.

As stated in the introduction, a conversational agent is a software that accepts
natural language as input and generates natural language as output, engaging in a
conversation with the user. To successfully manage the interaction with the users,
conversational agents usually carry out five main tasks: automatic speech recog-
nition (ASR), natural language understanding (NLU), dialog management (DM),
natural language generation (NLG) and text-to-speech synthesis (TTS). These tasks
are usually implemented in different modules.

In our architecture, we incorporate a Context Manager in the architecture of the
designed conversational agents, This module deals with loading the context infor-
mation provided by the User and Positioning Agents, and communicates it to the
different modules of the Conversational Agent during the interaction.

To manage context information we have defined a data structure called user pro-
file. Context information in our user profile can be classified into three different
groups. General user information stores user’s name and machine identifier, gen-
der, prefered language, pathologies or speech disorders, age, Users Skill level is
estimated by taking into account variables like the number of previous sessions,
dialogs and dialog turns, their durations, time that was necessary to access a spe-
cific web service, the date of the last interaction with the system, etc. Using these
measures a low, medium, normal, high or expert level is assigned. Usage statistics
and preferences are automatically evaluated taking into account the set of services
most required by the user during the previous dialogs, date and hour of the previous
interactions and preferred output modality.

The free software JADE (Java Agent DEvelopment Framework)1 has been used
for the implementation of our architecture. It was the most convenient option as it
simplifies the implementation of multi-agent systems through a middle-ware that
complies with the FIPA specifications and through a set of graphical tools that

1 http://jade.tilab.com/
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supports the debugging and deployment phases. The agent platform can be dis-
tributed across machines and the configuration can be controlled via a remote GUI.

3 Case Study: A Context-Aware Railway Information System

We have applied our context aware methodology to design an adaptive system that
provides information in natural language about train services, types, schedules, and
fares. The compiled code of this application can be executed and is freely available
through our website. The requirements for the task have been specified by taking
into account the ontologies defined for this task in the DIHANA project [3]. Users
can ask for information about Hour, Price, Train-Type, Trip-Time, and Services.
They also can provide task-independent information like Affirmation, Negation, and
Not-Understood. The attributes needed by the system to answer to the different
user queries are Origin, Destination, Departure-Date, Arrival-Date, Ticket-Class,
Departure-Hour, Arrival-Hour, Train-Type, Order-Number, and Services. The sys-
tem responses can be classified into the following categories: Opening, Closing,
Not-Understood, Waiting, New-Query, Acceptance, Confirmation, Rejection, Ques-
tion, and Answer. A total of 51 different system actions were defined taking into
account the information that the system provides, asks or confirms to the user.

A set of scenarios were manually defined to cover the different queries to per-
form to the system including different user requirements and defining one or several
objectives (e.g., to obtain timetables and prices given a specific origin, destination
and date). An example of these scenarios is as follows:

User name: John Smith
Location: Atocha Station
Date and Time: 2009-05-01, 9:00am
Device: PDAQ 00-18-41-32-0B-59
Objective: To know timetables and prices to Valencia

The first step is to execute the different agents using the JADE platform. Then the
information about the position is sent from the Positioning Agent to the User Agent
as shown in Figure 2. In the figure, the Positioning Agent is called Sensor Network
and the name of the User Agent is John Smith. This figure shows the message that
is sent by the Positioning Agent and received by the User Agent and how it sets the
new position values.

In the next phase, the User Agent John Smith looks for the Facilitator Agent and
ask it about the services that are available in the user’s location. The following phase
consists of selecting the service. From the list of two services that are available in
the current location (TrainTicket and TrainInfo), one of them has to be selected. The
service TrainTicket is selected and the Facilitator Agent answers the user’s query by
informing about the AgentID of the Provider Agent which provides the required ser-
vice. Once the User Agent knows how to contact with the Conversational Agent that
supplies the TrainTicket service, it sends a query to be provided with this service.
Figure 3 shows this query to the Conversational Agent, called in the figure “Dialog
System” Agent.
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Fig. 2 Positioning information sent from the Positioning Agent to the User Agent

Fig. 3 Query to the Conversational Agent that provides the service

Then, the Provider Agent asks the User Agent about the context information
that can be useful for the Conversational Agent to provide an adapted service. The
User Agent decides which context information to send as a result of the previous
query and transmits this information to the Provider Agent. Once the Conversa-
tional Agent has received the context information, it transmits this information to
the Context Manager that is included in its architecture. The rest of modules of the
Conversational Agent requires the Context Manager for the specific information that
they require to adapt its behaviour using the user profile.

Once the interaction with the Conversational Agent has finished, this agent com-
municates the result of the dialog to the LogAnalyzer Agent. Once the results of
this dialog have been interpreted, the LogAnalyzer Agent adds this information to
the set of previous dialogs that have been stored regarding the interactions of the
User Agent John Smith with the Conversational Agent DialogSystem. This way,
this Provider Agent can provide the most adapted service taking into account the
specific user’s preferences detected in the previous dialogs. This process is auto-
matically carried out, reducing the participation of the user in this process.

To evaluate our architecture, we acquired ten different dialogs for each one
of the scenarios considering or not the inclusion of the Context Manager in our
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Table 1 Results of the high-level dialog features for the comparison of the two kinds of
dialogs

Without Context Inform. Using Context Inform.
Percentage of successful dialogs 61.6% 78.4%
Average number of turns per dialog 12.6 6.2
Percentage of different dialogs 92.9% 71.9%
Number of repetitions of the most seen dialog 5 12
Number of turns of the most seen dialog 9 5
Number of turns of the shortest dialog 5 5
Number of turns of the longest dialog 25 17

architecture. A dialog simulation technique has been used to acquire the total of
1000 successful dialogs whether introducing the modules that manage context in-
formation in our architecture or not [2]. In this technique we automatically acquire
a dialog corpus by means of the introduction in our architecture of a dialog man-
ager simulator and a user simulator. A user request for closing the dialog is selected
once the system has provided the information defined in the objective(s) of the di-
alog. The dialogs that fulfill this condition before a maximum number of turns are
considered successful. Using this technique it is possible to carry out a detailed ex-
ploration of the dialog space and reduce the effort that would be necessary with
real users.

We defined seven measures for the comparison of the dialogs acquired using or
not context information: the percentage of successful dialogs, the average number
of turns per dialog, the percentage of different dialogs, the number of repetitions
of the most seen dialog, the number of turns of the most seen dialog, the number
of turns of the shortest dialog, and the number of turns of the longest dialog. Us-
ing these measures, we tried to evaluate the success of our approach as well as its
efficiency with regard to the different objectives specified in the scenarios. Table 1
shows the comparison of these measures. As it can be observed, the first advantage
of our approach is regarding the number of dialogs that was necessary to simulate
in order to obtain the 1000 successful dialogs of each kind. While, only a 61.6% of
successful dialogs is obtained using context information, this percentage increases
to 78.4% when the context manager is introduced. The second improvement is the
reduction in the number of turns. Using the context manager it is possible to obtain
a reduction greater than 50% in the average number of turns per dialog. This is due
to the context-aware system requires less information from the user, therefore the
possibility of the ASR module introducing errors and the number of data confirma-
tions are reduced. This reduction can also be observed in the number of turns of the
longest, shortest and most seen dialogs. Finally, the number of different dialogs is
lower using the context information due to the reduction in the number of turns, as
can be observed in the number of repetitions of the most seen dialog.
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4 Conclusions

In this paper, we have presented a multi-agent architecture for developing context
aware adaptable services. This allow us to deal with the increasing complexity that
the design of this kind of systems requires, adapting the services that are provided
by taking into account the user requirements and preferences by means of a context
manager. We have described the different agents that are included and the modules
that make it up. One of the main characteristics of our architecture is to ensure a nat-
ural and intelligent interaction by means of a conversational agent, whose modules
are adapted by means of the context information contained in specific user profiles.
The results of the application of our methodology to design a railway information
system shows how the main characteristics of the dialogs can be improved by tak-
ing into account context information. As a future work, we want to evaluate our
methodology with real users and also carry out a detailed study of the user rejec-
tions of system-hypothesized actions. Finally, we also want to apply our technique
to carry out more complex tasks in which conversational agents no only provide
information but also carry out additional functionalities.
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TEC2008-06732-C02-02/TEC, SINPROB, CAM MADRINET S-0505/TIC/0255, and
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A Conversational Academic Assistant for the
Interaction in Virtual Worlds

D. Griol, E. Rojo, Á. Arroyo, M.A. Patricio, and J.M. Molina

Abstract. The current interest and extension of social networking are rapidly intro-
ducing a large number of applications that originate new communication and inter-
action forms among their users. Social networks and virtual worlds, thus represent
a perfect environment for interacting with applications that use multimodal infor-
mation and are able to adapt to the specific characteristics and preferences of each
user. As an example of this application, in this paper we present an example of the
integration of conversational agents in social networks, describing the development
of a conversational avatar that provides academic information in the virtual world
of Second Life. For its implementation techniques from Speech Technologies and
Natural Language Processing have been used to allow a more natural interaction
with the system using voice.

1 Introduction

Social Networking has been a global consumer phenomenon during the last few
years [10]. The staggering increase in the amount of time people are spending on
these sites is changing the way people spend their time online and influence on how
people behave, share and interact within their normal daily lives. The development
of so-called Web 2.0 has also made possible the introduction of a number of appli-
cations into many users’ lives, which are profoundly changing the roots of society
by creating new ways of communication and cooperation.

The advance of social networking has entailed a considerable progress in the de-
velopment of virtual worlds [8, 1]. Virtual robots (metabots), with the same appear-
ance and capabilities that the avatars for human users, thus intensify the perception
of the virtual world, providing gestures, glances, facial expressions and movements
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necessary for the communication process. Therefore, these virtual environments are
very useful to enhance human-machine interaction.

This way, virtual worlds have become real social networks useful for the interac-
tion between people from different places who can socialize, learn, be entertained,
etc. Thanks to the social potential of virtual worlds, they have also become an at-
traction for institutions, companies and researchers with the purpose of developing
virtual robots with the same look and capabilities of avatars for human users. How-
ever, social interaction in virtual worlds are usually carried out using only text com-
munication by means of chat-type services. In order to enhance communication in
these environments, we propose the integration of conversational agents to develop
intelligent metabots with the ability of oral communication and, at the same time,
which benefit from the visual modalities provided by these virtual worlds.

Conversational agents [9, 7, 6] can be defined as automatic systems that are able
of emulating a human being in a dialog with another person, in order to complete
a specific task (usually providing information or perform a particular task.) Two
main objectives are fulfilled thanks to its use. The first objective is to facilitate a
more natural human-machine interaction using the voice. The second one allows
the accessibility for users with motor disabilities, so that the interface avoids the use
of traditional interfaces, such as keyboard and mouse.

Our work focuses on three key points. Firstly, since it is very difficult to find stud-
ies in the literature that describe the integration of Speech Technologies and Natural
Language Processing in virtual worlds, to show that this integration is possible. Sec-
ondly, to show a practical application of this integration through the development
of a conversational metabot that provides academic information in the virtual world
Second Life. Finally, we promote the use of open source applications and tools for
the creation and interaction in virtual worlds, such as OpenSim1 and OsGrid2.

2 Conversational Agents

As stated in the introduction, a conversational agent is a software that accepts natural
language as input and generates natural language as output, engaging in a conversa-
tion with the user. To successfully manage the interaction with the users, conversa-
tional agents usually carry out five main tasks: automatic speech recognition (ASR),
natural language understanding (NLU), dialog management (DM), natural language
generation (NLG) and text-to-speech synthesis (TTS). These tasks are usually im-
plemented in different modules.

Speech recognition is the process of obtaining the text string corresponding to
an acoustic input. It is a very complex task as there is much variability in the input
characteristics, which can differ depending on the linguistics of the utterance, the
speaker, the interaction context and the transmission channel. Different applications
demand different complexity of the speech recognizer. [4] identify eight parameters
that allow an optimal tailoring of the speech recognizer: speech mode, speech style,

1 http://opensimulator.org
2 http://www.osgrid.org
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dependency, vocabulary, language model, perplexity, SNR and transductor. Regard-
ing the speech mode, speech recognizers can be classified into isolated-word or
continuous-speech recognizers. Regarding the speech style, discourse can be read
or spontaneous, the latter has peculiarities such as hesitations and repetitions that
make it more complex to recognize.

Once the conversational agent has recognized what the user uttered, it is nec-
essary to understand what he said. Natural language processing is the process of
obtaining the semantic of a text string. It generally involves morphological, lexical,
syntactical, semantic, discourse and pragmatical knowledge. In a first stage lexical
and morphological knowledge allow dividing the words in their constituents distin-
guishing lexemes and morphemes. Syntactic analysis yields a hierarchical structure
of the sentences, however in spoken language frequently phrases are affected by the
difficulties that are associated to the so-called disfluency phenomena: filled pauses,
repetitions, syntactic incompleteness and repairs [5].

Semantic analysis extracts the meaning of a complex syntactic structure from the
meaning of its constituents. In the pragmatic and discourse processing stage, the
sentences are interpreted in the context of the whole dialog, the main complexity
of the stage is the resolution of anaphora, and ambiguities derived from phenomena
such as irony, sarcasm or double entendre.

There is not a universally agreed upon definition of the tasks that the dialog man-
agement module has to carry. [11] state that dialog managing involves four main
tasks: i) updating the dialog context, ii) providing a context for interpretations, iii)
coordinating other modules and iv) deciding the information to convey and when
to do it. Thus, the dialog manager has to deal with different sources of informa-
tion such as the NLU results, database queries results, application domain knowl-
edge, knowledge about the users and the previous dialog history. Its complexity
depends on the task and the dialog flexibility and initiative. When it is necessary
to execute and monitor operations in a dynamically changing application domain,
an agent-based approach can be employed to develop the dialog management mod-
ule. The modular agent-based approach to dialog management makes it possible to
combine the benefits of different dialog control models, such as finite-state based
dialog control and frame-based dialog managing Similarly, it can benefit from alter-
native dialog management strategies, such as the system-initiative approach and the
mixed-initiative approach Furthermore, it makes it possible to combine rule-based
and machine learning approaches.

Natural language generation is the process of obtaining texts in natural language
from a non-linguistic representation. It is usually carried out in five steps: content
organization, content distribution in sentences, lexicalization, generation of referen-
tial expressions and linguistic realization. It is important to obtain legible messages,
optimizing the text using referring expressions and linking words and adapting the
vocabulary and the complexity of the syntactic structures to the user’s linguistic
expertise. The simplest approach consists in using predefined text messages (e.g.
error messages and warnings). Although intuitive, this approach completely lacks
from any flexibility. The next level of sophistication is template-based generation,
in which the same message structure is produced with slight alterations. Using this
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approach, it is possible to provide adapted system prompts that take into account
context information.

Finally, text-to-speech synthesizers transform a text into an acoustic signal. A
text-to-speech system is composed of two parts: a front-end and a back-end. The
front-end carries out two major tasks. Firstly, it converts raw text containing symbols
such as numbers and abbreviations into their equivalent words. Secondly, it assigns
a phonetic transcriptions to each word, and divides and marks the text into prosodic
units, i.e. phrases, clauses, and sentences. The back-end (often referred to as the
synthesizer) converts the symbolic linguistic representation into sound. On the one
hand, speech synthesis can be based in human speech production, this is the case
of parametric synthesis which simulates the physiological parameters of the vocal
tract, and formant-based synthesis which models the vibration of vocal chords.

3 SecondLife and OpenSim

Second Life3 (SL) is a three dimensional virtual world developed by Linden Lab
in 2003 and accessible via the Internet. A free client program called the Second
Life Viewer enables its users, called Residents, to interact with each other through
avatars. Residents can explore, meet other residents, socialize, participate in indi-
vidual and group activities, and create and trade virtual property and services with
one another, or travel throughout the world, which residents refer to as the grid. Res-
ident population is nowadays of millions of real people from around the world. Each
person is represented by an avatar that represents their chosen digital persona. Sec-
ond Life is currently used as a platform for education by many institutions, such
as colleges, universities, libraries and government entities (e.g. Ohio University,
Royal Opera House, Universidad Pública de Navarra, Instituto Cervantes, Univer-
sidad Carlos III de Madrid, etc.). We own an island in Second Life called TESIS,
in which we built its Virtual facilities in which numerous educational activities are
performed. Figure 1 shows an image of the TESIS island.

We decided to use SL as an experimental laboratory of our research for several
reasons. Firstly, because it is one of the most popular social virtual worlds, and
its population is now of millions of residents worldwide. Secondly, because it uses
very advanced technologies for the development of realistic simulations, making
avatars and the environments more credible and similar to real world users. Thirdly,
because the possibility of customizing SL is extensive and supports innovation and
user participation, which increases the naturalness of the interactions in the virtual
world.

OpenSim is an open source simulator that uses the same standard as Second Life
to communicate with their users, and emulates virtual environments independently
from the world of Second Life, using its own infrastructure. OsGrid is a network that
allows linking free virtual worlds developed using simulators such as OpenSim.

3 http://secondlife.com/
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Fig. 1 An image of the TESIS island in Second Life

4 Practical Implementation: Metabot That Provides
Academical Information

We have developed a conversational metabot that facilitates academic information
(courses, professors, doctoral studies and enrollment) based on the functionalities
provided by a previously developed dialog system [2, 3]. The information provided
by the metabot can be classified into four categories: subjects, teachers, doctoral
studies, and registration. The system has been developed using the typical archi-
tecture of current spoken conversational agents, including a module for automatic
speech recognition, a dialog manager, a module for access to databases, data stor-
age, and the generation of an oral response through a language generator and a text
to speech synthesizer, as described in the previous section.

Figure 2 shows the architecture developed for the integration of conversational
metabot both in the Second Life and OpenSim virtual worlds. The conversational
agent that governs the metabot is outside the virtual world, using external servers
that provide both data access and speech recognition and synthesis functionalities.
The speech signal provided by the text to speech synthesizer is captured and trans-
mitted to the voice server module in Second Life (SLVoice) using code developed
in Visual C #. NET and the SpeechLib library. This module is external to the client
program used to display the virtual world and is based on the Vivox technology,
which uses the RTP, SIP, OpenAL, TinyXPath, OpenSSL and libcurl protocols to
transmit voice data. We also use the utility provided by Second Life lipsynch to
synchronize the voice signal with the lip movements of the avatar.

In addition, we have integrated a keyboard emulator that allows the transmis-
sion of the text transcription generated by the conversational avatar directly to the
chat in Second Life. The system connection with the virtual world is carried out by
using the libOpenMetaverse library. This .Net library, based on the Client /Server
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Fig. 2 Architecture defined for the development of the conversational metabot

paradigm, allows to access and create three-dimensional virtual worlds, and it is
used to communicate with servers that control the virtual world of Second Life.

Speech recognition and synthesis are performed using the Microsoft Speech Ap-
plication Programming Interface (SAPI), integrated into the Windows Vista operat-
ing system. To enable the interaction with the conversational in Spanish using the
chat in Second Life, we have integrated synthetic voices developed by Loquendo.

Using this architecture user’s utterances can be easily recognized, the transcrip-
tion of these utterances can be transcribed in the chat in Second Life, and the result
of the user’s query can be communicated using both text and speech modalities. To
do this, we have integrated modules for the semantic understanding and dialog man-
agement implemented for the original dialog system, which are based on grammars
and VXML files. Using OsGrid we have also developed our own free virtual world
and integrated our conversational metabot with OpenSim.

Through the participation of students and professors of our university we have
acquired a set of dialogs using the same scenarios defined for a previous acquisition
using the conversational agent that governs the avatar with real users outside the
virtual world of Second Life. Table 2 shows the statistics of the acquisition of 50
dialogs. The main conclusion that can be extracted from this preliminary study is
the absence of differences in these statistics among the dialogs acquired using only
the conversational agent and the dialogs acquired by means of the interaction with
the conversational metabot in Second Life. Figure 3 shows the developed metabot
providing information about tutoring hours of a specific professor.
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Fig. 3 Conversational metabot developed to interact in virtual worlds

Table 1 Statistics of the acquired dialogs

Average number of turns per dialog 4.99
Percentage of confirmations from the metabot 13.51%
Questions from the metabot to request information 18.44%
Prompts generated by the metabot after a database query 68.05%

5 Conclusions

The development of social networks and virtual worlds brings a wide set of op-
portunities and new communication channels that can be incorporated to traditional
interfaces like conversational agents. In this work, we propose a methodology for
creating conversational metabots which are able to interact in virtual worlds. Using
our the proposal we have implemented a conversational metabot that provides aca-
demic information in Second Life. This virtual world offers a number of possibilities
for the development of educational applications, given the possibility for users to so-
cialize, explore and access a large number of educational and cultural resources. As
future work we want to evaluate new features to be included in the conversational
metabot to improve the communication process, and carry out a detailed analysis of
the integration of different modalities for the presentation of information provided
by SL in addition to the use of voice.
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Using Context-Awareness to Foster Active 
Lifestyles 

Ana M. Bernardos, Eva Madrazo, Henar Martín, and José R. Casar1 

Abstract. This paper describes a context-aware mobile application which aims at 
adaptively motivating its users to assume active lifestyles. The application is built 
on a model which combines ‘motion patterns’ with ‘activity profiles’, in order to 
evaluate the user’s real level of activity and decide which actions to take to give 
advice or provide feedback. In particular, a ‘move-to-uncover’ wallpaper puzzle 
interface is employed as motivating interface; at the same time, context-aware  
notifications are triggered when low activity levels are detected. In order to accel-
erate the application’s design and development cycle, a mobile service oriented 
framework – CASanDRA Mobile - has been used and improved. CASanDRA 
Mobile provides standard features to facilitate context acquisition, fusion and  
reasoning in mobile devices, making easier access to sensors and context-aware 
applications cohabitation.  

1   Introduction 

Current mobile technologies may be especially efficient to support preventive-
proactive healthcare protocols [1], as mobile devices are quickly augmenting their 
processing, communication, interface and embedded sensing capabilities. In the 
boost of mobile applications, personal healthcare has captured the attention of 
mobile application developers: according to a recent report [2], there are more 
than 5000 commercial mobile health applications available for general users, pa-
tients and healthcare professionals. The offer is wide, covering from cardio and 
sport training control to sleep or pregnancy monitoring or fulfillment of diet or 
smoking cessation programmes. For the most part, these applications include basic 
features such as information, monitoring, calendar, reminders, calories calculators, 
etc. and some of them are prepared to use location data and connect to online web 
2.0 services. However they often require permanent feedback from the user, lack-
ing automation and transparency and therefore, usability. 

But mobile devices provide powerful elements to design next-generation 
healthcare applications, which are to be ‘context-aware and persuasive’ ones. The 
concept of ‘persuasive computing’ (or captology) was coined in the late nineties 
[3] to define the capability of technology to ‘shape, reinforce or change behaviors, 
                                                           
Ana M. Bernardos, Eva Madrazo, Henar Martín, and José R. Casar 
Universidad Politécnica de Madrid, Av. Complutense 30, 28040 Madrid (Spain) 
e-mail: {abernardos,eva.madrazo,hmartín}@grpss.ssr.upm.es, 

jramon@grpss.ssr.upm.es 



292 A.M. Bernardos et al.
 

feelings or thoughts about an issue, object or action’. Almost a decade earlier,  
pioneer context-aware applications began to show how the use of sensors and  
information processing could make possible to deliver applications capable of dy-
namically adapting their performance to the user’s situation [4].  

In this paper we address the design and development of one of these persuasive 
context-aware applications, in particular designed to prevent sedentary behavior. It 
has been demonstrated that insufficient physical activity is a health risk, which is 
associated to other factors - such as overweight, stress or sleep problems – that 
worsen the quality of life and may contribute to develop serious diseases - such as 
cardiovascular problems or type II diabetes mellitus. As it may be difficult to ad-
here to healthy activity patterns in modern lifestyle, the application aims at per-
suading the user to reasonably move, taking into account his personal situation.  

The application is developed on top of our embeddable framework to provide 
Context Acquisition Services anD Reasoning Algorithms, CASanDRA Mobile [5]. 
As described below, CASanDRA Mobile relies on a light data fusion service-
oriented architecture (mOSGi) and offers a set of standard off-the-shelf features to 
accelerate the application’s design and development life cycle. 

The paper is structured as follows. Section II reviews the state-of-the-art of 
context-aware mobile healthcare applications which use activity detection as in-
put. Section III addresses application’s design aspects. Next Section IV explains 
how context information is managed to achieve the application’s persuasive objec-
tives. Section V explains the implementation details on top of the CASanDRA 
Mobile framework. Finally, section VII concludes the work. 

2   Related Work 

Up to now, a good number of mobile applications dealing with activity monitoring 
can be found in literature. Their target users include healthy people who want to keep 
fit or to adopt a healthier lifestyle [6-9], but also patients suffering different types of 
chronic diseases [10]. Following there is a short review of some applications which 
combine activity monitoring with social networks [6] [8], take into account past activ-
ity personal history [6], adapt their output to real-time biometric performance [7] or 
aims at providing fun interfaces [8] to guarantee user’s adherence. 

Walkabout [6] is a mobile application designed to propose motivating walking 
alternatives to ordinary routes. Apart from route planning and performance moni-
toring, the application includes a social component, which allows inviting people 
to walks and receiving invitations to walks from others. Similarly, Footpaths [7] 
aims at suggesting outdoors walking routes taking into account the user’s cardio-
respiratory fitness level (which is calculated by using the Rockport 1-Mile Walk 
Test). A network of body sensors (two accelerometers attached at both user’s legs 
and one ECG sensor) and a GPS-equipped mobile phone are assumed to be worn. 

The UbiFit system [8] encourages regular physical activity through a glance-
able display which uses the metaphor of a garden that blooms as the individual 
performs activities. UbiFit is connected to the Mobile Sensing Platform; MSP 
transmits a list of activities (walking, running, cycling, using elliptical trainer and 
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using a stair machine) and their predicted likelihoods to the mobile phone. Ubi-
Fit’s authors state that the application capability to adapt to normal life breaks 
(due to multiple reasons, such as colds, work changes, etc.) is important not to dis-
courage the user, and that social networking may be a two-edged sword when 
dealing with self-motivation. 

Mattila et al. [9] presents two 3-months user studies on the Wellness Diary, a 
mobile application based on Cognitive-Behavioral Therapy (CBT), which tries to 
foster continue self-monitoring to make the patient aware of his health goals. The 
correct use of the application is very demanding from the user’s point of view,  
as requires entering data manually each time he weights himself, exercises or eats 
or drinks. As a result, the number of entries decreases with the time of use of the 
application. 

Finally, [10] presents a wearable assistant for Parkinson’s disease patients with 
the freezing of gait symptom (a sudden and transient inability to move). It uses on-
body acceleration sensors to measure the patients’ movements, and generates a 
rhythmic auditory signal to help the patient to resume walking when the symptom 
is detected. The work underlines to which extent the system is sensitive to the di-
versity of gait patterns, requiring personal calibration and adaptation.  

As the reader will notice, most of the applications are prepared to work out-
doors, not giving advice when the user is working or performing daily tasks at 
home. [6] is useful to plan daily transportation events while [8] is also prepared to 
monitor sport activities. With respect to their sensing needs, [6] relies on the GPS 
sensor embedded in the mobile device, while others require wearable accelerome-
ters [7] [8] [10], pedometers [9], biometric sensors [8] or data annotation delivered 
by different devices without a wireless interface (e.g. scales) [9]. Motion state es-
timation is considered in [7] and [10]. 

Every application above aims at informing the users to help them to make  
decisions, but varies in their data gathering strategy and level of adaptation when 
providing feedback to the user. For example, [9] claims that automation in data 
acquisition may not be effective from the therapeutic point of view, as the user 
loses awareness of his state. But very demanding applications in terms of user in-
teraction (both for data acquisition and feedback) may result tiring and discourag-
ing. [8] gives feedback in an attractive way, although a nice interface is not 
enough if individuals are not attracted to it in decision points. 

From this analysis, in the next Section we gather the design principles of our 
persuasive application to control sedentary behavior. 

3   Design Principles 

Our objective is to build a persuasive context-aware mobile application to induce 
individuals to holistically modify their daily life activity habits, in order to make 
them internalize healthier motion behaviors when at home, at work, commuting or 
practicing sports. Basically, the application will process data coming from differ-
ent sensing sources which will give sufficient information to infer (and store) the 
user’s movements (motion states) which, combined with location and time data 
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will deliver his activity profile. With this information, the application’s logic will 
control the user’s activity level. Each hour, the application will evaluate if the ac-
tivity level is enough to show progress. If so, a block in the puzzle interface will 
be uncovered. The user will be able to see the complete image if he has main-
tained a satisfactory activity level. During the day, the application will deliver 
context-aware notifications in order to encourage the user to increase its activity 
when low levels are detected.  

Fogg [11] states that there are three elements which guarantee that a person will 
perform a target behavior: ability, motivation and ‘effective triggers’ which re-
mind and initiate the action. In our application: 

• The user is assumed to have the necessary ‘ability’ to perform the proposed  
activities (walk, run, stand up, climb the stairs, etc.). For better adaptation, a 
configuration panel will get some input about the user’s habits (e.g. no. of 
working hours, no. of weekly sport sessions, etc.) when starting the application 
the first time.  

• The ‘motivation’ aspect will be mainly driven through a visual interface capa-
ble to feedback the user at a glance: a wallpaper puzzle (Fig. 1) hiding an at-
tractive image will be completed according to the periodic evaluation of motion 
levels. Additionally, alerts giving advice when low motion is detected may in-
clude quiz questions to increase the user will to uncover the whole wallpaper 
puzzle. 

 

Fig. 1 Snapshot of the user interface. Prototype and implementation. 

• With respect to ‘effective triggers’, aforementioned context-aware alerts will be 
generated when convenient to attract the attention of the user towards the inter-
face. It is important to note that the delivering period of alerts is not previously 
set, but handled in an adaptive way depending on the user situation. We aim at 
providing the user with adequate information at point of decision. 

From user studies such as [9], it is possible to understand the convenience to 
reduce to a minimum the interaction episodes with the user, as very demanding  
interaction schemes usually have discouraging effects. For this reason, our appli-
cation will automate data gathering as much as possible; the user will need to pro-
vide data for configuration just when starting the application for first time. 
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4   Managing the User’s Context: Sensing Needs and 
Reasoning Patterns 

In order to infer activity profiles, it is necessary to handle a set of sensors deliver-
ing raw data which will be fused to extract context features. Most of sensors will 
be available in the mobile device, but in order to have better activity estimates, a 
external Shimmer mote [12] (equipped with a 3-axis accelerometer, gyroscope and 
ZigBee and Bluetooth interfaces) is assumed to be permanently attached to the us-
er’s instep. Following there is a summary of the context parameters needed and its 
relationship with sensors: 

a) Motion state: Still-walking-running states will be detected by using both the 
accelerometer available in the mobile device and the Shimmer mote; an algorithm 
using thresholds on variance data will be used for this purpose. This redundancy 
of sources for motion estimates will help us to have better quality of context and 
failure tolerance. Transitions between motion states will generate detectable 
events. 

b) Indoors location: As GPS is not available indoors, two indoor location sys-
tems are featured in the application. One of them connects to an infrastructure-
based location system [13] which combines Bluetooth and WiFi received signal 
strengths (RSS) to calculate the user’s coordinates (which will be translated into 
zones). The second one bases on a continuous scan of the WiFi and Bluetooth en-
vironment, in order to recognize common scenarios which may be identified by 
networks and devices (e.g. when the user arrives at work, his mobile device will 
detect his colleagues’ mobile phones). Both of these algorithms require previous 
knowledge of the environment or additional infrastructure. Input information for 
the second method is to be added in the configuration interface. 

c) Outdoors location: GPS will be used to locate the user when outdoors. In or-
der to enhance the battery use, roaming between indoors and outdoors will be ma-
naged by a software component (the Location Fusion Enabler), which will be in 
charge of powering the GPS and the communication interfaces on and off in in-
doors to outdoors transitions and the other way round. 

d) Walked distance: The walked distance will serve as primary input for activ-
ity inference. It may be calculated from location systems output (more accurately 
with GPS than with indoors positioning technology). Nevertheless, the most reli-
able way to have permanent feedback on the walked distance is to implement a 
step counter (pedometer). The number of steps is calculated by using a threshold 
on the envelope signal which combines the 3-axis acceleration signals. In order to 
calculate the covered distance in each step, some user information (gender and 
weight) is gathered in the configuration interface. 

e) Date & time: All the gathered data need to be date and time stamped, as time 
is an essential input for context inference.  

Using several sensors which may infer the same context parameter can cause 
conflicts when inferring the user activity; for example, the accelerometer sensor 
can inform of user movement while the GPS sensor is reporting stillness. It is nec-
essary to have this aspect in mind when implementing the application logic, as the 
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system will need to have a conflict strategy resolution and to determine which the 
most reliable estimates are. 

The location information will be fused with date and time in order to infer the 
most probable activity profile for the user at a given time of the day. Initial activity 
profiles include AT WORK, SLEEPING, TRANSFERRING, AT HOME and 
PRACTICING SPORTS, although the list will grow to detect other sedentary  
activities (e.g. watching TV at home). Every activity profile has an associated mo-
tion pattern that user is expected to fulfill (e.g. one move every hour when the us-
er is working, or 1 km walked when user commutes from his place to work). Con-
joint processing of motion state and location data will be used to infer the user’s 
motion pattern, which will be stored during an hour. At the end of the hour, the 
application will evaluate how the user is doing (by comparing the stored motion 
pattern to the predefined one) and if the evaluation is positive (>75% of the ex-
pected motion level), the interface will be conveniently modified. Depending on 
the evaluation result, context-aware alerts will be queued to be delivered at the 
right time. Each activity profile will have predefined rules to handle notifications 
(alerts pattern), to avoid interaction overload. 

Table 1 Overview of activity and motion patterns 

Profile Properties 
Profile Name 

Activity level Motion pattern 

WORK Low One move every hour 

SLEEP Very Low 10 hours máx. 

TRANSFER High Walk 1km at least 

HOME Low One move every hour 

SPORTS Very High Run 4km at least 

5   Description of the Application Components and 
Development Issues 

The application has been built using the CASanDRA Mobile framework [5], 
which architecture (Fig. 2) is composed by three building blocks - Acquisition 
Layer, Context Inference Layer and Core System. The Acquisition Layer decoup-
les the access to embedded and external sensors from upper processing levels by 
using software ‘Sensors’, which deal with low-level hardware information re-
trieval. The Context Inference Layer gathers a number of ‘Enablers’ - modules 
that process data coming from ‘Sensors’, fuse them, and infer complex context pa-
rameters. Finally, the Core System provides several features to integrate these 
components in the middleware, such as discovery and registry management of 
new elements and some common utility libraries. Both ‘sensors’ and ‘enablers’ 
publish their output data in the middleware through an event manager. Applica-
tions run on top of CASanDRA Mobile middleware, consuming context informa-
tion provided by Enablers and Sensors and using its standard features. 
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The first step when building an application on top of CASanDRA Mobile is to 
define and separate every sensor or enabler module in an independent OSGi bun-
dle. Fig. 1 shows all the bundles needed for the application to work. Using top-
down design, firstly we define the application bundle including the application 
logic and also the user interface module. This application will program the rules 
that define the different activity profiles in the reasoning tool, will subscribe to 
that activity profile context parameter, and will perform an evaluation every hour 
according to this profile and to user activity stored during that hour. It will also 
show progress and alerts to user through the designed user interface. 

Then, given the rules, four enablers need to be developed to infer context pa-
rameters. A Step Counter Enabler will process the external accelerometer meas-
ures using appropriate algorithms for detecting and storing every step user takes. 
The Indoors Location Enabler (ILE) will use an infrastructure positioning service 
[13] for providing location.  The Nearby Resources Location Enabler (NRLE) will 
be used when the infrastructure service is not available, it will use a visible device 
and networks fingerprint to estimate the user’s position. The Location Fusion En-
abler will combine the indoors location and the GPS available data, in order to 
handle roaming and resources. With respect to persistence requirements, besides 
the context history, the database also will store other configuration parameters, 
e.g. the map of known devices and networks needed to make the NRLE work 
when the ILE is not available.  

Finally, it is necessary to identify the sensor bundles. The Step Counter Enabler 
needs an external accelerometer bundle to access the Shimmer device using Blue-
tooth; an internal accelerometer bundle providing data about mobile internal iner-
tials will be used in some rules; a GPS bundle will access internal GPS data when 
available; a Wi-Fi bundle will detect visible Wi-Fi networks and also provide RSS 
data to the RSS Indoors Location Enabler; a Bluetooth bundle will provide a list 
with close Bluetooth devices used in the other NRLE. GPS, internal accelerometer  
 

 

Fig. 2 Bundle deployment over CASanDRA Mobile. 



298 A.M. Bernardos et al.
 

and Bluetooth bundles have been already developed as reusable bundles and are 
available to use in CASanDRA Mobile. 

6   Concluding Remarks 

From the design and development of our persuasive context-aware application, it 
has been possible to validate the CASanDRA Mobile framework and detect miss-
ing features which need to be incorporated to enhance the middleware. For exam-
ple, the use of different context sources inferring the same context parameter may 
cause logic conflicts which have had to be directly handled by the application. 
CASanDRA Mobile will be improved to offer transparent management of Quality 
of Context in a probabilistic way, allowing the comparison of different conflictive 
measures in order to select one or combine both when possible. 

To evolve the application, apart from adding new sensors and features working 
on them, it is necessary to study how persuasion may be modeled and translated 
into performance. For this reason, the next step is to proceed with a user study 
which, besides evaluating the application, will focus on shedding some light about 
how the system should learn from real user interaction in order to dynamically 
modify the application’s persuasion strategies.  
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Multi-camera and Multi-modal Sensor Fusion,
an Architecture Overview

Alvaro Luis Bustamante, José M. Molina, and Miguel A. Patricio

Abstract. This paper outlines an architecture for multi-camera and multi-modal sen-
sor fusion. We define a high-level architecture in which image sensors like standard
color, thermal, and time of flight cameras can be fused with high accuracy location
systems based on UWB, Wifi, Bluetooth or RFID technologies. This architecture
is specially well-suited for indoor environments, where such heterogeneous sensors
usually coexists. The main advantage of such a system is that a combined non-
redundant output is provided for all the detected targets. The fused output includes
in its simplest form the location of each target, including additional features de-
pending of the sensors involved in the target detection, e.g., location plus thermal
information. This way, a surveillance or context-aware system obtains more accu-
rate and complete information than only using one kind of technology.

1 Introduction

Video surveillance has been the most popular security tool for years. Banks, retail
stores, and countless other end-users depend on the protection provided by video
surveillance. And thanks to the new breakthroughs in this evolving technology, se-
curity cameras are more effective, cheaper, and easy to deploy than even before.

This advances has issued the increase of image sensors, thanks in part also to the
IP-based video emerging technology, opening a new research field in the last decade.
The huge amount of video sensors installed in some scenarios makes unaffordable
use humans operators for real-time monitoring. This way, new automated tracking
systems are proposed in order to solve this problem [13]. These systems addresses
the task of multiple people tracking in multi-camera environments. So, many effort
put in this area consists in perform fusion information provided by the different
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optical sensors, solving problems such as background and foreground detection,
object tracking, tracking occlusion, track continuity, and so on [18].

Meanwhile, with the technical advances in ubiquitous computing [1], wireless
networking and the proliferation of mobile computing devices, there has been an
increasing need to capture the context information for context-aware systems and
services. Context-aware computing is a mobile computing paradigm in which ap-
plications can discover and take advantage of contextual information (such as user
location, time of day, nearby people and devices, and user activity) [3]. Therefore,
much research has focused on developing services architectures for location-aware
systems [16], and also many attention has been paid to the fundamental and chal-
lenging problem of locating and tracking mobile users, especially in in-building
environments, since, as discussed in [9], context-aware systems are based funda-
mentally in the user location. Hence, new systems for indoor location have emerged
using different wireless technologies such as Wifi [14], Ultra Wide Band (UWB)
[5], Radio Frequency IDentification (RFID) [6], etc.

Such deploy of multi-camera environments, indoor-localization systems, and au-
tomated specific processes and services, has allowed the coexistence of both video
surveillance and indoor location systems in the same environment, but usually with
different scopes. Video surveillance and automated tracking systems are fundamen-
tally used for security purposes such as intrusion and event detection, activity recog-
nition, or simply as a posteriori forensic tool. Meantime, indoor location is used
especially for context-aware services, access control, personnel monitoring, aug-
mented reality, etc.

The differenced use of both kind of technologies coexisting in the same environ-
ment is feasible, but could be improved if both techniques complements each other.
For example, consider a location platform which provides a rich information of each
target, such as, high-accuracy location, trajectory, speed, shape, color, size, thermal
information, real-time video, and so on. One single sensor cannot provide all this in-
formation, so a fusion platform is needed to process all the independent sensor data
and provide a single fused source of information. All this features could be used
in complex systems like event recognition [12], behavioural profiling [2], action
recognition [17], or simply, advanced surveillance and context-aware systems.

This way, our proposal consists in a hybrid fusion architecture which enables the
fusion information of image and location sensors. Fuse these different sources is not
a trivial task, therefore we define a first approach clarifying the different aspects,
processes, and design decisions involved in such fusion architecture. In this topic
there are not a sizeable literature, since most effort in the fusion field has been placed
in fuse sensors of similar characteristics [8]. Some works, as described in [4, 11]
deals with vision and location sensors fusion, but appears to be ad-hoc solutions to
specific problems.

The rest of the paper is organized as follows: Section 2 overviews the fusion
architecture, defining their basic inputs and outputs. Section 3 describes in more de-
tail the architecture, paying special attention to the more relevant parts of the system.
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Section 4 concludes with some reflexions about the architecture and describing the
future work.

2 Architecture Overview

The main idea of the architecture is to be able to process multiple location and
image sensors and provide a single fused, non-redundant output. The sensors for
location could be Wifi, UWB, RFID, Bluetooth, etc. In fact, any wireless technology
which can provide a location of a target with their associated identifier (i.e, the MAC
address of the location device). In the vision field can be used standard image color
sensors, thermal cameras, infrared sensors, time of flight cameras, and so on. Figure
1 represents the high-level input and output of the desired architecture.

Single fused output

Wifi

UWB

Thermal

Video

Fusion

Multi-modal Sensors Fusion

Location, trajectory, 

Additional features

ShapeROI Thermal

Chuck Norris  :D

Fig. 1 High-level fusion architecture input/output

The architecture should provide all the information available of each target for
each client subscribed to the fusion system, not only the fused location. That is, if
a fusion is performed between a UWB location system and a color image sensor,
the system should provide a single fused location and also the additional informa-
tion offered by a image sensor, like color, shape, the image of the target, etc. So a
posteriori processing could be done if required.

Regarding the final users or systems accessing the fusion architecture, the goal
is that final output were accessible from any subscribed client, and therefore, be
accessible both by surveillance and context aware systems at the same time. So, in
some way the fusion system should also acts as a location server.

The full specification of the proposed architecture, with all their algorithms,
protocols, etc, would exceed the length of the paper. Instead, we provide a brief
overview of the different parts.
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3 Detailed Fusion Architecture

Processing algorithms can be organized in different fusion architectures. The pro-
posed solution is organized in different distributed tiers, each one processing inputs
from the bottom tiers and feeding the upper one. The bottom tier is associated with
the local sensor processing, so each sensor is the responsible of process it own in-
formation and provide a list of local tracks. This is generally achieved by the local
track processing module as shown in figure 2.

Depending on the set of sensors used in the system, may be required an inter-
mediate fusion step. As shown in figure 2, color and thermal image sensors are
previously fused before the general location fusion. This particular sensor fusion
node can achieve advantage in the fusion step, since sensors of the same type can
obtain similar target features in order to improve fusion, i.e., in the color sensor fu-
sion node, we can use attributes like location, shape, size, color, etc, to perform a
better fusion than only fusing tracks locations. Anyway, this previous step is only
necessary when there are some sensors of the same type with overlapped vision.

The second tier fuses all the local tracks provided by each sensor or set of sensors
and generates a set of non-redundant global tracks, as the output of the system. This
fusion step only use location to combine the local tracks, due to this is a common
attribute in the local tracks provided by underlying tiers in a heterogeneous sensor
network.
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Fig. 2 Detailed fusion architecture

The main advantage of this architecture resides in the distributed data processing
which lets each processing adjusts to the particularities of each sensor. This advan-
tage is highlighted in this particular system, where imaging and location sensors are
used. In this way particular processing algorithms could be defined for each sensor
type. Another advantage of a decentralized architecture could be that the computa-
tional load could be balanced across different processors executing each one of the
tasks on the system.

Each system module and some considerations are explained in more detail in
the following sections, overviewing the different aspects needed to be taking into
account when developing such fusion architecture.



Multi-camera and Multi-modal Sensor Fusion, an Architecture Overview 305

3.1 Local Track Processing

The local track processing is the part of the architecture which deals directly with the
data streams provided by sensors. The input to this module is the data provided by
their associated sensor (an image in image sensors and locations in location sensors).
In their turn, the output should be a set of local tracks, that is, all the targets detected
by the sensor, with all their available features. This system should keep updated the
track list in various ways, i.e, updating existing tracks with new associated plots,
creating new tracks, and deleting tracks after some lack of updates. This module
can be outlined in figure 3 where a simple local track processor is presented. In such
processor, classical gating, association and filtering processes are performed [8].

Gating Association Filtering

Local Track
Management

Fig. 3 Local sensor processing overview

Image sensors addresses the problem that cannot provide a location (plots) of the
moving targets present in the scene, as they only provide an image. So is needed in
this case apply a real-time object tracking based on image analysis [18]. In the other
hand, location sensors usually provides some kind of identification with each target
location, so normally is not needed a preprocessing step.

3.2 Common Referencing

Location-based fusion using sensors of diversity nature also introduces a handicap
when trying to represent all locations in a common coordinate system. Usually, cam-
era tracking is achieved directly over the image, that is, in the camera perspective of
the scene, and this is a 2D representation with X and Y pixels coordinates. Location
sensors usually lets the user establish the coordinate system and its location, so in
this case the main problem arise with image sensors.

Fortunately, there are many approaches in the multi-camera fusion literature in
order to provide a common referencing between multiple views. The most used is
the based in the concept of homography [10]. In the computer vision field, any two
images of the same planar surface in space are related by a homography (assuming
a pinhole camera model). This has many practical applications, such as image rec-
tification or image registration. For example is possible to change the perspective
view of a camera and then process a synthesized image plane, as shown in figure 4.

In any case, this module must be able to transform the location and speed of each
local track, in a common coordinate system. This way, fusion nodes can perform, at
least, the location-based fusion.



306 A.L. Bustamante, J.M. Molina, and M.A. Patricio

Fig. 4 Projective plane transformation

3.3 Fusion Nodes

A single fusion node is the responsible of fuse all the input tracks provided by
each local track processor or another fusion node, and provide a single fused, non-
redundant, set of tracks. In figure 2 we define two different types of fusion nodes,
one sensor-specific, and other more general based only in location. This differenti-
ation is due to the sensor-specific implementation must take into account the extra
features provided by a set of common image sensors, like, color, shape, temperature,
etc, achieving a location and feature-based fusion. The feature-based fusion has been
widely used and tested in many fields with successful [7], so is useful distinguish
both kind of fusion nodes. The general location-based fusion achieved in the second
level only should consider the location of the tracks to perform the fusion, since
there are not common features between, i.e., a image sensor and a location sensor
that provide X, Y, Z coordinates.

The fusion nodes, are also the responsible, as the local track processors, of main-
tain updated the set of output tracks, attending to the input tracks. So, it should
manage the creation, update and deletion when required. Classical processes of gat-
ing, association and filtering are also performed over the tracks, as described in the
local track processors.

Would be also useful that fusion nodes could provide for each output track, the
input tracks identifiers that has contributed to generate them. This way, the client
regarding the output of the second level fusion node could know all the local tracks
contributing for a final global track, and then, know all the independent features of
a global track.

3.4 Infrastructure Considerations

There is an inherent problem in the fusion architecture proposed, and is the trans-
mission of all the information from video and location sensors over the different
local track processors, fusion nodes, and the final client when required. The de-
centralized architecture enables a distributed sensor processing, so is needed to
enable some infrastructure allowing multiple video and general data transmission.
For both image and location sensors is required to be enabled independent servers
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which could broadcast all the information over the same network. For image sen-
sors we propose the digital video streaming system described in [15], implementing
a JPEG2000 RTP streaming service allowing broadcast transmissions. Some similar
location server must be enabled for each location system attached to the architecture.

4 Conclusions and Future Work

In this paper, a overview of an architecture for multi-camera and multi-modal sensor
fusion has been given. The architecture is scalable in the way that many heteroge-
neous image and location sensors can be attached to the system. This provides an
improved location service, taking the advantages of the different sensors used. The
architecture is the responsible of processing efficiently all the data sensors, so a
distributed sensor processing is proposed, with all their inherently benefits.

We have noticed along the description of this architecture that such system can
be very complex to design, so it is needed to define well all the aspects and algo-
rithms involved. In future works the different processing algorithms, communication
protocols, and other important aspects of the architecture will be further described.
Working prototype of the architecture is being developed using the infrastructure of
VISLAB, with some color image sensors, one thermal camera, and a UWB indoor
localization system.
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Multi-sensor and Multi Agents
Architecture for Indoor Location

Gonzalo Blázquez Gil, Antonio Berlanga de Jesús,
and José M. Molina Lopéz

Abstract. This paper aims to present a new architecture to provide loca-
tion services using multiple communication technologies such as Wifi, UWB,
RFID and so on. Firstly, it will explain the advantages of multi sensor archi-
tecture against to use unique indoor location system and the reasons which
led us to take this solution. Besides, this paper discusses the suitability of
using ontologies for modeling message structure to locate in context-aware
services platforms. This message will be described based on the concept of
Asterix format used in aerospace multi-sensor communications.

1 Introduction

Context-aware Systems allow to develop a new kind of location-aware mobile
applications in different sectors such as healthcare, military, emergencies, and
recently retail and agriculture [2, 5]. These applications could be represented
as a context based scenario where there are individuals who require a sat-
isfaction of their needs and there are providers who can solve these lacks.
In context-aware computing, context is any information that can be used
to characterize the situation of an entity (i.e. a person, computing device,
or other). In this case, the architecture proposed focused on improving the
location performance.

Positioning (also called Location aware) has been a main factor in the
development of context applications. Location Awareness in general describes
applications, which change their behavior according to the position of the user
[3]. Location-aware enables new kinds of services and applications [4].

In outdoor environments GPS provides an effective solution to determine
the location of mobile devices. However, in GPS-denied areas such as urban,
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indoor, and subterranean environments, unfortunately, an effective location
technique does not exist. In this paper, it is presented an architecture which
use multiple wireless technologies (UWB, Wifi, RFID, Bluetooth) [7] to pro-
vide location services. Hence, it is difficult to develop a location-aware ap-
plication without making assumptions about the indoor location technology.
So, it is possible to combine multiple indoor location systems to meet appli-
cations requirements.

Multi-sensor integration is becoming an essential aspect of indoor location
systems [8]. Merge data from multiple indoor location systems and gather
that information in order to achieve inferences, which will be more efficient
and more accurate than if data were obtained of a single source. Applying
Multi-sensor concepts could be improved the system performance, whether
it is in coverage, availability or accuracy [1].

In [9] is described a new Ambient Intelligent Platform based on Multi
Agent Systems (MAS) where location is included in the Locator Agent. Based
on this architecture, it will be proposed that the Locator as Fusion architec-
ture (Fusion Agent) and each Indoor Location System (ILS) is an agent which
sends information about the location of each user to Fusion agent. To make
easy the fusion process, fusion agent needs to know the message structure
of each ILS, since this structure is different in each ones, it is necessary to
standardize the structure message to ILS message structure.

Researchers in agent communication languages cite three important ele-
ments in MAS interaction [6]: (i) a common agent communication language
and protocol; (ii) a common format for the content of communication and
(iii) a shared ontology. The first two points are solved with declarative agent
languages such as KQML or FIPA. Nevertheless, we will focus on creating
an ontology which represents the conceptualization of positioning based on
Asterix (All Purpose Structured Eurocontrol Surveillance Information Ex-
change) format, used in air navigation. In this paper, it is presented GONZ,
Global Ontology for Indoor Localization, which aims to standardize the com-
munication between ILS agent and Fusion Agent for indoor environments.

In this paper we propose an architecture which processed the measurement
data received from indoor location system and besides, enhances the associ-
ation process using the attributes of GONZ format. This paper is organized
as follows: Section 2 describes the new fusion architecture for indoor appli-
cations. Section 3 presents a new ontology for indoor localization based on
Asterix. Section 4 provides some concluding comments and future researches
lines.

2 Multi-agent Fusion Architecture

In this section, we will describe the Fusion architecture based on Multi Agent
system. Figure 1 represents a context-aware Multi Agent system architecture
for heterogeneous domain used by Venturini et al [9] to describe Ambient
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Fig. 1 Context-aware Multi Agent system architecture for heterogeneous domain.

Intelligent Platform based on Multi Agent Systems. Locator Agent, composed
of a single indoor location system, is responsible to locate each user agent.

The structure of this architecture is composed of service provider agents
(including Locator agent) and User agents. Provider agent offers services (Lo-
cation, advertisement, weather information and whatever you want) to User
Agent. This architecture presents several disadvantages in indoor environ-
ments due to indoor location issues: Multipath, reflexions, refraction, etc.

Multi-sensor architecture improves the precision, correcting systematic er-
rors of some technologies with those ones they have not. Besides, if the Con-
text aware architecture is able to obtain user position for more than one
technology (Locator Agent) the system availability is improved. Finally, user
availability is improved if multiple technologies could offer services to them.
So, users need not to carry on a different mobile device in each environment.
For all these reasons, it is interesting to design a new concept of Locator
agent based on Multi-sensor fusion architectures.

Normally, indoor location systems run in their own server, therefore, a
distributed architecture is needed. Multi agent system offers good features
(Modularity, scalability and robustness) to solve distributed problems against
other architectures like server-client or ad-hoc systems which present im-
portant lacks. The modularity of MAS permits make easy to develop new
functions. For example, if new Indoor location Systems is added to the archi-
tecture, it is only necessary to create an agent which carry out the message
format proposed in the last section.

The architecture proposed for the Locator agent is based on a layered
architecture for fusion process as illustrated in figure 2, with separate layers
for raw sensor data (ILS API), for features extracted from ILS (Locator
Layer), and for context derived from ILS (Fusion Layer). Each component is
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Fig. 2 Locator agent architecture

developed as an agent the first one is the (i) Fusion Center, which integrates
data from all technologies and provides a location context for each user. The
second one, called (ii) Locator layer, is responsible for providing location
measurements to Fusion Center (Locator Agent in Figure 1).

2.1 Fusion Layer

The core function is collect and fuse information from available indoor loca-
tion system (ILS agent) to provide user location context of each user. The
fusion center received periodically (each T seconds) the detected data from
ILS. Fusion layer could be split in other three layers (also see Figure 3).

2.1.1 Processing Layer

Processing layer is an agent which aims to receive measurement information
of each ILS agent and starts the fusion process. Firstly, the new user posi-
tion is stored in a vector structure which contains the last valid positions of
this target. Then, the new measurement is transformed to unify coordinates

Fig. 3 Architecture of Fusion layer.
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values with respect to the same global position (it is defined in the next
section Global Ontology for Indoor location). Each measurement is prepro-
cessed depending on the position of the ILS which generates it. To conclude,
the structure will pass to the next layer and the fusion process continues.

2.1.2 Gating Layer

Gating layer aims to evaluate the chance of a new measurement will become a
track and besides, search for associations between measurements and tracks,
managing the structure of new measurements and the non-assigned plots of
previous periods.

2.1.3 Filtering Layer

The filtering layer correlates the tracks belonging to the same located-object
(user device) from various sources (ILS) and it aims to manage of tracks:
Create, delete or fuse tracks with similar features.

2.2 Locator Layer

Since indoor location systems tend to be proprietary and only provide us a
communication protocol or API in C� , java, C, etc to access to measurement,
it is necessary to create a wrapper which aims to obtain, process and send to
fusion layer measurements in a common language. Therefore, Locator layer is
an agent which allows Fusion center works together that normally could not
because of each ILS provide a different message structure. Hence, the Locator
layer is responsible for transforming data into appropriate form. For instance,
if a concrete ILS send position values in inches but other one send position
in meters, the Locator layer would be responsible for unit conversion.

2.3 Multi Agent System Interaction

Interaction diagram (AUML Interaction Protocol Diagrams) describes better
the Multi Agent Architecture proposed, with the advantage to identify clearly
several agents roles. The figure below shows three agents, two of them be-
longing to the Location layer (ILS I and ILS II) and the other one belonging
to Fusion Layer (Processing Layer).

ILS agents receive location information from each ILS, process this infor-
mation and send location information to the Fusion layer, These actions are
performed periodically, according to the sampling frequency each Indoor Lo-
cation System ( In this case, ILS II sends measurement faster than ILS I).
Processing Agent also works periodically but the frequency does no have to
be the same as the ILS Agent. In this case, Processing agent receive user
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Fig. 4 Interaction Diagram of Location.

position measurement, store it and send it to the next layer of the of the
Fusion Center (Gating layer).

3 Global Ontology for Indoor Location

To allow interoperability between Fusion Layer and Locator layer, it is nec-
essary that the location context terminology is understood by all participat-
ing devices. In this section we propose an adaptable and extensible location
context ontology (Global ontology for indoor location, GONZ) for which de-
scribes the knowledge in the communication process between agents. GONZ
format presents the same structure message for all kind of indoor location
system since the differences between every sensor are not considerable.

Other important point is that this message structure contains high level
parameters since several ILS does not provide raw measurement (TDoA,
azimuth, RSSI, etc). In this work we only have considered parameters in
the format message for systems that provide the height and those ones that
do not. Later, if new technologies were developed and provides remarkable
features to fuse, it could create a new message format to GONZ standard.

Then, we will specify the principal parameters of the Global Ontology for
Indoor Location format:

• Identification: Value which identified a track unambiguously, this identifier
is composed for two strings: idtrack − iddevicelocator.

• Time measurement (UTC): The time in UTC format of the last measure-
ment taken.

• Sampling frequency (ms): Defines the time between two consecutive mea-
surements.
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Fig. 5 GONZ format message for height known and unknown.

• Origin of coordinates: In this attribute is stored (If it is possible) in Geo-
graphic coordinates or a common representation the origin of coordinate’s
of the indoor location system.

• Position X, Y, Z coordinates (m): Vector which contains the x, y, z position
in meters of the user.

• Error: Estimated error of the measurement given.

An ontology represents a hierarchy structure of the environment knowledge
where now the root node is GONZ and its child nodes are a concrete message
(Height know message and Height unknown message). If new kind of message
was created, a new leaf node could be added in the actual structure of the
ontology. E.g. A new message structure could be created for a GPS devices or
GSM devices since none of them are valid in the current standard. Then, it
is necessary to create a new child node whose parents (GONZ, Heightknown

or Heightunknown) depending on the features that new technology has.

4 Conclusions

This paper presents a Multi agent architecture to enhance the location in in-
door environments with different indoor location technologies. The proposed
architecture is responsible to obtain, process and fuse the measurements of
each indoor location system and provide the result of fusion as location con-
text.Besides, a structure message (GONZ) is defined for describing the com-
munication between each ILS with the Fusion Center.

The principal advantages which offers this architecture is a highly inter-
changeable and adaptable system. If a new indoor technology will be devel-
oped, it will not involve major changes in its architecture. Only it will affect
the inclusion of a new kind of message in the Global Ontology for Indoor
Location.
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Multi-agent Based Distributed Semi-automatic 
Sensors Surveillance System Architecture 

Jesús Tejedor, Miguel A. Patricio, and Jose M. Molina1 

Abstract. In the present paper, we describes a semi-automated and decision sup-
port sensor surveillance architecture used to develop an intelligent sensor surveil-
lance system. The proposed architecture is grouped in three agents layers: the  
sensors agents layer, sensor processing agents layer and finally, the support assis-
tant agents layers. The sensor agents layer is formed by sensor managing agents 
and sensor data flow agents that they control the sensor devices and retransmit 
data streams to upper layer respectively. In sensor processing agents layer is an 
agents collection that process data flows produced by sensors, allowing elements 
tracking. The last layer is formed by special agents for helping and supporting the 
user monitoring and user choice. This architecture proposes a fully decentralized 
multi-agent system using FIPA Agent Communication Language. 

Keywords: Multi-Agent System, Sensor Surveillance, Monitoring and Control, 
Agent, System Architectures, User Decision Support. 

1   Introduction 

This proposed architecture is a surveillance system that integrates sensor analysis 
and agent technology. The architecture is projected for outdoor conditions where 
is necessary tracking and processing elements (like land vehicles, ships) through 
many sensor (especially video cameras). The main goal is to coordinate video 
sensor and other sensor types (like radar, global positioning system, thermal 
cameras, etc) to tracking these desired targets and facilitates user operations, for 
example to maintain a constant vision frontier with minimum overlap. Valera 
Espina and Velastin had written a concise review of totally automated visual sur-
veillance systems [1]. 

Human monitoring in surveillance functions is expensive and quite ineffective 
because each sensor provides a huge quantity of information [2]. Even trained  
users would lose concentration and miss a great amount of critical events in mini-
mum lapses. Therefore, surveillance operators should be helping by support auto-
matic assistant, filtering data to provide only most relevant information to user. 
Even, replace them exclusively by software systems [1]. 
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Some authors like Henry Detmold propose surveillance middleware architec-
ture, based on service-oriented architecture (SOA) [3] for all computational  
tasks. The SOA inconvenience lies in data re-encapsulation by simple object ac-
cess protocol, not allowing a fully and correct communications between agents 
and data flows. 

In this paper, we proposed a multi-agent architecture with two flows: The first 
flow, to maintain sensor controlling and managing (such as movement, focus or 
zoom in cameras, change parameters in radars, etc) through coordination between 
agents, and another flow to maintain a visual stream for the system users. The in-
teraction between agents is controlled by a BDI - like architecture [8]. 

The coordination between agents would be based in FIPA ACL message [4] for 
keep flexibility and adaptability that they are desired conditions to system. At the 
same time ACL is a communication language based on the speech-act theory [5] 
and used in communications between last layers. 

In section 2 we explain optimal conditions that system requires and mains  
goals that the system complains. Section 3 is focused on the architecture itself and 
we describe the different agents and their functionalities. Section 4 presents our 
conclusions.  

2   System Characteristics 

The perfect desired architecture must group  not only essential surveillance re-
quirements, but also complain other requests such as integration, net security, sca-
lability, availability, flexibility and intelligent image processing.  

This architecture is: 

─ Open, any agent can be adding to system thanks to standard language to 
communicate between agents. 

─ Flexible, the system can incorporate new functionalities and layers without 
changing previous work 

─ Scalable, increase the number of sensors or agents has a linear growth in 
computational complexity and an agent does not often communicate with all 
other agents. 

The system should compute a huge data from different sensors types. Also  
can manage all sensors to coordinate them avoiding overlap, allowing a correct 
tracking and showing most important sensor signals to user. These are system 
main goals.   

3   System Architecture 

We have designed an open and generic multi-layer architecture for semi-automatic 
surveillance systems. 

The first layer of our architecture called Devices Layer, it is formed by a set of 
agents that interact with the sensors and monitors. Each agent (especially sensor 
device agents) delivers output and receive requests for changes their parameters its  
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Fig. 1 Multi-Agent Based Distributed Semi-Automatic Surveillance System Architecture. 
This image shows the three different layers which compounds the whole system relying in 
FIPA platform.  

associated device. Each monitor, camera or other sensor has associated in this 
layer only one agent. 

The tasks of second layer, Sensor Processing Layer, are the construction of 
marked target, introduces different sensor data to maintain tracking in the proper 
way to facilitate the users visualization.  This layer refines the sensor data produc-
ing semantic description to interpret for upper-layer and coordinates three agents, 
initialization agent, processing agent and tracking agent. 

The third layer, support user assistant, analyses bottom-layer data in order to 
produce actions and suggests to user different ways to perform a correct manage-
ment. Generally, these actions could result in generate movement in sensors or 
change their parameters for example, avoiding possible hole in global line vision, 
keep a tracking or show user most relevant image in monitor system. 
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The proposed architecture is a semi-automatic intelligent multi-agent system, 
where each function is performed by an agent or combination thereof.  The global 
task is giving support and assistant to user by cooperation between agents. The 
whole system lies in an agent platform that provides generic tasks and decentral-
ized cooperation mechanisms. As discussed we have chosen FIPA platform be-
cause is a well-known standard and open platform. 

4   Agents Description 

In this section we explain the different agent involved in the system and all archi-
tecture layers. 

4.1   FIPA Platform Agents 

A FIPA platform is a middleware that provides a collection of services. These ser-
vices allow an improvement in the production of multi-agent systems. This plat-
form has two mandatory agents to perform coordination:  

─ The AMS - Agent Management System 
─ DF - Directory Facilitator.  
 

The AMS provides services to management creation, registration and erased of 
agents in the platform (and the system itself).  

The DF agents provide information about agents in the platform such as ser-
vices offered by agent, name of agent, etc. DF offers a yellow pages service. Addi-
tionally AMS and DF provide a message transport service.  

The agents in the platform only need to communicate call a specific API that 
allows them to send messages to other agents in the same platform, even in others. 
A possible implementation of this platform could be JADE [6], perform in Java 
language. JADE has the property of portability and it does not depend on native 
computer architecture. 

4.2   Device Agent 

This agent perform controlling and management of sensor.  It provides the image 
to next layer for corresponding processing. Definitely the agent has two tasks: 
provides sensor data to system and receives the possible data that modifies their 
attributes. 

The agent should have negotiation capacities for communicate with other de-
vices agent in the same layers. 

This agent should offer the same interface for any sensor to facilitate inclusion 
of new sensor devices with minimum impact in the architecture. However, when 
communicating with the top layer should be informed the services it can offer. The 
different sensor types provides different data types. 
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4.3   Initialization Agent 

The main goal of this agent is initializing tracking through targets detection. This 
function starts when the user notifies to system about some element to track or 
sensor data processing like radars. 

When the target is located, the information is transmitted to tracking agent and 
processing agent. This agent also classifies the element to track such as suspicious 
target or not suspicious target with a confidence factor (high when the user re-
quests this tracking).  

4.4   Tracking Agent 

This agent is a multi-process agent, with the purpose of tracking the targets trajec-
tory and speed, in order to predict their position for commutate between sensors to 
keep target tracking when actual sensor that it performs tracking cannot follow 
this functionality. 

It is possible to use a large number of algorithms to perform this tracking, one 
example may be the work done in [7] by Luis Botehlo. This prediction process is 
formed by two algorithms: prediction algorithm thanks a model and learning mod-
el to readjust the model factors. 

4.5   Processing Agent 

The vision frontier must be constant, avoiding overlap and hole in its vision. 
Therefore it is necessary managing the movement and other sensor characteristic 
to maintain this frontier. 

This agent manages the movement and sensor range, and should keep the max-
imum distance in its vision range trough the sensor intervals.  

The final functionality that this agent has is to provide sensor data to others 
agents in the same or upper layer. It could manipulate the sensor data to visualize 
them better. 

4.6   Repository Agent 

The principal aim of this agent is to store content offered by sensor and accumu-
late the performed reports about the system activity (tracking, changes in vision 
line…).  

This agent offer a great historical data that the user can consult, even is possible 
discard target thanks to recognize in this repository a possible target that has no 
impact on tracking process because it is not suspicious. 

This data could be accessed by the user through agents in upper-layer. Even 
this agent in upper-layer could be accessed this information to perform a possible 
choices. 
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4.7   User Support Agent 

To facilitate the user work for inspecting unusual or suspicious target in a concrete 
environment, this rational agent compiles and processes the information in reposi-
tory agent and tracking agent. 

Thanks to initialization agent, it could suggest more suspicious target to track 
with sensor devices, perform different report types such as last target tracking or 
sensor incidents or state and even it suggest stop tracking a concrete target be-
cause it is not suspicious. 

This agent needs learning algorithms to adapt different user profiles and pro-
mote a proper sync with the user. 

4.8   Vision Management Agent 

In large security rooms where there are many monitor devices is difficult appreci-
ate all events that produce in vision line. Also many sensor devices are most inter-
esting than others. For this reason, it is necessary selecting most important sensor 
device to view in monitor devices. 

This agent provides this capability due concise analysis about user preferences 
and relevant data extracts to repository. Monitor characteristic are different be-
tween them, even if all monitor devices have same characteristics, their locations 
changed and some specific location offer a better view than others. In conse-
quence, the monitor characteristics and location are useful for users because they 
could watch a limited number of screens. 

For example, tracking an objective is most important with a sensor device than 
others where nothing unusual is reporting. The target data that sensor is tracking 
thus view in a screen.  

Also it can perceive the shutdown or occupation in other activities of sensors to 
avoid holes in the frontier. Also it can perceive an excessive overlap between sen-
sors and order to separate the vision sensor ranges 

The agent should integrate proper algorithms that provides to user these capaci-
ties and must be in this agent.  

5   Agent Management Sample 

When this agent perceives any discontinuity, it begins a communication be-
tween device agents that stimulates a negotiation between involved agents and 
continues until the hole or overlap is avoided. Also the users modify the vision 
range or charge other profiles that specifies a concrete vision range, this agent 
evaluates and notify to devices agents the new ranges leaving the negotiations 
between them. 

The figure represents this data flow. 
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Fig. 2 This image shows interaction diagrams that it represents when the system detects a 
discontinuity 

6   Conclusion  

We have proposed an intelligent distributed semi-automated system based on 
technology multi-agent, the architecture avoids a reliable management of different 
sensor, tracks targets and advises users to facilitate their work.  

The main advantage of using agents over video algorithms is: 

─ The tasks performed by each agent could be incrementally sophisticated 
without impact on system. 

─ Autonomous programs could be tested and developed independently because 
each service and device control is encapsulated in an agent by using mid-
dleware technology, which can improve intelligent and automation degree of 
information processing, which ensure that all raw data could be processed 
efficiently. 

 

The information that could be processed by users is minor, promoting the user ef-
ficiency because the user can focus in most priority events and cases.  

This generic architecture provides a middleware to build a concrete implemen-
tation in concrete environments depending local circumstances and characteristics.  
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Interactive Video Annotation Tool 

Miguel A. Serrano, Jesús Gracía, Miguel A. Patricio, and José M. Molina1 

Abstract. Increasingly computer vision discipline needs annotated video data-
bases to realize assessment tasks. Manually providing ground truth data to multi-
media resources is a very expensive work in terms of effort, time and economic 
resources. Automatic and semi-automatic video annotation and labeling is the 
faster and more economic way to get ground truth for quite large video collec-
tions. In this paper, we describe a new automatic and supervised video annotation 
tool. Annotation tool is a modified version of ViPER-GT tool. ViPER-GT stan-
dard version allows manually editing and reviewing video metadata to generate 
assessment data. Automatic annotation capability is possible thanks to an incorpo-
rated tracking system which can deal the visual data association problem in real 
time. The research aim is offer a system which enables spends less time doing 
valid assessment models. 

Keywords: Ground Truth, Tracking, Automatic Annotation. 

1   Introduction 

Over the last years, the amount of multimedia resources has grown due to the 
popularization of Web 2.0. This information is unstructured and poorly organized, 
being very hard to browse and retrieve it. In order to overcome this limitation, it is 
necessary to semantically label and organize all this data.  

Annotation is a process which provides visual metadata superimposed over re-
sources without modifying the analyzed element. Manual annotation is an unfea-
sible task for large video collections however automatic video annotation systems 
can automatically add metadata through computer vision techniques. 

Normally, new automatic systems based on computer vision techniques try to 
improve their benefits comparing with the current state of art. To demonstrate 
these improvements in a scientific way it is only possible through assessment 
models. 

Therefore annotation and label systems need tools to assess the performance of 
their techniques. Such evaluation is often carried out by comparing results ob-
tained from a given algorithm against ground truth - a set of results determined a 
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priori to be correct [4]. More specifically, in the video evaluation scope, generate 
ground truth annotations for large scale video collections has involved huge 
amount of effort. Traditional techniques don’t work because a temporal dimension 
generated from video frame sequence is added to the images spatial dimensions. 

This paper presents a new supervised automatic annotation tool. The basic in-
frastructure is a tracking system integrated to an extended version of the ViPER-
GT annotation tool.  

Perform tracking tasks during the video analysis, facilitates the automatic anno-
tation feature. In tracking low level tasks, such as segmentation or trajectory 
analysis, the tool detects, label and annotates tracks. In addition, user may manu-
ally create tracks or modify the location, size and trajectory if an error occurs.  

Moreover, with this tool high level semantic tasks at scene and object level can 
be developed. Semantic annotations are done manually trough the ViPER-GT tool 
interface. All these actions can be done in real time because the system is adapt-
able to the changes. 

The paper is organized as follows. In Section 2 annotation and assess fields are 
studied briefly; Section 3 the annotation tool overall architecture is presented; Sec-
tion 4 shows the experimental results; Section 5 explains the conclusions obtained 
and the future work. 

2   Brief Summary about Annotation 

For years researchers in annotation have been worked in two different ways. Ini-
tial approaches focused on low level visual descriptors such as texture, shape… 
After, researches turned to knowledge approaches, which try to extract semantic 
descriptions with the goal of save the semantic gap. 

Low level descriptors approaches imitate the way users assess visual similarity 
[5] and don’t try to extract directly semantic assertions from visual content. The 
main feature of this kind of methods is the capability to find patterns from 
frame/image features. These techniques are based on machine learning methods. 
Most used techniques in this field are Hidden Markov Models and Neural  
Networks. 

On the other hand, knowledge-based approaches uses a higher abstraction level 
when annotate content. To that end, make use of “a priori” knowledge such as 
models, rules… These approaches, normally allow realizing inference operations 
between the elements and the spatial relationships.  New hidden domain knowl-
edge results of these operations. 

The actual trend is to blend both approaches, extracting relevant semantic ele-
ments from videos by combining several low-level descriptors [7]. In this context, 
one of the keys is the MPEG-7 standard. MPEG-7 represents audiovisual informa-
tion and allows content descriptions. For instance, MPEG-7 Visual Part support 
low level features such as color, texture, shape or motion. There are also MPEG-7 
Multimedia Description Schemes which support spatial relations between detected 
segments. 
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Nowadays general purpose approaches don’t exist due to the knowledge de-
pendency with the specific context domain. High level semantic applications are 
based on specific context such as sports, movies, security…  

Inside evaluation field there are some resources such as databases and semi-
automatic annotation tools. Large scale general purpose databases are scarce. Ex-
amples of publicly available sets of databases are: NIST TRECVID databases 
which contain several hours of publicly available ground truth, from over 1000 
visual concept categories, PETS datasets [18] which actually include outdoor peo-
ple and vehicle tracking, indoor people tracking, annotated hand posture classifi-
cation data..., the Surveillance Performance Evaluation Initiative (SPEVI) [12] 
which includes an audiovisual people dataset, a single face dataset and a multiple 
face dataset all of them made with the Video Performance Evaluation Resource 
(ViPER), on the other hand as single dataset we can list, cVSG [13], OTCBVS 
[14], VISOR [15], ETISEO [16], CANDELA [17], etc. 

We can also find notable tools to create new ground truths, the IBM MPEG-7 
Annotation Tool, for example, provides a rich user interface that displays the 
video, semi-automatically detects shot boundaries and selects key frames, auto-
matically propagates prior shot labels, presents a hierarchy of 133 suggested vis-
ual concept labels but also accepts new user-created visual concept labels [8]. 
ViPER Ground Truth (ViPER-GT) is another interesting video annotation tool, 
which may be used as a viewer of algorithmically generated markup, a tool for 
assisting performance evaluation of such markup and more. ViPER Performance 
Evaluation tool (ViPER-PE) complete the capabilities of ViPER-GT providing 
the ability to compare result data with ground truth tools for solving the evalua-
tion problem [11].  

3   Overall Architecture 

Annotation system presented in this paper is based in two fundamental elements, 
an annotation system which is a modified version of ViPER Ground Truth tool 
and a tracking system optimized to perform video analysis in real time. The user 
supervisor monitors the automatic annotation process between these components 
through the ViPER-GT interface. The overall architecture of the proposed frame-
work is called MViPER-GT and is illustrated in Fig. 1. 

System works as follow. MViPER-GT tool sends raw frames from the video se-
lected to the tracker when the analysis starts. Supervisor may update the track an-
notations during the analysis. These changes consist on create and delete tracks 
and adjust their size and position. Update track annotations can be done in real 
time if an error is detected, for instance, if a track is not created automatically by 
the tracking system or if a location prediction of a track is not properly done. 
MViPER-GT sends changes done by the supervisor to the tracking system. Infor-
mation sent between subsystems is performed through a communication layer. 
This layer interacts in a bidirectional manner, transforming information to operate 
on each subsystem and enabling the communication. Bidirectional communication 
between VIPER-GT and the tracking system is performed one time per frame. 
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Tracking system is responsible for carrying out the establishment, updating and 
deleting tracks automatically. Once the tracker has received information concern-
ing to MViPER-GT (a raw image and in some cases, also, user annotation  
updates), it realizes a complete tracking analysis, which includes segmentation, 
association, trajectory prediction, etc. User updates are taken into account during 
the analysis. Feature modifications may cause reaction in tracking system,  
changing the size or the location of the tracks. For instance, if a track trajectory is 
modified in the annotation tool, this will perform modifications in the calculated 
trajectory of the tracker, normally, trajectories followed at this time, will probably 
suffer alterations in the same sense of the new positioning. Thanks to the trajec-
tory prediction algorithms housed in the tracking system, MViPER-GT receives 
non linear trajectories of each track or object in each frame. When the analysis is 
completed, tracking system predictions (updated feature tracks, size and position) 
are sent to the annotation tool. The annotation tool receives these predictions an-
notates them and starts a new cycle with the next frame. 

 

Fig. 1 Overall Architecture.  

3.1   Annotation System: ViPER-GT and MViPER-GT 

Create an annotation model was a tedious task, especially in the video domain, be-
cause it was required review sequences of frames with the similar content from 
frame to frame. Annotation system based on ViPER-GT makes it easier. ViPER-
GT is a Java open source development project, supported by the ViPER API. 
When ViPER was thought, the first goal was the creation of a flexible ground 
truth format and second goal was to provide tools to easily create and share 
ground truth data [4]. Developed GUI could be used to record the requisite infor-
mation in a single scan of the video content. For a given frame, users could select 
a cell representing a spatial attribute (point, bbox, obox or circle) [4].  

The modified version of ViPER-GT presented in this paper, allows user to be 
merely a supervisor of the annotation task. The tool allows users to configure data 
generation and evaluation. Descriptors represent the data generation structure of 
each video. Structures of the objects are defined by the descriptors which can con-
tain different kinds of attributes. Annotations describe the object state through its 
attributes. Attributes contain the feature values which can represent, for instance, 
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the name or the location of an object. MViPER-GT starts with two predefined de-
scriptors, a static metadata structure which represents video information like the 
number of frames or the frame rate and a dynamic metadata structure which repre-
sents the object information. This structure has two attributes, the track identifica-
tion number and the bounding box which represent the position and the size of 
each track. New descriptors may be created to this basic configuration, in order to 
separate different knowledge levels. Descriptors based, for example, on semantic 
information may be created before or during the analysis; however the annotations 
should be done manually. 

ViPER offer some annotation possibilities like creation, deletion of tracks and 
modifications on the features of each track. As we seen before MViPER tool in-
cludes trajectory prediction algorithms. ViPER standard version includes a default 
linear interpolation utility which can also be used with MViPER. This linear inter-
polation utility fills in new intermediate values of spatial attributes between two 
separated frames.  

Sometimes tracking system detects systematically a new track which the user 
does not want to annotate. ViPER propagation utility is the best way to treat this 
kind of situations. Propagation copies the current frame’s value of selected object 
descriptors to all frames in the range of propagations [11]. This is especially help-
ful for spatial attributes that do not change much across frames. All attribute val-
ues of the chosen object descriptors are overridden with the values in the current 
frame [11]. Unwished labelling may be avoided, enabling propagation and dis-
abling track annotations. 

3.2   Tracking System 

Architecture is based on a video chain with different modules that run in sequence, 
which correspond to the successive phases of the tracking process. The tracking sys-
tem is composed by four modules: Foreground/Background Detection module 
shows when a pixel has moved and group them in blobs. Association module pre-
dicts the blobs positions, assign sets of blobs to tracks and finally update the tracks 
positions. Initialize or Delete module, create and delete tracks when have not as-
signed to any blob. Trajectory Generator module detects anomalous behaviours 
studying tracks trajectories. Algorithms belonging to each module are interchange-
able in each run. Each module has a specific task to be implemented by all the algo-
rithms that correspond to a certain module [10]. The input data for the pipeline is the 
image of current frame and the output data is the tracks position and size. 

 

 

Fig. 2 Tracking system. 
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4   Experimental Results 

We have implemented a prototype to get some experimental result. A JNI com-
munication layer has been developed to achieve bidirectional interaction between 
ViPER-GT annotation system and OpenCV tracking system. 

This system has been tested with the Computer Vision Based Analysis in Sport 
Environments (CVBASE) dataset [19]. Video features are 25 frames per second, 
384x576 pixels of resolution and M-JPEG compression. 

Selected video is a zenithal record of two players playing squash. They are in 
close proximity to each other, they are dressed similarly and are moving quickly, 
and there are constant crossings and occlusions between players, which make the 
video an interesting challenge to the quality measure of the system. 

As we can see in this first image, the operation of the tracking system for this 
video is correct. Tracks are detected with quite accurately and the annotations are 
automatically done. However there is not still a complicated situation where the 
user has to intervene. 

 

Fig. 3 Video analysis. Frame 530. 

The two images below show the performance under critical circumstances of 
occlusion between tracks. The system has also an optimal behavior in such cases, 
therefore, it is not necessary, in this case, the intervention of the supervisor to 
make changes in the annotations. 

 

  

Fig. 4 Video analysis. 4A Frame 550. 4B Frame 570.  
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In general this modified version of ViPER improves notably annotation times. 
In many cases it is not necessary to realize changes from one frame to other. In 
some cases only it is necessary to do small and simple modifications in a fully an-
notated frame. 

Ground truths are stored in XML files as sets of descriptor records. Each de-
scriptor annotates an associated range of frames by instantiating a set of attributes 
for that range [4]. This is a sample code which represents the track position in a 
range of frames. Positions are denoted by bounding boxes. 

 

Fig. 5 Sample code. 

Manually semantic annotation it is possible, thanks to the ViPER Schema  
Editor utility. Adding a new descriptor and attributes it is feasible to carry out a 
semantic description about what is happening in the video. This images show  
how users can annotate the name of the players and when it is producing a cross 
between them. 

 

  

Fig. 6 Semantic analysis. 6A Frame 166. 6B Frame 192. 

5   Conclusion 

We have presented a new annotation tool for interactive ground-tuth generation. 
This system integrates a tracking module for a multi-level automatic and super-
vised labeling. In general MViPER-GT improves notably annotation times. In 
many cases it is not necessary to realize changes from one frame to other, and only 
in some cases it is necessary to do small and simple modifications in a fully anno-
tated frame.  

Future works will be addressed to the configuration of the tracking system 
through a XML file, the integration of a context-based module to introduce 
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semi-automatic annotation at scene and object level and the capability to de-
velop automatic annotations at the semantic level based on the behavior of the 
tracked elements.  
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Data Modeling for Ambient Home Care Systems 

Ana M. Bernardos, M. del Socorro Bernardos, Josué Iglesias, and José R. Casar1 

Abstract. Ambient assisted living (AAL) services are usually designed to work on 
the assumption that real-time context information about the user and his environ-
ment is available. Systems handling acquisition and context inference need to use 
a versatile data model, expressive and scalable enough to handle complex context 
and heterogeneous data sources. In this paper, we describe an ontology to be used 
in a system providing AAL services. The ontology reuses previous ontologies and 
models the partners in the value chain and their service offering. With our pro-
posal, we aim at having an effective AAL data model, easily adaptable to specific 
domain needs and services. 

1   Introduction 

The population pyramid in many developed countries shows a constrictive profile, 
due to a lower percentage of young people than some decades ago and an expan-
sive number of elderly and mature citizens, with higher life expectancy but also 
with more chronic diseases to cope with. This situation is a serious challenge for 
social (health)care systems, which need to offer high quality services while guar-
anteeing their economic sustainability. For this reason, technologies to promote 
independent living are in the research strategic agenda in many countries [1]. In 
particular, the development of Ambient Care Systems (ACS) are attracting a lot of 
interest in the research community: enhancing the elder’s care network, detecting 
and handling emergency situations and helping the users to accomplish activities 
of daily living (eg. fulfilling medication intake schedules) are some of their func-
tional objectives.  

Ambient Care Systems are based on an opportunistic and intelligent acquisition 
of information from heterogeneous sources (mobile phones, personal biometric 
sensors or infrastructure devices), its subsequent aggregation with static data (such 
as profile information, personal calendars or electronic health records) and an ac-
curate and real-time inference of information about users’ contexts [2]. ACSs are 
supposed to take decisions on the user’s ‘context images’, triggering events and 
actions, and offering support to decision processes. At the same time, ACSs need 
to be configured to serve as channels for third parties to integrate external ser-
vices, so they need to provide interoperable communications and authentication 
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and security features. Then, ACSs are context-aware systems needing to cope with 
a great diversity of data, which should be sharable among different types of con-
sumer applications with different informational needs. How to represent context 
parameters in an expressive and extendable way is still an open issue [3], as gen-
eral data models are not adapted to the ACSs information needs.  

A trend in context modeling is to use ontologies to represent context data; due 
to their versatility in terms of distribution, validation, formalization, ambiguity 
control and completeness. In this paper we propose an application-oriented ontol-
ogy (ACS-Ont), specifically designed to cover the representation needs of an am-
bient care system. ACS-Ont reuses previous ontologies and expands some others, 
in order to generate a domain data model.  

Our proposal differs from previous ones in its holistic approach: ACS-Ont cov-
ers the deployment of services both in residential environments and outdoors and 
considers the integration of different stakeholders in the service provision value 
chain. ACS-Ont is scalable in terms of sensor and service diversity, and has been 
built following the reusability paradigm for data modeling, by focusing on the ex-
ploitation of existent ontologies.  

The paper is structured as follows. Section II reviews the state-of-the-art in on-
tology-based context modeling, with a special focus on remote healthcare systems. 
Section III explains the service scenario and its requirements. Section IV covers 
the ACS-Ont design process and our ontology models reuse strategy. Section V 
underlines the open issues. 

2   State of the Art 

An ontology is a formal explicit specification of a shared abstract model represent-
ing some phenomenon [5]. In practice, an ontology defines a common vocabulary 
based on the main concepts defining a discourse universe or domain, their proper-
ties and the restrictions on the relationships among concepts [6]. Ontologies are 
powerful tools to specify concepts and relationships, and they simplify interpreta-
tion and managing of non-complete data. For these reasons, ontologies have been 
chosen to model context information (see e.g. [7] [8]). Some examples are: 
SOUPA [9], CONON [10], the GAIA’s context model [12] and CoDAMoS ontol-
ogy [13]. SOUPA combines a number of useful vocabularies from different on-
tologies (FOAF, Rei, etc.) to model Person, Policy&Action, Time or Event. 
CONON provides an upper ontology to model general concepts and supports ex-
tensibility for adding domain ontologies. CONON defines 14 core classes which 
model Person, Location, Activity and ComputationalEntities. The GAIA architec-
ture uses a context model based on predicates which are afterwards formalized in-
to a DAML+OIL ontology. The ontology facilitates the predicates’ consistency 
checking: e.g. its (XML) description is validated with the ontology when a new 
entity is included. The particularity of GAIA’s proposal is that it aims at modeling 
uncertainty by attaching a confidence value to predicates. CoDAMoS ontology  
considers the provision of ambient services through a platform, determining four 
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main entities: User, Environment, Platform (hardware and software description of 
a device) and Service (specific functionalities to the user). 

Regarding the needs of ambient care systems, several works have addressed 
partial aspects of the problem. The K4CARE project [14] proposes a healthcare 
model for home services which is composed by two ontologies: the Actor Profile 
Ontology (APO) and the Case Profile Ontology (CPO). This data model neither 
considers the representation of the infrastructure nor personal sensing devices, nor 
the service provision. The SOPRANO project [15] is built on an OWL-Lite ontol-
ogy which only aims at describing the person’s state, taking into account past 
states. Nugent et al. [16] present a XML-based schema representation of informa-
tion in smart homes. The hierarchical representation describes 1) the home physi-
cal structure and the devices in it; 2) the contact details of the institutional  
caregiver in charge and 3) the inhabitant details (name, ambulatory devices and 
care plan). In this case, the data model does not consider how to deal with real-
time context information. Ko et al. [17] propose the use of a context ontology for 
U-HealthCare. The data model classifies context according to the Person context 
ontology, Device context ontology and Environment context ontology. In [18], the 
context model is composed by several OWL ontologies to detect alarms in home 
environments. The ontology describes the patients, the home domain, the alarm 
management system and the social care network. Other proposals are focused on 
the messages exchange system. For example, [19] present a data model for a tele-
medicine system, which aims at supporting the management of messages ex-
change between different actors in the telemedicine system. There are also some 
attempts to model the singularities of special users. It is the case of [20], which 
proposes a context model to monitor and handle agitation behavior in persons suf-
fering dementia. A great challenge in ambient care systems design is how to make 
them emotion-aware. With respect to data modeling, ontologies have been also 
used to model feelings and emotional states (e.g. [17]). 

The design of the ACS-Ont has a special focus on reusing existing ontologies 
while considering the particularities of the ACS domain and its value chain. To the 
best of our knowledge, none of the previous initiatives completely cover the ACS 
provision problem. 

3   Model Requirements 

Ambient Care Systems aim at providing different type of assistive services in dif-
ferent scenarios, always taking into account the user’s real-time needs. In this  
Section, our approach to ACS service offering is addressed. From it, we derive the 
requirements of the data model which will be afterwards implemented in ACS-Ont 
ontology. Fig. 1 represents our understanding of the service paradigm for ACS. 
The ACS will be working on: 

1. A Personal Network (PN), which will include all the devices that a person must 
wear or use. For instance, localization may be supported by a mobile device 
with GPS capabilities (for outdoor positioning) or with communication capa-
bilities such as WiFi, Bluetooth and/or ZigBee (for outdoor positioning), or by 
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other means (e.g. RFID-based user-object interactions). Additionally, depend-
ing on the user profile and the services to be configured, the PN may include 
continuous health monitoring sensors (ECG, oxymeters, etc.). 

2. A Home Network, which will include home infrastructure sensors, actuators 
and appliances capable of notifying their status. The Home Network Unit will 
be able to communicate with the Personal Network by using ad hoc networking 
capabilities. It will include local intelligent features to dispatch events and or-
ders depending on the situation. These processing capabilities will be part of a 
home gateway which will connect the home environment with the Core Care 
Network. 

3. A Core Care Network, serving as a bridge of communication between the 
home infrastructure and third parties and service or context providers. Services 
may be enabled through the Core Care Network; it will authorize the connec-
tion of external service providers (External Care Network) and External Con-
text Data Providers, centralize system monitoring and guarantee the security of 
personal data.  

 

Fig. 1 The service concept behind the Ambient Care System 

On top of this structure, the ACS will build its own basic services, such as: a) 
context-aware notifications/reminders dispatching, b) emergency detection or c) 
activity logging. The first set of services is provided to the elder or to his care-
giver, and can be configured to dispatch reminders of medication intake, appoint-
ment schedule or general context-aware notifications. The second set of services 
relies on the processing of biomedical data and environmental information check-
ing to detect risky states. Emergencies are treated both as dangerous situations in 
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the present and long-term deviations from typical behavior that can trigger a com-
plicated situation in the future. Connecting with this case, last group of services 
stores all the information about activity, allowing an off-line pattern analysis 
which may feedback the system intelligence. 

The system using the ontology will need to: 

• Dynamically check consistency when including new concepts. 
• Deal with information retrieval and data fusion at different levels of abstrac-

tion. 
• Support probabilistic inference mechanisms, by handling uncertainty and qual-

ity of context.  
• Offer a coarse-grained design for general service support, in order to facilitate 

service scalability. 
• Provide data structures to support security: authentication, traceability and data 

logging. 

This operative scenario and the requirements it imposes to a context manage-
ment system have been taken as the starting point to design ACS-Ont. Next step in 
the development of the ontology has been the specification of both class represent-
ing concepts and relations among them, as explained in the following section. 

4   ACS-Ont Structure: Methodology, Main Concepts and 
Sub-ontologies 

We started the development of the ontology by defining its domain and scope. 
Then we conducted a knowledge acquisition task based on the analysis of different 
documentation related to the field and on the background of some members of the 
team. As a result of this process, we could establish the relevant terms of the  
domain and started to define and (hierarchically) organize the classes of the ontol-
ogy. We selected the terms that describe objects having independent existence ra-
ther than terms that describe these objects.  

Due to the large scale of the proposed ACS domain (ranging from specific de-
vice and sensor characteristics to concepts related to the users’ health status), the 
domain of interest has been divided into smaller ones: a general ontology regard-
ing the most abstract concepts and relations (those from Fig. 1) has been created 
and these concepts and relations have been extended generating other ontologies 
(‘sub-ontologies’). The process followed for developing the taxonomies of sub-
ontologies has been a combination of top-down and bottom-up approaches: first 
the more salient classes have been defined and then they have been generalized 
and specialized appropriately.  

ACS-Ont has been built taking into account that an advantage of ontology mod-
els is their capability to be reused. Thus, groups of experts in specific domains 
might put all their effort into developing solid ontological models of a specific 
domain that other developers may integrate (as a whole or, more often, just in 
part) in their own works. This ‘share-ability’ capability is especially important for  
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Fig. 2 ACS-Ont structure. 

highly heterogeneous domains as the present one (with a high diversity of sensor 
and devices, but also of services and actors). ACS-Ont incorporates different on-
tologies to describe some common aspects of Ambient Intelligent systems (See 
Table 1). These models have been directly integrated (either completely or par-
tially) –specially when they are available in the language used for ACS-Ont: 
OWL– or taken just as reference models –in other cases. Color-coded schema of 
Fig. 2 shows the relations among concepts of general ontology and sub-ontologies, 
also highlighting reused models. 

Some other well-known ontologies have been indentified in order to be reused 
in future extensions of ACS-Ont (mainly in the development of sub-ontologies). 
Regarding healthcare operability, an OpenEHR [21] ontology may extend the 
concepts below HealthRecord class, where SNOMED-CT model [22] can be also  
integrated (when modeling, for instance, medicines or electronic prescriptions); 
 

Table 1 Overview of reused ontologies* 

Entity/Concept From ontology Ontology URI 

Time OWL-Time http://www.isi.edu/~pan/damltime/time-entry.owl 

Location Geo-OWL http://www.opengis.net/gml/ 

Person FOAF http://xmlns.com/foaf/0.1/ 

Calendar RDF Calendar http://www.w3.org/2002/12/cal/icaltzd 

Device Delivery Context Ont. http://www.w3.org/2007/uwa/context/ 

*General structure of SOUPA, CONON, CODAMOS and X73 models has also been considered. 
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nevertheless, OWL-based ontologies associated to these models are still an open 
issue. Finally, from a more general view, the ACS security support may be mod-
eled by means of REI Policy Ontology [23] that can be used to formally describe 
permissions and obligations. 

ACS-Ont has been implemented in OWL, fulfilling the OWL-DL expressivity 
and therefore allowing using any Description Logics reasoner to exploit it. 

5   Conclusions/Discussion and Further Work 

Although this ontology is in a stage of development (the appropriate sub-
ontologies have been identified but some of them have not been completely devel-
oped yet), it constitutes a headway towards an optimal structuring of the AAL 
domain. If properly completed, it could be considered as a generic semantic frame 
for use within this field, since it contributes to the shaping of a common, shared 
knowledge based in reusability and that can be reused. 

A future phase of this work will deal with: a) the enrichment of the ontology by 
adding possible rules, axioms and constants; b) extending the model to cover spe-
cific service needs (e.g. modeling activities of daily living to support behavioral 
analysis) and c) offering uncertainty control and Quality of Context.  

In addition, the use of the application will lead to the introduction of instances 
that will populate the ontology and allow the application to make inferences or 
other types of reasoning.  
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Face Recognition at a Distance: Scenario
Analysis and Applications

R. Vera-Rodriguez, J. Fierrez, P. Tome, and J. Ortega-Garcia

Abstract. Face recognition is the most popular biometric used in applications at a
distance, which range from high security scenarios such as border control to others
such as video games. This is a very challenging task since there are many vary-
ing factors (illumination, pose, expression, etc.) This paper reports an experimental
analysis of three acquisition scenarios for face recognition at a distance, namely:
close, medium, and far distance between camera and query face, the three of them
considering templates enrolled in controlled conditions. These three representative
scenarios are studied using data from the NIST Multiple Biometric Grand Chal-
lenge, as the first step in order to understand the main variability factors that affect
face recognition at a distance based on realistic yet workable and widely available
data. The scenario analysis is conducted quantitatively in two ways. First, an analy-
sis of the information content in segmented faces in the different scenarios. Second,
an analysis of the performance across scenarios of three matchers, one commer-
cial, and two other standard approaches using popular features (PCA and DCT) and
matchers (SVM and GMM). The results show to what extent the acquisition setup
impacts on the verification performance of face recognition at a distance.

1 Introduction

The growth of biometrics has been very significant in the last few years. A new re-
search line growing in popularity is focused on using biometrics in less constrained
scenarios in a non-intrusive way, including acquisition “On the Move” and “At a
Distance” [7], which are user-friendly, and often do not need user cooperation.

The most common biometric modes used for recognition at a distance are face,
iris and gait, being face the most popular of them. Face recognition is a challeng-
ing problem in the field of computer vision which has been the subject of active
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research for the past decades because of its many applications in domains such
as surveillance, covert security and context-aware environments. Face recognition
is very appealing as a biometric as it offers several advantages in terms of being
non-intrusive, non-invasive, cost-effective, easily accessible (i.e., face data can be
conveniently acquired with a few inexpensive cameras) and relatively acceptable to
the general public. However, employing the face for recognition also presents some
difficulties since the appearance of the face can be altered by intrinsic factors such
as age, expression, facial hair, glasses, make up, etc., as well as extrinsic ones such
as scale, lighting, focus, resolution, or pose amongst others [13].

This paper is focused on the study of the effects of acquisition distance varia-
tion on the performance of automatic face recognition systems. This is motivated
by the analysis of the results from the recent NIST Multiple Biometric Grand Chal-
lenge (MBGC 2009) [8] and the Face Recognition Vendor Test (FRVT 2006) [9],
which show that a lot of research is still needed to overcome these problems. In this
sense, three different scenarios have been defined from the NIST MBGC depend-
ing on the acquisition distance between the subject and the camera, namely “close”,
“medium” and “far” distance. We use a subset of this benchmark dataset consist-
ing of images of a total of 112 subjects acquired at different distances and varying
conditions regarding illumination, pose/angle of head, and facial expression. This
analysis is conducted quantitatively at two levels for the considered scenarios: 1)
main data statistics such as information content, and 2) performance of recognition
systems: one commercial, and two other based on popular features (PCA and DCT)
and matchers (SVM and GMM).

Depending on the distance to the camera, face recognition could be applied in
two different applications [1, 7]:

• Requiring cooperative users (near distance), such as in border control (e-passport)
or security access (for example access to stadium in 2008 Olympic Games). In
these cases a verification (one to one) of the identity is carried out.

• Not requiring cooperative users (medium and far distances), such as face surveil-
lance (for example subway watch-list) or in large database search (such as na-
tional registration data or black-list data). In these cases an identification (one to
many) is normally carried out.

Other applications could be on social network webs for automatic face tagging
and finding people1. Apart from the person recognition applications, there are other
applications in which face recognition technology can be useful such as activity
detection (for smart homes [14], ambient assisting living [3] or video games [6,
12]), or in pedestrian detection to avoid accidents. In this last case a possible fusion
between face and gait would be of interest [5]. Figure 1 shows some examples of
applications of face recognition.

The paper is structured as follows. Sect. 2 describes the dataset and scenarios
under study. Sect. 3 analyzes the main data statistics of the scenarios. Sect. 4 studies
the performance of the three considered recognition systems on the different scenar-
ios. Sect. 5 finally discusses the experimental findings and outlines future research.

1 For example http://picasaweb.google.com
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b)a) c)

d) e)

Fig. 1 Example images of different applications of face recognition: a) Web interface for
smart TV program selection by face recognition [14]. b) Classification results of activity
detection [2]. c) Example of video game using face and activity detection [12]. d) Example
of a watch-list surveillance and identification system [7]. e) Face verification system used in
Beijing 2008 Olympic Games [1].

2 Scenario Definition

The three scenarios considered are: 1) “close” distance, in which the shoulders may
be present; 2) “medium” distance, including the upper body; and 3) “far” distance,
including the full body. Using these three general definitions, the 3482 face im-
ages from the 147 subjects present in the dataset NIST MBGC v2.0 Face Stills [8]
were manually tagged. Some sample images are depicted in Fig. 2. A portion of
the dataset was discarded (360 images from 89 subjects), because the face was oc-
cluded or the illumination completely degraded the face. Furthermore, although this
information is not used in the present paper, all the images were marked as indoor
or outdoor.

Finally, in order to enable verification experiments considering enrollment at
close distance and testing at close, medium, and far distance scenarios, only the
subjects with at least 2 images in close and at least 1 image in both of the two
other scenarios were kept. The data selection process is summarized in Table 1,
which shows that the three considered scenarios result in 112 subjects and 2964
face images.
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a) Close distance b) Medium distance c) Far distance

Fig. 2 Example images of the three scenarios defined: a) close distance, b) medium distance,
and c) far distance. Images are collected indoors and outdoors and with different illumina-
tions.

Table 1 Number of images of each scenario constructed from NIST MBGC v2.0 Face Visible
Stills.

Num. Close Medium Far Discarded
Total

users distance distance distance images
147 1539 870 713 360 3482

At least 2 images At least 1 images
per user per user

112 1468 836 660 2964

Table 2 Segmentation results based on errors produced by face Extractor of VeriLook SDK.

Close Medium Far
Discarded Total

distance distance distance
Num. Images 1468 836 660 360 3324

Errors 21 151 545 848
Errors(%) 1.43% 18.06% 82.57%

3 Scenario Analysis: Data Statistics

First of all, faces were localized and segmented (square areas) in the three acquisi-
tion scenarios using the VeriLook SDK discussed in Sect. 4.1. Segmentation results
are shown in Table 2, which shows that segmentation errors increase significantly
across scenarios, from only 1.43% in close distance to 82.57% in far distance. Seg-
mentation errors here mean that the VeriLook software could not find a face in the
image. For all the faces detected by VeriLook we conducted a visual check, where
we observed 3 and 10 segmentation errors for medium and far distance respectively.
All the segmentation errors were then manually corrected by manually marking the
eyes. The face area was estimated based on the marked distance between eyes.

As a result of the defined scenarios, we observe that the sizes of the segmented
faces decrease with the acquisition distance. In particular, the average face size
in pixels for each scenario is: 988 × 988 for close, 261 × 261 for medium, and
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Fig. 3 Histogram of face quality measures produced by VeriLook SDK.

Fig. 4 Diagram of face recognition system used for VeriLook SDK, DCT-GMM and PCA-
SVM.

78 × 78 for far distance. For the experimental work, the face size is normalized to
64 × 80 pixels.

Another data statistic that was computed for the three scenarios was the average
face quality index provided by VeriLook (0 = lowest, 100 = highest): 73.93 for
close, 68.77 for medium, and 66.50 for far distance (see Fig. 3, computed only for
the faces correctly segmented by VeriLook). As stated by VeriLook providers, this
quality index considers factors such as lightning, pose, and expression.

4 Scenario Analysis: Verification Performance Evaluation

4.1 Face Verification Systems

The architecture of the face recognition system used is shown in Fig. 4. In a similar
way as in previous work [10], three approaches are used for face verification:

• VeriLook SDK. Commercial face recognition system developed by Neurotech-
nology2.

• PCA-SVM system. This verification system uses Principal Component Analysis
(PCA). The evaluated system uses normalized and cropped face images of size
64 × 80 (width × height), to train a PCA vector space where 96% of the variance
is retained. This leads to a system where the original image space of 5120 dimen-
sions is reduced to 249 dimensions. Similarity scores are computed in this PCA
vector space using a SVM classifier with linear kernel.

2 http://www.neurotechnology.com/
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VeriLook SDK close2medium: EER−DET = 15.83

PCA SVM close2medium: EER−DET = 14.47

DCT GMM1024 close2medium: EER−DET = 26.45

VeriLook SDK close2far: EER−DET = 39.98

PCA SVM close2far: EER−DET = 35.69

DCT GMM1024 close2far: EER−DET = 31.0

close2close

close2medium

close2closec

Fig. 5 Verification performance results for the three scenarios and three systems considered.

• DCT-GMM system. This verification system also uses face images of size 64
× 80 divided into 8 × 8 blocks with horizontal and vertical overlap of 4 pixels.
This process results in 285 blocks per segmented face. From each block a fea-
ture vector is obtained by applying the Discrete Cosine Transform (DCT); from
which only the first 15 coefficients (N = 15) are retained. The blocks are used to
derive a world GMM Ωw and a client GMM Ωc [4]. From previous experiments
we obtained that using M = 1024 mixture components per GMM gave the best
results. The DCT feature vector from each block is matched to both Ωw and Ωc

to produce a log-likelihood score [4].

4.2 Experimental Protocol

Three main experiments are defined for the verification performance assessment
across scenarios:

• Close2close. This experiment gives an idea about the performance of the systems
in ideal conditions (both enrollment and testing using close distance images).
About half of the close distance subcorpus (754 images) is used for development
(training the PCA subspace, SVM, etc.), and the rest (714 images) is used for
testing the performance.

• Close2medium, and close2far protocol. These two other experiments use as train-
ing set the whole close distance dataset (1468 face images). For testing the per-
formance of the systems the two other datasets are used: 836 medium distance
images for close2medium, and 660 far distance images for close2far.
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4.3 Results

Fig. 5 shows the verification performance for the three considered scenarios:
close2close, close2medium, and close2far. As can be seen, VeriLook is the best of
the three systems in close2close with an EER of around 7%. At the same time, this
commercial system is the most degraded in uncontrolled conditions, with an EER
close to 40% in close2far, much worse than the other two much simpler systems.
This result corroborates the importance of analyzing and properly dealing with vari-
ability factors arising in biometrics at a distance.

Fig. 5 also shows that the GMM-based system works better in far distance condi-
tions than the other systems, although being the less accurate in close2close and
close2medium. This result demonstrates the greater generalization power of this
simple recognition approach, and its robustness against uncontrolled acquisition
conditions.

5 Discussion and Future Work

An experimental approach towards understanding the variability factors in face
recognition at a distance has been reported. In particular, a data-driven analysis of
three realistic acquisition scenarios at different distances (close, medium, and far)
has been carried out as a first step towards devising adequate recognition methods
capable of working in less constrained scenarios.

This analysis has been focused on: 1) data statistics (segmented face sizes and
quality measures), and 2) verification performance of three systems. The results
showed that the considered systems degrade significantly in the far distance sce-
nario, being more robust to uncontrolled conditions the simplest approach.

Noteworthy, the scenarios considered in the present paper differ not only in the
distance factor, but also in illumination and pose (being the illumination variabil-
ity much higher in far distance than in close distance). Based on the data statistics
obtained and the performance evaluation results, a study of the effects of such indi-
vidual factors is source for future research.

Also, depending on the application, fusion with other biometrics would be of
interest, such as in the case of pedestrian detection in order to avoid car crashings
it would be very useful a fusion with gait, or also with footsteps [11] in scenar-
ios like walking through an identification bow. This also could be used in ambient
intelligence applications such as monitoring the behavior of elderly people [3].
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Distributed Subcarrier and Power Allocation for
Cellular OFDMA Systems

Ruxiu Zhong, Fei Ji, Fangjiong Chen�, Shangkun Xiong, and Xiaodong Chen

Abstract. Dynamic resource allocation according to user’s link quality is cirical in
OFDMA system to improve network capacity. In this paper we consider joint sub-
carrier and power allocation of the downlink communication of multi-cell OFDMA
system. The allocation problem is formulated with the goal of minimizing the trans-
mitted power subject to individual rate constraint of the users. We propose a subop-
timal distributed algorithm which consists of two stages. In the first stage each cell
ignore the inter-cell interference and perform single-cell resource allocation. In the
second stage the cells iteratively exchange the allocation result and update resource
allocation until users’ rate requirements are met. The proposed algorithm is evalu-
ated with computer simulations and compared with existing centralized algorithm.
It is shown that the proposed algorithm obtain satisfactory tradeoff between quality
of solution and complexity.

Keywords: Distributed Resource Allocation; OFDMA; Cellular System.

1 Introduction

Orthogonal-frequency-division-multiple-access (OFDMA) has emerged as one of
the prime multiple access scheme in broadband wireless system including 3G LTE
and WIMAX. In an OFDMA system the total bandwidth is divided into non-
overlapped traffic channels (one or a cluster of subcarriers) such that each user
occupies a subset of traffic channels for transmission. In cellular OFDMA system,
each cell can apply the whole bandwidth for transmission, which may cause severe
inter-cell interference (ICI) if adjacent cells apply same traffic channels. Radio re-
source allocation is an important technique to coordinate ICI and optimize network
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performance. Radio resource allocation in OFDMA system usually refer to the tech-
nique that assigns to each user a subset of the available radio resources (mainly
power and sbcarrier) according to a certain optimality criterion and some practical
constraints. However optimal resource allocation is still an NP-hard problem that is
fundamentally difficult to tackle. In practice, additional constraints, e.g. individual
users’ rate requirements, further complicate the problem. Hence, suboptimal solu-
tion with acceptable complexity is the focus of research in the literature.

Various heuristic algorithms have been proposed for the resource allocation
of OFDMA systems. Two important criteria are commonly applied. The first
one is to maximize network throughput subject to the constraint on transmission
power[2][4][8]. The second one is to minimize transmission power subject to user’s
individual rate requirement[1][6]. These algorithms are centralized. They need a
central network unit to collect the channel information of all users, perform allo-
cation algorithm and notify all cells the allocation results. However, such network
unit may not be available in practice. Distributed algorithms, which is performed
at each cell based on information exchange between neighbor cells, may be more
suitable in multi-cell systems or ad hoc systems[3]. Distributed algorithms based on
maximizing throughput were proposed in [5][10]. The algorithm in [5] first ignores
ICI and performs single-cell allocation as initialization. Then iteratively deactivates
some users’ subcarrier if their cause too much ICI. The algorithm is computation-
ally efficient. But due to subcarrier deactivation, it may not be able to fulfil user’s
rate requirement. The algorithm in [10] also consider bit loading, consequently
it is much more complicated. Distributed algorithms based on game theory[3][9]
instead maximize network utility mapped from throughput. Applying utility is
more efficient to describe human perception of throughput. However the nonlin-
ear mapping between throughput and utility may complicate the problem. The dis-
tributed algorithm in [7] is based on minimizing the transmission power. The authors
proved that the algorithm is asymptotically optimal. However only 2-cell system is
considered.

In this paper we consider distributed algorithm for joint subcarrier and power al-
location of the downlink communication of cellular OFDMA system. The applied
criterion is transmission power minimization subject to individual rate constraint of
the users. The proposed algorithm consists of two stages. In the first stage each cell
ignore the ICI and perform single-cell resource allocation. In the second stage the
cells iteratively exchange the allocation result and update resource allocation until
users’ rate requirements are satisfied. The algorithm result in very simple compu-
tation. Moreover, except for some special cases, the algorithm guarantee to satisfy
users’ rate requirement. Computer simulations shows that the proposed algorithm
obtain better throughput than the centralized heuristic algorithm in [1].

2 System Model

We consider an OFDMA system with K cells. The cells apply same frequency band-
width for transmisison and the frequency bandwidth is divided into M subcarriers. In
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this paper, the problem of subcarrier allocation is formulated to minimize the over-
all power consumed by the OFDMA system on a radio TTI (Transmission Time
Interval) given a certain constraint on the rate of each user. However, physical layer
performance depends on the chosen coding scheme and modulation format, while
in general traffic requests from the scheduler are in terms of informative bit rates.
For simplification, we assume the coding scheme and modulation format on each
channel are the same.

Given a set of subcarriers D = {1, · · · ,M}, a set of cells C = {1, · · · ,K}, and for
each cell k a set of users Uk = {1, · · · ,NK}. Let U =

⋃
Uk be the set of all users in

the system. We assume each user has a fixed target spectral efficiency formulated
as ηi = log2(1 + SINRi) (in bit/s/Hz)[1]. Hence the spectral efficiency can be in-
terpreted as the required signal-to-interference-and-noise-ratio (SINR) level of the
users. The rate requirements for a given user i correspond to a certain number of
subcarriers ri = Ri/ηi, where ηi is set in such a way that ri is an integer.

For each user i ∈U , we denote by b(i) = k the cell of user i. Let U( j) ⊆U be the
set of users (belonging to different cells) which are assigned the same sub-carrier j.
the measured SINR for user i on subcarrier j is

SINRi( j) =
Gb(i)

i ( j)Pi( j)

∑h∈U( j),h �=i Gb(i)
h ( j)ph( j)+ BN0

(1)

where Gk
i ( j) is the channel gain of user i to the kth basestation(BS) on subcarrier

j. Pi( j) is the transmission power of user i on subcarrier j. B is the band width of
subcarrier and N0 is the power density of the white channel noise. We assume the
users can estimate the channel gains and feedback to the BS. Hence Gk

i ( j) is known
to the transmitter.

Note SINRi is the SINR level corresponding to the target spectral efficiency of
user i. From (1) we note that the minimum power assigned to user i on subcarrier
j is

PMIN
i ( j) = SINRi

∑h∈U( j),h �=i Gb(i)
h ( j)ph( j)+ BN0

Gb(i)
i ( j)

(2)

The applied criterion in this paper is to minimize the total transmission power
defined as ∑i∈U, j∈D Pi( j). Taking into account the rate constraints and other practical
constraints, the problem of joint subcarrier and power allocation can be formulated
as follows.

min ∑
i∈U, j∈D

Pi( j) (3)

s.t. pi( j) ≥ xi jSINRi
∑h∈U( j),h �=i Gb(i)

h ( j)ph( j)+ BN0

Gb(i)
i ( j)

(4)

pi( j) ≤ Qxi j,∀i, j (5)
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∑
i∈Uk , j∈M

pi( j) ≤ pmaxk,∀k (6)

∑
j

xi j = ri,∀i (7)

pi( j) ≥ 0,∀i, j (8)

xi j ∈ {0,1},∀i, j (9)

Where xi j is a binary variable equal to 1 if user i is assigned subcarrier j (and 0
otherwise). Constraint (4) imposes that if subcarrier j is assigned to user i, then
power pi( j) is not less than the minimum power defined in (2). Q in (5) is a suitable
large positive number. Hence constraint (5) will force pi( j) to be 0 if subcarrier j is
not assigned to user i. Constraint (6) impose that the transmission power of each cell
cannot exceed a predefined value. Constraints (7) requires that ri subcarriers must
be assigned to user i to satisfy its rate requirement.

3 Distributed Allocation Algorithm

In this section, we develop a distributed subcarrier and power allocation algorithm
based on the solution of single-cell allocation. The algorithm involve single-cell al-
locations as initialization and an iterative procedure to reduce the ICI and guarantee
users’ rate requirement.

The proposed algorithm is based on the observation that the minimum power
required to achieve the target spectral efficiency can be divided into two parts.

PMIN
i ( j) = SINRi

∑h∈U( j),h �=i Gb(i)
h ( j)ph( j)

Gb(i)
i ( j)

+ SINRi
BN0

Gb(i)
i ( j)

(10)

It can be observed that the second item, denoted as p0
i ( j), is the minimum trans-

mission power when there is no ICI. Its value can be determined by each cell which
distributively performs single-cell resource allocation. The first item, denoted as
Δ pi( j), is the required transmission power due to ICI. Its value can be calculated
based on the transmission powers of other users assigned the same subcarrier. Note
pi( j) also introduce ICI to other users. The calculation of Δ pi( j) for different users
cannot be decoupled. We therefore propose to iteratively calculate pi( j) based on

Fig. 1 A special situation
where the users are at the
cell egde and have simi-
lar channel gains to both
basestations. In this case it
is impossible to increase the
SINR levels for both users. Cell 1 Cell 2

BS 2BS 1

User 1

User 2
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the initial values of p0
i ( j). That is, we first assume no ICI and calculate p0

i ( j) us-
ing single-cell resource allocation method. Then we iteratively apply (10) until the
target SINR levels are achieved.

It is important to note that increasing user i’s transmission power will cause ICI
to the users that apply the same subcarrier, which will force the BS to increase the
transmission power of the interfered users. As a result, the ICI of user i increase
and force the transmission power of user i further increase. It is possible that the
transmission power of all users keep increasing but never achieve the target SINR
level. It is not difficult to find such a situation as shown in fig.1, where user 1 and
user 2 are at the cell edge and both apply subcarrier j. We assume the users’ channel
gains to BS1, BS2 are extremely close such that G1

1( j) ≈ G2
1( j) ≈ G1

2( j) ≈ G2
2( j).

The transmission power calculated from (10) will have close values, i.e. p1( j) ≈
p2( j). The SINR of user 1, calculated as follows,

SINR1( j) =
G1

1( j)P1( j)
G1

2( j)p2( j)+ BN0
(11)

never larger than 0dB no matter how large transmission power is applied. We argue
that in this scenario the two users cannot be assigned the same subcarrier. Hence, we
proposed to switch or deactivate user’s assigned subcarrier if its SINR level is not
significantly improved during iterations. Following is the detailed algorithm flow.

• Initialization. Ignoring the ICI, each cell perform single-cell resource allocation
and then transmit the allocation results, i.e. xi j and p0

i ( j) (i ∈ U , j ∈ M) to the
adjacent cells. Set pi( j) = p0

i ( j).
• Iteration. The iteration is separately applied to every subcarrier in each cell.

Each iteration consist of the following steps.

– step1: Based on the allocation information from other cells, Each cell forms
the user set for each subcarrier, denoted as Ũ( j). Note that Ũ( j) may be a
subset of U( j). Because in a large network it is not practical to obtain the
allocation information of all cells. Based on Ũ( j), the BS calculate the power
need to be added on every subcarrier.

ΔPi( j) = SINRi
∑h∈Ũ( j),h �=i G

b(i)
h ( j)ph( j)

Gb(i)
i ( j)

(12)

– step2: Set pi( j) = pi( j)+ Δ pi( j), Calculate the SINR for every subcarrier as
follows.

SINRi( j) =
Gb(i)

i ( j)Pi( j)

∑h∈Ũ( j),h �=i G
b(i)
h ( j)ph( j)+ BN0

(13)

– step3: If SINRi( j) is smaller than the required SINR level, i.e. SINRi( j) <
SINRi, we further increase the transmission power by a smaller step.
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pi( j) = pi( j)+ β Δ pi( j) (14)

where β is a small positive number.
– step4: Calculate the difference of SINRi( j) between two adjacent iterations.

Find out the user and subcarrier corresponding to the lease difference of SINR.
Switch the subcarrier to an unoccupied subcarrier if available, otherwise de-
activate the subcarrier from the user with probability γ .

– step5: If all SINRi( j) meet the SINR requirement, stop the iteration, else no-
tify the adjacent cells the new allocation result and go to step 1.

4 Computer Simulation

In the simulation we consider a system with 19 cells as shown in fig.1.2. The cell
radius is 1000 meters. The number of users of each cell is 16, which are uniformly
distributed in the cell. The channel is frequency selective Rayleigh fading with an
exponential power delay profile. The RMS delay spread is =0.5s, typical of an urban
environment. The spectral efficiency need to be satisfied are 2, 2.5, 3, 3.5, 4, in other
words, the SINR need to be satisfied for each user are 4.77dB, 6.68dB, 8.45dB,
10.5dB, 11.7dB. Other parameters in simulation are shown in Table1.1.

Table 1 System parameters in the simulation

Parameter Value

Subcarrier frequency 2G Hz
Noise power spectrum density -174dBm/Hz
Path loss model L = 128.1+37.6log10(d) (dB)
Channel bandwidth 15MHz
Subcarrier bandwidth 180KHz
BS antenna gain 17dB
User antenna gain 0dB
Cable loss 2dB
Penetration loss 10dB
Noise figure 5dB

Fig. 2 The scenario of
simulation: 19 cells, 16
users in each cells. The users
are randomly generated and
uniformly distributed in the
cell.
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Fig. 3 The experienced av-
erage throughput of all users
under difference simula-
tion scenario, i.e., different
values of η . ”Multiassing”
represents the result of the
Multiassing algorithm in
[1]. ”New Algo” represents
the proposed algorithm.
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Fig. 4 The total transmis-
sion power of the system
under difference simula-
tion scenario, i.e., different
values of η . “Multiassing”
represents the result of the
Multiassing algorithm in
[1]. “New Algo” represents
the proposed algorithm.
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The proposed algorithm is compared with the centralized heuristic algorithm in
[1] (denoted as ”Multiassign”). The average throughput of the users and total trans-
mission power under different scenario are plotted in fig.3 and fig.4, respectively.

It can be observed that the proposed algorithm obtains much better average
throughput, with the cost of higher transmission power. This is because the Mul-
tiassign algorithm has higher probability to deactivate subcarrier. as a result, user’s
rate requirement may not be satisfied. We argue that in practical system it is more
important to satisfy user’s rate requirement than to save the transmission power. Be-
cause rate requirement is one of the key factors in user’s perception of Quality-of-
Service. In the scenario of large spectrum efficiency, the extra transmission power of
the proposed algorithm is much more significant. This is because for a given SINR
level, the required power increase exponentially with the spectrum efficiency (we
remark that SINRi = 2ηi + 1). Hence, ΔPi( j) calculated from (12) increase almost
exponentially with ηi, which implies in the proposed algorithm extra transmission
power may be allocated to user, and consequently user’s experienced transmission
rate may exceed its rate requirement.

5 Conclusion

A distributed algorithm with simple computation has been proposed for subcar-
rier and power allocation in OFDMA system. Currently we cannot prove that the
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distributed algorithm converge to the optimal solution. However simulation results
show that it is highly possible to satisfy user’s rate requirement and hence is attrac-
tive to practical systems.
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Distributed Genetic Programming for 
Obtaining Formulas: Application to Concrete 
Strength 

Alba Catoira, Juan Luis Pérez, and Juan R. Rabuñal1 

Abstract. This paper presents a Genetic Programming algorithm which applies a 
clustering algorithm. The method evolves a population of trees for a fixed number 
of rounds or generations and applies a clustering algorithm to the population, in a 
way that in the selection process of trees their structure is taken into account. The 
proposed method, named DistClustGP, runs in a parallel environment, according 
to the model master-slave, so that it can evolve simultaneously different popula-
tions, and evolve together the best individuals from each cluster. DistClustGP fa-
vors the analysis of the parameters involved in the genetic process, decreases the 
number of generations necessary to obtain satisfactory results through evolution of 
different populations, due to its parallel nature, and allows the evolution of the 
best individuals taking into account their structure. 

Keywords: Genetic Programming, concrete mixture, civil engineering, clustering, 
k-means, Evolutionary Computation. 

1   Introduction 

Genetic Programming (GP) [1] is an inherently parallel search technique and it re-
quires a lot of complex computations when used in symbolic regression tasks on a 
set of experimental data, so it is interesting to reduce this cost by the distribution 
of work.  In this way it is usual to obtain evolutionary processes that remain in lo-
cal minima when the search space is large and complex. One purpose of this work 
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is to allow parallel execution of the algorithm using several populations and provide 
the necessary mechanisms to communicate and exchange individuals between them. 
One of the most important features of DistClustGP is the appliance of a clustering al-
gorithm [2,3] in populations to group individuals in clusters, according to a similarity 
measure, appointing the best in the cluster as their representatives.  

2   Parallel Genetic Programming 

GP has been parallelized frequently in recent years [4,5,6,7,8,9]. As in the rest of 
evolutionary algorithms [1,10,11,12] it is always saving time by using a high 
number of processors. One of the aspects which underlies this paper, is the good 
results that the distributed cellular GP system dCAGE [13] (an extension of CAGE 
[9]) provides for pattern classification.  This system is a distributed environment 
to run genetic programs by a hybrid variation of the classic island model, which is 
a combination of island model and cellular model [14,15] and propose a distrib-
uted boosting cellular GP classifier to build the ensemble of predictors. To take 
advantage of the cellular model of GP, the islands are evolved independently us-
ing the CGPC algorithm [16], and the outermost individuals are asynchronously 
exchanged. In each generation, a clustering algorithm is applied to the population 
of trees and the individuals who have the best fitness [1] are selected. DistclustGP 
(the algorithm proposed in this paper) is based on the island model [17,18,19] and 
dCAGE uses a hybrid model [20]. On the other hand, dCAGE uses a clustering  
algorithm in every generation for not getting a large number of predictors (the size 
of a population is not small generally). However, DistClustGP is oriented to  
different types of problems, especially symbolic regression tasks (in which ex-
periments are based) and applies the clustering method after a fixed number or 
generations and a migration process between slaves and master nodes to bring 
greater diversity to the populations of nodes, taking into account the structure of 
individuals. The system is developed for a distributed environment. The distrib-
uted architecture provides significant advantages in flexibility and extensibility.  

3   DistClustGP 

The system is based on the parallel execution of the application on different  
population or portions thereof.  Each population evolves locally applying the GP 
algorithm independently, and contributes to the entire system through the periodic 
migration of the best solutions generated to a master node. After a number of gen-
erations, the node applies the clustering algorithm to the population, and if there 
are individuals from the master node, adds them to its population. One of the most 
important features of DistClustPG is that it is oriented to all types of problems, not 
only to classification problems (like dCAGE).   

3.1   DistClustGP Architecture 

The basic environment in which the system will be used is an Ethernet network of 
computers.  DistClustGP consists of a master node and other nodes named slaves, 
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according to the scheme of the master-slave architecture. The master node is  
responsible for sending orders to slaves and providing the necessary data for exe-
cution (parameters, patterns, etc.). Slaves contain the GP algorithm and the clus-
tering algorithm needed to evolve the population. Once they have received from 
the master node the configuration parameters which to run the algorithm and data 
patterns, are waiting for the master to send them the start order.  If such an order is 
received the slave nodes runs the GP algorithm until it reaches the desired number 
of generations or it reaches a minimum error. The clustering algorithm is executed 
after a predetermined number of generations, grouping the current population in 
groups or clusters according to a similarity measure between individuals. Fig.1. 
shows a diagram of the DistClustGP system. The master indicates the problem to 
be solved and the parameters, and slaves running the algorithm, sending the best 
individuals to the master after a fixed number of generations. The master receives 
the individuals and incorporates them to his own population. 

All communications between master and slaves are performed using the MPI 
(Message Passed Interface) library [25], to allow cooperation among islands. 

 

Fig. 1 DistClustGP architecture   

3.2   Clustering Algorithm of DistClustGP 

In the field of GP, it can occur  that the best individual obtained after the evolution 
of a population in a number of generations, have a minor fitness compared  
with other individuals, but the structure is more complex,there are individuals with 
the same fitness and, however, are structurally very different. The goal of the  
clustering algorithm is to measure the structural differences between individuals, 
providing the expert the possibility to redirect the process according to the struc-
tural difference. The clustering algorithm in the system developed is based on the 
main idea of the classical k-means algorithm and partitional algorithms based on 
similarities [21]. Every possible key in a tree node (operator, constant, variable or 
function) is assigned a numeric value. The distance to empty tree ф (considered as 
the origin tree) is calculated for each individual, represented as a tree. The metric 
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adopted to measure the structural distance between two genetic trees is that intro-
duced by Ekárt and Németh [22].  The distance between two trees h1 and h2 is cal-
culated in three steps:  1) h1 and h2 are filled with empty nodes to have the same 
structure. 2) For each pair of nodes al matching positions, the difference of their 
keys is computed. 3) The differences computed in the previous steps are combined 
in a weighted sum.  Formally, the distance of two trees h1 and h2 with roots R1 and 
R2 is defined as 

∑
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where d(R1, R2) = |key(R1) –key(R2)|,  where key is a coding function that assigns 
a numeric code to each node of the tree, childi(Y) is the ith of the m possible chil-
dren of a node Y, if i ≤ m, or the empty tree, otherwise. The constant K is used to 
give different weights to nodes belonging to different depth levels. In the case of 
calculating the distance between a tree and the empty tree, the result is the sum of 
their keys weighted by the depth level of the node in the tree.  Below is an exam-
ple.  Suppose the following 
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represented as a tree as shown in Fig. 2. The numeric codes associated with the 
nodes are key(constant)=0.3, key(day)=0.5, key(+)=1.1, key(*)=1.3 and 
key(sqrt)=1.7.  

The distance to empty tree for this individual is 4.453 and is computed as  
follow: 
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To group individuals into clusters has been necessary to define a sort function 
under this new criterion of structural distance to empty tree.  Once sorted, indi-
viduals are distributed in clusters according to a threshold value, to be recalculated 
during the execution. 

Fig. 2 An example of a tree 

 

The expert sets the maximum percentage of clusters he wants to achieve in rela-
tion to population size and the threshold is obtained as follows: 
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threshold
clustersofnumber
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                                   (4)

 

where dmax and dmin are the maximum and minimum distance to the empty tree 
present in the current population and max number of clusters is the result of: 
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                                   (5) 

To obtain the clusters, the first individual in the sorted population is taken as 
reference, and will be in the same cluster those individuals whose empty tree dis-
tance value does not exceed this threshold.  If this condition is not fulfilled, the 
first individual to exceed the threshold will constitute the next point of reference 
for a new cluster. Once individuals are classified into different groups according 
to their structure, find the best fitness individual in each cluster is necessary. If the 
result of the clustering algorithm is the existence of k clusters, there will be k rep-
resentatives of the clusters, being the representative the individual with the best 
fitness within it. These k representatives will be sent to the master node to be part 
of a new population that will evolve by the master GP algorithm.  Just a slave, the 
master will apply the clustering algorithm to every x generations, it will send rep-
resentatives of their clusters to all slaves and will add individuals from the slaves 
to its population. Unlike dCAGE, the number of cluster changes dynamically 
therefore also changes the number of individuals sent.

 

4   Experimental Results 

High-performance concrete (HPC) is rather new terminology used in the concrete 
construction industry after well-known high strength concrete (HSC) in recent 
years. Although there are various definitions of HPC in many countries, the es-
sence of HPC is emphasized on such characteristics as high strength, high worka-
bility with good consistency, dimensional stability and durability [23,24]. Table 1 
shows the seven variables involved in the problem. 

Table 1 Ranges of components of data sets. 

Component Minimum (kg/m3) Maximum (kg/m3) Average (kg/m3) 

Cement 71 600 232.2 

Fly ash 0 175 46.4 

Blast furnace slag 0 359 79.2 

Water 120 228 186.4 

Superplasticizer 0 20.8 3.5 

Coarse aggregate 730 1322 943.5 

Fine aggregate 486 968 819.9 
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After several experiments with classical GP, the best results have been obtained 
with the parameter configuration: maximum height=9, initial height=6, mutation 
height=6, parsimony=0.01, percentage of crossover=80% and percentage of muta-
tion=20%. This is the reason that this configuration is used for testing Dist-
ClustGP. 

Table 2 Average results obtained with classic GP 

Parsimony 0.0001 0.001 0.01 
% crossover - % mutation 80-20 95-5 80-20 95-5 80-20 95-5 

EM 5.25 5.25 5.28 5.29 5.17 5.42 
ECM 46.69 46.06 49.17 47.73 45.89 50.77 

The evolution of mean square error in nodes during 1000 generations is shown 
in Fig. 3.  

The co-evolutionary strategy avoids local minima. Fig. 3 shows that during the 
300, 400 and 500 generation the slave 1 value is stationary. In generation 500 the 
slave 1 receives individuals from master and reduces the MSE. In contrast, classic 
GP does not obtain a lower error compared with the co-evolutionary strategy. In 
Table 3 shows the coefficients of determination R2, the mean square error (MSE) 
and medium error (ME) of the experiments.  

 

Fig. 3 Mean square error evolution in nodes.  

Table 3 DistClustGP vs Classic GP (best result of algorithm). 

  Slave 1 Slave 2 Master Classic GP 

R2 0.83 0.81 0.85 0.81 

MSE 41.20 44.20 40.00 45.30 

ME 5.03 5.17 5.01 5.03 
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The best results have been obtained in the master node, which contains the best 
individuals from the slave nodes so it evolves faster. The slave nodes evolve faster 
classic GP too, because they receive the best individuals from master. 

5   Conclusion 

The system DistClustGP has been presented. The method evolves a population of 
trees for a fixed number of generations in several nodes in a network, and applies 
a clustering algorithm to bring greater diversity to the population. The populations 
generated using this method contains better individuals due to the exchange of the 
best individuals between nodes. The co-evolutionary strategy avoids local minima 
(static populations) in search process. A main advantage of the distributed archi-
tecture is that it enables for flexibility, extensibility, and efficiency. 
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A Distributed Clinical Decision Support System 
Applied to Prostate Cancer Diagnosis 

Oscar Marín, Irene Pérez, Daniel Ruiz, and Antonio Soriano1 

Abstract. Currently, the best way to reduce the mortality of cancer is to detect it 
and treat it in the earliest stages. Automatic decision support systems are very 
helpful in this task but their performance is constrained by different factors and 
sometimes it is difficult to find a method with high sensitivity and specificity 
rates. One solution to this problem can be the collaboration between independent 
decision support systems. This article presents a proposal for a distributed and col-
laborative prostate cancer automatic diagnosis system based on artificial neural 
networks, which pretends to increase the accuracy of the decision support system 
combining the independent contributions of different artificial diagnosis entities. 

Keywords: Automatic decision support systems, distributed systems, artificial 
neural networks, prostate cancer. 

1   Introduction 

Cancer is a major public health concern in the developed countries. A total of 
1,479,350 new cancer cases and 562,340 deaths from cancer were expected to oc-
cur in the United States in 2009 [1]. From those, approximately 192,000 men were 
diagnosed with prostate cancer, and 27,000 men were expected to die from this 
disease what makes prostate cancer the second most common cause of cancer 
death among men aged 80 years and older [2]. 

Like the case of many other kinds of cancer, early detection of prostate cancer 
symptoms is the best way to treat the disease at its first stages reducing the mor-
bidity and mortality [3]. The survival rate of prostate cancer soars from 34% when 
the cancer is detected at the advanced stage to nearly 100% at the early stage [4]. 

In prostate cancer case early detection is mainly based on a biomarker, a protein 
called prostate-specific antigen (PSA) [2]. There are also other factors that a doctor 
should take into account as digital rectal examination (DRE) results, free and total 
PSA, patient age, PSA velocity, PSA density, family history, ethnicity etc.  

A clinical decision support system can be useful to help specialists in the diffi-
cult task of diagnosis [5]. A second expert opinion, even if it is from an artificial 
entity or software acting as a human expert, can support the decision of the doctor. 
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In other cases, when the decision from the artificial entity does not agree with the 
doctor’s opinion, the clinical decision support system can suggest alternative tests 
to increase the degree of certainty in a specific diagnosis. In the medical problem 
we are working with, the prostate cancer, a clinical decision support system can 
help the specialist to improve the certainty in the diagnosis and, for example, to 
avoid useless biopsies. 

2   Decision Support Systems and Diagnosis 

Since the aim of a decision support system (DSS) is to support or even be an alter-
native of a certain subject expert’s opinion, it has to acquire the basic knowledge 
and skills needed to simulate the expert’s work. That is, the automatic system has 
to learn and become an expert using different computing techniques from the ma-
chine learning theory.   

From its rising, machine learning theory has had as one of its main goals its  
applying, with several purposes, to health and clinical field [5]. This paradigm  
describes algorithms to solve automatic learning and classification problems, 
which are the basis to implement systems for clinical decision support (CDSS). 
Nowadays CDSS are used in healthcare programs, including cancer screening and 
diagnosis [6] [7]. 

Within machine learning, ANNS are not the only, but an extensively used tool 
to perform automatic classification tasks [8].  

An ANN is a mathematical model consisting of a number of highly intercon-
nected processing elements, neurons, organized into layers, the geometry and 
functionality of which have been  inspired by  that of the human brain. As a con-
sequence of its parallel distribution, an ANN is generally robust, tolerant of faults, 
able to generalize well and capable of solving nonlinear problems. 

In general, ANNs are able to model complex biological systems by revealing 
relationships among the input data that cannot always be recognized by conven-
tional analyses [9]. 

To have a set of examples representing previous experience is essential to con-
struct an ANN-based classifier that assures good rates on learning and generaliza-
tion processes. These examples would be the inputs to the designed ANN. After 
applying to these values a collection of mathematical functions in different stages, 
an output is obtained. The output value has a useful meaning for classify or ex-
press the probability of being a member of a target class. 

A classification of artificial neural networks mainly divides them into two types 
depending on the sort of learning process used: supervised or unsupervised learn-
ing. Besides these two groups there are many more that are different in their per-
formance but related to them or inspired by these two. 

The training process of the ANNs designed following a supervised learning 
paradigm implies a supervision of its outputs where it is specified explicitly what 
output value corresponds to an input. Since the learning algorithm estimates the 
error of each output comparing them with the desired value, it is possible to adjust 
the net parameters in order to obtain a better performance. 
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Our distributed system contains four nodes that consist on different classifiers 
developed using this learning technique. There are two different implementations 
of an ANN called multilayer perceptron (MLP) [10] and the other two are imple-
mentations of radial basis functions (RBSs), another supervised ANN. 

MLPs and RBSs have been widely used in researches that imply the use of 
automated methods on clinical environment, i.e. support the cancer diagnosis [11] 
[12] [13]. 

Finally, in the unsupervised learning it is expected that the neural network clas-
sify the inputs in different groups without knowing explicitly the relation between 
input and output. The net would find is there are any patterns within the input data 
set and then associates each pattern to a target class to finally  divide the samples 
in the input data into the different classes. We have implemented a self organized 
map (SOM) which is an unsupervised neural network algorithm, which has been 
used with great level of success in the clinical field [14]. 

3   Distributed and Collaborative System  

The proposed distributed diagnosis system consists of six independent nodes, 
which could be geographically distributed, divided into two groups depending on 
their assigned task: system core and diagnostic entities (Figure 1). 

 

Fig. 1 Distributed proposed system.  
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3.1   System Core 

It is the node that is in charge of the system’s coordination. It has as input values 
from patient’s clinical samples that are sent to each diagnostic entity and receives 
the individual diagnostic value that they send back as a result of their classifica-
tion task. Once it has all the diagnosis values, it applies to them a selection algo-
rithm to obtain the diagnostic values that the system will give to the user as an 
output. The selection algorithm pays attention to the accuracy, specificity and sen-
sitivity rates of each classifier in order to choose a final diagnostic with the highest 
accuracy possible (Figure 2). Bearing this in mind we have as a main objective to 
increase the sensitivity rate because it is the parameter related to positive detection 
of cancer.  

 

Fig. 2 Selection algorithm.  

This node also includes an algorithm that updates the threshold value of the se-
lection algorithm if a new classifier is joined to the system and has better rates of 
accuracy, specificity and sensitivity.  

3.2   Diagnostic Entities 

The system contains five diagnostic entities and each one of them implements a 
classifier based in one of the previously explained ANN designs. Specifically 
there are two MLPs (with a different parameters configuration), one SOM and two 
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RBF: one probabilistic neural network (PNN) and a generalized regression neural 
network (GRNN). Each identity behaves in the same way. At the beginning, the 
kernel node sends to them a set o patients’ samples to classify. Next, they classify 
each sample and finally send back the results of this process and their accuracy, 
specificity and sensitivity rates to the core node. 

3.3   Communication between Nodes 

There is a bidirectional communication between the system’s elements. It is based 
on sending and receiving XML messages which makes this communication proc-
ess fast, easy to understand, and scalable. Each message from the core node to the 
classifiers contains a set of patients’ samples to be classified. In response to this 
message each diagnostic entity sends a message that includes three numerical 
fields in the header (accuracy, sensitivity and specificity rates of the classifier) and 
a diagnostic for each classified sample in the body of the message. 

4   Experimentation 

Our clinical database contains 950 samples from patients who have been tested by 
an expert urologist to check if they suffer from prostate cancer, in 381cases the re-
sult was affirmative. Besides the diagnosis results for all of the samples, it also has 
values for 14 characteristics more for each patient. These characteristics are com-
monly used by urology experts for prostate cancer diagnosis: age, PSA in blood 
level, PSA density, prostate volume, rectal examination results, transitional zone 
flow, peripheral zone transitional, intralesional IR,  intraprostatic IR, periprostatic 
IR, state of the prostate capsule, state of the seminal vesicles, quotient, and 
prostateseminal angle.  

Not all the fields are numerical, 5 of them are filled using a subset of medical 
terms. In order to use these text fields, we have related each term with a number 
(e.g. adenoma, LD nodule, LI nodule and bilateral nodule, which are values of 
“rectal test results” fields, are translated to 1, 2, 3 and 4 respectively). On the other 
hand, the diagnosis value has two possible values: ‘yes’ or ‘no’ that we have iden-
tified with 1 and 0 respectively. 

In this work we have divided the input data in three non-overlapping sets to 
carry out the training (60% of the input samples), validation (20%), and testing 
(20%) processes.  

There are a set of customizable parameters whose best values should be ob-
tained by trial. For this reason, we wrote an executable script to test in a batch way 
several parameters for each MLP, SOM, PNN and GRNN network, and compiling 
metrics after the execution of each one. 

This process allow us to choose the proper parameters configurations that gives 
us the best performance rates of each ANN. Firstly, we try to find the number of 
hidden layers and the suitable size of each net’s layer. We have tested designs that  
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Table 1 Results (in percentage) of the testing executions 

  SOM MLP1 MLP2 GRNN PNN Collaborative system 

Accuracy 45,71 64,74 71,05 81,05 85,26 84,21 

Sensitivity 42,42 42,42 46,96 57,57 74,24 81,81 

Specificity 67,76 76,61 83,87 93,54 91,12 85,48 

contain 1 and 2 hidden layers with a range from 5 to 20 neurons in each layer. 
Secondly, for the MLPs we look for the transfer function that will control the in-
put data through the net. We used the tan-sigmoidal, log-sigmoidal, and lineal 
transfer functions. We have tried different combinations of parameters for the dif-
ferent networks, and finally we have used for the SOM network, a grid topology, 
Euclidean distance as a function of distance and 1000 training epochs. A spread of 
0.1 for PNN and GRNN, and finally, we need to know the ideal algorithm that 
should be used during the training process.  

After the previous task, we know the parameters’ configuration that obtains the 
best results for each of the five networks. 

Finally we test each classifier separately and then the whole distributed system. 
The obtained results from each execution can be seen on the Table 1. 

5   Conclusions 

We have designed a distributed and collaborating clinical decision support system 
in order to achieve better rates of sensitivity (and reduce the rate of false negative 
diagnostics). The system is focused on the diagnostic of prostate cancer and uses a 
clinical database of patients who have been through tests to be diagnosed from this 
disease. 

The distributed system contains nodes that implement different neural networks 
(two MLPs, a SOM, a PNN, and a GRNN). We have trained, validated and tested 
them separately, obtaining a set of metrics about their performance. These metrics 
are used to choose a final diagnostic as an output of the system. 

Finally we have tested the whole system and compared its performance with 
the most accurate independent classifiers one. We have seen that, although the dis-
tributed system is almost as accurate as the most accurate classifying node (1% 
less) it has a best sensitivity rate than the rest of the classifiers. This means that  
the rate of false negatives (patients who suffer from prostate cancer but haven’t 
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been correctly diagnosed) is much lower using the proposed system than using 
each classifier separately. This was one of our main goals at the beginning of the 
project since the accuracy rate is limited by the consistency of the database. 

The specificity decreases slightly with respect the results of some of the inde-
pendent classifiers, but it still remains fairly high and continues to exceed by far 
the best  specificity rate of the independent classifiers. 

As future works we will try to repeat this job procedure adding other automatic 
classifiers based on ANNs or other machine learning theories like genetic algo-
rithms, decision trees or support vector machines and different classifier-
combining techniques like bagging and boosting. 
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A Survey on Indoor Positioning Systems:
Foreseeing a Quality Design

Tomás Ruiz-López, José Luis Garrido, Kawtar Benghazi, and Lawrence Chung

Abstract. The plethora of current positioning technologies, each one with very dif-
ferent features, together with the variety of environments wherein they are to be im-
planted, force system architects to thoroughly consider the choice for one of them
in an isolated way, without combinining several options. Additionally, what makes
a technology very appropriate in a certain constraints, may be the result of failing
to fulfill others. Thus, trade-off solutions are usually to be made. In this paper, we
provide a survey on different positioning techniques in relation to the satisfaction of
certain non-functional requirements such as accuracy, responsiveness, complexity,
scalability, etc, so that it can serve as guide to system designers in their ultimate
decisions. The survey serves as an analysis and intends to highlight the need to
undertake a new design capable of adapting this kind of distributed systems to spe-
cific characteristics of those technologies and environments; this objective could be
achieved on the basis of a design considering non-functional such as requirements.

Keywords: distributed systems, mobile and wireless systems, location-based sys-
tems, indoor positioning, wireless technology, quality attributes.

1 Introduction

Over recent years, there has been a growing interest in Context-aware Systems, and
more precisely, Location-aware or Location-based Systems (LBS). LBS are infor-
mation services accessible with mobile devices through a communication network
and employing the ability to make use of its location. The rapid development of mo-
bile technology, together with other technologies like the Global Positioning Sys-
tem (GPS), has contributed to the appearance of such distributed systems [1, 3].
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However, GPS does not achieve the accuracy needed for indoor areas; therefore,
new positioning techniques must be sought out in order to obtain finer grained ac-
curacy. In addition to that, a lot of technologies have been used in the literature to
build positioning systems. Knowing the features of different technologies and how
they are used to compute a position helps to choose among them.

Moreover, positioning components are key constituents of LBS, and often they
require common functionality, more than just a location. Sesigning the positioning
component as a service, would allow designers to build their LBS over a common,
reusable grounding.

In addition, from the software engineering perspective, some non-functional re-
quirements are expected from a positioning service. These requirements, such as,
the just-mentioned accuracy, robustness or scalability, often force the designer to
adopt trade-off solutions which have to be studied thoroughly too.

In this paper, we try to analyze and review what it has been done up to date in po-
sitioning systems, as well as what should be considered for upcoming designs. First,
we need to study adopted distributed architectures and the usual functional needs of
LBS from a positioning service; that is, what a positioning service should provide
them in order to make their design easier, and to be a reusable base (section 2).
Secondly, we have to review which methods, techniques and associated algorithms
(section 3) exist and have been proved to work indoors, together with the technol-
ogy (section 4) that supports them; namely, how the positioning is done. Last, but
not least, we have to compile and analyze the non-functional requirements (section
5) for these systems. Then, we expose the conclusions obtained from this study
(section 6).

2 Location-Based Systems

A LBS is usually composed of several physical components: one or more mobile
devices, usually carried around by the users; a communication network, to support
user-to-service communication; a content and data provider, which maintains trans-
verse information to different LBS; a service and application provider, which pro-
cesses the users’ requests; and finally, a positioning component, which provides the
user’s location. The user’s location can be either entered manually or computed. In
this paper, we will focus on the latter.

As for the positioning component, there are usually two kinds of entity: base
stations and mobile devices. Base stations are fixed in a known location, and they
can either transmit a signal, which is measured at the mobile devices, or they wait to
receive the transmitted signal by the mobile device. Base stations help to compute
mobile devices’ location respect to their position.

Depending on where the location computation is performed, we can establish
a taxonomy of positioning systems. In a Network-based approach the base station
network has to either detect the mobile device or receive a signal transmitted from
it. The network computes the location of the user. In a Terminal-based architec-
ture, the base stations transmit a signal, which is received at the mobile device. It
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performs some measurements and computes its own location. Finally, mixing both
alternatives, in the Terminal-assisted approach the mobile device takes some mea-
surements and a server computes its location.

Examining the tasks performed by various LBS [8, 9], we can extract some com-
mon needs grouped into different categories [2]. The most obvious one is orienta-
tion and localization, which needs to make use of operations such as geocoding and
geodecoding, and, of course, positioning. We will go through this one in section 3
since it is the key aspect o LBS. Other operations fall into different categories, each
one of them trying to solve a necessity from the user. Categories are search and
navigation, to find something in the surroundings and move to it; identification; or
checking, to know what is happening at a certain place.

Gratsias et al. [4] present a taxonomy of LBS based on the entities involved in
a system. In an LBS there are some entities which are querying and some others
answering. This classification considers if those entities are static or mobile. The
authors present several algorithms to be used depending on the kind of system we
are dealing with. Further details of routines needed and implementation details can
be found in the authors’ paper.

As we can note, there are some needs, as well as algorithms to solve them, which
are common in a wide range of LBS. Furthermore, we can solve some of them by
composing simpler operations, e.g., combining positioning and routing, we can ob-
tain guiding. Therefore, some discussion on which functionality has to be provided
by the positioning service, and which should be in a higher-level service using it, is
to be done.

3 Positioning Methods and Techniques

In this section, we are going to analyze the existing alternatives for positioning,
together with their advantages and disadvantages [5]. The usual approach of almost
every positioning method consists of performing some measurements on one or
more signals, then optionally transform those measurements, and finally estimate
the position. Depending on how those transformations and estimations are done,
we can set 4 groups of techniques: Proximity-based techniques, Dead Reckoning,
Triangulation and Scene Analysis. In Proximity-based techniques, user’s location is
taken as the position of the closest base station. For Dead Reckoning [6], inertial
devices are used to obtain acceleration, velocity and direction, among others, and
numerically integrating them, we can obtain the user’s location.

Methods based on Triangulation estimate positions on the basis of geometrical
properties of triangles. Inside this category, there are two sub-categories: Lateration,
which employs distance estimations from the mobile device to the base stations, and
Angulation, which uses the angles with which the signal is received.

In techniques based on lateration, we have to measure some characteristics from
the signal which is proportional to the distance it has travelled from the transmit-
ter to the receiver. Most common feature which is measured to estimate distance is
Time of Arrival (TOA). TOA can be transformed to distances, and then, geometrical
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computations or least-squares approximations can be done to obtain the location.
However, there exists several problems: signals suffer form multipath effect in in-
door environments, which affects to distance estimation; all clocks have to be pre-
cisely synchronized; and the signal must carry a timestamp with the time it was
transmitted. Other approaches dealing with time are Time Difference of Arrival
(TDOA) and Roundtrip time of flight (RTOF), which both aim to reduce the prob-
lems TOA problems regarding clock synchronization.

Other feature which varies with distance is the Received Signal Strength (RSS).
There are several empirical and theoretical methods to estimate a distance given the
RSS value from a signal. Finally, we can take the Received Signal Phase (RSP)
of the signal, assuming we are dealing with sinusoidal waves. This technique is
usually combined with others, such as the already seen ones, in order to improve
their accuracy.

As we said before, angulation based techniques employ the angle with which the
signals are received from, referring to this as Angle of Arrival (AOA), or the direc-
tion it comes from, Direction of Arrival (DOA). With these measurements we can
compute the intersection of several straight lines and obtain a position. We have to
remark that in this case less measurements are needed to obtain a location (2 for a
plane, 3 for space). Unfortunately, it also has some disadvantages. It requires addi-
tional complex hardware to obtain the measurements. Also, it suffers degradation as
the mobile device moves further from the base stations.

Scene Analysis, also known as Location Fingerprinting, refers to a series of meth-
ods which are based on the extraction of features (most commonly RSS) from the
received signal in different reference points, obtaining what is known as fingerprints,
which are tagged with the location they have been taken. Once a set of fingerprints
has been collected in all the locations of interest, positioning is calculated by taking
the same features and comparing it with the reference set using a given algorithm.
It will return the location of the reference fingerprint which is most similar, given
a similarity criterion. As we can see, there are two different phases in Scene Anal-
ysis. One consists of the offline stage, in which we cover the area of interest, take
measurements and tag them. In the online stage, the system is working and making
positioning.

The offline stage, also known as the training phase, requires some important de-
cisions to be made, which may subsequently affect the overall performance of the
system. An important decision is the granularity of the grid of reference points. The
usual approach is to take a homogeneous grid, in which reference points are equally
spaced. Reducing granularity leads to more accurate results, although reducing it too
much may degrade the accuracy of the system [12] or not imply an improvement in
the same order of magnitude [13].

This technique has an important handicap. The offline stage is time-consuming,
and changes in the location of B.S. implies retraining of the system. To leverage this
fact, Krigin interpolation [12] can be done to estimate fingerprints in some locations,
or setting heterogeneous grids with different resolutions at different places. Also,
there’s a correlation between user’s orientation and RSS. Thus, at each point, several
measurements should be taken for each direction.
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In the online stage, we have to choose one algorithm to give us the closest match
in the reference set, given the observed fingerprint. Any Pattern Matching algo-
rithm might be applied at this point. In the following we will study some of the
most habitual ones among the wide variety. A very simple algorithm is k-Nearest
Neighbors (kNN), or k-Weighted Nearest Neighbors (kWNN). This algorithm ob-
tains the k closest matches in the reference fingerprint set according to a similarity
criteria. Examples of this criterion used in the literature are Euclidean Distance and
Manhattan Distance. This is a simple yet powerful algorithm which usually gives
good results. Other methods, based on mathematical classifiers are Neural Networks
[14] and Support Vector Machines [18], solving the latter the problems that the
former has.

Finally, we can consider probabilistic methods. At each location, estimation of
probability of being at a certain place given the observed measurements needs to
be done. Moreover, connections between different places could be considered, since
someone cannot walk through a wall. Thus, a Markov Model can be built to estimate
the position, picking the one which maximizes the probability. This approach is
more complex and requires more computation, but presents better results. Again,
we have to find a tradeoff between accuracy and performance.

4 Technologies Used in Positioning Systems

Although in previous sections we have already mentioned some technologies which
are used in positioning systems, we are going to present more details about them
here. Technologies for positioning can be grouped into four categories: infrared, ra-
dio frequency, ultrasound and inertial. Among these four, radio frequency signals
are the most popular ones. The Global Positioning System (GPS) is probably the
most famous technology to obtain a device position by triangulation. However, GPS
cannot give us the required accuracy we need indoors. Nevertheless, it is still inter-
esting its consideration in order to combine it to design hybrid systems for indoors
and outdoors.

IEEE 802.11, the set of protocols for Wireless Local Area Networks, popularly
known as Wi-Fi, is another technology which has been widely used in several pieces
of work [8, 15]. This technology is used in conjunction with fingerprinting meth-
ods. Received signal strength is measured to obtain the fingerprints, since it is usu-
ally available and it gives good results. For Personal Area Networks, Bluetooth and
ZigBee are possible alternatives. Bluetooth can be used for positioning, but its la-
tency to take the measurements may not be desirable for the system [16]. ZigBee
is a new technology intended to be used for home control and automation. Some
work has been successfully done using this technology, applied to Ambient As-
sisted Living [14]. Finally, Radio Frequency Identification (RFID) is a good technol-
ogy when proximity-based techniques are being applied, since its range is reduced.
Navigational and tracking systems have been successfully developed using this
technology [17].



378 T. Ruiz-López et al.

5 Non-functional Requirements for Positioning Systems

Non-functional characteristics are of paramount importance; however, positioning
systems by and large have been centered around functional characteristics in the
past. In this section, from the software engineering perspective, we present a sum-
mary of some of the non-functional requirements that have appeared frequently and
commonly in various literature on positioning services - such non-functional re-
quirements can be used as a benchmark [10, 5] in comparing and analysing different
positioning systems in a rational way.

Usually, there is a tradeoff between some of the non-functional requirements, and
we have to study them in order to be able to determine what is preferred for the appli-
cations that will be built on top of our system. Designing and building a positioning
service with interoperable components can address this fact. It gives the capabil-
ity of creating hybrid, distributed systems by combining different technologies and
methods. Moreover, those components may be replaced by new or better ones.

Accuracy and precision are two desirable properties in our system. Accuracy
tries to measure how exact the estimations of the system are, compared to the actual
locations. Precision considers the distribution of errors. We are interested in keeping
the error low after several computations. Otherwise, if the error grows after every
positioning request, the applications using the positioning service would offer wrong
results. This relates to robustness of the system, which implies it should work under
adverse conditions.

Complexity of the system can refer to different aspects: hardware complexity,
software complexity or operation factors, among others. Since it is difficult to derive
an analytical formula over systems complexity, we may take computation time as a
metric to quantify complexity of the system. As we said before, we have to find a
compromise solution between accuracy and complexity; more accurate results may
need more computations, but time taken to calculate them must not be too long,
especially if real-time requirements are desirable for the system. Complexity is an
important factor to deal with; thus, to release the mobile device of computational
tasks, we may send the data to be computed in a dedicated machine, but it would
increase the communication time.

At some point, systems must scale. Positioning systems can scale geographi-
cally (extending the scope of the system) or in density (number of mobile units
per time and space unit). Finally, cost restrictions may arise. Sometimes, the posi-
tioning system must be built over existing infraestructure used for another purpose.
Deployment and maintenance time, space needed by the hardware, weight or energy
consumptions are other requirements which have to be considered.

6 Conclusions

This paper provides a survey of various techniques and technologies for positioning
services, with their relative advantages and disadvantages, while identifying some
key decisions to be made during the design of such a system. Many choices are
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possible, and must be studied carefully depending on the environment they have to
be deployed in.

Regarding functional requirements, we have seen several common needs in LBS.
Some of the operations can be obtained by combining lower level ones. Therefore,
we can design them as services inside a Service-oriented Architecture. The posi-
tioning service has to provide the just-mentioned low level operations, while other
services are designed and built on top of it, ensuring reusability. Concreting which
minimum functionality must be provided by the positioning service on a certain
environment is left as future work.

We have seen that there exist many positioning methods. Some of them can work
standalone, while others are conceived to help the firsts to improve their accuracy.
Therefore, a design for a positioning system should take this fact into account, i.e., it
should be designed in such a way that allows several positioning methods working.
Moreover, it can help to satisfy some of the non-functional requirements.

As for the technology, several choices are also possible, and the election may
fulfill some non-functional requirements too. Cost restrictions may push us to use
existing infraestructure, such as WiFi routers used in Internet connections. A design
for a positioning service must also take into account the possibility of combining
several technologies. This allows to obtain different resolution levels for positioning
to be obtained. Furthermore, technologies for both indoors and outdoors may be
integrated to develop more efficient and robust systems.

Non-functional requirements can be addressed from concrete design decisions, as
we have already mentioned, but also serve as a benchmark to compare different po-
sitioning systems, and know which one has better performance for the environment
we are interested in.

Finally, a design for positioning services based on interoperable components
would be needed in order to be able to combine the different positioning techniques
available, as well as different technologies which support them. This would allow to
build hybrid systems in which those components can be replaced easily and switch
between them. It should be done at runtime in order to satisfy quality requirements
successfully.

Acknowledgements. This research has been funded by the Spanish Government’s Ministry
of Science and Innovation, via the projects TIN2008- 05995/TSI and TIN2007-60199.

References

1. Marmasse, N.: comMotion: A Context-Aware Communication System. In: Proceedings
of CHI 1999 (1999)

2. Steiniger, S., Neun, M., Edwardes, A.: Foundations of Location Based Services
3. Abowd, G.D., Atkeson, C.G., Hong, J., Long, S., Kooper, R., Pinkerton, M.: Cyberguide:

A mobile context-aware tour guide. Wireless Networks 3, 421–433 (1997)
4. Gratsias, K., Frentzos, E., Delis, V., Theodoridis, Y.: Towards a Taxonomy of Location

Based Services. In: Li, K.-J., Vangenot, C. (eds.) W2GIS 2005. LNCS, vol. 3833, pp.
19–30. Springer, Heidelberg (2005)



380 T. Ruiz-López et al.
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Distributed and Asynchronous Bees Algorithm:
An Efficient Model for Large Scale Problems
Optimizations

Antonio Gómez-Iglesias, Miguel A. Vega-Rodrı́guez, Francisco Castejón,
and Miguel Cárdenas-Montes

Abstract. There are several different algorithms based on the ideas of collective
behaviour of decentralized systems. Some of these algorithms try to imitate the dis-
tributed and self-organized systems that can be found in nature. Algorithms based
on the mechanisms of distributed evidence gathering and processing of bee swarms
are recent optimisation techniques. The distributed schema makes these algorithms
suitable for a distributed implementation using the distributed computational infras-
tructures (DCIs) available. With these DCIs, large scale scientific problems can be
optimized in a feasible time. However, the distributed paradigm of these infrastruc-
tures introduces several challenges in the design and development of any optimiza-
tion technique. A distributed and asynchronous bees (DAB) algorithm running in a
DCI is here presented with the aim to optimize any large scale problem.

Keywords: distributed, asynchronous, bees, optimization, grid.

1 Introduction

In nature, we can find different types of swarm. The efficiency they apply to their
own challenges becomes interesting when we think of optimization problems. Ex-
amples of these swarm intelligence algorithms are those algorithms based on ants,
bees, wasps or flocks. In the case of bees, we have a swarm continuously foraging
for nectar in a changing environment. These changes depend on the discovery or
the abandonment of a food source. The discovery of new sources is done by the
scout bees, while the exploitation of a food source is carried out by bees recruited
by these scouts. The exchange of information among bees in the colony is called
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waggle dance. Only a few individuals have relevant information, like the location
of the food, the quality of the source or the route. Those individuals without this
information reach a consensus considering the leadership within the group [6].The
decision making process about which food source is going to be explored is not only
taken in this waggle dance: on the route from the colony to the source, some inter-
actions take place among the bees going for foraging. Some bees can go to different
sources due to these interactions.

Each day the colony will know a few potential food sources, each one with a dif-
ferent level of nectar and at different distance from the hive. Translating the discov-
ery and foraging process into computer-aided optimisation problems means some
processes are looking for new solutions for a given problem; every time an op-
timised solution is found, more processes are allocated to look for approximated
solutions using it as base element to explore.

DCIs are useful for different problems where the computational requirements are
high. If the communication among the different processes is a critical element, then
high performance computers are the best option. However grid computing fits better
into the requirements of the problem, when the computation is much more impor-
tant than communication. Nevertheless, the grid introduces more complexity in the
system as a result of the heterogeneous resources shared in the infrastructure. Our
goal is to design and develop a distributed system based on bees foraging behaviour
that, running on the grid, is able to optimize large scale computational problems
in a reasonable time with an optimal exploitation of the resources. The result will
be a totally distributed bio-inspired algorithm that will efficiently use the existing
computational resources.

The rest of this paper is organised as follows: section 2 summarizes the related
work and previous efforts done. Section 3 details the implementation of the DAB
algorithm while section 4 introduces an example of an optimization process using
the algorithm. Finally, in section 5, we conclude the paper and summarise a variety
of perspectives of the explained work.

2 Related Work

In the last years, different works have been focused on the optimization and solving
of problems by means of metaheuristics with DCIs [2, 5, 14, 15]. However, there
are not many relate works where the computational requirements of the problem to
be solved are so expensive that only large DCIs can be used. Moreover, these works
solve problems with some level of homogeneity and where the communication and
computation requirements are similar.

There are also different frameworks allowing implementing and deploying par-
allel and distributed metaheuristics. Most of them are restricted to only parallel and
distributed evolutionary algorithms [3, 7] or they use several different metaheuristics
although they are not running on the grid [1].
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Honey bees based algorithms can be classified following the characteristics of
the behaviour they are trying to imitate:

• Marriage behaviour: in nature, the sperm from different drones will be deposited
in the queen to form the genetic pool for the hive.

• Foraging behaviour: it is related to the feeding process of bees. The waggle dance
process is used to search for food sources and to exchange information about the
food sources among the bees. Our system follows this model.

• Queen bee: this technique consists of improvements of GAs (Genetic Algo-
rithms), especially during the crossover.

We have not found any implementation or design similar to what we propose
here. Also, the application described in this article has not been previously opti-
mized by means of metaheuristics.

3 Distributed and Asynchronous Bees Algorithm

The main reason to develop a distributed and asynchronous algorithm was to avoid,
as much as possible, bottlenecks. In previous algorithms [10, 11, 9, 12] we always
found that they could find optimized solutions, but the time required was very long.
Usually, just a few processes, when not only one, where running. Also, the continu-
ous submission of jobs introduced delays in the execution.

3.1 Avoiding Bottlenecks

Previous algorithms followed an iterative model which led to these bottlenecks.
Therefore, a key point is to remove iterative model and create a paradigm where
the information and the decision making process could be distributed among all the
processes involved in the optimization process. The result was an algorithm that can
be classified as a bee algorithm.

In the system, there is not any process that has to wait for other processes to
finish. New processes are created, although they do not introduce dependencies in
terms of delays for other tasks. Each process has the information required to perform
its computation at any time. Also, each process will produce information that can
be used by new processes. If a new optimized solution is found, this information is
distributed among the elements in the system when they finish the operation they
were performing. This follows the behaviour of bees in nature, where they share the
information in the waggle dance.

3.2 Minimizing the Creation of New Tasks

In nature, when bees return to the colony after foraging, they do not die: they get
more information and go back for foraging or scouting. In our system, when a task
finishes its evaluation, it sends this information to the colony, and waits for more
input to perform new evaluations. It stays idle while this communication takes place,
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and once new data has been received, automatically restarts the computations. As
real bees - they keep on foraging until they die - a process will evaluate solutions
until it finishes (usually due to problems in the infrastructure).

In the colony, there are bees waiting for information. After the waggle dance,
they go foraging, and return to the colony with new information. A new waggle
dance starts. But not all the dances are successful, so when the bee does not find any
other follower, it remains in the colony looking other dances. In our system, there
are processes that imitate this behaviour: they remain idle until optimized configura-
tions are found. These processes are sent just when needed, they will perform their
calculation and finish, without waiting for more input.

3.3 Description of the Algorithm

The system consists of the exploration of the solution space and it devotes more
computational resources to the best solutions as these solutions are found. Fig. 1
shows the different processes of the system in the form of bees.

Fig. 1 System overview.

This figure shows the processes with their names in the system. Based on the
original concept of two different bees in the system - bees looking for new food
sources and forager bees, going to explored sources - we have two different main
processes in the system. Furthermore, considering the concept of leadership, we
have four different types of bees:

• Two levels of employed:

1. Elites: perform a wide search using an approximated configuration. This ap-
proximated configuration has been previously found by a scout, so they have
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the information about the food source. They allocate a computational resource
that will be used as long as possible.

2. Workers (associated to an elite bee): by using a local search procedure, they
explore deeply the best configuration found by elite bees. Once they finish
their computations, the resource is released.

• Two levels of scouts:

1. Rovers: they use diversification methods to explore the solution space consid-
ering the paths previously explored. They also allocate the resources for the
longer allowed time.

2. Cubs: they just follow a rover and, at some point, bring a modification in their
paths. The resource is released as soon as the computations have finished.

3.4 Exploitation Mechanism

Bees, like ants and other social foragers, search for food sources trying to maximize
the ratio E/T , where E is the energy obtained, the amount of nectar, and T is the
time required for foraging. The selection of a food source by a bee is done taking
into account the amount of nectar of a food source, compared to the total amount of
nectar of all food sources. For this study, we also consider the number of compu-
tational resources previously used by a candidate solution. So, the probability pi of
selecting a food source i is determined by equation 1.

pi =
f iti

ri ∑n
j=1 f it j

(1)

where f iti if the fitness of the solution i, ri is the number of computational resources
previously devoted to the exploration of the solution i and n is the number of food
sources. The main target of this study is to get a reasonable distribution of the com-
putational resources among the different candidate resources. If we do not introduce
ri, the best solution would always receive much more resources than other candi-
dates solution. This would lead to a wrong scenario where the convergence would
be extremely high for a single solution.

4 Application

In nuclear fusion, the neoclassical transport consists of the movement of energy and
particles towards the plasma boundary. This is due to the gradients of temperature,
potential and density, as well as the collisions and the inhomogeneities of magnetic
field [4]. Improving the neoclassical transport, we improve the plasma confinement
within the fusion device, so the probabilities of getting fusion reactions are higher,
increasing the efficiency of the device.
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4.1 The Fitness Function

After many expressions involving concepts of magnetic fields and plasma physics
[4], we get the target function given by

Ftarget f unction =
N

∑
i=1

〈∣∣∣∣∣
−→
B ×−→∇ |B|

B3

∣∣∣∣∣
〉

i

(2)

In this equation, i represents the different magnetic surfaces inside a fusion de-
vice, whereas B represents the intensity of the magnetic field in each magnetic sur-
face. Our target is to minimise the value given by this function. To get all of the
values involved in this function, we need to execute a workflow application to cal-
culate the magnetic surfaces of plasma inside a fusion device. This workflow can be
found in the related work [8]. The number of parameters we can modify goes up to
300, making this a very large optimization problem. For optimised configurations,
this workflow has more than 40,000,000 Millions of Instructions (MI).

4.2 Results

On previous efforts [13] we had seen how this kind of algorithm was optimal for
optimization processes where large computational capabilities were required. How-
ever, there was some tendency to get a greedy system devoting a large number of
resources to the best candidate solution found so far. Here we try to avoid this issue
by introducing a factor to modify the probability to select a given solution. Fig. 2
shows the evolution of the number of computational resources devoted to the ex-
ploration of three different candidate solutions. Depending on the quality of the
solutions and the number of computational resources previously assigned to each
solution, the probabilities of each of them to receive more resources will vary.

Fig. 2 Computational resources assigned to different solutions
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Table 1 shows the required wall clock (WC) time and the overall execution time
to get comparable results with different metaheuristics. These results represent opti-
mized configurations with optimal values for the fitness function. As it can be seen,
DAB algorithm offers results faster due to its distributed paradigm and the lack of
bottlenecks. Compared to other metaheuristics, it clearly shows how this model fits
better the requirements of the problems we are facing.

Table 1 Comparison to previous implementations (GA = Genetic Algorithm, SS = Scatter
Search, DAB = Distributed and Asynchronous Bees)

Algorithm Maximum Number of Jobs WC Time CPU Time

GA 4,000 251:49:25 31,871:26:32
SS 100 207:12:49 9,955:49:52
DAB 745 19:02:37 11,120:28:20

5 Conclusions and Future Work

Our objective for an optimal use of the resources has been accomplished. In this
algorithm, there are not bottlenecks or dependencies among different resources. This
helps to obtain good results in a reasonable time.

The measure introduced to avoid a single candidate solution hoarding a vast ma-
jority of the computational resources provides an optimal distribution of the re-
sources amongst the different approximated solutions.

The next step is to introduce more target functions to be optimized, beyond the
neoclassical transport. Mercier and Ballooning stability criteria are the following
optimisation functions that will be considered in our algorithm. With these two new
functions we will have three different criteria to optimise a fusion device. The de-
velopment of an implementation devoted to be used with HPC (High Performance
Computing) is also being considered for some special cases.
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PPSN 2002. LNCS, vol. 2439, pp. 665–675. Springer, Heidelberg (2002)

4. Bellan, P.M.: Fundamentals of Plasma Physics. Cambridge University Press, Cambridge
(2006)

5. Cahon, S., Talbi, E., Melab, N.: ParadisEO: A Framework for the Reusable De-
sign of Parallel and Distributed Metaheuristics. Journal of Heuristics (2004) doi:
10.1023/B:HEUR.0000026900.92269.ec

6. Couzin, D., Krause, J., Franks, R., Levin, S.: Effective leadership and decision-making
in animal groups on the move. Nature 7025, 513–516 (2005)
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Integrating Data Mining Models from 
Distributed Data Sources 

Ingrid Wilford-Rivera, Daniel Ruiz-Fernández, Alejandro Rosete-Suárez,  
and Oscar Marín-Alonso1 

Abstract. Data mining has been widely applied to analyze data for decision 
makers. However, traditional data mining techniques are insufficient for analysis 
of multiple data sources. To mine multiple data sources, one possible way is 
reusing local data mining models discovered from each data source and searching 
for valid patterns that are useful at the global level. This paper presents a 
Knowledge Integration Model for integrating data mining models discovered from 
different data sources. This proposal is especially helpful for organizations which 
distributed data sources have been mined locally, and don't share their original 
databases.  

Keywords: Multiple data sources, data mining models, distributed knowledge,  
integration. 

1   Introduction 

Data mining aims at the discovery of useful information from large databases and 
has been widely applied to analyze data for decision makers.  Most of the current 
data mining researches focus on mining a single database, using traditional data 
mining techniques [1-4]. However, there are many information systems where 
data is distributed among several nodes located in distant places. Advances in 
computer communication networks have favored the development of distributed 
applications. Because of data privacy issues, it is possible that some data sources 
of an organization may share their patterns but not their original databases. On the 
other hand, due to the massive data volume, it may be inconvenient to collect data 
from different data sources for centralized processing. Therefore traditional data 
mining techniques may be insufficient for large organizations with multiple data 
sources.  
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Few works have been reported on integrating data mining models from 
different data sources. The process of gathering, analyzing, and synthesizing data 
mining models or patterns discovered from different data sources, is named also 
postmining [5]. In this paper, we propose a Knowledge Integration Model for 
integrating data mining models (patterns set) discovered from different data 
sources. The rest of this paper is organized as follows. In Section 2 our research 
problem is formulated and other related works are described. Section 3 presents 
the Knowledge Integration Model proposed. Section 4 illustrates experiments 
performed. At the end, in Section 5, we conclude this paper. 

2   Problem Statement and Related Works 

There are three possible ways to mine multiple data sources. One of them consists 
on putting all distributed data together to create a single data set for centralized 
processing, using traditional or parallel data mining techniques [1; 2; 4; 6]. The 
second way consists on using distributed mining techniques [7-9]. Nevertheless, 
putting all distributed data together for centralized processing or using distributed 
data mining techniques has important limitations. Due to data privacy issues, most 
organizations share their data mining models discovered, but not their original 
databases. Because of the massive data volume it may be inconvenient to collect 
data from different data sources for centralized processing. Some data mining 
algorithms are sequential in nature and cannot make use of parallel hardware. 
Also, parallel and distributed data mining algorithms do not make use of local 
models at different data sources; however, in real-world applications these local 
models are useful for the local decision makers, and would have to be generated. 

The third way to mine multiple data sources consists on reusing local data 
mining models discovered from each distributed data sources and searching for 
valid patterns that are useful at the global level (postmining) [10-13]. Our research 
problem is directly related with this way of mining.  

We have n local data mining models obtained from n data sets respectively, so 
we know general information about these data sets (for example: size of data sets, 
attributes and their domains, etc), but not the originally analyzed records. It is our 
goal to integrate these models to find a global data mining model that contains 
valid patterns for the global level, which would have been discovered from the 
union of these n different data sets. That is, to discover global patterns for a set of 
distributed data sources, which have been mined locally, and don't share their 
original databases but general information about these mined data sets. 

Formally, the problem above formulated can be defined as follows:  
Let Μ = {µ1 , µ2 , … µn} be a set of local data mining models discovered from 

different data sets. Each local data mining model µi ∈ Μ can be defined as a set of 
patterns µi = {ρ1 , ρ2 , … ρn}, and each pattern ρi ∈ Ρ has the form ρi = ‹idj, mej›, 
where idj represents the characteristics that identify the pattern ρi, and mej 
represents the measures of ρi. For example, if ρi is an association rule, idj would be 
the antecedent and the consequent of the rule and mej would be its support and 
confidence. Also, let Φ = {φ1 , φ2 , … φn} be a set of files, where each file φi ∈ Φ 
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contains general information and technical specifications about a different local 
data mining model and its original data set analyzed. Then, the problem of 
integrating n local data mining models µi ∈ Μ, using its files φi ∈ Φ, to obtain a 
global data mining model µG can be formalized as follows: 

Φ∈∧Μ∈∏
=

=
ii

n

i ii
MI ϕμϕμ

1
),(                                  (1) 

Few research efforts reported on postmining: integrate or synthesize local 
patterns from different data sources. Some of these researches are now briefly 
described. 

In [13] authors propose a method to integrate association rules sets mining from 
distributed XML data sets, based on the mathematical formulations defined in 
[11]. These mathematical formulations are appropriate to find global exceptional 
patterns, but not to identify global patterns valid for all the data sets. This can be 
considered a limitation of the method proposed in [13]. Authors in [5; 10-12] 
advocated an approach for mining association rules in multi-database by 
weighting. They defined a new process for multi-database mining that performs 
three steps: (1) search for a good classification of distributed databases, (2) 
identify two types of new patterns from local patterns: high-vote patterns and 
exceptional patterns, and (3) synthesize local patterns (association rules) by 
weighting. This approach has some limitations such as: 

1. Authors assume that each database from each data source contains about the 
same amount of data. If the data sources are of different sizes, they suggest 
make them of similar size by splitting the large ones and merging the smaller 
ones. However, when accessing the local databases for preprocessing is not 
possible, this approach is not viable.  

2. The same minimum support and minimum confidence for all databases 
analyzed is assumed. Nevertheless, in real-world applications, local association 
mining models may be generated with different thresholds of support and 
confidence for each local database. 

In addition, all proposals reported on postmining lack of generality, since they 
are specific for integration of only one type of data mining model: association 
rules. 

3   Knowledge Integration Model 

The general model that supports our proposal (Knowledge Integration Model - 
KIM), will be described by means of using two different views or sub-models: 
Conceptual Model (CMKIM) and Functional Model (FMKIM). 

The CMKIM is basically the view of the processes (P) defined by the KIM. So, 
this sub-model focuses on the description of processes and sub-processes, as well 
as on the description of the main tasks identified as part of them. On the other 
hand, FMKIM, is the view of the agents (A) involved in the performance of these 
processes. 
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3.1   Conceptual Model 

In this section, Conceptual Model of Knowledge Integration Model (CMKIM) is 
described, by defining its main processes graphically based on the Eriksson-
Penker notation [14]. CMKIM consists of three processes: Translation (PT), 
Synthesis (PS), and Representation (PR). Figure 1 illustrates the workflow of 
CMKIM.  

 

Fig. 1 Knowledge Integration Process workflow. 

The first process (PT) examines the files and selects the local models that will 
be integrated. Then, each selected model is represented as a set of patterns, using a 
homogeneous format: different types of patterns (association rules, clusters, 
classification rules) are codified in the same form. The last process (PR), builds the 
global model by representing the global patterns synthesized, using a standard 
format like PMML (Predictive Model Markup Language). These processes (PT 
and PR) are the simplest. Then, Synthesis (PT) is the most complex and important 
processes of our Knowledge Integration Model (KIM). For that reason, this 
process is explained in detail.  

In figure 2 the workflow of Synthesis process is shown. This (PS) consists of 
three sub-processes: Initial Solution Construction (PISC), Solution Improvement 
(PSI), and Measures Assignment (PMA). The input of PS is the local models and its 
files, and the output is a set of synthesized global patterns.   

Process PISC is responsible for the construction of an initial solution, using a 
random method or a deterministic method. In our model (KIM), a solution 
correspond to a set of global patterns that lack of measures. Then, the workflow of 
PISC consists of three tasks: Select Solutions Codification, Construct Initial 
Solution and Evaluate Solution.  

There are two types of solutions codification, which correspond to the two 
integration level supported in KIM: basic level and advanced level. In the basic 
level all patterns of the global model must be included in at least one of the local 
models integrated. This means that is not possible to discover new patterns. On the 
other hand, in advanced level, the global model may consist of not only patterns 
included on local models integrated, but also new patterns discovered.  
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Fig. 2 Synthesis Process workflow. 

The Evaluate Solution task, must evaluate the quality of the candidate solution 
received. The quality of the given candidate solution can be defined as the 
similarity between corresponding global model and all the local models that must 
be integrated. Then, the goal of the KIM is minimize the distance between given 
global model (candidate solution) and all the local models. Subsequently, the 
objective function used to evaluate each candidate solution, may be defined as 
follows: 

),(
1

*)( ilMIMd
m

i i
wlSf μμ∑

=
=                                         (2) 

where wµi is a weigh corresponding to local model µi and dM(MIl, µi) is a function 
of distance between a given candidate global model and a local model. The range 
of values of the objective function defined is [0..1].  

Otherwise, PSI is an iterative process, responsible for the improvement of a 
candidate solution (global model). Each iteration consists on generating several 
solutions (neighbors) from current candidate solution. Then, these solutions must 
be evaluated to select the next candidate solution, using the objective function 
defined above. Therefore, the workflow of PSI consists of three tasks: Generate 
Neighbors Solutions, Evaluate Neighbors Solutions and Select Candidate Solution. 
The Generate Neighbors Solutions task must apply different neighborhood 
operators, until generate the count of solutions specified as parameter. Finally, the 
Select Candidate Solution task must update the variables that control process PSI. 
The input of this process is the initial solution constructed in PISC (Global Patterns 
initials) and the output is a final solution (Global Patterns improved).  
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All the Global Patterns (improved) lack of measures. Hence, process PMA is 
responsible for estimation and assignation of measures of each Global Patterns 
(improved). This process consists of only one task: Assign Measures. In this task, 
each global pattern ρGj = ‹idGj› is matched to a local patterns set Ρj = {ρjµi}, where 
each pattern ρjµi = ‹idjµi ,mejµi › has been selected from a different local model µi. 
Then, operators (sum, average, maximum or minimum) are applied to estimate 
measures (supports and confidences) and to assign these to each global pattern, 
considering the parameters specified.  

3.2   Functional Model 

In this section, Functional Model of Knowledge Integration Model (FMKIM) is 
described, by defining the agents that cooperate to perform and control all the 
tasks identified in the CMKIM. Then, FMKIM will be described as a Multi Agent 
System (MAS).  

 

Fig. 3 Knowledge Integration Model. 

Agents, according to its role in the MAS, may be classified as: General 
Coordinator Agent, Model Coordinator Agent or Operator Agent. KIM Controller 
agent (αKIMC) is the General Coordinator Agent of the MAS, responsible to control 
the performance of this system, interacting with the Model Coordinator Agents:  
Translation Coordinator agent (αTC), Synthesis Coordinator agent (αSC) and 
Representation Coordinator agent (αRC). Also, there are some direct relations 
between Model Coordinator Agents, as shows the AUML (Agent Unified 
Modeling Language) collaboration diagram illustrated in figure 3. On the  
other hand, Operator Agents perform all the tasks defined in CMKIM. Following 
table resumes the Operator Agents of the Synthesis Model and the tasks performed 
by these. 
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Table 1 Operator Agents of the Synthesis Model 

Agent Tasks 

Initial Solutions 
Constructer (αISC) 

Construct Initial Solution, Start initial solution evaluation, Send 
initial solution 

Solutions Improver 
(αSI) 

Start neighbors solutions  generation, Start neighbors solutions 
evaluation, Select Candidate Solution, Send improved solution  

Measures Estimator 
(αME) 

Assign Measures, Send global patterns with its measures  

Solutions Evaluator 
(αSE) 

Evaluate Solution, Evaluate Neighbors Solutions, Send evaluation 
of initial solution, Send evaluation of  Neighbors solutions 

Neighborhood 
Generator (αNG) 

Generate Neighbors Solutions, Send generated  Neighbors 
solutions 

4   Experiments 

This section describes the performed experimental study, whose objective was to 
test the feasibility of our method for integrating association rules models. This 
consisted of following phases: preparing data, creating association rules models, 
integrating local models and analyzing results. To perform the experiment we used 
a database that stores clinical information for 8624 patients. From this database 
four training sets or data sets were created: D, D1, D2 and D3. The data set D 
(centralized data) had a total of 8624 records; while the disjoint sets: D1, D2 and 
D3, generated randomly from D, were composed of a total of 2587, 3449 and 
2588 records respectively. 

Then, to create association rules models discovered from each data set the 
Apriori algorithm implemented in Weka [15] was used. The minimum confidence 
factor specified was 0.846 for data set D and 0.85 for D1, D2 and D3. The count 
of rules resulting from D, D1, D2 and D3 was 7, 8, 7 and 4 respectively.  

Once created association rules models, the three local models were integrated 
by means of using our proposal. A total of 20 executions of our integration 
method were performed, obtaining 20 proposals for global models. In each 
execution, a random initial solution (process PISC) was built and then 1000 
iterations of the process PSI were performed. The mean of the optimal values of the 
objective function was equal to 0.1156, where the minimum value and the 
maximum value were equal to 0.1105 and 0.1270, respectively. All optimal values 
were close to zero. This means that all the integrated models generated were 
similar to the local models set. Finally, we compared the centralized model, 
discovered from D, with the synthesized global model. Both models had five 
identical association rules. Moreover, the distance between these models, 
calculated by the distance function between models defined to evaluate the 
objective function was equal to 0.0453. So, we can conclude that these models 
were very similar. These results demonstrated the feasibility of our proposal for 
the integration of association rules models.  



396 I. Wilford-Rivera et al.
 

5   Conclusions 

In this paper, we propose a Knowledge Integration Model useful for integrating 
local data mining models from distributed data sources and for searching valid 
global patterns. Our approach is suitable when each data source has been mined 
locally, and there is no access to their original databases. In contrast with related 
works reported, our proposal is applicable, not only to association rules models, 
but also to other types of data mining models. On the other hand, our approach is 
appropriate for mining data sources of different sizes. Furthermore, each local 
model can be generated with different measures thresholds, such as minimum 
support and minimum confidence. 

The developed experiments demonstrate the feasibility of the proposal for the 
integration of models of association rules. As future work, we are designing and 
performing other experiments to validate our proposal for the integration of 
clustering models and classification rules models. 
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Using a Self Organizing Map Neural Network 
for Short-Term Load Forecasting, Analysis of 
Different Input Data Patterns  

C. Senabre, S. Valero, and J. Aparicio1 

Abstract. This research uses a Self-Organizing Map neural network model (SOM) 
as a short-term forecasting method. The objective is to obtain the demand curve of 
certain hours of the next day. In order to validate the model, an error index is as-
signed through the comparison of the results with the real known curves. This in-
dex is the Mean Absolute Percentage Error (MAPE), which measures the accuracy 
of fitted time series and forecasts. The pattern of input data and training parame-
ters are being chosen in order to get the best results. The investigation is still in 
course and the authors are proving different patterns of input data to analyze the 
different results that they will be obtained with each one. Summing up, this re-
search tries to establish a tool that helps the decision making process, forecasting 
the short-term global electric load demand curve. 

Keywords: Self-Organizing Maps and Short-Term Load Forecasting. 

1   Introduction 

Industrialized countries have experienced a global electricity demand growth this 
decade. With the power system growth and their complexity increase, many fac-
tors have become influential to the electric power generation and consumption. 
Therefore, the forecasting process has become even more complex and accurate 
forecasts are needed. The supply industry requires forecasts with lead times that 
range from the short term (a few minutes, hours, or days ahead) to the long term 
[1]. But the relationship between the load and its exogenous factors is complex 
and nonlinear, making it quite difficult to demonstrate it through conventional 
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techniques, such as time series and linear regression analysis. Short-term forecast-
ing techniques are useful tools in the decision making to keep the genera-
tion/consumption balance [2, 3 & 4].  

2   Case of Study and Objective 

Historical data of real global load demand is being used for the research. This data 
is presented to the SOM as daily load value, in hours, from the workdays of the 
year 2002 and 2003. The load curves are obtained from the Spanish Electrical Sys-
tem Operator [5]. For testing purposes, 2004 data are also collected. The main ob-
jective of the research is to use the capacity of SOM maps to classify historical 
data and, in a following step, to take advantage of the memorization of this classi-
fication to identify similarities between the trained map (year 2002 and 2003) and 
the first demand hours of a new day corresponding to year 2004. Certain pre-
processing of the input data is needed in order to obtain good results as the de-
mand evolves over the years. It is necessary to apply a small increase to the input 
data with the aim of expressing estimated demand growth in 2004. Vectors are 
also normalized using the maximum value of demand. 

3   Self Organizing Maps and Others Neural Models 

The SOM is an algorithm used to visualize and interpret large high-dimensional 
data sets. This methodology was introduced by Kohonen two decades ago [6]. 
These networks are a kind of unsupervised ANN that performs a transform from 
the original input space (n dimensional data vector) to a reduced output space 
(bidimensional). The advantage of SOM is that the relationship between the origi-
nal vectors is to some extent preserved in the output space, providing a visual 
format where a human operator can “easily” discover clusters, relations, and struc-
tures in the usually complex input space database. On the other hand, other models 
of neuronal networks also have been applied to load forecasting, for example cer-
tain models of Multilayer Perceptron Neural Network (MLP) and Support Vector 
Machine (SVM). 

4   Methodology and First Results 

Once understood the operation of the SOM and their capacity, the authors work 
with different parameters to face the process. In order to express the accuracy of the 
tool, a measurement index is defined. This index is the Mean Absolute Percentage 
Error (MAPE), which measures the accuracy of fitted time series and forecasts. 
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example, in some cases the average value of the MAPE index in a 22 week testing 
period for Tuesdays in 2004 was 1.71, which is a good index. A first methodology 
is based on the training of the network with daily load demand curves of the years 
2002 and 2003. Afterwards, the maps are tested network bombing with some load 
curves of the year 2004, but simply using the first hours of the day to be fore-
casted. Different simulations were carried out using 8 and 10 hours as input data, 
and 12 hours in the future research. The objective is to associate the 2004 input 
data to the most similar days of the network, formed by 2002 and 2003 days, and 
then obtain the pattern for the most suitable day evolution. Input data is labelled as 
“mmddyy”, i.e. month-day-year. After testing the network with the first hours of 
the day to be forecasted, the winner cell is chosen as the most similar curve shape 
by the software. This allows estimating the evolution of the following hours. One 
of the pros of simulating two or three different size vectors (8 and 10 hours) is to 
check if the map assigns the same or different winning cells. If the assignation re-
mains always the same, the success is almost guaranteed. Figure 1 shows an ex-
ample of the trained map with the labels in each neuron.  

 

 

Fig. 1 Trained SOM for the load curves of the years 2002 and 2003. 

Good results were obtained with training SOM parameters identificated in the 
Table I. This table also shows the MAPE indexes for 22 days of July 2004, when 
the first 8 and 10 hours are used, respectively: 

Table 1 The best Training Parameters and Average MAPE  

Input data  Randinit

Training algorithm Sequent 

8 hours 2.8 % 
 

Network size 25 X 25 

Neighbour function Bubble  

Iteration number 5000 

 

 

MAPE 

 
10 hours

 

2.1 % 

Figure 2 shows the estimate load curve versus the real curve of the 13th of July 
2004. We have used the first 8 hours of this day for testing in the trained map. The 
winning neurons contain the labels of the 29th of May, 4th and 06th of June 2003. 
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REAL LOAD CURVE (07/13/2004) VS. ESTIMATE LOAD CURVE 
WITH THE 8 FIRST HOURS 
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Fig. 2 Real load demand curve vs. estimated curve using the first 8 hours as input data.  

After we make the average of these three associate curves by obtain the final  
estimate load curve, that is to say the following 16 hours. The average MAPE  
index, for 22 days of July 2004, is 2.8 with the 8 first hours and 2.1 with the 10 
first hours. 

5   Conclusions 

The results with the 8 and 10 first hours of the day to forecast show a low error in-
dex in the comparison of the forecasted curve and its real one. At the moment, 
several input data configurations are being studied, such as longer vectors (12 
hours or with more consequent days), the use of more years for the historical data 
or the introduction of weather factors such as temperature. More different parame-
ter configurations for the SOM training (training periods, algorithms, etc...) are 
also being tested to improve the behaviour of the forecast. This methodology is a 
tool that could assist Companies, Utilities and Independent System Operators 
(ISO) in predicting the short-term demand of energy. 
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SOM for Getting the Brake Formula of a 
Vehicle on a Brake Tester and on Flat Ground 

C. Senabre, E. Velasco, and S. Valero * 

Abstract. The objective of the research is to prove the capability of Self-
Organizing Map (SOM) to classify brake formula of a vehicle on a bank of roller 
tester from the MOT (Ministry of transport) and on flat ground. The neural net-
work demonstrated good generation of the brake-slide relationship when presented 
with data not used in network training. This tool will easily find brake-slide equa-
tion of each experience and we will compare the brake on two different experi-
mental tests. This article demonstrates that the MOT brake testing do not check 
the car brake in its usual way of driving. We will provide data and graphs to prove 
that tyre pressure is a determining factor when assessing the condition of brakes. 

Keywords: Self-Organizing Maps and brake-slide relationship. 

1   Introduction 

When a vehicle is taken to the (Ministry of Transport) MOT testing facilities, this 
includes a brake test made on a roller bed to check the brake circuit. Several ques-
tions need to be answered over the efficiency of MOT testing facilities: Does 
braking on a roller tester faithfully reproduce braking on flat ground?, How far 
does tyre pressure affect the measurements taken on the roller bed?, Is this a safe 
test to assess the condition of brakes?, Is the brake test 100% efficient?. 

The aim of the study is to find out a vehicle's braking capacity by measuring 
slippage on a brake roller tester at MOT centres, compare the measurements with 
other similar ones taken on flat ground, and use the result to assess the reliability 
of the machine in testing brake systems. 

The effective contribution to these programmes require detailed knowledge of 
each brake through definition of “The Pacejka96 formula” [1] of experimental 
data, and the characterisation of these brake clusters. 
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This high dimensional data set cannot be modelled easily, and advanced tools 

to synthesise structures from such information are needed, i.e. data mining re-
search and applications [2]. The evaluation of Self-Organizing Map (SOM) [3] to 
get new Magic formula of each brake on bank of roller are the aims of this work. 

The main objective of this paper is to report the results of training a neural net-
work using field data to predict the brake-slide relationship. These predictions 
would then be compared with the results of a regression-based model. 

2   Testing Methods 

The vehicle used in the test was a used Renault 21, Model: Nevada, 7-seater, die-
sel. The front brakes are disc with sliding clamps. The rear wheels have drum 
brakes. Measurements were obtained from 2 encoders fitted to the brake roller 
tester and wheel of the vehicle, and a pressure sensor fitted to the vehicle's brake 
circuit. These instruments were used to measure the pressure in the hydraulic cir-
cuit after pressing the brake pedals, and to relate the data to the speed of the 
wheel. The two tests carried out are described below: 

2.1   Test 1 

Measuring braking on the brake roller tester at the MOT centre is carried out by 
placing the vehicle on rollers rotating at 5 km/h, which the wheel tries to stop by 
braking. The torque on the rotation axis of the rollers is measured by a strain 
gauge. The pressure in the brake hydraulic circuit on the vehicle and the slippage 
value are also measured, using known data on the angular velocity of the rollers 
and vehicle wheels, see Figure 1.  

2.2   Test 2 

In this test, the vehicle runs on flat ground, with the same signals recorded as the 
ones that had been taken on the brake roller tester as in test 1.A fifth wheel has 
been driven by the vehicle to measure slippage, as you see at Figure 2.  

 

 
 

Fig. 1 Test 1 measuring on the brake roller tester at the MOT centre. 
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Fig. 2 Fifth wheel, or drive wheel. 

3   Results  

Tyres have been inflated to 1, 1.5 and 2 bars. These three values clearly show how 
events develop, although the range was increased in later studies. The measure-
ments obtained from both tests were: the brake pressure on the vehicle and the 
slippage on the braking wheel.  A comparative analysis was made of the braking 
and slippage measurements for the test carried out with different tyre pressures [4] 
and [5], to see how the test evolved.  

4   The Pacejka96 Formula 

After an important study we choose the Pacejka formula because its curve is the 
most similar to the experimental data [6].  

The official Pacejka-96 longitudinal formula goes like this [1] & [7]: 

F(x) = D sin[ C arctan { B(1- E)x + E* arctan(Bx)}] (3) 

The B, C, D and E variables are functions of the wheel load, slip angle, slip ra-
tio and camber that we consider constant.We will need to know Fx= longitudinal 
brake, and x= longitudinal slip. We have used “The Pacejka96 formula” databases 
with many possible variables of to get different equations of brake and slide. We 
introduce in a data base many variations of value of each parameter and we get the 
graphic of group, and we label it with a number. So with the help of Self-
Organizing Maps (SOM) and modelling methodologies as support tools we can 
compare experimental and mathematic formulas. We get an experimental curve of 
brake and slide on a MOT tester and on flat ground. We introduce the experimen-
tal array in the SOM toolbox and we get the value of each parameter of the For-
mula so we compare both curves and we can quantify how different are.  

 
 



404 C. Senabre, E. Velasco, and S. Valero
 

5   Introduction to Self-Organizing Maps (SOM) 

The SOM is an algorithm used to visualize and interpret large high-dimensional 
data sets. These networks are a kind of unsupervised ANN that performs a trans-
form from the original input space (n dimensional data vector) to a reduced output 
space (bidimensional). The advantage of SOM is that the relationship between the 
original vectors is to some extent preserved in the output space, providing a visual 
format where a human operator can “easily” discover clusters, relations, and struc-
tures in the usually complex input space database, see Figure 4 and 5. Once trained 
the SOM map, it memorizes the topographic configuration and it is a possible to 
test a new curve that has not been used in the training. The aim is to analyze the ca-
pacity of the network to identify and associate a new experimental curve with the 
theoretical curves trained in the network. We have realized successive simulations 
using the network SOM. Diverse parameters of training have been changed to ob-
tain the best results with the spectrum of information of entry. The parameters of 
SOM used are: Map grid size: 10 x 10 neurons, Epochs of training: 1000 for rough 
training and 2000 for fine-tuning training, Algorithm for initialization of the input 
data: Randinit, Algorithm for training the input data: Sequent. 

It is important to indicate that for the present study it has been considered to be 
a spectrum of 180 theoretical curves (Figure 3) corresponding to a few certain 
ranges of data of entry for each of the variables. The range of 180 curves consid-
ered in this study is sufficient to identify the brake curve of the vehicle on rollers, 
and to analyze the capacity of the maps SOM to classify and group the types of 
theoretical curves. This consideration is owed to which in none of the real curves 
used for testing has excelled of the maximum values of the theoretical curves used 
as information of entry to the SOM. This “The Pacejka96 formula” databases have 
many possible variables to get different equations of brake and slide: 

 
Input data spectrum for SOM
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Fig. 3 “The Pacejka96 formula” databases. 

We obtain the average of the values of variables of the “Pacejka formula” and 
we observe that the theoretical resultant curve is like the experimental curve. 
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Fig. 4 Databases neurons of SOM. 

The Figures 4&5 show the map trained with 180 curves used for the training. 
The first map shows the numerical label that we have assigned to every curve 
placed in every winning neuron.  

The following map shows in colours the 5 clusters found for the network once 
trained. In every cluster the most similar curves are grouped and classified. 

Cluster 1

Cluster 2

Cluster 3
Cluster 4

Cluster 5
Cluster 1

Cluster 2

Cluster 3
Cluster 4

Cluster 5

 

Fig. 5 Results of the map trained with labels and map of clusters  

Labels are grouped in every cluster, so we can determine the set of curves and 
its associated parameters that define them.   

Each cluster has different ranges of values of the parameters of the “The Pace-
jka96 formula” that define the behaviour of the curves classified under every clus-
ter. Once trained the SOM map, it memorizes the topographic configuration and it 
is possible to test a new curve that has not been used in the training.  

 “The Best Matching Unit” will contain the theoretical curve or theoretical 
curves that are like the real one. In case of the “The Best Matching Unit”  
contained several curves, we have verified that the average of all these curves  
provides to us a curve very near to the real curve that we have tested. Therefore, 
we have to identify the parameters associated with the theoretical curves of the 
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winning neuron (The Best Matching Unit), so these will be the most similar to 
those of the real curve that we are testing. 

The aim is to analyze the capacity of the network to identify and associate a 
new experimental curve with the theoretical curves trained in the network. In the 
following example, we train the SOM map with the experimental brake curve on 
MOT, and we obtain the winner neuron with different labels corresponding to dif-
ferent curves: 

 
Neuron number 100  Labels of curves = 101, 102, 103, 104 and 105 
 

Every curve has a concrete form due to the different values of the variables of the 
Pacejka96 formula. The table I shows the best parameters of the network SOM: 

Table I Label of the curves of “Pacejka Formula” of the winner neuron. 

Labels of curves of the winning 

 neuron  

101 102 103 104 105 Media 

110 115 120 125 130 121,67 

1 1 1 1 1 1,00 

50 50 50 50 50 50,00 

0,5 0,5 0,5 0,5 0,5 0,46 
 

 
We represent curves of the winnin neuron and we see that the curves are not so 

similar between them. Then, we obtain the average of the values of variables of 
the “Pacejka formula” and we observe in Figure 6 that the theoretical resultant 
curve (represented with outlines) is practically like the experimental curve P1. 

So with the help of Self-Organizing Map (SOM) and modelling methodologies 
as support tools we can compare experimental and mathematic formulas. 

 

 
Fig. 6 Comparison of curves of the winning neuron, experimental data (P1) and curve with 
media of coefficient of the winning neuron.  
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On the other hand we get an experimental curve of brake-slide on a MOT tester 
and on flat ground. We introduce the experimental array in the SOM toolbox and 
we get the value of each parameter of “Magic Formula” so we compare both 
curves and we can quantify how different are.  

For the example: This is the " The Pacejka96 formula " using the average of the 
coefficients of table I of the " winning neuron ": 

F(x) for 1 bar of pressure tire inflated on MOT tester: 

F(x) = D sin[ C arctan { B(1- E)x + E* arctan(Bx)}] 

F(x)media ceof = 121,67 sin[ 1* arctan { 50* arctan(0,46x) - 22,54 x }]                 

Also, we have used “The Pacejka96 formula” databases with all possible for-
mula of brake and slide and to find the data for each variable D, C, B and E of the 
curve obtained on flat ground.  So we can know how different are the curve of ex-
perimental data of brake-slip on flat ground and on the MOT tester, and how dif-
ferent are de parameters of the pacejka96 formula for both experiments, you see 
Figure 7. 

 

Fig. 7 Comparison of curves of Pacejka formula of brake-slide on Flat ground and MOT 
tester, when tire inflated with 1bar pressure. 

6   Conclusions 

The maps SOM have been used in numerous scientific applications and of re-
search for the versatility and capacity of the same ones. Nowadays and thanks to 
environments like Matlab it is possible to use and to adapt predefined bookshops 
of neural networks as the case of these maps to apply them to different areas of the 
knowledge. The principal characteristic of these maps is that in view of a very big 
set of curves independently of that they are very similar or not (spectrum of in-
formation of entry) they allow to identify, to classify and to group the same ones 
in clusters or segments with very similar bosses. Through the proposed integration 
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of tools such as SOM and PBLM methodologies, with the options selected by the 
SOM, we can know the parameter value of the “The Pacejka96 formula” of any 
experimental data. We get an experimental curve of brake and slide on a tester and 
on flat ground. We introduce the experimental array in the SOM program and we 
get the value of each parameter of “The Pacejka96 formula” so we compare both 
curves and we can quantify how different are. We must stand out that SOM meth-
odology identify the most similar curve from the data bank to the new experimen-
tal array. But if there is not any curve equal SOM gives as result a group of 
curves. So if you get the media of that group of curves you get the equal curve to 
the experimental data. The next step would be to be changing some characteristics 
of the tire as pressure of inflated, and angles of drift and fall to be able to observe 
different behaviours and classifications different from the networks. So we will 
find standards of behaviour and to compare them between slides in roller and on 
flat ground. 
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Towards an Effective Knowledge Translation of 
Clinical Guidelines and Complementary 
Information 

J.M. Pikatza, A. Iruetaguena, D. Buenestado, U. Segundo, J.J. García,  
L. Aldamiz-Echevarria, J. Elorz, R. Barrena, and P. Sanjurjo * 

Abstract. Clinical guidelines enable best medical evidence transfer to where best 
practice is needed. Although technology is considered the best way to reach this 
goal, the desired results have not been achieved yet.  

In this work, we introduce a technological platform that allows the definition of 
guidelines including complementary information required by users. It is also ca-
pable of generating platform-independent executable versions, thus improving the 
profitability of the undertaken effort. The systematisation of development using 
Model-Driven Development methods facilitates adaptation to changes and con-
tinuous improvement of quality in both guidelines and infrastructure.  

Developed guidelines, together with their browsable graphical representation, 
are made available to health professionals through our Web Portal e-GuidesMed. 

After evaluating our guideline implementations on Rare and respiratory dis-
eases, independent experts have  emphasised their usefulness in daily practice and 
how valuable the technology is for supporting the development of new guidelines. 

Keywords: Computerised clinical guidelines, Model-driven software develop-
ment, Archetypes, Clinical Decision Support Systems. 

1   Introduction 

Clinical guidelines enable best medical evidence transfer to where best practice 
needed. A well-developed guideline [13] improves quality in health care by  
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reducing variability and improving accuracy of diagnoses and therapies, while 
discouraging ineffective and dangerous surgical procedures [9]. However, al-
though a great number of guidelines in text format (CG) have been developed, 
these have not managed to reach daily practice [19]. The methodology followed in 
their elaboration, often poorly defined, varies widely within and between organisa-
tions [16]. It is estimated that technology could help to improve the development, 
update and implementation of CG [19]. 

Given the failure of the traditional method of documentary transmission, Clini-
cal Decision Support Systems (CDSS) based on executable clinical guidelines (e-
CG) are considered appropriate to transfer knowledge and information [2] on 
drugs, bibliography, evidence, etc. A large number of randomised controlled trials 
and systematic reviews have examined the cost-effectiveness relationship of dif-
ferent strategies for implementation of guidelines [9]. Research in areas such as 
effective strategies for implementation of CG on CDSS [9], e-CG verification, 
search for up-to-date information, etc. is still missing. 

In summary, multiple problems need to be solved: creation of quality CG using 
defined methodologies, development and systematic conversion of the abundant 
existing knowledge into e-CG, integration of such knowledge in CDSS, and main-
tenance and management of knowledge and infrastructure.   

Using our experience acquired by implementing e-CG, we have developed a  
CG translation platform. Our guidelines on Rare and respiratory diseases and their 
integration in our Web-based CDSS e-GuidesMed have been positively assessed 
by independent experts. They have remarked the usefulness of our technology in 
supporting the creation of CG by medical experts. Model Driven Development 
methods (MDDM) [17] provide the systematisation, version compatibility, adapta-
bility and interoperability necessary to solve the problems before us.   

The next section offers some background information on these problems. Sec-
tion 3 explains the methods taken into account, while Section 4 shows the results 
obtained. Section 5 contains our conclusions. 

2   Background 

The conversion from CG to e-CG has traditionally focused on the representation 
and execution of processes contained in the CG but not in its complete life cycle. 
In [10] we can find a recent comparative of CG development tools: ArezzoTM, De-
gel, GLARE, GLEE, HeCaSe2, NewGuide, SAGE and SPEM, each one of them in-
cluding its own language and execution engine. These use similar, but differently 
related, elements of representation. The revised features (CG repository, editor, 
coordination, process execution systems, CDSS architecture, EHR access and 
clinical management systems) have a similar importance in most of them. Also the 
majority of them are sparsely deployed and do not make extensive use of  
standards. Given these commonalities, standardisation is considered possible and 
sensible. This study highlights the achievable benefits, the importance of medical 
vocabularies, the need of task coordination during the execution of e-CG, and the 
influence of knowledge acquisition and verification in its quality. Additionally, the 
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compliance to standards and the two-level modelling (archetypes + reference 
models [4]) approach proposed by openEHR have meant a great advance. 

Aiming at an effective knowledge translation, the American Medical Informat-
ics Association (AMIA) published a roadmap [15] proposing a collaborative  
process on the basis of standardisation, thus overcoming barriers while obtaining 
continuous improvement. 

In other domains there exist modelling languages with a higher level of stan-
dardization. For instance, Business Process Modelling (BPM) is based on work-
flows and features standards such as Business Process Modelling Notation 
(BPMN) [3], which offers a higher expressivity and mappings to standard execu-
table languages such as Business Process Execution Language (BPEL).  BPMN 
2.0 will include a set of metamodels to make tools implementation easier. 

Having mentioned the concept of metamodel, we must point out the benefits 
brought by the use of MDDM, due to their impact on quality through systematisa-
tion introduced by automatic code generation.   

To bring the knowledge to its recipients, hence improving clinical practice is 
necessary to build a CDSS available at the time and place where decisions have to 
be made while providing applicable recommendations [11]. Looking ahead is nec-
essary to extract detailed information about the way users and CDSS interact [11]. 

3   Methods and Resources 

Taking into account AMIA's proposal [15] to achieve an effective knowledge 
translation, we intend to find a technological solution that: 

1. provides the best available knowledge in the best format on a CDSS, 
2. overcomes barriers providing CDSS useful for translation and dissemination of 

knowledge, 
3. supports continuous improvement of knowledge and development methodology. 

In order to facilitate the capture knowledge from official CGs, we have used the 
terminology available in UMLSKS [20] and, alternatively, a local repository cre-
ated with LexBIG [12].  We have also defined a structure of archetypes based on 
the reference and archetype models [1] defined by openEHR. The activities pre-
scribed by the CG are represented as instances of these archetypes. 

Due to the large number of archetype instances to be defined for each e-CG, we 
have developed an editor to collect the information from the CG plus any com-
plementary content. This editor is automatically generated from a metamodel  
(Fig 1.) using tools provided by EMF [6]. Using OpenArchitectureWare (OAW) 
[17], we perform Model-to-Text transformations to generate the executable e-CG. 

Some e-CG nodes may include classification systems for the implementation of 
diagnostic tasks. So far, we have used Fuzzy Cognitive Maps [18] and Fuzzy In-
ference Systems. The execution is performed by Mairi: a Web-Service aware ver-
sion of our EHSIS inference engine [6]. 

Our second action line focuses on the creation of a Web-based CDSS called e-
GuidesMed, which manages multiple e-CG and supports communication between 
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users and experts. The e-CG execution is achieved using BPM tools. Currently, 
we use the JPDL language and the jBPM engine [10].  

Our third action line is feasible due to the advantages provided by the methods 
employed while attaining the two previous lines. 

4   Results 

In this section we will present the tools we have developed to edit and execute e-
CGs. In the first place, we have developed a UMLS medical terminology search 
application, which includes a graphical browser of the relationship between medi-
cal concepts. This tool is useful to identify medical concepts during multidiscipli-
nary work with experts. We have also developed an e-CG editor based on the 
metamodel shown in Fig 1. For our archetype-based e-CG representation, we have 
created the A-POM reference model (Archetype-based Process Object Model) 
(Fig. 2b) based on the openEHR Archetype Object Model (Fig. 2a).  

The nodes of an e-CG behave similar to the ones outlined in [9]: Question,  
Decision, Recommendation, Action, Calculation and Final. Any classification sys-
tems that could be required by an e-CG is executed in Calculation nodes using pa-
tient data. Since different e-CG may have common sections, the editing tool offers  
 

 

Fig. 1 Metamodel of an e-CG 
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Fig. 2a A-POM in the Archetipe Model of 
the openEHR architecture. 

 

Fig. 2b Metamodel elements and related  
archetypes in A-POM    

 

the possibility to define abstraction levels higher than Nodes using Sections and 
Sets. A Section is formed only by Nodes, while Sets can contain both Sections and 
Sets. The whole guideline is represented as a Set. For each one of these elements 
we have defined an archetype using the results of the openEHR initiative (Fig 3b). 
The CG models created using the editing tools are transformed to instances  
of these archetypes by means of templates (Fig. 3a) to execute Model-to-Text 
transformations.  

These transformations allow generating instances of archetypes that will store 
all the information of the CG in a platform-independent format. The result is a 
compressed file including all these instances (Fig. 3b). This design allows the re-
use of knowledge across different platforms. In consequence, the development and 
standardisation efforts are required only once throughout the creation of an e-CG. 
A general overview of the e-CG creation and execution can be seen in Figure 4. 

Regarding the execution of e-CG, e-GuidesMed Portal is a Web-based CDSS 
(see Fig 5.) that aims to distribute consensus knowledge along and complementary 
information to non-specialist users. In e-GuidesMed the information inherited in the 
instances of A-POM archetypes is extracted and stored in a data base. Additionally a 
JPDL executable process is obtained through a Model-to-Text transformation. This 
process controls the tasks to be performed during the execution of the e-CG. 

 

Fig. 3a Archetype template extract 

 

Fig. 3b Archetype structure of a e-CG   
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Fig. 4 e-CG edition and execution overview 

 

Fig. 5 Execution of an e-CG in e-GuidesMed. 
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In order to evaluate our e-GuidesMed Portal, we have developed an e-CG for 
Rare diseases [7] and two e-CG on respiratory diseases [15] with direct participa-
tion of the group of medical experts. These guidelines describe the processes to be 
followed by the healthcare professional and their execution offers information on 
medical terminology, bibliography, active principles and pharmaceutical products, 
management of communication with experts, monitoring of data variables, graphi-
cal navigation of knowledge, etc. 

Both the hyperammonaemia and asthma e-CGs have passed the stage of evalua-
tion by independent experts and will be tested in real situations through the  
e-GuidesMed Portal. We are currently extending the use of e-GuidesMed in col-
laboration with Sección Española de los Errores Innatos del Metabolismo de la 
AEP (SEEIM) and Swedish Orphan International company. 

e-GuidesMed and the hyperammonemia e-CG have won the prize to the best 
oral communication in VIII Congreso Nacional de Errores Congenitos del Me-
tabolismo, 2009.  

5   Conclusions 

In this paper, we have presented the capabilities of our current technology for the 
translation of knowledge contained in CG together with any complementary in-
formation a user may need to apply that knowledge in daily practice. It also offers 
the possibilities of browsing graphically said knowledge and keeping a record of 
its application to a particular patient.  

This technology has been used to build the e-GuidesMed Portal and e-CG on 
Rare Diseases and respiratory diseases. The knowledge about the former is some-
what superficial and vague, while in the latter case, the available knowledge of-
fers a higher level of detail. 

The level of systematisation of e-GC development offers the possibility to: re-
use of knowledge represented using Set or Section archetypes, rapid e-CG devel-
opment from the information collected by the specific editor (generated from the 
metamodel) and the generation of execution platform-independent CG. We also 
have the advantages of developing using MDDM: fast development, quality, 
maintainability, abstraction, interoperability, portability, etc. 

The performance evaluation by independent experts concluded that it is useful 
as a tool for non-specialist professionals and satisfactory supports the creation of 
new CG and knowledge management. 
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Decision Making Based on  
Quality-of-Information a Clinical Guideline for 
Chronic Obstructive Pulmonary Disease Scenario 

Luís Lima, Paulo Novais, Ricardo Costa, José Bulas Cruz, and José Neves * 

Abstract. In this work we intend to advance towards a computational model to 
hold up a Group Decision Support System for VirtualECare, a system aimed at 
sustaining online healthcare services, where Extended Logic Programs (ELP) will 
be used for knowledge representation and reasoning. Under this scenario it is pos-
sible to evaluate the ELPs making in terms of the Quality-of-Information (QoI) 
that is assigned to them, along the several stages of the decision making process, 
which is given as a truth value in the interval 0…1, i.e., it is possible to provide a 
measure of the value of the QoI that supports the decision making process, an end 
in itself. It will be also considered the problem of QoI evaluation in a multi-
criteria decision setting, being the criteria to be fulfilled that of a Clinical Guide-
line (CG) for Chronic Obstructive Pulmonary Disease.  

Keywords: quality of information, clinical guidelines, artificial intelligence. 

1   Introduction 

In general terms, Decision Theory (DT) is a means of analyzing which set of al-
ternatives should be chosen when there is uncertainty about the results, in order to 
make an option. DT focuses its attention on identifying the “best” choice. The  
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notion of “best” has different meanings, being the most common the one that 
maximizes the expected utility for the decision maker. On the other hand, Utility 
Theory (UT) attempts to infer subjective value (utility) from choices in three tradi-
tional ways, namely the descriptive, the normative and the prescriptive ones. The 
descriptive approach tries to describe people’s utility functions. The normative 
approach attempts to use utility in a rational model for decision making. The third 
approach, the prescriptive one, tries to reduce the differences between the former 
two by considering the limitations people usually have with the normative one [1]. 

Indeed, any entity operating in a complex environment is naturally cautious 
about the state of the world. It does not have complete information about the state 
nor how it will evolve. Also, the purpose to maximize the expected utility for the 
decision maker is not always practical, once there are bounds on computational re-
sources which prevent the search for the optimal solution. This situation call for 
decision models under bounded rationality, which aims to be rational in the sense 
of recommending the option with maximum expected utility, but which admit 
bounds on their resources, and so relax some premises of the optimal approach. 

The Carnegie Decision Making Model (CMDM) also known as Cyert-March-
Simon model [2] is an example of decision models that emphasizes bounded ra-
tionality. Decisions are made to satisface rather than to optimize the solution. In 
group decision making it will be accepted a solution perceived as satisfactory to 
all members, contrary to the rational approach, which assumes that every reasona-
bly alternative is analyzed, a quick short-run solution is looked around and  
typically the first satisfactory one that emerges is adopted. In contexts of high un-
certainty, when the information available is incomplete, and the outcome can be 
hazardous, the first solution that emerges cannot be adopted irrespective of the 
Quality-of-Information (QoI) available. We propose a method to evaluate the 
quality of information and a computational model that extends the CMDM, incor-
porating as threshold its QoI.  

In this paper it is shown how this skeleton can be applied to problem solving on 
the health sector, where clinical guidelines set the criteria to be followed, and are 
given in terms of Extended Logic Programs (ELPs). We start by summarizing 
previous work on the evaluation of QoI, in section two. In section three we elabo-
rate on a computational model for decision making that extends and subsumes 
CMDM. In section four we present some results of the combination of these 
methods and techniques with the Analytic Hierarchy Process (AHP) [3], used to 
support the decision process. Finally, in section five, we draw some conclusions. 

2   Evaluation of the Quality of Information 

Clinical guidelines (CG) have been developed for more than fifty years. More re-
cently the emphasis has been centred on the development of evidence-based 
guidelines and their evaluation, and ease-of-use in daily practice. CG have drawn 
the attention of the Artificial Intelligence (AI) community, leading to the devel-
opment of specific models, tools and languages to support their practical design 
and implementation, in what may be called Computer-interpretable Guidelines 
(CIG) [4] [5]. Guideline-based Decision Support Systems (GbDSS) are also emer-
ging as a promising way to apply AI to healthcare practice [6] [7]. 
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One of the critical issues to implement computer-based CG is the depiction 
model. Several approaches using different description models are in use, namely 
Arden Syntax [8], Guideline Interchange Format (GLIF) [9], Asbru [10] and Pro-
forma [11], among others. Like the Proforma-based systems, we are particularly 
interested in approaches using logic programming and in combining general mod-
els of human decision-making with formal ones. On the other hand we draw on 
ELPs in order to handle positive and negative information in an explicit way, mak-
ing possible the use of null values (Program 1). With this kind of construction it is 
possible to compute the QoI, with respect to an extension of a generic predicate P 
of an ELP, based on the cardinality of the exception set for that predicate. Com-
bining the QoI for all predicate extensions, a global measure of the QoI in the de-
cision process is made available at any time [12]. 

3   Decision Making 

The background for decision making is set in terms of the VirtualECare project 
[13]; indeed, Group Decision Support Systems (GDSSs) in VirtualECare must ad-
dress multi-criteria problems, layed down as incomplete ELPs. 

The GDSS that supports VirtualECare is based on the limited or empiric ration-
ality of Hebert Simon [14]. The propensity phase come about persistently, as a 
consequence of the natural interaction of GDSS with other components that make 
the VirtualECare framework. The identification of a problem triggers the forma-
tion of a decision group. The group assembling occurs in the pre-meeting phase, 
and a facilitator is entitled to choose the participants. The activities associated to 
the conception and choice occurred already at the meeting phase. 

The process matures alongside a time line, centered on the description of the 
problem, until a suggested solution is reached; in the meantime it goes through 
consecutive stages (Fig. 1), namely that of options description (Generation), value 
judgments (Structuration), and operative rules (Evaluation), under a cycling mode. 

 

 
Fig. 1 Evaluation of the QoI along with the Decision Process 
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As a result, we finished with a meta model, with a neighborhood built around 
four layers, which can be instantiated with methods, tasks and tools – that is to 
say, instantiated with a specific model – and an area that borders all the previous 
ones, the Evaluation of the Quality of Information, as it is stated below : 

Generation – it is a departure zone, of simultaneous exploration of potential al-
ternative paths, information research, and problematic questions evaluation; 
Structuration - it is a discussion zone, of understanding of other people’s per-
spectives, of clarifying criteria, of revising the conjectures and restrictions, of 
creating a context that can be shared, that is of structuration of the decision 
process;  
Evaluation – it is a convergence zone, of risk and consequence evaluation, hy-
pothesis reduction, and voting; and 
Recommendation – this is the end of the process, voting or final preference ag-
gregation, following the selected decision method. 

4   A Case Study 

As an example we select a CG for the Chronic Obstructive Pulmonary Disease 
(COPD) from the National Guideline Clearinghouse (NGC) [15]. According to the 
World Health Organization (WHO), COPD is already responsible for 3 (three) 
million deaths a year, and will be the third world death cause by 2030. As de-
mands for more patient care will continue to grow and the shortcomings of medi-
cal services are more and more recognized, systems like VirtualECare will be 
needed to help in the treatment and prevention of diseases like COPD, at the pa-
tient natural habitat.  

 

Fig. 2 Structure of the Problem (i.e. goals, criteria, and alternatives). 

From the different algorithms that hold up COPD guidelines, we choose the one 
that supports the verdict where to treat COPD exacerbations - at the patient natural 
habitat or in the hospital – under the following scenario: 

John is a patient that was brought to the hospital by neighbors, who he 
asked help, and to which now is diagnosed COPD. It was not still pos-
sible to contact the family. He is retired and lives at relatives' house, but 
there is not the certainty to be a structured family. Seemingly he has 
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enough mobility to accomplish his tasks of personal hygiene, but the 
neighbors don't see him outdoors very often. He doesn't have recent 
clinical analyses.   
 

In such a scenario, the COPD guideline suggests the evaluation of sixteen criteria 
(Table 1). The CG does not define a minimum set of criteria or possible combina-
tions of criteria in order to make a final decision. We use the AHP method to 
structure the problem and compute a recommendation (Figure 2). We also pre-
sume that there is not complete information about all the sixteen criteria. 

The weight of each criterion was evaluated using pairwise comparison, and is 
shown in Table 1.  

Table 1 Exacerbations Treatment Criteria 

 Criteria  
Favours treat-
ment at home 

Favours treatment 
in hospital 

Weight 
(wi)  

c1  Able to cope at home  Yes No 0,0101  

c2  Breathlessness  Mild Severe 0,0151  

c3  General condition  Good Poor/deteriorating 0,0075  

c4  Level of activity  Good 
Poor/confined to 
bed 

0,0079  

c5  Cyanosis  No Yes 0,0228  

c6  Worsening peripheral edema  No Yes 0,0525  

c7  Level of consciousness  Normal Impaired 0,1463  

c8  Already receiving LTOT  No Yes 0,0129  

c9  Social circumstances  Good 
Living alone/not 
coping 

0,0336  

c10  Acute confusion  No Yes 0,2022  

c11  Rapid rate of onset  No Yes 0,0595  

c12  
Significant comorbidity (particu-
larly cardiac and insulin depend-
ent diabetes)  

No Yes 0,0747  

c13  Sao2 < 90%  No Yes 0,0325  

c14  Changes on the chest radiograph  No Present 0,0480  

c15  Arterial pH level     0,1412  

c16   Arterial Pao2    0,1332  

 Total   1.0000 

As it may be observed, at a first glance, the information available leads to a 
knowledgeable representation as the one depicted by Program 1. With this (in-
complete) data, the local values for each alternative, using Saaty scale [3], is the 
one given in Table 2.  
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¬ ableToCopeAtHome(E,V) ← not ableToCopeAtHome(E,V), 
 not exception(ableToCopeAtHome(E,V)) 
exception(ableToCopeAtHome(E,V)) ← ableToCopeAtHome(E,⊥) 
ableToCopeAtHome (john,  ⊥) 
exception(dyspnoea(john, moderate)) 
exception(dyspnoea(john, bad)) 
generalCondition(john, bad) 
exception(levelOfActivity(john, sedentary)) 
exception(levelOfActivity(john, moderate)) 
cyanosis(john, yes) 
arterial_pH_level(john,  ⊥) 
arterial_PaO2(john,  ⊥)) 

Program 1 Initial state of Knowledge (excerpt), where the symbol ⊥ stands for a null value 
of the type unknown. 

Table 2 Local values of the alternatives for each criterion 

 c1 c2 c3 c4 c5 c6 c7 c8 c9 c10 c11 c12 c13 c14 c15 c16 

home 0 0 .1 0 .1 .9 .9 .9 0 .9 0 .9 0 0 0 0 

hospital 0 0 .9 0 .9 .1 .1 .1 0 .1 0 .1 0 0 0 0 

                 

Table 3 Some QoI values for the Predicate Extensions in Program 1 (partial table)  

 VableToCopeAtHome(john) = 0  VsocialCircumstances(john) = 0 

 Vdyspnoea(john) = .5  VacuteConfusion(john) = 1 

doLTOT arterial_PaO2  

Now we can compute the global weighing of each alternative using the values 
from Table 3 and the weights from Table 1, which leads us to: patient natural 
habitat = 0,44; hospital = 0,07. This means that the information available favours 
the treatment at the patient natural habitat (home). Let us analyze the QoI that 
supports this recommendation. Table 3 shows the scoring values for each predi-
cate`s extension, according to the available information. 

Now we can compute the global QoI (also graphically depicted in Figure 3 in 
terms of the dashed area), using the expression (1): 

 

5304.0)()(
16

1
=∗=∑ =j jjCOPD johnVwjohnV

                           (1) 
 

As it can be seen the QoI is very low. A minimum threshold of 0.8 was defined, 
so no decision is made in the meantime. We need more information in order to  
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Fig. 3 QoI for Program 1 

ableToCopeAtHome (john,  no) 
dyspnoea(john, severe) 
levelOfActivity(john, sedentary) 
socialCircumstances(john,  no) 
rapidRateOfOnset(john,  yes) 
lowSaO2(john,  no)) 
arterial_pH_level(john,  7.32) 
arterial_PaO2(john,  6.8)) 

Program 2 New knowledge (excerpt) 

reduce uncertainty. The patient family is contacted and some clinical exams and 
analysis are made, so that in a second moment we have more information. Pro-
gram 2 shows the corresponding changes at the knowledge representation level. 

Computing again the values for the two recommendations, new values are ob-
tained: patient natural habitat = 0.39; hospital = 0.55. As we can see, the recom-
mendation has changed! Let’s compute the value of the QoI now, to validate the 
premises for a decision. The value is now 0.95, fairly above the 0.8 threshold. So 
the system may deliver a recommendation for the decision. 

5   Conclusions 

In this paper we present an example of the evaluation of QoI to a multi-criteria de-
cision process. A CG for COPD was used to define the criteria and conditions for 
the decision in a simulated clinical scenario. An ELP was used for the knowledge 
representation and reasoning and to support the QoI evaluation. AHP method was 
used to compute the preferences for each alternative. 

In the beginning, the system was able to issue a recommendation but with a 
very low value for QoI, indeed bellow the predefined threshold. This value of QoI 
discouraged any immediate action based on the recommendation. In a posterior 
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moment, a second iteration, after improving the available information, leads to a 
much better QoI, suggesting that the recommendation can be accepted and the cor-
responding actions executed. We emphasize that, from the first to the second itera-
tion, the recommendation changed and lead, in the end, to an opposite alternative. 

The combination of techniques and methods from different areas, namely AI 
and DT, can support decision making in a very effective way.  
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Decision Support System for the
Diagnosis of Urological Dysfunctions
Based on Fuzzy Logic

David Gil, Magnus Johnsson, Juan Manuel Garćıa Chamizo,
Antonio Soriano Payá, and Daniel Ruiz Fernández

Abstract. In this article a fuzzy system with capabilities for urological
diagnosing is proposed. This system is specialized towards the diagnosis of
urological dysfunctions with neurological etiology. For this reason the sys-
tem specifies all the neural centres involved in both the urological phases,
voiding and micturition. The fuzzy system allows to classify every dysfunc-
tion of all patients by means of their membership functions. The results of
the experiments show that the fuzzy approach allows the diagnosis of uro-
logical dysfunctions from the relationship between neural centres and their
associated neurological dysfunction.

Keywords: fuzzy logic systems, urology, artificial intelligence in medicine.

1 Introduction

Urinary incontinence is one of the problems of the urinary system that can
affect persons of any age, but it occurs particularly frequently in the geriatric
population, among children, paraplegics and postpartum [1].

In the Lower Urinary Tract (LUT) elements intervene which are not lin-
ear and of difficult characterization and it is one of the systems solely con-
trolled by the sympathetic, parasympathetic and somatic nervous systems
[2]. Furthermore, etiological studies of the LUT have demonstrated a great
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pathological diversity [3]: the same dysfunction can have neurogenic, anatom-
ical, infectious and inflammatory causes etc.

Consequently, articles displaying manifest contradictions at various levels
have been published: with regard to the morphology of the musculature with
regard to the connections of the nervous peripheral system, with regard to
reflexes and with regard to pontine and supra-pontine connections and their
role in the control [4].

The use of classifier systems in medical diagnosis is increasing gradually.
There is no doubt that evaluation of data taken from patients and decisions
of experts are the most important factors in diagnosis. Classification systems
can help in increasing accuracy and reliability of diagnoses and minimizing
possible errors, as well as making the diagnoses more time efficient [5].

Some of the related work in the field of the urological diagnosis has been
developed basically by means of Artificial Neural Networks (ANNs) [6] [7].

The work carried out in this paper explores however other systems much
less used in diagnosis in medicine: fuzzy logic systems. Besides, it allows to
know the degree of relationship between a damaged part of the neural regula-
tor of the LUT and the type of dysfunction. This correlation is performed by
means of a fuzzy logic system and its membership functions since the classic
logic lacks biomedical sense and its approach to treat medical information.
This work, as a part of two research projects in the field of urology (”Coop-
erative diagnosis system applied to the urinary dysfunction” between 2005),
is described in the following section. The remaining part of this paper is or-
ganized as follows: first, a description is given of the approximation of the
artificial model of the biological system, then the experiments, which have
been implemented by means of a fuzzy approach, will be described. Later,
the subsequent testing carried out in order to analyze the results is described.
Finally, the relevant conclusions are drawn.

2 Background to the Artificial Model

The presented model of the LUT based on the agent paradigm is shown
in figure 1 [8]. The LUT is divided into two parts: the mechanical system
(MLUT) and the neuronal regulator (RLUT). The agents which constitute
the multiagent system correspond to the neuronal centres of the RLUT. These
agents collect information generated by the MLUT and process/transmit it
back towards the mechanical part.

Each agent makes a contribution to the system, called influence, in such a
way that the total number of the different influences will determine the overall
state of the system and the activation or non activation of the different signals
involved. In the process, the model of the LUT is defined as:

LUT = 〈MLUT, RLUT,MLUT IRLUT 〉 (1)
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Fig. 1 Approximation of the artificial model to the biological system. The nine
neural centres are represented in the artificial model with the same types of signals
(afferent, efferent and internal) as the biological model in order to display the
highest possible degree of similarity.

where the MLUT models the mechanical part of the lower urinary tract,
the RLUT models the neuronal regulator of the lower urinary tract and the
MLUT IRLUT approaches the relation between both parts. Since the interface
regards the LUT as a system of actions and reactions, it is defined as:

MLUT IRLUT = 〈Σ, Γ, P 〉 (2)

In the above equation Σ is the set of possible states in which the system can
stay. Γ is the set of the possible intentions of actions (an action proposed by
an agent is represented as an intention of modification) in the system. P is
the set of the actions (plans) that the different agents can execute with the
objective of modifying their states.

The original model of the LUT implemented by means of multiagent sys-
tems displayed a high degree of similarity with the biological model [8] with
flexibility regarding the capacity to add or change the functions and the
components. This flexibility was also a good reason to carry out the imple-
mentation of the model.

The nomenclature used in figure 1 is DACD and indicates an afferent signal
from the mechanical part (detrusor) towards the CD neural centre for the
afferent signals. For the efferent signals SMED indicates an efferent signal
from the SM neural centre towards the mechanical part (detrusor).

Some studies show a detailed description of this model [8]. The model
allows to reproduce exactly the studies made by the urological analysis. For
this reason, the model has been tested with real data to verify the correct
functioning in both normal and dysfunctional situations due to neurological
causes.



428 D. Gil et al.

3 Fuzzy System

3.1 Approaching the Problem

Previous work developed in our research projects is summarized in Figure 1.
This is the model of the LUT through their neural centres. Figure 2 shows the
four most characteristic curves of the urodynamical tests. Every figure has
two curves, the continuous ones are the curves for a healthy patient whereas
the dashed ones indicate a fail in the SMED signal. To simplify we will just
explain the curve of vesical volume.

We are going to review this situation by means of an example. The dashed
curve of figure 3a corresponds to urodynamic measures carried out with the
highest degree of injury in the SM centre (signal SMED which was already
referenced in figure 1). The continues curve from a healthy patient is over-
written to the dashed ones from an illness patient. The goal is to highlight the
major differences as well as the most critical points between both of them.
We are obviously dealing with theoretical models in which the differences
between the normal models and those which present some failure in a ner-
vous signal can easily be quantified. In real life this situation is not always
as obvious. Some signals, although they work in an incorrect manner, do not
produce a visible output that can be explicitly reflected in the values of the
urodynamical curves. The circumstance that a great number of cases exist
with different outputs leads to the need for methods of learning regarding
these curves for the prediction and diagnosis of new curves to be evaluated.
These methods of learning as well as the explanatory rules by means of fuzzy
logic with their membership functions allow a more real explanation which

0 100 200 300 400 500 600 700 800

Vesical volume

Vesical pressure 

0 100 200 300 400 500 600 700 800

Sphincter pressure

Output flow

0 100 200 300 400 500 600 700 800

0 100 200 300 400 500 600 700 800

Fail in SMED
Normal

Fail in SMED
Normal

Fail in SMED
Normal

Fail in SMED
Normal

50

100

150

200

250

300

350

-10

10

20

30

40

50

15

30

45

60

10

15

20

25

0

V
ol

um
e 

(m
l)

P
re

ss
ur

e 
(c

m
 H

2O
)

P
re

ss
ur

e 
(c

m
 H

2O
)

F
lo

w
 (

m
l/s

)

0

0

5

0

Time (seconds) Time (seconds)

Time (seconds) Time (seconds)

Fig. 2 These are the four most characteristic curves of the urodynamical tests.
Every figure has two curves, the continuous ones are the curves for healthy patients
whereas the dashed ones indicate a fail in the SMED signal.
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Fig. 3 a. Curves with an entire fail in the centre SM for the signal SMED. b. High
variety of curves with different degrees of fail in the SMED signal. c. Indications
of curves with and without dysfunctions. The continuous line shows the curve of
urine volume of a healthy patient, whereas the dashed lines indicate the points
which determine neurological dysfunctions. This is implemented by means of the
membership functions.

is closer to the biological models unlike the classic logic that this would only
be so if all the cases were equal.

This real situation with the curves processing for every curve will indicate
a certain degree of error in the SMED signal. Figure 3b tries to represent this
situation with a good quantity of curves, all of them with degrees of lesion in
SMED signal. It indicates the degree of dysfunction according to the degree
of membership.

3.2 Construction of the Fuzzy System

Figure 3b with its variety of curves suggests a fuzzy approach for this problem.
Then, figure 3c, as a starting point, represents a general vision which is essen-
tial to deal with many similar graphs. The continuous curve shows the curve of
a healthy patient in the storage and voiding phases. The dashed curves over-
written indicate the points which determine neurological dysfunctions.

The curves represented in Figure 3c were obtained through the urodynami-
cal model presented in the previous paragraph. Through a close collaboration
with the urologists they have been simulated graphs of their patients. In other
words, it has developed an empirical study with the urologists to simulate
urodynamical curves of different behaviours: healthy patients and patients
with dysfunctions due to neurological causes.

When a curve is overwritten on the healthy patient (continuous line) pa-
tients have no dysfunction. However, when a new curve deviates from this,
the closeness or distance to each of these dashed curves indicate the degree
of dysfunction associated with each curve. The same curve may have vari-
ous degrees of dysfunction. This could be the case of a patient with several
possible diagnoses (or mixture of them).

Fuzzy tool of matlab is the tool chosen to implement the system since
it has a high variety of elements and it has been used in a broad range of
areas for solving fuzzy logic problems [9]. The implementation consists of
three input variables and one output variable according to Figure 3c (it is
constructed taking that figure as a starting point). This implementation has
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Fig. 4 a. Fuzzy membership values for First Volume Maximum (FVM). According
to Figure 3c, this variable measures the maximum value of the curve reaches in his
first peak and it compares with normal and dysfunctions curves, measuring their
degree of approximation. b. Fuzzy membership values for First Volume minimum
(FVm). Also according to Figure 3c, this variable now measures the minimum value
which also reaches its first peak curve and it compares with normal and dysfunctions
curves, measuring their degree of approximation.
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Fig. 5 a. Fuzzy membership values for Next Volume Maximum Minimum
(NVMm). Also according to Figure 3c, the last variable input measures the max-
imum and minimum values reaching the curve but now not in its first rise but
in the next one and it compares with normal and dysfunctions curves, measuring
their degree of approximation. Figure 3c shows the dashed curves that simulate
dysfunction compared with healthy patients. This is what is represented by the
membership functions of this variable. b. Fuzzy membership values for kind and
level of Dysfunction (GD) The output variable relates the vesical volume presented
on the input variables and the diagnosis curves. There are many curves, some for
healthy patients, some for dysfunctions, as areflexia and hyperreflexia, but also
some of them in between which indicates a possible dysfunction as ”PosibHyper”
membership function which indicates a possible hyperreflexia or ”HighVolCap” or
”LowVolCap” which indicate possible problems with the vesical volume that may
appear and they should be clarified with more urological tests.

been performed in a close cooperation with the urologists. It has been decided
with urologists using 4 variables (3 input variables and output) to explain the
functioning of the different curves (healthy patients and patients with uro-
logical dysfunctions). Each of the input variables measured basic parameters
of both the storage and voiding phases. The membership functions within
each of these variables gives an indication of the degree of approximation of
these curves with the real ones of a patient. The output variable will help to
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make a diagnosis approaching the membership functions of output variable
to the output of a simulation of patient real data. These input variables are
”FirstVolMax”, ”FirstVolMin”, ”NextVolMaxMin” and the output variable
is ”DisfDegree”.

These zones or areas that entail a dysfunction or lack of it are represented
by fuzzy membership values using an intuition technique which involves con-
textual and semantic knowledge [10]. The two membership functions used
are trapezoidal and triangular. The trapezoidal and triangular membership
functions of a vector x depends on four(a, b, c and d) and three (a, b and c)
scalar parameters in equations 3 and 4 respectively, which corresponds to all
the problem areas as mentioned.

The components of the input vector consist of membership values to the
linguistic properties such as very low volume, low volume, normal volume and
high volume. Here, it is explained the first input ”First Volume Maximum”
(FVM). It can be represented as FVM = VL (very low), L (low), N (normal),
H (high). The membership value of VL, L, N and H can be written as in Eqs.
5-8 and can be depicted in the figure 4a. The remain variables (two other
inputs and the output) have similar membership and they are summarized
in the figures 4b 5a and 5b.

3.3 Experiments

The experimentation of the system determinate the degree of exactness of the
fuzzy system. The urological model presented in the section 2 has been tested

(a) (b)

Fig. 6 (a) Experimentation with the fuzzy logic system. The output value lies
between three different membership functions, possible hyperreflexia, healthy pa-
tient and hyperreflexia (two dysfunctions and healthy patients) which means that
it is a good example for applying fuzzy logic. (b) Total patients 300. 20 with are-
flexia. 10 are over 90% of the fourth membership function of areflexia; 6 between
70% and 90%; 4 below 70%. 15 with hyperreflexia; 10 are over 90% of the seventh
membership function of hyperreflexia and many of them in the fifth one(possible
hyperreflexia); 2 between 70% and 90%; 5 below the 70%. 80 healthy patients; 63
above 90% of the sixth membership function and also most of them in the second
one. Rest of the not neurogenic dysfunctions, are not covered by the fuzzy system
that considers only neurogenic dysfunction.
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for the urologists. An example of the experimentation of the system is showed
in figure 6a. In particular it shows a test which points out exactly the clearest
definition of fuzzy logic. The output value lies between three different member-
ship functions (possible hyperreflexia on the left, healthy patient in the mid-
dle and hyperreflexia on the right). In this situation the degree of each of the
membership functions indicate a complex diagnosis. i.e. not a particular dys-
function but a situation with three different health states. All these types of
experiments could be compared to the urodynamical tests carried out at the
hospital. These tests offer approximations to several kinds of dysfunctions or
health situations. The total number of patients is 300. Among all of them figure
6b presents the results with every neurogenic dysfunction.

4 Conclusions and Future Work

In this paper the functioning of an urological model is evaluated. The model
consist of two parts, the mechanical one (MLUT) and the neural regulator
(RLUT).

The ability to carry out simulations not only for healthy patients but also
for the ones who present dysfunctions has allowed the recreation of any sit-
uation which in the real world presents manifest inconveniences. The results
of the experimentation identify curves for patients with neurological dysfunc-
tions and healthy patients.

However, it is not always possible to establish with 100% accuracy which
are the neurological dysfunctions in every individual case. The fuzzy logic
approach will make it possible to deal with this imperfection. Furthermore,
the quantity of combinations with all the centres and the number of signals of
each of them, makes up a very complex system with many degrees of approx-
imation towards the diseases. Membership functions will help to approach
this model.

One of the most exciting future lines of work is the construction of a
website where all urologists could include graphs of their patients, thereby
improving the knowledge base and consequently the diagnosis capability.
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Market Stock Decisions Based on 
Morphological Filtering  

Pere Marti-Puig, R. Reig-Bolaño, J. Bajo, and S. Rodriguez * 

Abstract. In this paper we use a nonlinear processing technique based on mathe-
matical morphology to develop a simple day trading system that automatically de-
cides the timing to commute the marked strategy in terms of sort/long positions. In 
this short paper we show preliminary results. 

Keywords: Mathematical Morphology, Nonlinear Processing, Algorithmic  
trading. 

1   Introduction 

The financial markets are supported by electronic platforms that provide real time 
efficient services. It is known as algorithmic trading the use of computer software 
to generate trading orders. By means of algorithms it is obtained support to  
decisions in aspects such as the timing, the price or the volume of the operation, 
managing risk and the market impact. Furthermore, in most cases the computer al-
gorithms introduce orders in the electronic market without human intervention. 
Hedge founds, pension funds, mutual funds or institutional traders are some of the 
big users of these techniques. According to Boston-based financial services indus-
try research and the consulting firm Aite Group, in 2006 a third of all EU and US 
stock trades were driven automatically. In 2009 the trading firms account for 73% 
of all US equity trading volume [1][2]. In this work we explore the mathematical 
morphology (MM) to develop a simple day trading system that automatically de-
cides the timing to commute the marked strategy in terms of sort/long positions.  

2   Mathematical Morphology: An Introduction 

Mathematical morphology was first proposed by J.Serra and G. Matheron in 1966, 
was theorized in the mid-seventies and matured from the beginning of 80’s. It can 
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process binary signals, originally, and it was fast extended to gray level signals. 
This technique is proved to be very useful in digital image processing. Mathemati-
cal morphology is based on two fundamental operators: dilation and erosion. 
These two basic operations are done by means of a structuring element. The struc-
turing element is a set in the Euclidean space and it can takes different shapes as 
circles, squares, or lines. Using different structuring elements it will achieve  
different results; therefore, the selection of a suitable structuring element is fun-
damental. A binary signal can be considered a set and dilation and erosion are 
Minkowski addition and subtraction with the structuring element [3]. In the con-
text of stock prices we can work with series of data that can be modeled as gray 
level signals. In this context, the addition and subtraction operations that are ap-
plied in binary morphology are replaced by suprermum and infimum operations. 
Moreover, on the digital signal processing framework, supremum and infimum 
can be changed by maximum and minimum operations.  In this context, the ero-
sion can be seen as the minimum value of the part of the function inside a mobile 
window that is defined by the structuring element. Then, given a one-dimensional 
signal, the function f containing the stock prices and a flat structuring element Y, 
the erosion is defined as: 

  ( )( ) ( )sxfxf
Ys

Y +=
∈

minε  (1) 

As the erosion computes the minimum gray level inside the mobile window func-
tion it decreases the peaks and accentuates the valleys of the original function f. 
On the other hand the dilation (for gray level signals) is defined as: 

( )( ) ( )sxfxf
Ys

Y −=
∈

maxδ  (2) 

The dilation gives the maximum gray level value of the part of the function in-
cluded inside the mobile template defined by the structuring element, accentuating 
peaks and minimizing valleys. By combining dilation and erosion we can form 
other morphological operations. The opening and the closing are basic morpho-
logical filters. The morphological opening of a signal f by the structuring element 
Y is denoted by γY(f) and is defined as the erosion of f by Y followed of a dilation 
by the same structuring element Y. This is: 

( ) ( )( )ff YYY εδγ =  (3) 

The morphological closing of a signal f by the structuring element Y is denoted by 
ϕY(f) and it is defined as the dilation of f by Y followed of the erosion by the same 
structuring element: 

( ) ( )( )ff YYY δεϕ =  (4) 

Opening and closing are dual operators. Closing is an extensive transform and 
opening is an anti-extensive transform. Both operations keep the ordering relation 
between two images (or functions, in our case) and are idempotent transforms [3]. 
In the 1-D context these operations create a more simple function than the  
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original. By combining an opening and a closing, both of them with the same 
structuring element, we can only create four different morphological filters. Con-
sidering the operations γY and ϕY, the four filters we could obtain are γYϕY, 
ϕYγY, γYϕYγY and ϕYγYϕY. No other different filter can be produced as a con-
sequence of idempotency property. To derive different families of morphological 
filters we need to combine openings and closings with different structuring ele-
ments. New filters, alternating sequential filters, can be obtained by alternating 
appropriately theses operators [3]. 

3   The Proposed Trading System 

The system is very simple and has been developed using MATLAB. Initially was 
thought to operate in the day tracking context but it could be modified to intraday 
operations. Once the markets of interest are closed, the system updates the stock 
information from any public Internet source, then it processes the data and, it is 
the case, it generates the orders to next day. The only stock information required is 
the open, close, high and low prices that the stocks, or any financial asset, reached 
along every day session. As we initially look for a simple system, we establish that 
the system will take the decisions from a reduced set of signals. Basically it com-
putes the opening and the closing of the prices and uses a linear mean that is com-
puted from the close day prices. Based on the cross of these three signals the sys-
tem generates the decisions. To generate the market orders we have developed a 
finite state machine that governs the switching between the short and long scenar-
ios. In fig.1 we can see de opening and closing signals (in blue) computed using a 
flat structuring element of length 8. The red signal is the mobile mean taken from 
34 elements.  

Next, in fig. 2 we have used the Santander stock prices along a period of 10 
years. We maintain the same parameters of the system. In fig. 2 (a) we show the 
opening and closing signals (in blue) with L=8 and the mobile mean of 34 samples 
(in red). In fig. 2 (b) there are represented the long (blue) and short (red) operations. 

The system parameters can be optimized for different kind of data. Using the 
same data of fig.2, the Santander stock prices, we have searched the structuring 
element and the median filter that maximize the profits. The system performance 
is summarized in fig. 3.  

 

 

Fig. 1 Telefonica stock prices. Opening and closing signals (blue) computed with a flat 
structuring element of length 8 and the mobile mean of 34 elements (red). 
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Fig. 2 Santander stock prices representation (1917 days). (a) Opening and closing signals 
with L=8 (in blue) and the mobile mean with T=34 (in red). (b) System performance.   

 

Fig. 3 Santander stock prices representation (1917 days). (a) Opening and closing signals 
with L=34 (in blue) and the mobile mean with T=55 (in red). (b) System performance.   

4   Conclusions 

In this paper we have explored the nonlinear mathematical morphological filters in 
order to trade markets automatically. We have evaluated the system using only a 
reduced set of financial assets and it works quite well as we can see graphically. 
We have obtained some preliminary results. More quantitative analysis is required 
on long historic datasets in order to know some statistical parameters such as the 
maximum potential losses that it can generate or the maximum number of days 
that the system can keep in losses. It is desirable that the system can follow the 
great market movements as well as generates small number of false signals and, if 
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it is the case, that those signals do not incur in large losses. Some optimizations 
have to be done. New structuring elements and more sophisticated morphological 
filters must be evaluated. In the context of financial data processing, the mathe-
matical morphology can be explored in a lot of different ways showing that could 
be a good tool to include among other well-known techniques.   
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Swarm Intelligence, Scatter Search and Genetic 
Algorithm to Tackle a Realistic Frequency 
Assignment Problem 

José M. Chaves-González, Miguel A. Vega-Rodríguez,  
Juan A. Gómez-Pulido, and Juan M. Sánchez-Pérez * 

Abstract. This paper describes three different approaches based on complex heu-
ristic searches to deal with a relevant telecommunication problem. Specifically, 
we have tackled a real-world version of the FAP –Frequency Assignment Problem 
by using three very relevant and efficient metaheuristics. Realistic versions of the 
FAP are NP-hard problems because the number of available frequencies to cover 
the entire network communications is always much reduced. On the other hand, it 
is well known that heuristic algorithms are very appropriate methods when tack-
ling this sort of complex optimization problems. Therefore, we have chosen three 
different strategies to compare their results. These methods are: a very novel 
metaheuristic based on swarm intelligence (ABC –Artificial Bee Colony) which 
has not ever been used previously to tackle the FAP; a very efficient Genetic Al-
gorithm (GA) which is a classical and effective algorithm tackling optimization 
problems; and one of the approaches that provides better results solving our prob-
lem: Scatter Search (SS). After a detailed experimental evaluation and comparison 
with other approaches, we can conclude that all methodologies studied here pro-
vide very competitive frequency plans when they work with real-world FAP, al-
though the best results are provided by the SS and the GA strategies. 

Keywords: FAP, Frequency Planning, SS, ABC, GA, real-world GSM network. 

1   Introduction 

The frequency assignment problem (FAP) is one of the most relevant optimization 
problems in the Telecommunications domain. In fact, it is considered a key task 
for current, and future, real-world GSM (Global System for Mobile) operators  
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because only with an optimum frequency plan, which makes the most of the 
scarce range of available frequencies, is possible to perform a communication of 
quality between the cell phones of a realistic network. Moreover, the GSM tech-
nology is, even nowadays, the most used mobile communication system around 
the world. Indeed, by mid 2009 GSM services were in use by around 3.5 billion 
subscribers [1] across more than 220 countries, representing approximately the 
80% of the world cellular market. Therefore, GSM is expected to play an impor-
tant role as a dominating technology for many years because, it is widely accepted 
that the third and fourth generations of mobile telecommunication will coexist 
with the enhanced releases of the GSM standard, at least, in the medium term. 

Furthermore, the FAP is an NP-hard problem [2], therefore, using exact algo-
rithms to solve real-sized instances of the problem is not a practical option. On the 
contrary, metaheuristics [3] are, if not compulsory, the best choice to obtain com-
petitive frequency plans when working with real-world FAPs. For this very rea-
son, we decided to choose three relevant heuristic algorithms: the Artificial Bee 
Colony (ABC) algorithm [4], which is a very novel approach (never used previ-
ously to tackle our problem) based on swarm intelligence; the Genetic Algorithm 
(GA, [5]) and the Scatter Search (SS) metaheuristic [6], which are very reliable 
and efficient strategies which have been very successfully used in many works of 
the literature as optimization solvers. 

We have performed complete sets of experiments with all the metaheuristics, 
and after a detailed statistical study we can conclude that all the methods can ob-
tain very competitive frequency plans which give optimal solutions to real-world 
instances of the frequency assignment problem. 

The rest of the paper is organized as follows: In section 2 we present very 
briefly the FAP. Sections 3, 4 and 5 describe the algorithms we have used to solve 
the problem, with the changes performed to adapt them to our realistic version of 
the FAP. After that, the experiments performed and the results obtained are sum-
marized in Section 6. Finally, we show the main conclusions and future lines of 
work in Section 7.  

2   The Frequency Assignment Problem 

The two most relevant components which refer to frequency planning in GSM sys-
tems are the antennas or, as they are more known, base transceiver stations (BTSs) 
and the TRX. The TRXs of a network are installed in the BTSs where they are 
grouped in sectors, oriented to different points to cover different areas. The instance 
we use in our experiments is quite large (it covers the city of Denver, USA, with 
more than 500,000 inhabitants) and the GSM network includes 2612 TRXs, 
grouped in 711 sectors, distributed in 334 BTSs. We are not going to extend the 
explanation of the GSM system here. More information can be found in [7]. 

FAP lies in the assignment of a channel (or a frequency) to every TRX in the 
network. The optimization problem arises because the usable radio spectrum is 
very scarce and frequencies have to be reused for many TRXs in the network (for 
example, the instance we have used for this study, includes 2612 TRXs and only 
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18 available frequencies). However, the multiple use of a same frequency may 
cause interferences that can reduce the quality of service down to unsatisfactory 
levels. In fact, significant interferences will occur if the same or adjacent channels 
are used in near overlapping areas [8]. 

Although there are several ways of quantifying the interferences produced in a 
telecommunication network, the most extended one is by using what is called the 
interference matrix [9], denoted by M. Each element M(i,j) of this matrix contains 
two types of interferences: the co-channel interference, which represents the deg-
radation of the network quality if the cells i and j operate on the same frequency; 
and the adjacent-channel interference, which occurs when two TRXs operate on 
adjacent channels (e.g., one TRX operates on channel f and the other on channel 
f+1 or f–1). An accurate interference matrix is an essential requirement for fre-
quency planning because the final goal of any frequency assignment algorithm 
will be to minimize the sum of all the interferences. In addition to the require-
ments described above, frequency planning includes more complicating factors 
which occur in real life situations (see [7] for a detailed explanation). 

Finally, in the following subsection we give a brief description of the mathe-
matical model we use (for more information, consult references [10], [8]). 

2.1   Mathematical Description 

We can establish that a solution to the problem is obtained by assigning to each 
TRX ti (or ui)∈ T = {t1, t2,…, tn} one of the frequencies from Fi. = {fi1,…, fik} ⊂ N. 
We will denote a solution (or frequency plan) by p ∈ F1 x F2 x … x Fn, where p(ti) 
∈ Fi is the frequency assigned to the transceiver ti. The objective, or the plan solu-
tion, will be to find a solution p that minimizes the cost function (C): 
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The smaller the value of C is, the lower the interference will be, and thus the 
better the communication quality. In order to define the function Csig(p,t,u), let st 
and su be the sectors (from S = {s1, s2,…, sm}) in which the transceivers t and u are 
installed, which are st=s(t) and su=s(u) respectively. Moreover, let μstsu and σstsu 
be the two elements of the corresponding matrix entry M(st,su) of the interference 
matrix with respect to sectors st and su. Then, Csig(p,t,u) = 
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K>>0 is a very large constant defined by the network designer to make undesir-
able allocating adjacent frequencies to TRXs serving the same area (e.g., placed in 
the same sector). Cco(μ,σ) is the cost due to co-channel interferences, whereas 
Cadj(μ,σ) represents the cost in the case of adjacent-channel interferences [8]. 
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3   The ABC Algorithm 

Artificial Bee Colony (ABC) [4] is one of the most recently defined metaheuristics 
used to solve optimization problems (created in 2005). ABC is motivated by the 
intelligent behavior of honey bees. The colony consists of three groups of bees: 
employed, onlookers and scouts. In ABC heuristic, the position of a food source 
represents a possible solution to the optimization problem (in our case, a valid fre-
quency plan) and the nectar amount of a food source corresponds to the quality 
(fitness) of the associated solution. The outline of the algorithm adaptation to deal 
with our problem is shown in Algorithm 1. 

 
Algorithm 1 – Pseudo-code for ABC 
1:   initialize (population) 
2:   population ← localSearch (population) 
3:   while (not time-limit) do 
4:        population ← mutationMethod (employedBees, population) 
5:        probVector ← generateSolutionProbability (population) 
6:        population ← generateSolutions (onlookerBees, probVector, population) 
7:        population ← replacePoorerSolutions (scoutBees, population) 
8:   endwhile 
9:   return bestIndividual (population) 

 
The algorithm starts with the random generation of the population (line 1) and 

the improvement of the solutions (or frequency plans) within the population using 
a local search method which improves the quality of the solution previously gen-
erated (line 2). Then, each generation will be divided into the following 4 stages: 
firstly, the employed bees perform a random mutation in which the frequencies of 
a set of TRX chosen randomly from a solution are reassigned with a valid fre-
quency chosen also randomly. After that, the same local search applied in line 2 is 
used to improve the mutated solutions. Secondly, a probability vector is generated 
according to the fitness of each solution. This vector contains the probability that 
each solution in the population has of being explored by the onlooker bees. The 
best solutions have more probability of being chosen by this kind of bees. The 
onlooker bees will generate then new individuals by taking solutions from the 
population according to the probability vector previously created. The mutation 
method applied in line 6 to create new frequency plans will take the solutions ac-
cording to the probability vector created in line 5. Finally, the scout bee replaces 
the worst solution in the population by another one randomly generated (line 7). 
At the end of the process, when the time limit arises, the best solution is returned 
(line 9). 

4   The GA Algorithm 

The Genetic Algorithm (GA) [5] is probably the metaheuristic which has been 
most widely used in the bibliography. It provides very good results in a great vari-
ety of optimization problems. A brief description of the algorithm is shown in  
Algorithm 2. As we can see, our GA starts with the random generation of the 
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population (or frequency plans), so that all the TRXs of each individual are ran-
domly assigned with one of their valid frequencies (line 1). After that, a local 
search method specially adapted to improve the random frequency plans generated 
is applied over each single solution of the population (line 2). 
 

Algorithm 2 – Pseudo-code for GA 
1:   initialize (population) 
2:   population ← localSearch (population) 
3:   while (not time-limit) do 
4:        parents ← binaryTournament (population) 
5:        offspring ← uniformCrossover (parents) 
6:        offspring ← randomMutation (offspring) 
7:        offspring ← localSearch (offspring) 
8:        population ← updatePopulation (offspring) 
9:   endwhile 
10: return bestIndividual (population) 

 
Our GA uses binary tournament as selection scheme (line 4) to choose the par-

ents from which the offspring will be generated. This offspring will contain a cer-
tain number of solutions which will be used in the next generation if they improve 
the worst individuals within the current population. The algorithm applies then 
uniform crossover to each pair of parents in which every frequency of each TRX 
from the solution is chosen randomly from one of the two parents (line 5). The 
mutation operator used is the random mutation in which the frequencies of a set of 
randomly chosen TRXs of the solution are reassigned with a random valid fre-
quency. After the mutation, the same local search applied in line 2 is used to im-
prove the offspring fitness (line 7). Finally, with the new offspring, the population 
is updated (line 8) by replacing the worst individuals if the newly generated ones 
are better (lower FAP cost). This process will be repeated until the stop condition 
(a time limit in our case) of the algorithm is reached (line 3). Then, the best indi-
vidual in the population will be returned as final solution (line 10). 

5   The SS Algorithm 

We have published recently a study in which this metaheuristic has been thoroughly 
studied and adjusted to solve in the same conditions the same FAP as the proposed 
here. Please, consult reference [11] to extend the information given here. 

6   Experiments and Results 

We have performed a complete set of experiments with all the metaheuristics with 
the aim of optimizing the results obtained by each one when tackling a realistic 
FAP. For this reason, all tests have been performed using the real world instance 
described in section 2 (2612 TRX and only 18 available frequencies). Moreover, 
in order to provide the results with statistical confidence and study the behaviour 
of the algorithms within short and long periods of time, we have performed 30 in-
dependent executions for each experiment taking in consideration the results every  
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Fig. 1 Results evolution from 2 to 30 minutes for the 3 metaheuristics used 

two minutes (as we can see the evolution of both algorithms in Fig. 1). The results 
are given in function of the cost that a frequency plan is able to obtain (see section 
2.1). Thus, the smaller the value of the cost is, the better the frequency plan will 
be. Moreover, all the experiments have been limited to 30 minutes in order to 
fairly compare the results with other studies and to make possible to perform a 
great amount of tests in a reasonable period of time (some of them would take a 
lot of hours without time limitation). 

We will start with the explanation of the parameter adjustment of the GA. We 
have performed a great number of experiments in order to adjust this algorithm 
(section 4). We summarize here the most relevant ones, which are relative to the 
parameter adjustment. Concretely, we have done experiments to fix the population 
size (10, 20, 30, 40, 50, 100), the parents selection scheme (randomly, best par-
ents, best-random parents and binary tournament), the crossover operations per 
generation (1, 2, 3, 4, 6 and 8), and the mutation probability (from 0.01 to 0.4). 
Due to the limitation in the length of this contribution, we are forced to reduce the 
discussion about the parameter adjustment to the conclusions obtained after the 
complete statistical study performed. Therefore, the best set of parameter values, 
which provides the results shown in Fig. 1 and in Table 1 are the following: popu-
lation size = 30, uniform crossover with 6 crossover operations per generation, bi-
nary tournament as parent selection, mutation probability = 0.02. 

As occurred with the GA, the number of experiments which were run to adjust 
the ABC metaheuristics was also very large, but due to the page limit of this paper 
we are forced to summarize here the most representative experiments performed, 
which were related to the colony size (10, 20, 30, 40, 50, 100), the proportion of 
employed/onlookers bees (from 50% each to 10%-90% and 90%-10%), the num-
ber of scouts bees (from 0 to 20% of the colony size), and the mutation probability 
(from 0.01 to 0.8 –here the mutation operator is more important than in the GA, 
because in the ABC there is not crossover operator). After a complete statistical 
analysis of the results, we can conclude that the best configuration for the ABC 
method (section 3) to solve our realistic FAP (section 2) is: colony size = 30,  
 



Swarm Intelligence, Scatter Search and Genetic Algorithm  447
 

Table 1 Empirical results (in cost units) for different metaheuristics. The first 3 rows of the 
table correspond with the results obtained by the methods described in this paper. It is 
shown the best, average and standard deviation of 30 independent executions. 

 120 seconds 600 seconds 1800 seconds 

 Best Avg. Std. Best Avg. Std. Best Avg. Std 

SS 86169.4 88692.7 1124.9 84570.6 86843.8 950.5 84234.5 85767.6 686.3 

GA 88529.7 90586.8 1023.2 85253.6 86680.1 754.2 84994.9 85994.9 542.6 

ABC 90361.1 92383.8 1182.1 86463.5 88428.7 912.4 86045.8 87432.5 612.4 

ACO 90736.3 93439.5 1318.9 89946.3 92325.4 1092.8 89305.9 90649.9 727.5 

DE 92145.8 95414.2 1080.4 89386.4 90587.2 682.3 87845.9 89116.8 563.8 

LSHR 88543.0 92061.7 585.3 88031.0 89430.9 704.2 87743.0 88550.3 497.0 

GRASP 88857.4 91225.7 1197.2 87368.4 89369.6 1185.1 86908.4 88850.6 1075.2 

 
proportion of employed/onlooker bees = 20%-80%, number of scouts = 1, and 
mutation probability = 0.2. This parameter setting provides very good evolution in 
the results (such as we can see in Fig. 1) and nice frequency plans with reduce cost 
values (Table 1). Results are not the best ones, but they are very competitive, as 
will be discussed in the next section. 

Finally, the SS metaheuristic was also adjusted thoroughly to the FAP with a 
wide set of experiments. We encourage the interested reader to consult reference 
[11] to obtain a complete explanation about the study performed with SS algorithm 
when it is applied to solve the same real version of the FAP tackled here. 

7   Conclusions and Future Work 

In this work we have studied three different meta-heuristics (ABC, GA and SS) to 
solve a real-world version of the frequency assignment problem. All the experi-
ments have been performed using data from a real GSM network composed of 
2612 transceivers, only 18 available frequencies and the typical requirements and 
constrains of these kind of networks (section 2). The ABC algorithm was chosen 
because of its novelty and because it represented a different approach for solving 
our problem (based on swarm intelligence). On the other hand, we selected two ef-
fective metaheuristics (GA and SS) to compare the results with. In any case, after 
a complete parameter adjustment we can conclude that all the strategies give very 
good results. However, it is true that GA and SS algorithms obtain frequency 
plans which have more quality than the ABC metaheuristic. In fact, SS is the se-
quential strategy which obtains the best results published so far. Table 1 summa-
rizes the results obtained by our approaches and by other relevant methods that 
tackle the same problem as ours. As we can see, our results are very good, in fact, 
they beat other recent results obtained with other very different approaches (Ant 
Colony Optimization –ACO, Differential Evolution –DE, Local Search with  
Heuristic Restarts –LSHR, and Greedy randomized adaptive search procedure –
GRASP) using the same problem instance and measurements as ours [10-14].  
Future work includes the evaluation of the algorithms using additional real-world 
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instances and the use of parallel approaches to improve the quality of frequency 
plans obtained here. 
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Multi-Join Query Optimization Using the Bees 
Algorithm 

Mohammad Alamery, Ahmad Faraahi, H. Haj Seyyed Javadi,  
Sadegh Nourossana, and Hossein Erfani * 

Abstract. Multi-join query optimization is an important technique for designing 
and implementing database management system. It is a crucial factor that affects 
the capability of database. This paper proposes a Bees algorithm that simulates the 
foraging behavior of honey bee swarm to solve Multi-join query optimization 
problem. The performance of the Bees algorithm and Ant Colony Optimization 
algorithm are compared with respect to computational time and the simulation re-
sult indicates that Bees algorithm is more effective and efficient.  

Keywords: Bees algorithm, Database Management System, Multi-join,  
optimization.  

1   Introduction  

One of difficulties in relational database management system (RDBMS) which has 
been solved faultily is multi-join query optimization (MJQO). In traditional appli-
cations of RDBMS, the number of join N involved by a single query is relatively 
small, Usually, N<10. With the expansion of the database application areas, the 
traditional query optimization technology cannot support some of the latest data-
base applications. Such as, applications of decision support system (DSS), OLAP 
and data mining (DM), which may produce a query including more than 100 joins. 
In this condition, the shortfall of the traditional query optimization technology is 
exposed gradually. Therefore, it is necessary to explore new technology to solve 
MJQO problem.  
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MJQO is an NP hard problem [1]. With the increase of join number, the num-
ber of query execution plan (QEP) corresponding to a query grows exponentially, 
which lead to computational complexity of MJQO problem is very large. Re-
cently, solving the problem with heuristic algorithm becomes a hotspot. Such as, 
ACO [1], Greedy Algorithm [2], GA [3], AB [4], etc. Several approaches have 
been proposed to model the specific intelligent behaviors of honey bee swarms 
and applied for solving combinatorial type problems [5–9]. In this paper, Bees al-
gorithm was adopted to solve the problem MJQO. 

2   Description for Multi-Join Query Optimization Problem  

The process of RDBMS managing user query is as follows: After receiving query 
submitted by users, query parser checks syntax, verifies relations, translates the 
query into its internal form. It is usually translated into relational algebra expres-
sion, which can be denoted as query syntax tree. A relational algebra expression 
may have many equivalent expressions, so it also corresponds to many equivalent 
query syntax trees.  

Then, query optimizer selects appropriate physical method to implement each 
relational algebra operation and finally generate query execution plan (QEP). The 
QEP consists of the order in which the operations in a query are to be processed, 
and the physical method to be used to process each operation. Amongst all equiva-
lents QEP, query optimizer chooses the one with lowest cost output to the query-
execution engine, then, the query-execution engine takes the QEP, executes  
that plan, and returns the answers to user. The process is depicted in Fig 1. This 
paper is to study how to make query optimizer select a QEP with lower cost in 
shorter time. 

 

query
output

query relational-algebra
expression

execution plan

parser and
translator

optimizer

evaluation
engine

statistics
about datadata  

 
Fig. 1 Process of query execution 
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After being implemented optimizing operation of pushing down the select  
operation and project operation, one query that include project, select and join op-
erations will transform to relational algebra expression constituted by N join op-
erations which can be denoted as join tree. An example multiple query Q include 
A, B, C, D, E five relations, which can be denoted as three kinds of join tree 
shown in Fig 2: (a) left-deep tree (b) bushy tree (c) right-deep tree. The leaf nodes 
are relations constituting query Q and the internal nodes express join operation 
and intermediate results. Executive order is bottom-up execution. The different 
order of N join and the different physical methods selected to implement join op-
eration lead to the cost of join trees have great differences. Assume that each join 
operations are implemented by the same physical method; Multi-join query opti-
mization problem is simplified as setting a good join order, making the join tree 
has the lowest cost. Hence, tree in the left linear space can take full advantage of 
the index, and often contain the best strategy or the strategy whose cost is similar 
to the best strategy at least, therefore, consider left linear space as a search space.  
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Fig. 2 Three Kinds of join tree 

 
In order to reduce the search space furthermore, avoiding the emergence of 

Cartesian product often is considered as constraint of the issue. An example mul-
tiple join query Q include A, B, C, D, E five relations. The attributes associating 
between five relations which are founded from statistical information of the data-
base catalog, could be denoted as a query graph G= (V, E), shown as Figure 3. 
Nodes in query graph are relations and an edge connecting two relations, indicates 
attributes associating between two relations.  

 

 

Fig. 3 Query graph 
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Fig. 4 Two join trees 

 

Q1 and Q2 are two join trees in the left linear space of query Q, depicted in 
Figure 4. Taking into account the "avoiding Cartesian product" restrictive condi-
tions, Q1 do not accord with the restrictive conditions and Q1 is invalid join tree; 
Q2 do accord with the restrictive conditions and Q2 is valid join tree.  

Each relation in query graph corresponds to a set of parameters given by:  

n(r) : Tuples number of relation r 
V(C,r) : Number of distinct values for attribute C in relation r 

In this paper, a simple model of the estimated cost is used, which applied in [1], 
based on two assumptions:  Firstly, attribute values in symmetrical distribution. 
Secondly, the sum of the tuples number about intermediate results decides the cost 
of QEP. For example, t = r join s, C is public attribute over r, s. Then, n(t) and 
V(A,t) are defined by the following formulas: 
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Assume that there are N relations in a join tree; the cost of QEP is the sum of the 
tuples number of internal nodes ti in join tree. n(ti)is number of tuples about inter-
mediate result  ti . For a query Q, Z is collection of all the possible QEP corre-
sponding to Q. Each member z in collection Z has query execution cost --- Cost(z) , 
then, Z0  meeting Cost(Z0)≈ min

z Z∈
Cost(z)  should be found. 
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3   Bees Algorithm for MJQO Problem 

3.1   Bees Algorithm 

The foraging bees are classified into three categories; employed bees, onlookers 
and scout bees [10]. All bees that are currently exploiting a food source are known 
as employed. The employed bees exploit the food source and they carry the infor-
mation about food source back to the hive and share this information with onlooker 
bees. Onlookers bees are waiting in the hive for the information to be shared by the 
employed bees about their discovered food sources and scouts bees will always be 
searching for new food sources near the hive. Employed bees share information 
about food sources by dancing in the designated dance area inside the hive. The na-
ture of dance is proportional to the nectar content of food source just exploited by 
the dancing bee. Onlooker bees watch the dance and choose a food source accord-
ing to the probability proportional to the quality of that food source. Therefore, 
good food sources attract more onlooker bees compared to bad ones. Whenever a 
food source is exploited fully, all the employed bees associated with it abandon the 
food source, and become scout. Scout bees can be visualized as performing the job 
of exploration, whereas employed and onlooker bees can be visualized as perform-
ing the job of exploitation. In the Bees algorithm [11], each food source is a possi-
ble solution for the problem under consideration and the nectar amount of a food 
source represents the quality of the solution represented by the fitness value. The 
number of food sources is same as the number of employed bees and there is ex-
actly one employed bee for every food source. This algorithm starts by associating 
all employed bees with randomly generated food sources (solution). In each itera-
tion, every employed bee determines a food source in the neighborhood of its  
current food source and evaluates its nectar amount (fitness). The ith   food source 
position is represented as Xi = (xi1, xi2, . . . , xid) . F(Xi) refers to the nectar amount 
of the food source located at Xi. After watching the dancing of employed bees, an 
onlooker bee goes to the region of food source at Xi by the probability pi defined as 

1

( )

( )
i

i S

kk

F X
p

F X
=

=
∑

    (3.1) 

where S is total number of food sources. The onlooker finds a neighborhood food 
source in the vicinity of Xi by using 

Xi(t+1) = Xi(t)+δij*u   (3.2) 

where δij is the neighborhood patch size for  jth   dimension of   ith   food source 
defined as δij = xij - xkj                      (3.3) 

where k is a random number ∈(1, 2, . . . ; S) and k≠i, u is random uniform variate ∈[-1, 1]. If its new fitness value is better than the best fitness value achieved so 
far, then the bee moves to this new food source abandoning the old one, otherwise 
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it remains in it sold food source. When all employed bees have finished this proc-
ess, they share the fitness information with the onlookers, each of which selects a 
food source according to probability given in Eq.(3.1). With this scheme, good 
food sources will get more onlookers than the bad ones. Each bee will search for 
better food source around neighborhood patch for a certain number of cycle(limit), 
and if the fitness value will not improve then that bee becomes scout bee. 

3.2   Pseudo Code for Bees Algorithm  

1: Initialize 
2: REPEAT.  
3: Move the employed bees onto their food source and evaluate the fitness 
4: Move the onlookers onto the food source and evaluate their fitness 
5: Move the scouts for searching new food source 
6: Memorize the best food source found so far 
7: UNTIL (termination criteria satisfied) 

3.3   Foraging (Neighborhood Search) 

Each preferred path which a bee takes is a complete QEP which passes contains 
all relations. So each relation is connected to other relations who are called nearby 
neighborhoods of this relation. 

The decision of each bee for changing these nearby neighborhoods results in 
the invention of new QEP which are considered as neighborhood QEP of the pre-
ferred path. 

In the suggestive model of the neighborhood search, each bee tries to follow its 
own preferred path with the probability ω, and with the probability (1-ω) tries to 
make better paths by changing the nearby neighborhoods of its preferred path rela-
tion. The value of ω is calculated by Eq.(3.4). 

Problem Size - Search range

Problem Size
ω ⋅ ⋅

⋅
=     (3.4) 

Where Problem size is the number of all relations of the problem, and Search 
range is a positive parameter which identifies the extension of the neighborhood 
searching area. 

This way, each bee begins to make a new QEP. It will be randomly located in a 
relation and selects the next relation by following the below rules: 

(a) When a bee has decided to follow its preferred path, and none of the nearby 
neighborhoods have been visited. In this case it will choose one of them randomly 
and moves to it. 
(b) When a bee has decided to follow its preferred path, but there is only one 
nearby neighborhood unvisited. So it will move to this unvisited relation. 
(c) When a bee has decided to follow its preferred path, but all of the nearby 
neighborhoods have been already visited. In this case the bee will select the next 
relation based on the probability function (3.5). 
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Where I (i , j ) is the probability with which the bee moves from relation i to j ,  
h(i , j ) the distance between i and j relation, b positive parameter, whose values 
determine the relative importance of memory versus heuristic information, n the 
number of relations, and l a list of all the visited relations so far. 
(d) When a bee has decided not to follow its preferred path and choose a new 
nearby neighborhood, in this case it will do the same as in rule c. 

4   Experimental Results  

In order to illustrate the effect of Bees-MJQO in solving this problem, experi-
ments have been implemented on computer with Pentium4 2.93G + 1024  
 

Table 1 Algorithmic parameters. 
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Fig. 5 Comparison of execution time 
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RAM + Windows XP Pro. A database including 50 relations that have attributes 
association with each other has been used as test data. ACO [1] and Bees are used 
to solve this problem respectively.  

As is shown in Fig. 5, number of relations corresponding to query Q is taken as 
X-axis and time for generating optimal solution—query execution plan is taken as 
Y-axis. The simulation results show that Bees finds optimum solutions more ef-
fectively in time than ACO. The figure indicates ACO algorithm spends more 
time than Bees algorithms on finding optimal solution especially with the in-
censement of relation number.  

5   Conclusions  

MJQO problem is hotspot in database research field. A good optimization  
algorithm not only can improve the efficiency of queries but also reduce query 
execution costs. In this paper, the Bees algorithm, which is a new, simple and ro-
bust optimization algorithm, was proposed to solve the problem of MJQO. The 
performance of the proposed algorithm is compared with the ACO algorithm. The 
results reveal that Bees algorithms converge faster compared to ACO algorithm 
for this problem.  

The simulation results show that Bees Algorithm finds optimum solutions more 
effectively in time than ACO especially with the incensement of relation number.  
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Towards an Adaptive Integration Trigger

Vicente Garcı́a-Dı́az, B. Cristina Pelayo G-Bustelo,
Oscar Sanjuán-Martı́nez, and Juan Manuel Cueva Lovelle

Abstract. Continuous integration in software development is a practice recom-
mended by the most important development methodologies. It promises many
advantages such as early detection of bugs. An important element of continuous in-
tegration, although largely forgotten by the scientific literature, is the trigger, which
initiates the process of building software from development sources. This paper dis-
cusses the possibility of improving this software component and opens the way for
research that could be applied to other computer-related fields. To this end, we have
implemented a prototype that shows for a case study, the results obtained when us-
ing existing triggers.

Keywords: Continuous Integration, Adaptive, Trigger, Optimize.

1 Introduction

Continuous Integration (CI) is a practice recommended by many software method-
ologies. So, it was picked as one of the 12 original practices of the Extreme Program-
ming (XP) [1] and it is part of the recommendations of the Unified Process (UP) [2].
There are many advantages of its use, among which can be highlighted: risk reduc-
tion, bugs deletion, more accurate estimates or lower costs. Works such as Fleischer
[3] reveal the importance as well as the improvement achieved by those who use
it. Moreover, CI serves as a member of the development team which is responsible
for monitoring the source code, compiling each change, testing construction and
notifying the responsible any problems that occurred during the process [4].

The construction of artifacts step begins when one of the triggers, configured
with the CI tool, determines it under a certain condition. However, the motivation
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for this work is the lack of automatic triggers to reduce the workload of developers
and at the same time to optimize the software integration.

The aim of this paper is to show the need for a trigger that minimizes the num-
ber of times that launches the construction of software without any changes in the
software repository while minimizing the time that software in the repositories is
not built. In fulfilling this objective, we achieve reducing the load on source control
systems caused by the polling for modifications performed by other triggers and in-
tegrating software frequently, that is one of the practices recommended by Fowler
[5] to reduce the risk as much as possible in software development.

There are several features that the proposed adaptive software should has: 1-
machine learning, without requiring training; 2- evolution of knowledge throughout
the entire process, i.e. what the algorithm knows as true may become false and vice
versa; 3- ability to know if it makes a mistake, making a waste of resources, which
are limited.

The remainder of this paper is structured as follows: In Section 2 we presented
a brief related state of the art. In Section 3 we discussed the case study. Finally, in
Section 4 we indicated our conclusions and future work to be done.

2 State of the Art

It should be noted that there are still few scientific studies related to CI such as
Holck and Jorgensen [6]. Therefore, works focused on the triggers of CI tools are
practically nonexistent. But even so, there are a variety of triggers that do not require
manual intervention to be executed. Some of the best known are:

• Dependency trigger. It is used to run each build after another on which it depends.
• Interval trigger. It is used to run a build each a specified time interval after the

last cycle of integration.
• Multiple trigger. It is used to simultaneously run multiple builds.
• Schedule trigger. It is used to specify days of the week and time in which it will

run the build phase.
• Startup trigger. It is used to run the build whenever the CI tool starts.
• Url trigger. It is used to run the build whenever a Url changes. To this end, a

check is made each time interval. Thus avoiding any increase in load, which on
version control systems, can cause interval triggers.

3 Case Study

To show the problem to be solved, a study has been carried out for a month in
a course project carried out by 4 people who work Monday through Friday from
8:30 to 15:30 (they also work Tuesday and Wednesday from 18:00 to 20:00). Keep
in mind that during this month there are 4 weekends and a holiday Wednesday.
To obtain the results shown below, we have built a prototype used to simulate the
process. The study reveals that the development team has made 60 changes to the
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repository governed by the version control system. Thus, a hypothetical optimal and
automatic trigger would only have to make 60 attempts to build software sources,
doing it instantly, after changes made by developers. That way, it would save CPU
cycles and software would be integrated as early as possible.

Using currently available technologies in continuous integration tools, we have
used interval triggers with a filter that allows work only in business hours (each 5,
15, 30, 45, 60, 75, 90, 105, 120, 240, 360 minutes). We have done the same with
schedule triggers used in working hours (at 8:30, 15:30, 15:30, 20:00 hours)1.

1 Some people have worked overtime for several days, making changes in the repository
after the time when the trigger runs.
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Configurations that best fit, i.e., those that best suit the number of actual modifi-
cations made, are those planned and those that are performed each, at least, 2 hours
(Fig. 1). However, in contrast, interval triggers every 15 and 30 minutes are with
which the software is less time without being integrated, helping to prevent errors
as soon as possible (Fig. 2).

4 Conclusions and Future Work

It has been shown a case study that suggests that the current triggers algorithms that
behave well in relation to the number of buildings started, behave badly in relation
to the time they leave without being integrated. That is because the algorithms can
not know in advance when the developers will make changes to the repository. The
developers themselves could be responsible for starting the integration process but
this would require a manual or an ad-hoc adaptation of each version control system,
which is not desired.

Future work will focus on, using machine learning techniques [7], proposing an
algorithm that evolves according to the habits of each development team, looking for
an optimization of the parameters mentioned. Note that although this work focus on
continuous integration triggers, the purpose goes beyond. Therefore, we believe that
the interesting aspect of this work is that the precise nature of the problem addressed
makes the lessons learned could be applied in very different disciplines like video
games, home automation, robotics, etc.
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Multi-Objective Evolutionary Algorithms Used
in Greenhouse Planning for Recycling Biomass
into Energy

A.L. Márquez, C. Gil, F. Manzano-Agugliaro, F.G. Montoya,
A. Fernández, and R. Baños

Abstract. Advanced parallel Multi-Objective Evolutionary Algorithms (MOEA)
have been used in order to solve a wide array of problems, including the planning
of greenhouse crops. This paper shows the application of MOEA using the Island
Parallel Model to solve a problem involving greenhouse crop planning in order to
maximize profits and the production of biomass while reducing economic risks. The
interest in maximizing biomass waste lies in the possibility of recycling it into heat
and energy.

Keywords: multi-objective, optimization, island parallel model, greenhouse, crop
planning.

1 Introduction

The planning of greenhouse crops constitutes an interesting problem involving sev-
eral objectives is the planning of greenhouse crop surfaces. The greenhouse-covered
area in southeast Spain is mainly used to grow vegetables, such as tomato, pepper,
melon... This production system has undergone intensive development and is there-
fore highly profitable [8], but at the same time it produces a negative impact on
the area, due to the residues generated and waste byproducts such as plant biomass,
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which needs to be removed at the end of its life cycle. Leaving the biomass untreated
is a risk factor that increases not only the likelihood of developing diseases for the
crops, but also the contamination of surface waters and aquifers as it decomposes.

One desirable way to get rid of these waste byproducts is the gasification of
the organic matter, a partial oxidation of the biomass at high temperatures, which
provides heat and/or electricity. Its main advantages are that it needs a lower amount
of biomass to work, it produces less contamination, and it can be easily connected
to electrical networks.

While recycling biomass into energy is very interesting, it is important to not
forget the real interests of greenhouse owners, namely increasing profits (Gross
Margin) while reducing market risks, which could lead to reduce profit or even
economical losses.

This paper aims to maximize benefits by means of careful planning and reducing
market risks, while also selecting crops that produce a higher amount of biomass to
transform into energy.

2 Concepts in Multi-Objective Optimization

The use of Multi-Objective Optimization as a tool to solve Multi-Objective Prob-
lems (MOP) implies explaining some key concepts that are of invaluable impor-
tance. Without them it would be inaccurate to describe what a good approximation
to the Pareto Front is, in terms of criteria such as closeness to the Pareto set, diver-
sity, etc [5, 3, 13].

Multi-Objective Optimization is the exploration of one or more decision variables
belonging to the function space, which simultaneously satisfy all constraints to op-
timize an objective function vector that maps the decision variables to two or more
objectives.

minimize/maximize( fk(s)),∀k ∈ [1,K] (1)

Each decision vector s={(s1, s2, .., sm)} represents accurate numerical qualities
for a MOP. The set of all decision vectors constitutes the decision space. The set of
decision vectors that simultaneously satisfies all the constraints is called feasible set
(F). The objective function vector ( f ) maps the decision vectors from the decision
space into a K-dimensional objective space Z∈ℜK, z= f (s), f (s)={ f 1(s), f 2(s),...,
f K(s)}, z∈Z, s∈F.

In order to be able to compare the solutions of a given MOP with K≥2 objectives,
instead of giving a scalar value to each solution, a partial order is defined according
to Pareto-dominance relations, as detailed below.

Order relation between decision vectors: Let s and s’ be two decision vectors.
The dominance relations in a minimization problem are:



MOEA Used in Greenhouse Planning for Recycling Biomass into Energy 465

{
s dominates s′ (s ≺ s′) i f f

fk(s) < fk(s′)∧ f ′k(s) �> f ′k(s
′), ∀k′ �= k ∈ [1,K]

(2)

{
s, s′ are incomparable (s ∼ s′) i f f

fk(s) < fk(s′)∧ f ′k(s) > f ′k(s
′), k′ �= k ∈ [1,K]

(3)

Pareto-optimal solution: A solution s is called Pareto-optimal if there is no other
s’∈F, such that f (s’)< f (s). All the Pareto-optimal solutions define the Pareto-
optimal set, also called Pareto Front.

Non-dominated solution: A solution s∈F is non-dominated with respect to a set
S′∈F if and only if � ∃s’∈S′, verifying that s′≺s.

To summarize these definitions, figure 1 shows the Pareto-dominance concept
for a MOP with two objectives (maximizing f1 and minimizing f2). The filled cir-
cles represent non-dominated solutions, while the non-filled ones are dominated or
indifferent solutions. Figure 1(a) shows the location of several solutions in regard
to the Pareto Front, while figure 1(b) shows the relative distribution of the solutions
in reference to a certain solution s. There exist solutions that are worse (in both ob-
jectives) than s, better (in both objectives) than s, and incomparable (better in one
objective and worse in the other).

Obtaining a wide and evenly distributed Pareto Front is also of key importance
because such a set of solutions is more useful for the decision making process.
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Fig. 1 Pareto-dominance relations in a two-objective problem

3 Multi-Objective Evolutionary Algorithms

The following MOEAs have been used to perform the experiments needed to gather
the data used in this paper:

• NSGA-II, Non-dominated Sorting Genetic Algorithm II [6]
• SPEA2, Strength Pareto Evolutionary Algorithm [15]
• PESA, Pareto Envelope-based Selection Algorithm [4]
• msPESA, Mixed Spreading PESA [7]
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4 Island Parallel Model

Parallelization of single/multi-objective optimization algorithms has long been of
interest to researchers [12, 1]. The Island Parallel Model is highly effective in paral-
lelizing the problem in order to obtain better results without a significant penaliza-
tion in run time.

Island paradigm parallel MOEAs are based on the phenomenon of natural pop-
ulations evolving in relative isolation, such as those that might occur within some
ocean island chain with limited migration. The population is divided into a few sub-
populations or islands, and each one evolves separately on different processors. On
each island the population is free to converge towards a different optimum. The ex-
change of information between islands is possible via a migration operation. The
island parallel model has often been reported to display better search performance
[14], in terms of solution quality, than serial population models.

The topology is often based on logical or physical geometric structures such as
rings, meshes, etc [12]. The chosen implementation of the geometry for the experi-
ments performed on this paper is a ring, where 5 solutions of the Nth island travel to
the (N −1)th island, while the other 5 migrate to the (N + 1)th island.

The migration operation allows that otherwise unrelated and isolated MOEAs can
share their most promising subjects with other MOEAs in their whereabouts. This
is usually done after a certain number of generations or subject evaluations has been
performed. The aim of this operation is to avoid one or more of the independent
MOEAs getting stuck on local minima.

By evolving populations that flourish under one set of objectives and then mi-
grating them to a nearby MOEA which is optimizing a different set of objectives for
the same problem, these migrated solutions will bring genetic information that has
been evolving, so the characteristics that perform well under one set of objectives
will be brought into the solution pool of the MOEA they migrate to. This means that
different islands will be exploring different search spaces.

5 Optimizing Crop Distribution: Problem and Objectives

The province of Almerı́a (south-eastern Spain) is home to approximately 30,000ha
of intensive crops, with an estimated production of 3 · 109 kg of produce at an ap-
proximate value of 1,384 ·106e Pepper (Pe), tomato (T), green beans (GB), cucum-
ber (Cu), courgette (Co), watermelon (W) and melon (M) account for 80% of total
produce [8, 9]. The distribution of greenhouse crop surfaces changes every year,
with the seven main crop varieties mentioned above combined in sixteen vegetable
crop alternatives that are the object of this study.

The data fed to the solver has been obtained from an accountancy tracking of
46 and 49 greenhouses in two recent years. With this information the Gross Margin
(GM) for each crop option and each year can be obtained. Therefore, the prob-
lem to solve has sixteen variables, represented as an array of floating point values,
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each one of them corresponding to the surface for every one of the sixteen crop
alternatives[10]. There are three main objectives to optimize:

Maximizing Profit: To do this, the gross margin (GM) is maximized for the vari-
ous options proposed:

GM =
n

∑
i=1

(GMi ·Xi) (4)

Where GMi is the gross margin of option i per surface area unit (e/m2) and Xi is
the surface area that the crop alternative covers.

Minimizing Risk: To calculate market risks, the variance and covariance matrix
is used for the gross margins of the different crop options, based on market
data [10].

R = Xi[cov]Xi (5)

Maximizing Biomass production: The total biomass (Bm) is the volume of or-
ganic matter produced by the individual average biomass waste Bmi that each
one of the crops generates per surface area (m3/m2).

Bm =
n

∑
i=1

(Bmi ·Xi) (6)

There are also two constraints to be taken into account:

• The total surface area is limited to 2.5ha, which is the average greenhouse sur-
face, so in the simulation the sixteen crop alternatives would spread over it.

n

∑
i=1

Xi = 25,000m2 (7)

• The maximum surface area for a certain crop should never be higher than 40%
of the total surface, because it would flood the market, leading to a major drop in
prices.

6 Evolutionary Operations

A floating point numerical representation has been chosen for each of the sixteen
variables, because it is the most natural representation for this problem.

Mutation. Changes up to ±25% of the initial value of every problem variable.
Crossover. The procedures use a multipoint chromosome crossover.
Chromosome repair procedure. It normalizes the total surface area represented by

each of the variables to a fixed area of 2.5ha by calculating the total of each of
the seven crops, to check that none accounts for over 40% of the total.
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Fig. 2 Three simultaneous objectives; Gross Margin, Risk and Biomass.

7 Experimental Results

To determine which Pareto surface is the best one, the following metric has been
used to compare their quality:

Coverage of two sets (C):[16] Let X ,X ′ be two solution sets. Function C maps
the sorted pair X ,X ′ to the interval [0,1] (see equation 8). The value C(X ,X ′) = 1
means that all the points (solutions) in X ′ are dominated or indifferent to the points
of X . The opposite value, C(X ,X ′) = 0 means that no point in X ′ is covered by any
other point in set X . It is important to note that both C(X ,X ′) and C(X ′,X) have to
be considered because they are not complementary values, nor are they necessarily
equal. For instance, if X dominates X ′ then C(X ,X ′) = 1 and C(X ′,X) = 0, but if
X is indifferent to X ′, and X ′ is also indifferent to X , then the Coverage would be
C(X ,X ′) = 1 and C(X ′,X) = 1.

C(X ,X ′) :=
|a′ ∈ X ′;∃a ∈ X : a ≺ a′|

|X ′| (8)

These are the chosen experimental parameters:

Number of Evaluations. 30,000 evaluations on each island.
Migration Rate. Migrate solutions between islands each 1000 evaluations.
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Table 1 Coverage Metric for the experiments performed (Algorithm, number of islands)

msPESA,
8

msPESA,
16

NSGAII,
8

NSGAII,
16

PESA,
8

PESA,
16

SPEA2,
8

SPEA2,
16

msPESA, 8 0.03 0.00 0.00 0.63 0.51 0.00 0.01
msPESA, 16 0.52 0.00 0.00 0.72 0.61 0.00 0.01

NSGAII, 8 0.54 0.52 0.08 0.60 0.60 0.14 0.16
NSGAII, 16 0.55 0.52 0.17 0.62 0.61 0.13 0.18
PESA, 8 0.28 0.09 0.00 0.00 0.04 0.01 0.14
PESA, 16 0.44 0.21 0.01 0.00 0.27 0.03 0.19
SPEA2, 8 0.48 0.46 0.25 0.17 0.55 0.54 0.16
SPEA2, 16 0.55 0.52 0.28 0.20 0.63 0.61 0.18

Number of Islands. 4, 8 and 16 Islands, the odd islands optimizing Risk and GM,
while even islands run Biomass production and GM as target objectives.

Crossover/Mutation probabilities. There is a 90% probability for the crossover
operation, while the mutation operation has a probability of 10%.

In figure 2, the economic risks are never 0 the graphs only show that the risk is much
smaller [10] compared to the high-risk crop configurations.

8 Conclusions

Table 1 shows that there are improvements in coverage as the number of islands in-
creases. This shows that the algorithms have been able to find a good approximation
to the Pareto Front of this problem. Due to the high amount of indifferent solutions,
the experiments do not show a clear winner between the different options, though
SPEA2 and NSGA-II show a better coverage.

With the data obtained from the simulations, and as figure 2 shows, the crop
configurations that show a greater increase in biomass production are also the ones
with higher economic risk, while the gross margin they produce is also reduced in
comparison with other configurations that produce a lower amount of biomass.

The present paper present a novel use of MOEAs to solve the crop planning
problem, which constitutes a step forward since weighted goal programming using
utility functions has been clasically used as a methodology for the analysis and sim-
ulation of agricultural systems [11, 2], usually ignoring the multi-objective nature
of the problem.
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Parallel Hyperheuristics for the
Antenna Positioning Problem

Carlos Segura, Yanira González, Gara Miranda, and Coromoto León

Abstract. Antenna Positioning Problem (APP) is an NP-Complete Optimisation
Problem which arises in the telecommunication field. It consists in identifying the
infrastructures required to establish a wireless network. Several objectives must be
considered when tackling APP and multi-objective evolutionary algorithms have
been successfully applied to solve it. However, they required a deep analysis, and
a correct parameterisation in order to obtain high quality solutions. In this work,
a parallel hyperheuristic island-based model approach is presented. Several hyper-
heuristic scoring strategies are tested. Results show the advantages of the parallel
hyperheuristic. On one hand, the testing of each sequential configuration can be
avoided. On the other hand, it speeds up the attainment of high-quality solutions
even when compared with the best sequential approaches.

Keywords: Parallel Hyperheuristics, Antenna Positioning Problem, Multi-Objective
Evolutionary Algorithms.

1 Introduction

The Antenna Positioning Problem (APP) is one of the main problems which arises
in the engineering of mobile telecommunication networks [8]. APP solves the posi-
tioning of Base Stations (BS) or antennas on potential sites, in order to fulfil some
objectives and constraints. It plays a major role in various engineering, industrial,
and scientific applications because its outcome usually affects cost, profit, and other
business performance metrics. APP is also referred in the literature as Radio Net-
work Design (RND) and Base Station Transmitters Location Problem (BST-L). It
has been shown to be an NP-complete problem [6].
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Several objectives can be considered when tackling APP. Most typical considered
objectives are: minimise the number of antennas, maximise the quality of service,
and/or maximise the covered area. Most of the proposals for APP in the literature
are mono-objective [7]. In such cases, several objectives are integrated into a fitness
function. In [11] some objectives are translated into constraints. In [9, 10] several
objectives are considered simultaneously and multi-objective strategies are applied.
The main advantage of multi-objective approaches is the improvement in the diver-
sity of the obtained solutions. In this paper we address a multi-objective definition
of APP [9].

Many strategies have been applied to the mono-objective and multi-objective
APP. In [11] ad-hoc heuristics were used. In [12] ad-hoc heuristics were integrated
into a Tabu Search based algorithm. The aforementioned strategies use problem-
dependent information, so it is difficult to adapt them to other definitions of the
problem. Metaheuristics can be considered as high-level strategies that guide a set
of simpler heuristic techniques in the search of an optimum. They are more gen-
eral than ad-hoc heuristics. In [6] several metaheuristics were applied to the mono-
objective canonical formulation of APP and they were extensively compared. In [1]
the same definition of APP is solved by means of genetic algorithms. APP has also
been solved by incorporating problem-dependent mutation operators [14] inside
an evolutionary approach. In [9] several Multi-Objective Evolutionary Algorithms
(MOEAs) and operators were successfully applied to the here considered APP for-
mulation. MOEAs were able to achieve high quality solutions. However, two main-
drawbacks were identified. On one hand, comparisons with the best mono-objective
approaches show that there exists some room for improvement. On the other hand,
it was necessary to perform a deep analysis of the evolutionary operators and its
parameterisations, in order to obtain high quality solutions.

Several studies have been performed in order to reduce the execution time and
the resource expenditure when using evolutionary approaches. These studies natu-
rally lead to its parallelisation.Several models of Parallel Evolutionary Algorithms
(PEAs) have been designed. PEAs can be classified [2] in four major computational
paradigms: master-slave, island-based, diffusion or cellular, and hybrid paradigm.
These evolutionary approaches are proved effectively solving problems, but they
are often time and domain knowledge intensive. The heavy dependence on prob-
lem specific knowledge affects their reusability. In order to provide a reusable and
robust approach, applicable to a wide range of problems and instances, authors pro-
posed hyperheuristics island based-models [5]. This model combines the operation
of an island-based scheme with the hyperheuristic approach to manage the choice
of which lower-level metaheuristics should be applied at any given time, depending
upon the characteristics of the algorithm, problem, and instance itself.

The proposal presented here lies on the application of the parallel hyperheuristic
island-based model using the algorithms proposed in [9] as low-level metaheuristics.
Our present work has three main aims:

• Avoid the requeriment of manually testing several evolutionary approaches.
• Improve the quality of the solutions achieved for a real-world instance.
• Analyse the benefits and drawbacks of several hyperheuristic scoring strategies.



Parallel Hyperheuristics for the Antenna Positioning Problem 473

The remaining content is structured in the following way: the mathematical
formation of the multi-objective APP is given in Section 2. Section 3 is devoted to
describe the hyperheurstic island-based model and the applied low-level metaheuris-
tics. The computational study is presented in section 4. Finally, the conclusions and
some lines of future work are given in section 5.

2 Mathematical Formulation

APP is defined as the problem of identifying the infrastructures required to establish
a wireless network into a geographical area G. The geographical area is discretised
into a finite number of locations. Tamx and Tamy are the number of vertical and hor-
izontal considered subdivisions, respectively. They are selected by communications
experts, depending on several characteristics of the region and transmitters.

The considered mathematical formulation [9] derives from the mono-objective
one proposed in [1, 14]. Specifically, it comprises the maximisation of the coverage
of a given geographical area while minimising the BS deployment. Thus, it is an in-
trinsically multiobjective problem. In our definition of APP, BS can only be located
in a set of potential locations. U is the set of locations where BS can be deployed:
U = {(x1,y1),(x2,y2), ...,(xn,yn)}. Location i is referred using the notationU [i]. The
x and y coordinates of location i are named U [i]x and U [i]y, respectively. The region
irradiated by a BS is called a cell. When a BS is located in position i its corresponding
cell (C[i]) is covered. In our definition we use the canonical APP problem formula-
tion, i.e., an isotropic radiating model is considered. The set P determines the lo-
cations covered by a BS: P = {(Δx1,Δy1),(Δx2,Δy2), ...,(Δxm,Δym)}. Thus, when
BS i is deployed, the covered locations are given by the next set: C[i] = {(U [i]x +
Δx1,U [i]y + Δy1),(U [i]x + Δx2,U [i]y + Δy2), ...,(U [i]x + Δxm,U [i]y + Δym)}.

Being B = [b0,b1, ...,bn] the binary vector which determines the deployed BS,
APP is defined as the MOP given by the next two objectives:

Minimize f1 = ∑n
i=0 bi

Maximize f2 = ∑Tamx
i=0 ∑Tamy

j=0 covered(i, j)
where:

covered(x,y) =
{

1 If ∃ i/{(bi = 1) ∧ ((x,y) ∈C[i])}
0 Otherwise

3 Hyperheuristics Island-Based Model

Island-based models divide the population into a number of independent subpopu-
lations. Each subpopulation is associated to an island and a heuristic configuration
is executed over it. A configuration is constituted by an optimisation algorithm and
its parameterisation. Usually, each available processor constitutes an island which
evolves in isolation for the majority of the parallel run. Occasionally, some solutions
can be transferred among islands following a migration scheme. Usually, it is diffi-
cult to know a priori which configurations are suitable to solve a problem. Therefore,
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a previous analysis must be performed in order to successfully apply island-based
schemes. Hyperheuristics have been integrated with island-based models in order to
avoid such a step [5]. The hyperheuristic manages the choice of which lower-level
configuration is executed on each island at each optimisation stage with the aim of
granting more resources to the most promising configurations.

The hybrid model is constituted by a set of slave islands that evolve in isolation.
A tunable migration scheme allows the exchange of solutions among neighbour
islands. Moreover, a new special island is introduced into the scheme. That island
is in charge of applying the hyperheuristic principles. In the proposed model local
stop criteria are fixed for the island executions. When an island local stop criterion is
reached, such an island is stopped. Based on the achieved results,a score is assigned
to the corresponding configuration. Then, a selection strategy is applied in order to
select the next configuration that should be executed on the idle island.

Two different hyperheuristics, following the same scheme, have been considered.
First, a scoring strategy is applied in order to evaluate the suitability of each config-
uration. Then, a probability-based selection scheme [13] is applied. The parameter
β represents the minimum selection probability of each configuration. Thus, being
nh the number of low level heuristics, a random selection is performed in β ∗ nh

percentage of the cases. In the first hyperheuristic, HH Imp, the score assigned to
each configuration is an estimation of the hypervolume improvement that each con-
figuration can achieve, when breaking from the current solution. In order to perform
the estimation the previous hypervolume improvements are used. They are calcu-
lated when a configuration reaches its stop criterion. Improvements obtained during
the migration stage of the algorithm are discarded. Considering a configuration c,
which has been executed j times, the score is calculated as a weighted average of
the last k improvements. The weighted average assigns greater importance to the
last executions. The score - s(c) - and selection probability - p(c) - are given by:

s(c) =

k

∑
i=1

i∗ imp[c][ j− i]

k

∑
i=1

i

p(c) = β +(1−β ∗nh)∗

⎡
⎢⎢⎢⎣ s(c)

nh

∑
i=0

s(i)

⎤
⎥⎥⎥⎦

The second hyperheuristic, HH Syn, tries to detect synergies between pairs of
configurations. The hyperheuristic estimates how well a (meta)-heuristic operates
in parallel with another (meta)-heuristic. HH Syn assigns two different scores to
each configuration. The first one, is called the visibility - vis - and represents the in-
dependent performance of each configuration. It is calculated as s in HH Imp. The
second one, is called the cooperation between pairs (cp) and represents the perfor-
mance of a (meta)-heuristic in the presence of other metaheuristics. The improve-
ments achieved along the execution by a metaheuristic m1, in the presence of m2,
is referred as imp[m1][m2]. Given two metaheuristics m1 and m2, which have been
executed in parallel j times, the cooperation cp(m1,m2) is calculated as a weighted
average of the last k hypervolume improvements achieved by m1, in the presence
of m2. Given a metaheuristic m1 and the set of currently assigned metaheuristics
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m set = {h1,h2, ...,hn}, the cooperation cs(m1) is calculated as the maximum cp of
any of its components, i.e., cs(m1) = max{cp(m1,h1),cp(m1,h2), ...,cp(mn,hn)}.

When every island gets idle, the hyperheuristic must grant the resources among
the available configurations. The first assignment is performed as in HH Imp, but
substituting the score s by the visibility vis. For the remaining assignments cs is
used with a probability γ , and vis is used with a probability (1−β ∗ nh − γ).

As has been stated in the previous paragraphs the model requires a set of low-
level approaches. Several MOEAs and evolutionary operators for APP were analysed
in [9]. Although any of the MOEAs were suitable to obtain high quality solutions,
they require a correct parameterisation in order to attain them in reasonable times.
The set of low level approaches managed by the hyperheuristics derives from the
ones presented in it. Since the aim is to avoid the detailed analysis of each APP

approach, the low-level algorithms were selected in a blind-manner, i.e., the com-
parison among algorithms performed in [9] was not considered.

The MOEA selected for performing the analysis is SPEA2 [15]. Tentative solutions
are represented as binary strings with n elements. Each gene determines whether
the corresponding BS is deployed. The mutation operator applied was a random
operator: Bit-Inversion Mutation(BIM). Each gene is inverted with a probability pm.
Two different crossover operators - one random, and one directed - are applied.
The crossover operators are the following: One-Point Crossover (OPC) [4], and a
Geographic Crossover(GC) [10] which exchanges the BS that are located within a
given radius, r, around a randomly chosen BS.

4 Experimental Evaluation

In this section the experiments performed with the optimisation schemes described
in the paper are presented. The analysis is focused in detecting the advantages
achieved by the incorporation of the hyperheuristics principles inside the parallel
model. Parallel executions have been performed using 4 slave islands. Tests have
been run on a Debian GNU/Linux cluster of 8 HP nodes, each one consisting of two
Intel(R) Xeon(TM) at 3.20GHz and 1Gb RAM. A real world-world-sized problem
instance [3] was used. It is defined by the geographical layout of the city of Malaga.

Since stochastic algorithms are applied, each execution was repeated 30 times. In
order to provide the results with confidence, comparisons have been performed fol-
lowing the next statistical analysis. First, a Kolmogorov-Smirnov test is performed
in order to check whether the values follow a normal distribution or not. If so, the
Levene test checks for the homogeneity of the variances. If samples have equal vari-
ance, an ANOVA test is done; otherwise a Welch test is performed. For non-gaussian
distributions, the non-parametric Kruskal-Wallis test is used. A confidence level of
95% is considered. The analysis is performed using the hypervolume metric [16].

First experiment performs a comparison of the hypervolume obtained by a set
of sequential configurations and by the proposed parallel approaches. The configu-
rations were constituted by combining different parameterisations of mutation and
crossover operators. The BIM operator was used with pm = {0.001,0.002,0.004}.
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Fig. 1 Comparison of parallel and sequential approaches

The set of crossover operators was the following: OPC with pc = {0.5,1}, and
GC with (pc,r) = {(0.5,15), (0.5,30), (0.5,45), (0.5,60), (1,15), (1,30), (1,45),
(1,60)}. The population and archive sizes were fixed to 100. Each considered
scheme was executed fixing a stop criterion of 2 hours. Considering the obtained re-
sults, sequential algorithms were ordered based on the mean hypervolume achieved
at the end of the executions. An index based on such an order is assigned to each
configuration, being “Seq1” the one obtaining the highest hypervolume.

The parallel model was executed using both defined hyperheuristics, with the 24
described configurations. Two different configurations were defined for each hyper-
heuristic. In every hyperheuristic β was fixed to 0.2. In HH Imp 20 k was fixed to
20, while in HH Imp 40, it was fixed to 40. In the HH Syn hyperheuristic schemes
γ was fixed to 40, i.e. the visibility and cooperation scores were used with the same
probability. In HH Syn 20 k was fixed to 20, while in HH Syn 40 it was fixed to
40. Also, a random parallel scheme was used. In such a scheme, every configura-
tion is scored with the same value. For the parallel executions the local stop criteria
was fixed to 1 minute. Migration was performed following an asynchronous scheme
with a migration probability of 1, but it only takes place when new non-dominated
individuals have been generated. The topology consisted in an all to all connected
structure. Migrated individuals are selected following an elitist scheme. Replace-
ments were performed also following an elitist scheme. In order to preserve a good
diversity the subpopulation sizes were fixed to 100.

Fig. 1-(a) shows the hypervolume evolution for “Seq1”, “random”, and for the
best and worst hyperheuristic parallel models. It shows that every parallel model
is better than the best sequential configuration. Therefore, the parallel models are
useful, not only to avoid the testing of each sequential configuration, but also, to
speed up the attainment of high-quality solutions. The worst and best hyperheuris-
tics achieve a similar quality, showing the robustness of the approach. Moreover,
its results clearly improve the ones achieved by the “random” model. A statistical
comparison was performed among the models. It shows that the parallel models are
better than the sequential configuration. Also, they show that the parallel models
which make use of hyperheuristics, are better than the random scheme. However,
the analysis shows that differences among hyperheuristics are not significant.
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Table 1 Speedup of parallel models versus some selected sequential configurations

HH Imp 20 Sp. HH Imp 40 Sp. HH Syn 20 Sp. HH Syn 40 Sp. Random Sp.
Seq1 1.71 1.60 1.69 1.71 1.49
Seq5 5.15 4.81 5.09 5.12 4.49

The previous experiment has compared the schemes, mainly focused in terms
of the achieved quality. However, since the parallel executions use more computa-
tional resources than the sequential ones, the improvement must be quantified. In
order to measure the improvement of the parallel approach, the second experiment
analyses the run-time behaviour of the models. Each model was executed using as
finalisation condition the achievement of a fixed level of hypervolume. Fig. 1-(b)
shows, the run length distribution - success ratio vs. time - for the best and worst
hyperheuristic-based model, for the random parallel model and for the best behaved
sequential configuration. It shows the similarity among the hyperheuristics, and the
superiority of such models when compared with the best sequential configuration
and with the random scheme. Table 1 shows the speedup of the parallel models ver-
sus a set of selected sequential configurations. It has been calculated considering
the median of each set of executions. Although linear speedup is not achieved when
comparing with the best configuration, it must be taken into account that when solv-
ing a problem, the best configuration is not known a priori, so, the time saving is
much greater than the speedup calculated versus the best configuration. In fact, the
speedup highly increases when comparing to other configurations.

5 Conclusions and Future Work

This paper presents a set of approaches used to deal with APP. Previously, MOEAs
had been applied to the here tackled APP. However, in order to attain high quality so-
lutions it was necessary to perform a deep analysis of the evolutionary operators and
its parameterisations. In order to avoid it, a parallel approach, based on hybridising
hyperheuristics and island-based models is applied. The proposal adds an adaptive
property to the island model by applying the operation principles of hyperheuris-
tics. The model combines a set of low-level metaheuristics in an intelligent way,
granting more computational resources to the most promising configurations. Two
different scoring methods - based on the hypervolume metric - are tested. HH Imp
estimates the hypervolume improvement that each configuration can achieve, when
breaking from the currently achieved solutions. HH Syn tries to detect synergies be-
tween pairs of configurations. Results demonstrate the validity of the scheme. The
parallel approach is useful, not only to avoid the testing of each sequential configu-
ration, but also, to speed up the attainment of high-quality solutions. The analysis of
the scoring approaches shows that they are very similar. Therefore, at least for APP,
the added complexity of HH Syn is not well-grounded.

In order to improve the quality of the results, several modifications can be per-
formed. On one hand, more problem-dependent information can be included into
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the strategy. For instance, by incorporating a local search scheme, or by applying
some directed mutation operators. On the other hand, it would be very useful to
perform an scalability analysis of the model, when applied to APP.
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An Improved AntTree Algorithm for Document
Clustering

M.L. Pérez-Delgado, J. Escuadra, and N. Antón

Abstract. The AntTree algorithm is a clustering method based on artificial ants
which has been applied to document clustering, reaching good results. In this pa-
per an improvement to the basic algorithm is proposed, based on the use of the
information provided by the silhouette statistic. Computational results show that the
improvement generates better results than the basic method.

Keywords: artificial-ants, clustering.

1 Introduction

The aim of cluster analysis is to find groupings or structures within data. The par-
titions found should result in similar data being assigned to the same cluster and
dissimilar data assigned to different clusters.

Recently, a clustering algorithm based on the use of artificial ants was proposed
by Azzag, [1]. This algorithm, called AntTree, is inspired from the self-assembly be-
havior observed in some species of real ants. These ants are able to build structures
by connecting themselves to each others. They can form drops constituted of ants,
[12], or chains to link leaves together, [9]. It has been observed that the structures
disaggregate after a given time.

The behavior observed in the ants can be used to build a hierarchical tree-
structured partitioning of a set of elements, according to the similarities between
those elements. Several variants of the basic AntTree algorithm are proposed in [2].

The AntTree algorithm has been applied to document clustering, on-line min-
ing of web sites usage, and automatic construction of portal sites, [2]; brain im-
ages clustering, [5]; image segmentation, [14]; texture segmentation, [7]; graphical
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Escuela Politécnica Superior de Zamora. Universidad de Salamanca, Av. Requejo, 33,
C.P. 49022, Zamora, Spain
e-mail: {mlperez,jeb,nanton}@usal.es

A.P. de Leon F. de Carvalho et al. (Eds.): Distrib. Computing & Artif. Intell., AISC 79, pp. 481–488.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2010

{mlperez,jeb,nanton}@usal.es
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symbol recognition in architectural plans, [13]; and hierarchical summarisation of
video, [10].

Many clustering algorithms require the definition of the number of clusters be-
forehand, [8]. To overcome this problem, various cluster validity indexes have been
proposed to assess the quality of a clustering partition, [6]. The silhouette valid-
ity index has shown to be an useful value for the prediction of optimal clustering
partitions, [11]. Although the AntTree algorithm does not require to determine the
number of clusters beforehand, the silhouette value is used in this paper to improve
the result obtained by the AntTree algorithm.

This paper is organized as follows. Section 2 presents the AntTree algorithm.
Section 3 describes the silhouette statistic, considered to improve the AntTree. The
improvement is presented in Section 4. The next section includes computational
results. The last section presents the conclusions of the work.

2 The AntTree Algorithm

Let us consider a set of n documents to be clustered. A function Sim(i, j) is used
to measure the similarity between two documents, i and j. If two documents are
completely different, its similarity is cero; when they are equal, the similarity is
one. In this paper, the cosine measure has been considered to compute similarities.

To cluster n documents with AntTree, a set of n ants is considered; the ant ai rep-
resents the document i, with i ∈ [1,n]. The ants will be connected in a tree structure
to cluster the associated documents. The root of the tree is represented by a nodo
a0, called the support. Initially all the ants are on the support. The ants will be in-
crementally connected either to the support or to other already connected ants. The
proccess continues until all the ants are connected to the tree; at this moment all the
documents have been clustered. The tree can be interpreted as a data partition by
considering each subtree connected to a0 as a cluster.

An ant can be in two states: it is connected to the structure or it can move over the
structure. The algorithm is applied until there is no moving ants. At every iteration
of the algorithm, a moving ant ai is selected. Let us consider that this ant is on the
node apos, which can be the support or another node in the tree (an ant connected
to the structure). Three situations can be presented when ai is selected, each with a
different treatment:

• if no ant, or only one ant is connected to apos, ai is connected to apos.
• if two ants are connected to apos for the first time, the sub-tree with root in the

second ant is disconnected, and all the dropped ants are moved back to the sup-
port. Next, ai is connected to apos.

• if two ants are connected to apos, but not for the first time, or if more than two
ants are connected, the lowest dissimilarity value which can be observed among
the daughters of apos is computed:
TDissim(apos) = Min{Sim(a j,ak)|a j,ak ∈ { ants connected to apos}}.
Let a+ be the ant connected to apos which is most simmilar to ai. If ai is dissimilar
enough to a+, ai connects to apos; otherwise, ai moves towards a+.
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The two first ants are automatically connected to apos without any test, since the
value TDissim(apos) can not be calculated if apos has less than two daughters. This
may result in a bad connection for the second ant; therefore this ant is disconnected
as soon as the third ant is connected to apos.

Table 1 summarizes the steps of the algorithm.

Table 1 AntTree algorithm

PROCEDURE ANT TREE (Sim, n, tree)
While not all the ants are connected to the tree

Take a moving ant, ai

If no ant or only one ant connected to apos then
Connect ai to apos

else-If 2 ants connected to apos, and for the fist time then
Disconnect from apos the subtree with root in the second ant
Place all the ants of the subtree back onto the support
Connect ai to apos

else
Find a+ : ant connected to apos most simmilar to ai
Compute TDissim(apos)
If Sim(ai,a+) < TDissim(apos) then

Connect ai to apos

else
Move ai towards a+

end-if
end-if

end-while
END

3 Silhouettes

The silhouette is a validity index which can be calculated to assess the quality of a
clustering partition. It has shown to be a robust strategy for the prediction of optimal
clustering partitions, [3], [11].

When a partition has been obtained, silhouettes can be calculated. The silhouette
function estimates the membership degree of an arbitrary ant with respect to the
cluster under consideration.

For each document i in the data set, a silhouette value s(i) is computed, according
to Eq. 1, where a(i) is the average similarity between i and all other objects of the
cluster to which i belongs, and b(i) is the maximum average similarity of i to all
objects of other clusters. From the expression it follows that −1 ≤ s(i) ≤ 1.

s(i) =
a(i)−b(i)

max{a(i),b(i)} (1)
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The value s(i) measures how well the object i has been classified. If it is close to
1, i is well clustered (it was assigned to an appropriate cluster); if it is close to 0, i
could also be assigned to the nearest neighbouring cluster; if it is close to -1, i has
been misclassified.

For each cluster j, the cluster silhouette, S j, can be calculated by applying Eq. 2,
where m is the number of documents in cluster j.

S j =
1
m

m

∑
i=1

s(i) (2)

The global silhouette value for a partition U of c clusters is given by Eq. 3.

SU =
1
c

c

∑
i=1

S j (3)

The global silhouette can be used to estimate the most appropiate number of
clusters for U : the partition with the maximum global silhouette is taken as the
optimal partition.

4 AntTree Combined with the Improvement Process

In this paper the AntTree algorithm is modified, including an improvement applied
to the solution generated by AntTree.

Table 2 shows the steps of the improvement procedure.

Table 2 Algorithm to perform the improvement

PROCEDURE IMPROVE (Sim, n, tree)
Do

Compute silhouette( Sim, tree, s, second )
mov = 0
For i = 1 to n

If(s(i) < T H) then
Move ant i to the root of cluster second(i)
Apply AntTree to connect i to subtree second(i)
mov = mov+1

end-if
end-for

While (mov > 0)
END

The AntTree algorithm generates a tree containing all the ants (tree). The silhou-
ette of all the documents is calculated, according to Eq. 1, and stored in the vector s.
Moreover, the second-best cluster for each document is stored in the vector second.

If the silhouette of a document is smaller than a threshold, T H < 0, it has been
misclassified. Therefore, it is moved from its cluster to the second-best cluster. The
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ant is dropped from the tree and it goes to the root of the second-best cluster. The
AntTree algoritm is then applied to move this ant until it connects to the subtree in
an adequate place.

The test is performed for all the documents in the collection, and the ones which
have a silhouette smaller than T H are moved. Experimental tests show that good
results are reached for negative values of TH close to cero. The process is applied
iteratively until no movement is performed during an iteration.

5 Computational Results

The algorithm has been coded in C language. The tests have been performed on
a personal computer with Intel Centrino Core 2 Duo processor, 2.2 GHz, with 2G
RAM memory and working on Linux Operating System.

Table 3 Databases used to check the algorithm

Name Instances Keys Clusters Instances per cluster
Iris 150 4 3 {50, 50, 50}
Wine 178 13 3 {59, 70, 49}
Thyroid 215 5 3 {150, 35, 30}
Glass 214 9 7 {70, 70, 17, 0, 13 ,9, 29}

The proposed solution has been applied to some real databases taken from the
Machine Learning Repository, [4]. Due to the limited extent of the paper, only the
results for 4 databases are showed. Table 3 summarizes the main features of the
selected databases: the name, the number of documents, the number of attributes
(Keys), the number of clusters and the distribution of the instances over each cluster.
Since it is known for each instance the cluster it belongs to, the algorithm can be
evaluated with respect to the classification error measure proposed in [1], given by
Eq. 4, where εi j is given by Eq. 5. ki represents the real cluster of the document i,
and k′i represents the cluster computed by AntTree.

Ec =
2

n(n−1) ∑
(i, j)∈1,...,n2,i< j

εi j (4)

εi j =
{

0 if (ki = k j and k′i = k′j) OR (ki �= k j and k′i �= k′j).
1 otherwise

(5)

Table 4 shows the results obtained by the basic and the improved AntTree al-
gorithm. It shows the name of the problem, the number of clusters found (K′), the
time in seconds to reach a solution (T ), the global silhouette (SU ), and the classifica-
tion error measure (Ec). Bold typeface is used to highlight the best value for Ec and
SU . The AntTree algoritm must know the maximum number of daugthers any node
can have, L; this value limits the maximum number of clusters that the algorithm
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Fig. 1 Evolution of the global silhouette and the classification error
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Table 4 Results for the basic and the improved AntTree

AntTree Improved AntTree
Name L K′ T SU Ec K′ T SU Ec

Wine 3 3 1 0.146091 0.273345 3 1 0.222381 0.308005
4 4 1 0.102126 0.268330 4 1 0.195545 0.238621
5 5 1 0.039861 0.296832 5 1 0.183337 0.197042
6 6 1 0.052143 0.233098 6 1 0.151622 0.209801
7 7 0 0.048773 0.255189 7 0 0.157140 0.220402
∞ 8 0 0.053283 0.267632 8 1 0.166062 0.218435

Iris 3 3 1 0.274874 0.212349 3 1 0.387896 0.050470
4 4 1 0.149381 0.245996 4 1 0.318552 0.092349
5 5 0 0.191039 0.164385 5 0 0.299148 0.107114
6 6 1 0.167594 0.173154 6 1 0.272146 0.150962
∞ 7 0 0.137192 0.164206 7 0 0.247835 0.143982

Thyroid 3 3 2 0.050880 0.444860 3 2 0.344911 0.278374
4 4 1 0.029641 0.463030 4 2 0.205301 0.338535
5 5 1 0.026235 0.448381 5 1 0.275213 0.155705
6 6 1 0.036060 0.409302 6 1 0.272143 0.098500
7 7 1 0.065364 0.393871 7 1 0.251899 0.216822
8 8 0 0.100119 0.406433 7 0 0.242150 0.254510
∞ 9 0 0.090696 0.405173 9 0 0.188188 0.299413

Glass 6 6 1 -0.027030 0.318898 6 1 0.322598 0.348515
7 7 1 0.050794 0.290509 7 1 0.181868 0.335659
8 8 1 0.041350 0.282699 8 1 0.169773 0.331447
9 9 1 0.026103 0.265587 8 1 0.174215 0.303892
∞ 10 1 0.024735 0.263350 9 1 0.182384 0.310912

can identify. In all cases a test has been performed with no limit in the number of
daughters a node of the tree can have, L = ∞. Additional tests have been performed
for values of L smaller than the value reached by K′ when L = ∞.

The global silhouette improves when the new version of the algorithm is applied.
Fig. 1 shows the global silhouette and the classification error for the basic AntTree
algoritm, and for each one of 7 improvement iterations. We observe that the im-
proved AntTree algorithm generates better results than the basic AntTree: the value
Ec decreases and the silouette increases when the first iteration of the improving
method is applied.

The best results are obtained for iris dataset. The figura shows that when the
silhouette is greater, the classification error is lower.

6 Conclusion

This paper presents a method to improve the results obtained when the AntTree
algorithm is applied to cluster documents. Such method uses the silhouette value
of the documents in the collection to improve the initial clustering provided by the
basic AntTree algorithm. We have proven that the new method improves the solution
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reached by the ants. In this paper we consider the AntTree version with no threshold
and no parameters, [2], but the proposed improvement method can also be applied
to other AntTree variants.
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Solving the Parameter Setting in
Multi-Objective Evolutionary Algorithms Using
Grid::Cluster

Eduardo Segredo, Casiano Rodrı́guez, and Coromoto León

Abstract. The parameter values of a Multi-objective Evolutionary Algorithm
greatly determine the behavior of the algorithm to find good solutions within a rea-
sonable time for a particular problem. In general, static strategies consume lots of
computational resources and time. In this work, a tool is used to develop a static
strategy to solve the parameter setting problem, applied to the particular case of the
Multi-objective 0/1 Knapsack Problem. GRID::Cluster makes feasible a dynamic on-
the-fly setup of a secure and fault-tolerant virtual heterogeneous parallel machine
without having administrator privileges. In the present work is used to speed-up the
process of finding the best configuration, through optimal use of available resources.
It allows the construction of a driver that launches, in a systematically way, different
algorithm instances. Computational results show that, for a particular problem in-
stance, the best behavior can be obtained with the same parameter values regardless
of the applied algorithm. However, for different problem instances, the algorithms
have to be tuned with other parameter values and this is a tedious process, since all
experiments have to be repeated, for each new set of parameter values to be studied.

Keywords: Parameter Setting, Multi-objective Optimization, Multi-objective Evo-
lutionary Algorithms, GRID::Cluster, METCO.

1 Introduction

Finding the appropriate parameter values of a Multi-objective Evolutionary Algo-
rithm (MOEA) is a source of research emerged several decades ago [4], and during
all that time, researchers have been tried to find answers to questions like: Is there
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a generic set of parameter values applicable to all problems?, Is there a generic set
of parameter values applicable to a particular set of problems?, Is it better preset the
parameter values before the execution or modify the parameter values during the
execution of the algorithm?, What parameters subset really affects the behavior of
an algorithm?. These, and other questions are, nowadays, opened research topics.

The parameter values of a MOEA greatly determine the behavior of the algorithm
to find good solutions within a reasonable time for a particular problem. Generally,
there are two ways of making the parameter setting of a MOEA. The first one is
using static strategies (or parameter tuning), and the second one is using dynamic
strategies (or parameter control) [5]. Static strategies are based on finding the best
combination of parameter values before the algorithm execution, and then use those
values during all the algorithm run. By contrast, dynamic strategies start the exe-
cution with a set of initial values, and modify those values during the execution,
depending on the algorithm behavior in each moment.

Commonly, the application of a static strategy is done by experimenting with
different values and selecting the ones that produces the best results (the nearest
solutions to the optimal ones). The static strategy most frequently used is a mul-
tiple execution in which several parameter values are tried to find the appropriate
combination of them for a particular problem. This process can be automated by the
use of a top-level driver that chooses different parameter values in a systematically
way. However, the number of existing parameters in a MOEA, combined with their
possible values, implies this activity consumes lots of computational resources and
time. Another possibility is to use a two-level strategy or nested Evolution Strategy
(ES), in which the top-level ES evolves the parameter values of the second one [12].

In the present work, a static strategy is used to find the best combination of pa-
rameter values for different MOEAs. The particular problem, for which the static
strategy is applied, is the Multi-objective 0/1 Knapsack Problem. It is a well-known
NP-complete problem. METCO [10] is a plugin-based framework for the resolution
of Multi-objective Optimization Problems (MOPs) based on MOEAs. The problem
implementation using this tool is simple and straightforward. However, due to the
large amount of computational resources and time that requires the applied strategy,
tools that accelerate the process of finding the best combination of parameter values
are needed. GRID::Cluster is a Perl module that is used, in the present work, to build
a driver which allows the parallel execution of multiple tasks, so through the optimal
utilization of available resources, invested time is significantly reduced. These tasks
are calls to different instances of MOEAs implemented by METCO.

The remaining work is structured as follows: in Sect. 2, a description of the im-
plemented infrastructure to apply the aforementioned static strategy is given. The
particular problem, for which parameter values are found, is presented in Sect. 3.
In Sect. 4 different experiments that have been done and obtained computational
results are exposed. Finally, some conclusions and some lines of future works are
shown in Sect. 5.
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2 Building the Environment

Several specific frameworks based on Evolutionary Algorithms have been proposed
for the solution of (MOPs) [2, 6, 7, 10, 11]. Main drawbacks of using them are, on the
one hand, the hard customization of the tool itself, and on the other hand, the difficult
to incorporate new MOEAs and MOPs to the framework. In this work the METCO

framework is used. It provides the following MOEAs: SPEA, SPEA2, NSGA-II and
IBEA. With this tool, users have to perform two main tasks: an execution model has
to be specified, and if neccesary, corresponding plugins have to be developed. After
implementing required plugins, the tool workflow combines them, using different
solvers to find the solution of a particular problem.

MOEAs have many configuration parameters, so finding the best combination of
values for a given problem is a challenging task. Moreover, the complexity is expo-
nentially increased with each new parameter to be studied. This, combined with the
time invested in performing executions of a MOEA over the particular problem for
which the best configuration is being found, can consume a large number of compu-
tational resources and time. It is therefore a need for tools to accelerate the process
of finding the best MOEA configuration. One of these tools is GRID::Cluster [1].
The philosophy of this tool is Zero-Administration Parallel Computing (ZAPC).
It addresses a particular subclass of users. This is a rough description of the
target ones:

1. Users are scientist or programmers, familiar with some programming language
like C++, Java, etc. who want to improve their application performance

2. They have access via SSH to some number - may be large - of Unix machines in
the institutions they belong, and these machines have a Perl interpreter installed

3. Users are not necessarily familiar with MPI, OpenMP or other parallel computing
tools, but they are willing to learn and to use parallelism to speed up the set of
computationally demanding applications they have

4. It is difficult for users to convince administrators of these machines to install any
additional software, and these administrators may belong to different institutions
and are not willing to collaborate with users and even less among them

5. Users have a laptop or some personal computer where they have root permissions
6. Security and Fault Tolerance are important issues

GRID::Cluster is a Perl module which allows the writing of secure master-worker
applications (or work task queueing) that fulfil the requirements of ZAPC. Commu-
nications among different machines are carried out by the use of SSH, and a public –
private key based infrastructure is used to authenticate users. GRID::Cluster provides
a parallel version of the classic shell backticks operator. Backticks are exceptionally
useful and they are often used in scripting. The purpose of a backticks is to be able
to run a command, and capture the output of that command. The backticks operator
is also referred in Perl as qx. The qx method of GRID::Cluster receives a (usually
very large) list of strings representing commands, and executes them in the ma-
chines of the GRID::Cluster using the master-worker/task-farming paradigm. This
paradigm balances the processing load on both homogeneous and heterogeneous
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Farmer
(GRID::Cluster+METCO)

Tasks: [’./metcoSeq SPEA’ ... ’./metcoSeq IBEAdapt’]
Results: [r0, ..., r9]

Worker 1
./metcoSeq SPEA

Worker 2
./metcoSeq SPEA2

Worker 3
./metcoSeq NSGA2

Worker 4
./metcoSeq IBEA

Worker 5
./metcoSeq IBEAdapt

Fig. 1 GRID::Cluster uses the farm paradigm to implement the parallel version of the qx
operator

machines, makes feasible the introduction of fault-tolerance hooks [13] and gives
opportunities for performance tuning [3].

An execution instant of a driver based on GRID::Cluster is depicted in Fig. 1, with
five involved workers and a number of tasks (calls to METCO sequential solvers)
equal to the number of all possible combinations of values taken by the parameters
of different MOEAs. This is the scheme which has been followed in this work.

3 The Multi-objective 0/1 Knapsack Problem

The particular problem used in the present work to find the best MOEA configuration
has been chosen for two reasons. The first one, it is an academic problem, under-
standable and easy to formulate, and the second one, it is a NP-complete problem
with real world applications, for example, in the economic and industrial domains.
A 0/1 Knapsack Problem [8, 14] consists of a set of items, each one of them with
a weight and a profit associated. Moreover, the knapsack is limited with an upper
bound for the capacity that is capable of supporting. The main objective is to find a
subset of items which maximizes the total profit, taking into account the knapsack
maximum capacity constraint.

This single-objective problem can be easily extended to the multi-objective do-
main, using a fixed number of knapsacks. A Multiobjective 0/1 Knapsack Problem
can be defined as follows:

Given a set of m items and n knapsacks, with pi, j the profit of item j according to
knapsack i, wi, j the weight of item j according to knapsack i, and ci the capacity of
knapsack i. The problem consist in find a vector x = (x1,x2, · · · ,xm) ∈ {0,1}m, such
that

∀i ∈ {1,2, · · · ,n} :
m

∑
j=1

wi, j · x j ≤ ci (1)

and for which f (x) = ( f1(x), f2(x), · · · , fn(x)) is maximum, where

fi(x) =
m

∑
j=1

pi, j · x j (2)

and x j = 1 if item j is selected.
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An implementation of this problem can be found on METCO [9]. In this im-
plementation, a solution is represented by a binary vector, and infeasible solu-
tions obtained after a mutation or a crossover are repaired by a greedy method
which removes items from the solution until all knapsack capacity constraints are
satisfied.

4 Computational Results

Experiments with different instances of the Multi-objective Knapsack Problem [15]
have been performed. Specifically, the instances with 100 and 500 items, both of
them with 2 knapsacks, have been used due to their optimal Pareto fronts are avail-
able. In the set of experiments, METCO sequential solvers have been used to exe-
cute different configurations of the implemented algorithms. These algorithms are
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Fig. 2 Hypervolume values for the problem instance of 100 items and 2 knapsacks
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Fig. 3 Hypervolume values for the problem instance of 500 items and 2 knapsacks

SPEA2, SPEA, NSGA-II and IBEA. Every algorithm has been configured with all
possible combinations of mutation probability values (mp) and crossover proba-
bility values (cp) (0.01, 0.02, 0.04 and 0.5, 0.75, 1.0, respectively). The front size
have been fixed to 100 individuals. In the case of the SPEA2 and SPEA algorithms,
an archive size equal to 100 individuals has been used, and a fitness scaling factor
equal to 0.002 has been fixed for both versions (basic and adaptive) of the IBEA al-
gorithm. The total number of evaluations has been selected as the stopping criterion
and it has been fixed to 300000 evaluations. For every configuration, and for each
problem instance, 30 executions have been run, and average values have been con-
sidered to present the computational results. Experiments have been executed with
a driver based on GRID::Cluster, which uses the qx operator presented in Sect. 2.
The following set of machines, interconnected by a Gigabit Ethernet network, has
been used:
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• Linux server with 4 Intel R© XeonTM processors at 3.00 GHz and 1 Gb of memory
• Linux server with 2 Intel R© PentiumTM 4 at 3.40 GHz and 2 Gb of memory
• Linux PC with an Intel R© PentiumTM 4 at 3.20 GHz and 1 Gb of memory

With obtained results, a study of the solutions quality has been performed, using a
hypervolume-based metric [14]. The reference points used to calculate the hyper-
volume values match with the maximum and minimum values of the optimal Pareto
front objective variables.

Achieved hypervolume values versus the number of performed evaluations are
shown in Fig. 2 and Fig. 3, for different configurations. In the case of the instance
with 100 items and 2 knapsacks, and for all algorithms, the configuration with a
mutation rate equal to 0.02 and a crossover rate equal to 0.5, achieves the high-
est hypervolume value. For the instance with 500 items and 2 knapsacks, and also
for all algorithms, the configuration with values 0.01 and 0.5, for the mutation and
crossover rates, respectively, presents the best behavior. In this case, the higher the
mutation rate, the lower the hypervolume value. The SPEA2 algorithm obtains the
highest hypervolume values for both instances of the problem, meanwhile the SPEA

algorithm has the worst behavior, in both cases.

5 Conclusions and Future Work

In the present work, a first approximation based on a static strategy, has been used
to solve the Parameter Setting Problem applied to the particular case of the Multi-
objective 0/1 Knapsack Problem. Sequential solvers of different MOEAs provided
by METCO have been used, and to accelerate the process of finding the best config-
uration, a driver based on GRID::Cluster has been built.

Computational results show that, for a particular problem instance, the best be-
havior can be obtained with the same parameter values regardless of the applied
MOEA. However, for different problem instances, MOEAs have to be tuned with
other parameter values (although SPEA2 is the algorithm which have obtained the
best results for both instances), and this is a tedious process, since all experiments
have to be repeated, for each new set of parameter values to be studied.

The future work will be focused on the design of dynamic strategies that allow
the modification of parameter values during the algorithm execution. This could
remove, or at least reduce, the existing dependency between MOEAs and the partic-
ular problem (or instance) for which they are applied, and generate more generic
problem solving techniques. A first approximation could be based on a multi-level
strategy. The top-level would evolve parameter values of the MOEA located in the
second-level, taking into account the quality of the solutions (a quality measure like
the hypervolume could be used here) obtained by the last one.
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Constrained Trajectory Planning for 
Cooperative Work with Behavior Based 
Genetic Algorithm 

Mustafa Çakır1and Erhan Bütün2 

Abstract. In this study, subjected to the trajectory generation for cooperative 
work, a genetic algorithm with cultural constructs is used to search for valid and 
optimal solutions in task space. We develop that algorithm by reflecting the be-
havior of social communities with a decision maker is used to evaluate cultural 
adaptation level by how well phenotypes, based on quaternion representation, are 
fitted in goal function. Algorithm uses cognition strategy to obtain smooth trajec-
tory considering physical restrictive structure and actuator limits by using dynamic 
constrains in decision engine and eliminating unexpected derivation, also avoiding 
local minima problem.  

1   Introduction 

The ultimate goal of robotics is to develop autonomous machines in interaction 
with environmental objects and capable of performing tasks in minimum time in 
order to increase the productivity and execute them without further human  
intervention. Thus, one of the objectives of the robotics research community is to 
develop algorithms that enable the manipulators to perform the tasks as fast as pos-
sible, taking into account the limits imposed by their physical characteristics and 
environment. To perform the task with optimum savings motion planning has the 
biggest role. Most of the algorithmic techniques that solve the problem of motion 
planning find a trajectory, without considering practical issues like temporal cost of 
the trajectory, regularity, etc. The optimal traveling time and the minimum me-
chanical energy of the actuators are considered together and this optimization prob-
lem is subject to physical constraints which include torque constraints. 

Since last 20 years, the problem of motion planning for robots has been ad-
dressed with many techniques, both analytic (Zhihua et al., 2004) and evolutionary 
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(Ahuactzin et al., 1992), (Rendas and Tetenoire, 1997), and (Pack et al., 1996). 
Most of these approaches solve the problem in the robot configuration space. In 
this case, the solution is presented as a continuous sequence of space configurations 
that does not collide with obstacles and connects the initial and final points. Many 
algorithms to solve this problem can be found in the literature. 

The use of ant colonies was first applied to the traveling salesman problem and 
the quadratic assignment problem and has since been applied to other problems 
such as the routing in (Bell and McMullen, 2004), and space planning problem in 
(Bland, 1999), There has been a lot of interest in cooperative robotics in the last 
few years. Motion planning for a multi-robotic system refers to find trajectories 
for each robot to perform a common task. An analytic method is presented in 
(Ming Yi Ju et al., 2002) for an environment where the geometric paths of robots 
are pre-planned and the preprogrammed velocities are static but adjustable. The 
master robot always moves at a constant speed. The slave robot moves at the 
given velocity, selected by a tradeoff between collision trend index and velocity 
reduction in one collision checking time. In (Paul et al., 2004) dynamic role  
assignment strategy is used for mobile robots. In that strategy potential fields ap-
proach is used for path planning. In the conclusion of this study as a recommenda-
tion it is found more effective if strategy is combined with other techniques as 
fuzzy logic and some learning techniques. The job with n-number of precedence 
constraints is assigned minimizing mean tardiness on m-number of parallel robot 
Genetic algorithms and simulated annealing methods were used to find the 
solutions, which minimizes the mean tardiness in (Cakar et al., 2008). (Chen et al., 
2009) proposed a novel multi-crossover genetic algorithm (GA) to identify the 
system parameters of a two-link robot. The resulted system model by the proposed 
GA is then applied to the feedback linearization control such that the two-link 
robot system can be transferred to a linear model with a nonlinear bounded time-
varying uncertainty. 

2   Algorithm 

Objective of that study is generating an algorithm with a general methodology, 
capable of searching optimum solution trough dynamic conditions. Proposed al-
gorithm processes the previous iterations to modify the parameters in the next it-
eration and accelerate search mission. Methodology provides systematic ap-
proach to wide range of problems. Algorithm was tested for the given task and 
scene as illustrated in Fig. 1. Proposed method is based on genetic algorithms be-
cause first of all they are powerful tools for searching in high dimensional spaces 
like in this case and then without dealing the structural constrains wide range of 
behaviors such as obstacle avoidance, energy consumption, cooperation can be 
taken into consider. Other advantages of GA, especially relevant that paper are 
flexibility and their harmony with supplementary algorithm such as fuzzy logic.  
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Fig. 1 Task is defined as carrying an 
object that is grasped by the end effec-
tors of two articulated manipulator 
 

 

 
 

The key component of the proposed algorithm is cultural constructs. A recent 
model of GA’s are derived from models of biological adaptation based on natural 
selection. In this approach the genomic system is directed by inheritance of ge-
netic material via parent and child links and the behavioral system is directed by 
fitness. In the place of natural selection as a process to which the individual is sub-
jected according to one's environmental context and genomic makeup, cultural se-
lection can be introduced as representing an internal process of decision making 
based on assessing consequences of actions. 

3   6-Dof Robot Model 

In question of that paper, a rigid body, which is not constrained to any kinematical 
condition, has six degrees of kinematical freedom in space. The first step to kin-
ematical modeling is the proper assignment of coordinate frames to each link. 
Each coordinate system here is orthogonal, and obey right-hand rule. 

We decoupled the kinematics problem into two simpler problems, as position 
kinematics and orientation kinematics. For a six DOF manipulator with a spherical 
wrist we should find first position of the intersection of the wrist axes and then the 
orientation of the wrist. 

3.1   Quaternion 

There are different kinds of representations for rotations as orthonormal matrices, 
Euler angles and unit quaternion in the Euclidean space. The theory of quater-
nions, introduced by William R. Hamilton, was expanded to include applications 
such as rotations in the early 20th century (Hamilton, 1969). Using the unit qua-
ternions is a more effective, natural, and elegant way to perceive rotations com-
pared to other methods. A comparison of these methods can be found in (Dam et 
al, 1998), (Schmidt and Nieman, 2001). The practical use of quaternions had been 
minimal in comparison with other methods but, currently, this situation has 
changed due to progress in robotics, animation and computer graphics technology. 
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Also, quaternions are an efficient way understanding many aspects of physics and 
kinematics. Quaternions are used especially in the area of computer vision, com-
puter graphics, animation, and to solve optimization problems involving the esti-
mation of rigid body transformations (Schmidt and Nieman, 2001). 

( ) ( ) 321032100, kqjqiqqqqqqwqq +++===                         (1) 

Quaternions are generally represented as (1), where )( 321 qqqw =  form the 

vector part, 0q is the scalar component of q . A single quaternion can represent ei-

ther a combination of several rotations or a single rotation from a given orientation 
to another. Quaternion rotations can be combined simply by multiplying together. 
Multiplication of two unit quaternions results in another unit quaternion.  

( )BAABBABABABA qqqqqqqqqqqq ×+⋅+⋅⋅−= 0000 ,*                            (2) 

Quaternion multiplication is defined in (2). A quaternion in (3) represents the rota-
tion of the 3D vector p  by an angle θ  about the axis N . The rotated vector, rep-

resented in Fig.16 can be obtained as fallows. 

( ) ( )( )Nq ⋅= 2sin,2cos θθ
                                             

(3) 

( ) ( ) ( ) ( )pqqpqqpqqqqPqPRP q ⋅+×+⋅−===′ 22 0
2
0

*

                         
(4) 

Fig. 2 Quaternions are hyper-complex 
numbers of rank 4, constituting a four 
dimensional vector space over the field 
of real numbers. 

 

 

 

Obviously, a rotation does not affect the length of a vector, and 
hence pp =′ . Thus for a proper rotation q  in (2), N  must be a unit vector. 

Also note that when q  is a unit quaternion, we have the property *1 qq =− . Con-

sidering (2), (3), and (4), the position of point 3P  in figure 3. relative to base 

frame is calculated with (5), where nn qqqq … ** 2112 = . 

*
111

*
12212

*
12331233

0 qDqqDqqDqP ++=                                  (5) 
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Given two orientations in the 3-space, researchers conventionally used linear in-
terpolation between the corresponding Euler angles to obtain the transition 
frames. However, such an interpolation algorithm has many limitations. The in-
terpolation does not give a natural transition between the key frames, since Euler 
angle parameterization combines the interpolated rotations along the coordinate 
axes to form the resulting orientation. There is no easy way to interpolate be-
tween rotation matrices. If 1M  and 2M  are rotation matrices, the matrix 

21)1( tMMt +−  will not give a smooth movement from 1M  to 2M . In fact, the 

interpolated matrix is not in general a rotation matrix, which means that the rotat-
ing object will be distorted as it moves. Combination of rotations requires matrix 
multiplication. Combining a long sequence of matrix multiplications creates in-
accuracies and sometimes even numerical instability. Quaternions have a number 
of advantages over matrices as a means of representing rotations. First, only four 
numbers are needed to represent a rotation. Composite rotations by multiplying 
quaternions are fast and accurate. It is easy to renormalize quaternions after many 
calculations and interpolate between quaternions to smoothly animate rotating 
object. Euler angles and the Rodrigues vector are two examples of 3-number ori-
entation representations. 

In this paper, a novel technique based on genetic algorithms is described and it 
is adapted to the trajectory planning problem in robotics. It can be applied to any 
general serial manipulator. IRB 140 shown in Fig. 4 is selected as target platform 
for simulations. Instead of the homogeneous transformation matrix and the pa-
rameters of Denavit-Hartenberg, quaternions are used to write the kinematic 
model. We obtained the dynamic model by writing Euler-Lagrange's equation us-
ing Lagrange's energy function. 

Fig. 3 Any series of rotations with respect 
to the universal base frame axes can be de-
scribed mathematically by a series of mul-
tiplications of quaternion 

 

 

The phenotype of an individual is specified by a linear combination of geno-
typic, cultural, and environmental contributions transmitted from its mother and 
father by some rule intended to approximate known rules of genetic transmission 
via genetic operators such as mutation and crossover, its cultural value (measured 
on the phenotypic scale) which may be transmitted directly or indirectly from par-
ents, and a non-transmitted environmental value (again measured on the pheno-
typic scale) whose rules of transmission do not involve the parents. The effect of  
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Fig. 4 A dimensional model of 
ABB’s IRB 140 is used to reveal 
the capabilities of the proposed 
method (ABB, Product Specifica-
tion 2000) 

 

 

 

the genotype of the individual on its phenotype is denoted by the vector G . The 
environmental contribution to an individual’s phenotype will be divided into two 

parts; an effect influenced by cultural transmission C , and a non-transmitted envi-

ronmental effect E , dependent only on the particular environmental experiences 

of the individual. The phenotype of an individual denoted by the vector P  is then 
specified as a linear combination of the normalized genetic and environmental fac-
tors in (Otto et al., 1994). 

At the starting point all variables are assumed to be normally distributed. The 
parameters ecg ,,  are used to describe the strength of the influence of genes, cul-

tural environment, and non-transmitted environment, respectively, on the pheno-
type of an individual. 

The above description depends on the state of the population at a specific point 
in time. The population changes over time and changes in variance components 

 
 
 
 
 
 
 
 
 
 
 
Fig. 5 Cultural model for  
genetic process of genetic in-
heritance 
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must be specified in a dynamically consistent manner to obtain a completely rig-
orous model. The determination of phenotype is given in Fig.4 as a linear function 
of latent variables that describe the genotypic, the cultural and the specific envi-
ronmental contributions to the phenotype. 

 
Fig. 6 Contributory effects on Phnotype 

EeCcGgP ⋅+⋅+⋅=  

 

 

 
 
The genotype G  is transmitted autonomously between generations; the latent 

cultural variable C  is transmitted in a manner analogous to the transmission of 

the genotypic effects G , except that C  is transmitted from parents to offspring by 
non-genetic means, (6). The coefficients describing the transmission are inde-
pendent of the genetic composition of the population and of the mating structure 
in the population. 

CFMFMtransmit

GFMFMtransmit

SCCCCC

SGGGGG

⋅++=

⋅+−+=

δβ

σ

)(),(

)1(),(
                         (6) 

If S  is a segregation variable caused by partition defect (mutation) and struc-
tural constrains then phenotype of individual is, 

EeSCCcSGGgP CFMGFM ⋅+⋅++⋅⋅+⋅+−+⋅⋅= ))(())1(( δβσ                (7) 

3.2   Path Planning 

Problem is to find a path between start-goal points that doesn’t intersect with obsta-
cles 8,,2,1 EEE  in configuration space illustrated in figure 5. Obstacles are lo-
cated at {0,180,0,300},{300,400,0,500}, {150,300,400,500}, {400,500,600,800}, 
{500,600,900,1000},{450,490,200,300},{100,160,800,860},{200,600, 50} coordi-
nates where rectangles in },,,{ 1010 yyxx  representation, ),( 00 yx  indicates left  

bottom, ),( 10 yx  left top, ),( 01 yx right bottom and ),( 11 yx  right top vertexes and 

circle in },,{ 00 ryx  representation, ),( 00 yx  is center and r  is radius. In dynamic 

environment simulations it is assumed that sensory information is refreshed in  
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Fig. 7 Configuration space 
 

 

 
 
Fig. 8 Fitness Map (a) attrac-
tive (b) repulsive force varia-
tions with sd . 
 

 

 
50 ms. periods. E4, E6, E7 and E8 are moving with linear velocity sequentially 
20cm/sn, 45cm/sn, 45cm/sn, 40cm/sn. Their velocity vector is as follows. 

ytxtV
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yxV
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When potential fields are driven with GA different kinds of expectations can be 
put into optimization function. Landscape can be dynamically changed during 
execution. In figure 8. path planning with standard GA based potential field 
method is given. Local regions are defined as obstacles and filled by GA. 

In proposed algorithm phenotypes are created with genetic, cultural and envi-
ronmental components. Coefficients ecg ,,  are decided according to actual ex-

pects and with equation (7) phenotypes are produced. 
By cognition process pointed in Figure 5. forces on landscape can be arranged. 

For example if sensory information determines target then without further inter-
vention, region is acquitted. Thus shortest path and minimum calculation charge is 
achieved. Figure 11 illustrates this situation and time needed for evaluation of 
whole configuration space. 

Fig. 9 Path planning 
with standard GA
based potential field
method in static envi-
ronment 

 
 

Fig. 10 Reproduction 
of phenotype (a) ge-
netic (b) cultural
component 
 

 
Fig. 11 Environment 
effects on fitness func-
tion 
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Fig. 12 Path planning with proposed method
in static environment 
 

 
Fig. 13 Path planning with
proposed method in dy-
namic environment 
 

 
Fig. 14 Simple paralleling schema 
 

 

In figure 12. In zone-1 and zone-3 there is no dominant trait on path so 

ecg ≈≥ . Fitness of individuals’ components for C  increases in direction of pre-

vious points to soften the path and for E  increases in target direction to accelerate 

solution. In zone-2 local minima is perceived and E alienates the individuals from 

local point and C contributes to predict artificial targets that guides through ex-
periences. In that sector gec >> . ;In zone 4 same with blank regions in figure 

11, cge >>  where direction E is towards the target. With the proposed algorithm 

these parameters are decided autonomously during execution and they are effec-
tive also for dynamic environment as illustrated in figure 13. 
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In dynamic environments because method uses local approach and both cultural 
and environmental components accelerates, computing time is reasonable in real 
time applications. GA’s routines such as reproduction and evaluation don’t need 
previous results. In this respect overlapped operations can easily be applied. The 
simple paralleling schema given in figure 14 is used. 

4   Conclusion  

The proposed method is an effective optimization method for the trajectory  
planning of robot manipulators. It works well under different conditions and en-
vironments. As it can be seen from the experiments, it is able to generate optimal 
trajectories for the robots even in a complicated surroundings and requirements. 
With the proposed algorithm which carries out the real-time restrictions, genera-
tion of collision-free trajectories for the cooperating robots has been established.  
A novel technique based on genetic algorithms is described and adapted to the 
trajectory planning problem in robotics. This approach brings a methodology for 
influencing different kinds of requests to the genetic algorithms. Methodology 
gives more autonomous to the algorithm. The trajectory optimization of robotic 
manipulator is difficult due to the highly nonlinearity and the high search dimen-
sion of trajectory space. Most of the generated trajectories may exceed the physi-
cal constraints  

The proposed GA method is an effective optimization method for the trajectory 
planning of robot manipulators. It works well under different conditions and  
environments. As it can be seen from the above simulations, it is able to generate 
optimal trajectories for the robots even in a complicated surroundings and re-
quirements. We develop that algorithm by reflecting the behavior of social com-
munities. This approach brings a methodology for influencing different kinds of 
requests and new operators to the simple genetic algorithms. Methodology gives 
more autonomous to the algorithm. If requests and restrictions are well defined at 
initial level, without intervention satisfactory results are obtained. We recommend 
adding more progressive traits for agents besides inheritances in future works 
through that study. 
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A Hybrid Multiobjective Evolutionary 
Algorithm for Anomaly Intrusion Detection 

Uğur Akyazı and Şima Uyar1 

Abstract. Intrusion detection systems (IDS) are network security tools that 
process local audit data or monitor network traffic to search for specific patterns 
or certain deviations from expected behavior. We use a multiobjective 
evolutionary algorithm which is hybridized with an Artificial Immune System as a 
method of anomaly-based IDS because of the similarity between the intrusion 
detection system architecture and the biological immune systems.  In this study, 
we tested the improvements we made to jREMISA, a multiobjective evolutionary 
algorithm inspired artificial immune system, on the DARPA 1999 dataset and 
compared our results with others in literature. The almost 100% true positive rate 
and 0% false positive rate of our approach, under the given parameter settings and 
experimental conditions, shows that the improvements are successful as an 
anomaly-based IDS when compared with related studies.  

Keywords: Anomaly-based Intrusion Detection, DARPA 1999 Dataset, Artificial 
Immune System, Multiobjective Evolutionary Algorithm. 

1   Introduction 

An intrusion detection system (IDS) is used to detect intrusions, which are actions 
that attempt to compromise the integrity, confidentiality or availability of a 
resource. IDS are classified into two groups as misuse detection and anomaly 
detection. In the misuse detection approach, network and system resources are 
examined in order to find known wrong usages by pattern matching techniques 
[1]. In anomaly-based IDS, the detectors construct profiles of users, servers and 
network connections using their normal behaviors. After the profile construction, 
they monitor new event data, compare them with obtained profiles and try to 
detect deviations. These deviations from normal behaviors are flagged as attacks. 
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Most real-world problems involve simultaneous optimization of several 
objectives. A suitable solution should have acceptable performance over all 
objectives. MOEAs can effectively provide several pareto optimal solutions and 
give the researchers the option to assess the trade-offs between different 
alternatives [2].  

We used a multiobjective evolutionary algorithm which is hybridized with an 
Artificial Immune System (AIS) as a method of anomaly-based IDS because of 
the similarity between the IDS architecture and the biological immune system 
(BIS), which is a parallel and distributed adaptive system for detecting antigens. 

In a previous study [3], we explored the effects of some improvements we 
made on jREMISA [4] using the 2000 version of the DARPA dataset for DDoS 
attacks. However, there are not many studies in literature with results using this 
version of the dataset to detect DDoS attacks. In order to compare the performance 
of our improved-jREMISA with other related studies, we made two types of 
experiments using different compositions of 1999 DARPA IDS dataset days. We 
observed good results with almost 100% True Positive and almost 0% False 
Positive rates in all conditions.  

2   Related Studies 

In order to be able to assess the performance of our improved-jREMISA algorithm 
in comparison with others, in this study, we are interested only in the IDS studies 
which tested their solutions on the 1999 DARPA IDS dataset. 

PHAD [5] is an anomaly detection algorithm which models protocols rather 
than the user behavior because the majority of the attacks exploit protocol 
implementation bugs. It uses a time-based model and models 33 attributes which 
correspond to packet header fields with 1–4 bytes. 

In the hybrid-IDS of [6], PHAD and NETAD [7] are experimentally improved 
and added as a preprocessor to Snort [8]. It operates in two phases:  the filtering 
phase and the modeling phase.  

In [9], two open-source network intrusion detection systems (Snort and 
Pakemon [10]) are combined with Cisco IOS Firewall [11] intrusion detection 
features to increase detection of attacks. IDS are used with Firewalls in order to 
double-check the mis-configured firewalls and to catch the insider attacks. 

In [12], the results of eight different studies, [13, 14, 15, 16, 17, 18] which 
participated in the DARPA off-line intrusion detection evaluation in 1999, are 
compared. 

K-Means+ID3 [19] is developed by combining two machine learning 
algorithms: the k-Means clustering and the ID3 decision tree learning. In the first 
stage, k-Means clustering is performed on training instances to obtain k disjoint 
clusters. In the second stage, the ID3 decision tree learning is used in each cluster. 

PAYL [20] is a payload-based anomaly detector for intrusion detection. They 
first compute a profile byte frequency distribution and its standard deviation. 
Later, they use the Mahalanobis distance during the detection phase to calculate 
the similarity of new data against the profile. POSEIDON [21] (Payl Over Som for 
Intrusion DetectiON) is also payload-based, and has a two-stage architecture: the 
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first stage consists of a Self-Organizing Map (SOM) [22], and is used to classify 
payload data, while the second one is a modified PAYL system.  

In jREMISA [4], an Artificial Immune System [23] is used together with a 
Multiobjective Evolutionary Algorithm [24] in order to get good detectors with 
the best classifying fitness degree and multiobjective hypervolume size. Network 
traffic is classified as self and non-self with the help of antigen detectors which are 
trained using a dataset. 

3   The Improved - jREMISA 

In a previous study [3], we improved jREMISA [4]; a multiobjective evolutionary 
algorithm inspired artificial immune system, to get better true and false positive 
rates. We added the r-continuous evaluation method, changed the Negative 
Selection and the Clonal Selection structure, and redefined the objectives while 
keeping the general concepts the same. In the following paragraphs, the  
jREMISA algorithm including our improvements is explained. For details on the 
implementation of the original jREMISA and the improvements we made, refer to 
[3] and [4] respectively. 

Antigen (Ag) and Antibody (Ab) chromosomes are binary arrays. Antigens are 
represented differently for three most common IP protocols of TCP, UDP and 
ICMP traffic. Ab chromosomes are composed of three parts as DNA (binary), 
RNA (binary), and seven state properties (integer).  

Algorithm 1. The pseudocode of the improved-jREMISA algorithm 

Procedure improved-jREMISA 
Begin 
repeat 
  Creation of Primary TCP, UDP and ICMP Population (Popp) 
  Empty Initialization of Secondary Population (Pops) 
  Negative_selection(Popp,data_setclean,threshold)         
until (end of data_setclean) 
repeat 
  FitnessFunction (ag,threshold)                                    
  MutationCauchy(Popp) 
  P_optimality()                                                    
  ClonalSelection(0.05) 
  MutationUniform(Pops) 
  Popp ← Pops //Copy the best Pops to the Popp of next generation 
until (end of data_setattack) 
End 

 
Pseudocode of the improved-jREMISA is given in Algorithm 1. Crossover is 

not applied since mutation is considered to be sufficient to make Ab’s move in the 
objective search space. The primary population is separated into three groups 
according to the IP protocols, so that a non-TCP Ab is not compared with a TCP 
Ab. Every Ag in the evaluation window represents a new generation and all 
operations are applied to all of the Ab’s in the population. 
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For fitness evaluations, the Hamming distance (H), which is defined as the 
similarity of the Ab and Ag DNA genes, is calculated. The first objective is 
penalized in true positives/negatives and the second objective is penalized in false 
positives/negatives. H should be zero in an ideal true negative and it should be 
equal to the length of the Ag in an ideal true positive. Cauchy Mutation is applied 
on the penalized Ab bits. P*-Test is applied to each Ab in order to calculate how 
many of the other Ab’s dominate it. All the Ab’s are sorted according to these 
domination values. 

In Clonal Selection, 5% of the non-dominated Ab’s of the primary population 
are selected with an elitist selection and copied to the secondary population. 
Copied Ab’s are cloned three times in order to have a large population. Mutation 
occures during the cloning stage. Size of the secondary population is trimmed to 
the size of the primary population. The Ab’s from the secondary population with 
the highest fitness values are copied to the primary population in place of the 
discarded Ab’s.  

Hamming distance evaluations in the Negative Selection, Fitness Function and 
Clonal Selection steps are enhanced using r-continuous bit evaluations. Two 
compared chromosomes need to have at least r-continuous bits the same to be 
considered alike.  

4   Experiments 

The main objective of IDS is detecting wrong, unauthorized and malicious  
usage of computer systems by inside and outside intruders. The key is to 
maximize accurate alerts (true-positive) while minimizing the occurrence of non-
justified alerts (false-positive). The metrics most commonly used in the evaluation 
of IDS are: 

• True positive (TP):  a real attack correctly categorized as an attack, 
• False positive (FP):  a false alert erroneously raised for normal data, 
• True negative (TN): normal data which correctly does not generate an alert, 
• False negative (FN):  a missed attack erroneously categorized as normal. 

4.1   1999 DARPA IDS Dataset 

Lincoln Laboratory, under the sponsorship of Defense Advanced Research 
Projects Agency (DARPA), created the Intrusion Detection Evaluation Dataset 
(IDEVAL) which is a benchmark in literature [25]. In 1998, 1999 and 2000, they 
gathered tcpdump, Sun BSM, process and file system information after the 
background activities were produced with scripts, and attacks were created [26]. 
The 1999 evaluation had two phases separated by about three months. During the 
first phase, participants were provided with three weeks of data. The first and third 
weeks contained no attacks, and could be used to train anomaly detection systems. 
During the second phase, participants were provided with two weeks of test data 
(weeks 4 and 5) containing 201 instances of 58 attacks [27].  
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4.2   Experiments with the Improved-jREMISA 

We implemented the experiments on Pentium Core 2 Duo 2.4 GHz computers 
which run the Windows XP SP3 operating system. We performed two types of 
experiments using different compositions of 1999 DARPA IDS dataset days in 
training and testing phases of the improved-jREMISA in order to see the success 
of the system in different experimental environments. In the first type, the system 
is trained and tested with the same day of week-1 and week-4. But in the second 
type, different days are used for testing to measure the system performance in 
more realistic conditions. Each experiment has 20 runs to get the mean values of 
the evaluation metrics of true positive and false positive rates.  

We used 20 as the r-continuous value, 50% for the affinity threshold and 300, 
100, 100 for TCP, UDP and ICMP population sizes respectively. These were 
found to be the best parameter settings in our previous study [3] where we 
obtained very successful results on the DARPA LLDOS 1.0 dataset. Five days of 
attack-free week-1 dataset is used for Negative Selection of training and four 
days of week-4 with Tuesday of week-5 (Tuesday of week-4 was not given) is 
used for MOEA of training and also for testing in our system. We created the 
truthset files including the attack packets with the help of the Ethereal software 
[28] and identification lists given on the Lincoln Laboratory website. Secondary 
population Ab chromosomes which are obtained as the best results at the end of 
the MOEA phase are used in the Testing phase on the dataset which includes the 
attack traffic.  

4.3   Results 

In the first set of experiments, same days of week-1 and week-4 are used in the 
training and testing phases of our study as seen in Table 1. For example, if 
Wednesday of week-1 is used for Negative Selection and MOEA phases of 
training, Wednesday of week-4 is used for testing. These two datasets are not only 
different because week-1 is attack-free and week-4 is with-attack, but they are also 
different in the way their traffic flows and in the amount of protocols used. For 
example, there is 92,67 % TCP, 7,26 % UDP and 0,07 % ICMP traffic on Monday 
of week-1; but there is 79,08 % TCP, 17,72 % UDP and 3,20 % ICMP traffic on  
 

Table 1 Results of the first set of experiments 

Training 
Negative Selection 

(week-1) 
MOEA 

(week-4) 

Testing 
(week-4) 

True 
Positive 

(%) 

False 
Positive 

(%) 
Monday Monday Monday 99,71 0 
Tuesday Tuesday Tuesday 99,27 0,00005 
Wednesday Wednesday Wednesday 99,45 0 
Thursday Thursday Thursday 99,98 0 
Friday Friday Friday 99,97 0 

Average 99,68 0,00001 
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Monday of week-4. True Positive rates are almost 100 % and False Positive rates 
are almost 0 % for each day averaged over 5 days. 

The second set of experiments differs from the previous set by using different 
days of week-4 for training and testing phases. False Positive and True Positive 
rates don’t deviate a lot from 0% and 100% respectively. Our system also gives 
good results in these more realistic test conditions as seen in Table 2.  

Table 2 Results of second-type experiments 

Training 
Negative Selection 

(week-1) 
MOEA 

(week-4) 

Testing 
(week-4) 

True 
Positive 

(%) 

False 
Positive 

(%) 
Monday Tuesday* 96,15 0,0003 
Monday Wednesday 97,60 0,0038 
Monday Thursday 95,87 0,0006 
Monday Friday 99,99 0,0005 
Thursday Monday 100 0,0045 

Composition of 
five days 

Thursday Friday 100 0,004 
Average 98,27 0,002 

 

Fig. 1 TP comparison of improved-jREMISA with other studies 

Table 3 FP values of the systems 

Systems 
improved-
JREMISA 

PHAD 
[5] 

[6] [9] 
Expert 1 

[13] 
Expert 2 

[14] 
Dmine 

[16] 
Forensics 

[18] 
[19]

PAYL 
[20] 

POSEIDON 
[21] 

FP 
values 

0,00005% 10 FA/day N/A N/A 
10 

FA/day 
10 

FA/day 
10 

FA/day
10 

FA/day 
4% 1% 1% 

When we compare the performance of the improved-jREMISA on the first-type 
of experiments and other related studies over the DARPA 1999 dataset, we see 
that our study has better TP and FP values than the others. Last three studies of 
Figure 1 and Table 3 used restricted dataset as stated before.  
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5   Conclusion 

We used a multiobjective evolutionary algorithm which is hybridized with an 
Artificial Immune System (AIS) as a method of anomaly-based IDS because of the 
similarity between the IDS architecture and the biological immune system (BIS). In 
a previous study [3], we improved jREMISA [4]; a multiobjective evolutionary 
algorithm inspired artificial immune system, to get better true and false positive 
rates. We added the r-continuous evaluation method, changed the Negative 
Selection and the Clonal Selection structure, and redefined the objectives while 
keeping the general concepts the same. In this study, we performed two types of 
experiments using different compositions of 1999 DARPA IDS dataset days in 
Negative Selection, MOEA and Testing phases of the improved-jREMISA. 

In the second type of experiments, different days of week-1 and week-4 are 
used in the training and testing phases to mimic a realistic test environment.  We 
achieved True Positive rates close to 100% and False Positive rates close to 0% 
for each day as averaged over 5 days in both types of experiments. As a result, we 
can say that our study has better TP and FP values than other related studies over 
the DARPA 1999 dataset, which is a very noteworthy success as an anomaly 
intrusion detection system. Other common intrusion detection datasets may also 
be tested on this system in order to strengthen its structure.  
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JXTA-Sim: Simulating the JXTA Search
Algorithm

Sandra Garcia Esparza and René Meier

Abstract. JXTA is a set of platform-independent, open source peer-to-peer pro-
tocols that has become popular for building services and applications based on
peer-to-peer overlays. Existing work towards evaluating one of JXTA‘s core proto-
cols,the JXTA search algorithm, has mainly focused on testbed-based experiments.
Although such evaluation configurations offer accurate results based on real deploy-
ments, scaling experiments to a large number of distributed hosts is difficult and
often prohibitively expensive. Furthermore, repeating experiments using different
configuration parameters might yield distorted results due to the uncontrolled na-
ture of testbeds. Simulators offer an alternative to testbeds for evaluating large-scale
applications in a controlled environment.This paper presents JXTA-Sim, a simu-
lator for studying and evaluating the JXTA search algorithm. JXTA-Sim enables
researchers to study the behavior of JXTA’s search algorithm using different config-
uration parameters and ultimately, to test JXTA-based peer-to-peer applications.

Keywords: Peer-to-peer computing, search algorithm, simulating JXTA
applications.

1 Introduction

Over the last years, features of peer-to-peer (P2P) networks, such as, self- organi-
zation, scalability and robustness, have captured the interest of researchers. Project
JXTA[1] is an open-source platform originally conceived by Sun Microsystems Inc.
in 2001 with the goal to standardize a set of protocols for building P2P applications.
JXTA consists of a set of 6 language and platform independent protocols that allow
developers to build interoperable and scalable P2P services and applications.
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P2P networks are often used in applications where peers need to share informa-
tion with other peers across a possibly highly-distributed network topology. Such
peers are said to publish information, also called resources, and to discover re-
sources respectively. This mechanism is key to any P2P application, needs to be
efficient and scalable, and is commonly referred to as a search algorithm for P2P
networks. There are different algorithms for discovering resources depending on
the structure of the underlying network. In structured networks, the graph of the
network follows a particular structure and resources are located using the informa-
tion about this structure. On the other hand, unstructured networks do not follow a
particular structure and resources are randomly placed in the topology. The JXTA
search algorithm supports a hybrid of these two approaches to locate resources.
JXTA’s search algorithm follows a structured approach when the network is sta-
ble and an unstructured approach when the network is unstable, i.e., is exposed to
frequent topology changes due to peers joining and leaving. Although JXTA has a
widespread use in research and industry, its performance and scalability capabili-
ties still remain largely unclear. Hence, we need to investigate ways to evaluate the
JXTA platform and its protocols. JXTA consists of a big and complex architecture
and, as a result, an evaluation may assess individual JXTA components or protocols
separately.

Past evaluations [4, 3] have studied different aspects of the platform by using
testbeds. However, these evaluations consider only a small number of peers due to
the high cost of deploying testbeds for large scenarios. Simulations offer a good al-
ternative to testbeds for evaluating an algorithm in such scenarios. Simulators can
model an algorithm in networks with a large number of nodes without the costs
testbeds introduce. Furthermore, they offer a level of control and easy modification
of the simulated algorithm since they are typically deployed on relatively few (often
a single) nodes.
This paper presents JXTA-Sim, a simulator for studying and evaluating the JXTA
search algorithm. JXTA-Sim has two main goals. The first goal is to allow re-
searchers to understand, study and evaluate the JXTA search algorithm. The sec-
ond is to allow P2P researchers to test their applications on top of JXTA’s overlay
network. This will enable them to evaluate the performance of the algorithm (and ul-
timately their application) and compare it with other overlay algorithms. JXTA-Sim
is based on PlanetSim[8], a P2P framework for implementing P2P overlay networks.
This paper is organized as follows. Section 2 introduces JXTA’s search algorithm.
Section 3 discusses related work in the field of simulation and JXTA evaluation.
Section 4 presents the design and the architecture of JXTA-Sim. Section 5 presents
the evaluation experiments we have performed with JXTA-Sim. Finally, Section 6
concludes this paper and discuses issues that remain for future research.

2 The JXTA Search Algorithm

The JXTA project does not specify how to search for advertisements (i.e. XML
documents describing resources) but provides a generic resolver protocol framework
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with a default policy that can be overwritten [1]. JXTA combines the advantages of
structured and unstructured networks [5] by using a hybrid approach that combines
the use of a loosely-consistent Distributed Hash Table (DHT) with a limited-range
rendezvous walker [6]. The DHT is used for networks with low peer churn rates
while the rendezvous walker is used for networks that change frequently.

There are two type of peers (or nodes) involved in the JXTA search algorithm.
Edge peers are the basic peers and are responsible for publishing and discovering
advertisements. Rendezvous peers, on the other hand, have the ability to forward
discovery requests and in order to do so, they store the indexes of the advertisements.
Edge peers publish and discover advertisements by pushing their indexes to their
rendezvous peers. They also store advertisements in their local cache. Rendezvous
peers form a rendezvous network where they propagate the queries and responses
generated by peers. To keep the connections with other rendezvous peers, each of
them maintains a Rendezvous Peer View (RPV), which is an ordered list of IDs
of the known rendezvous peers in the group. This list does not need to be globally
consistent. A peer may not be aware of the existence of other rendezvous peers and
RPVs may be different on different peers.

After storing an index locally, rendezvous peers compute a hash function to iden-
tify the rendezvous peer from the RPV that has a replica of the advertisement’s
index. The replication distance is a parameter that specifies the number of peers
in each direction of the rendezvous peer (up and down) that holds a copy. When
an edge peer needs to retrieve an advertisement, it forwards the request to its ren-
dezvous peer. This will execute the same hash function as the one used for the
publication, to identify the rendezvous peer from its RPV that stores the index (and
therefore knows the edge peer that stores the advertisement). Because the same
function is executed, if the network is stable and all rendezvous peers share the
same RPV, the chosen rendezvous will be the one storing the index of the advertise-
ment. On the other hand, if it is unstable and rendezvous peers have not been able
to keep their tables updated, two things can happen. If the network has not experi-
enced many changes, we may find a replica of the index in a rendezvous peer near
the original one and continue the retrieval from there. However, if the index is not
found in any of the replica peers, then a walker needs to be started in both up and
down directions in the vicinity of the rendezvous peer chosen from the RPV. This
walking continues until the advertisement is found or until a maximum number of
hops are reached.

3 Related Work

Past evaluations [4, 3] have studied different aspects of the JXTA platform by us-
ing testbeds. However, these evaluations consider only a small number of peers (up
to 32). In [2] an experimental evaluation of the scalability of the JXTA search is
presented based on using a testbed consisting of 5000 CPUs. This work focuses
on measuring the time it takes for the rendezvous protocol to make the peerviews
stable (all rendezvous have the same view) and the time it takes to retrieve an
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advertisement. These experiments concluded that with more than 45 rendezvous
peers, the rendezvous protocol fails to make the peer views consistent. In these ex-
periments, the rendezvous algorithm has been studied by installing the whole JXTA
platform on every node. In contrast, our focus is on studying different of aspects
of the search algorithm in a controlled manner. We aim to provide researchers with
a tool for assessing the algorithm in application-specific scenarios while allowing
for changes to the set of configuration parameters. By using a simulator, we can
facilitate changes to the algorithm and re-evaluate scenarios that may scale to a con-
siderable number of nodes. [7] discusses desirable characteristics for P2P overlay
simulators. PlanetSim [8] is a discrete, event-based overlay simulator that supports
implementation and validation of overlay algorithms and which provides most of
those characteristics by being object-oriented, extensible and customizable. As a
result, PlanetSim has been chosen as the platform for building JXTA-Sim.

4 JXTA-Sim Design and Architecture

JXTA-Sim builds on PlanetSim extending the three architecture layers: application,
overlay and network. In fig. 1 depicts the architecture of JXTA-Sim. Dark colored
components represent JXTA-Sim extensions that build upon the light colored Plan-
etSim components.

Application Layer. This layer allows applications to be assessed over different
overlay schemes. JXTA-Sim defines two classes in this layer. The EdgeNodesAp-
plication component represents an application that runs on an edge node. This class
contains the application to be tested. JXTA-Sim currently defines a basic applica-
tion that simulates edge nodes joining and leaving the network as well as publishing
and retrieving advertisements. However, the Application class can be extended to

Fig. 1 The architecture of JXTA-Sim
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support multiple applications concurrently. The JxtaMessage class has been ex-
tended from Message to support the different types of messages sent by JXTA peers.

Overlay Layer. This layer represents the virtual layer on top of the physical layer.
As PlanetSim allows for only Node type, JXTA-Sim defines an intermediate JXTA
Node class that can be of two types: EdgNode or RendezvousNode. Each node con-
tains the methods according to their behavior. While EdgeNode contains methods,
including, "connect to rdv", "publish adv" and "find adv", RendezvousNode has
methods such as "store adv", "retrieve adv, "update peer view" and "diffuse peer
view". In addition, EdgeNode has a structure to store the published advertisements,
which is the Cache Manager. RendezvousNode supports a structure to maintain the
connections to other rendezvous peers, called the Rendezvous Peer View (RPV).
JXTA-Sim periodically executes two tasks: DifusePeerView, which sends a subset
of the entries of the peer view to a random set of rendezvous peers, and DeleteOl-
dRendezvous, responsible for removing expired entries.

Network Layer. This layer represents the physical network where nodes communi-
cate with each other by sending Route Messages. Currently it does not support some
networking aspects, such as, latencies or node mobility. However, future versions of
the network layer may simulate such characteristics. For example, in [8], the authors
of PlanetSim propose an extension that supports latencies.

4.1 Configuration Parameters and Gathering Results

Currently, JXTA does not support parameters, for example, for changing the replica-
tion distance or for adjusting the maximum number of hops. We believe that allow-
ing users to modify these parameters may improve the effectiveness of the search
algorithm for certain application scenarios; for instance, it might be beneficial to
have a higher replication distance in networks with high churn compared to those
with a low churn. The main parameters that can be configured in JXTA-Sim are the
following: number of simulation steps, max. number of edge peers connected to a
rendezvous, max. number of walker hops, size of the RPV, expiration time for a
RPV entry, size of edge peers cache, replication distance, number of published ad-
vertisements during the simulation, number of advertisements to be discovered and
number of rendezvous that will join and leave during simulation.

4.2 Using JXTA-Sim

JXTA-Sim uses a configuration file for defining both the simulation and the search
algorithm parameters. Furthermore, an event file contains a list of time-event pairs
representing the application events that occur during the simulation. As an alterna-
tive, users can write a program that calls the desired events at appropriate times.

JXTA-Sim provides alternative means for capturing the results of a simulation.
Using PlanetSim, JXTA-Sim allows creating a graph of the network at any time
during a simulation. It also allows to see the different types of messages sent at
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every step of the simulation and introduces new aspects to show the number of
hops of searches. Finally, JXTA-Sim captures information about the connections
between peers. This enables users to observe how the edge peers connect to certain
rendezvous peers and to explore a peer’s RPV.

5 Evaluation

5.1 Assessing JXTA-Sim

In order to assess the simulation of the search algorithm, we perform a set of exper-
iments that test the features of the algorithm, including adding peers, disconnecting
peers, publishing advertisements and locating advertisements. These experiments
generate traces and ultimately graphs for studying and verifying the behavior of the
algorithm. We capture the sequence of events, such as peers joining and leaving as
well as the messages sent between peers as a result of these events. This visualizes
the various JXTA messages and provides a basis for verifying that they match the
JXTA algorithm as described above in section 2. Due to space limitations, we only
show one diagram of the results from these experiments. Fig. 2 depicts the mes-
sages sent in an experiment with 60 simulation steps in a network with 5 peers. In
this experiment, a peer leaves at simulation step 28, while another peer publishes an
advertisement at step 34 that is discovered by a third peer at step 53. Moreover, the
messages captured in these experiments also verify that the DHT table is used (and
not the walker) when the network is stable. As a result, these experiments show that
our simulation of the search algorithm behaves according to the JXTA specification.

5.2 Assessing the JXTA Search Algorithm in JXTA-Sim

After assessing the simulator we now focus on evaluating the JXTA search algo-
rithm. The performance of the algorithm under different configuration parameters is

Fig. 2 Messages sent in a network with 5 rendezvous peers.
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Fig. 3 Percentage of successful searches under different Replication Distance (a,c) and Max
Num Hops (b) values.

evaluated by means of the percentage of successful searches and the number of hops
required to locate an advertisement. The initial scenario studies the performance on
a static network, where peers do not join or leave the group, and uses the follow-
ing parameters: 50 rendezvous peers, 150 edge peers, replication distance (RD) = 1,
and maximum number of hops = 5. This scenario was repeated for lookup searches
ranging from 10 to 500 along 1000 simulation steps and found that around 95% of
the advertisements were located in each setting. The refined scenario studies how
churn affects the performance of the search and, most importantly, how to allevi-
ate the effects of churn by modifying configuration parameters. Fig. 3c, shows that
churn reduces the number of successful searches and that increasing RD to 3 allevi-
ates this effect. A churn of 20% (20% of the rendezvous peers leave and 20% join
during the simulation) reduces successful searches to about 80% while increasing
RD increases them to above 90%.

A second scenario assesses the impact of RD and the number of hops (NH) in a
network with 4000 nodes (1000 rendezvous peers and 3000 edge peers), a churn of
10%, RD= 1 and maximum number of hops = 10. Fig. 3a shows that increasing RD
can improve successful searches from 45% to 73%. This again demonstrates that in-
creasing RD may compensate the effect of churn. Fig. 3b shows that increasing NH
can also improve successful searches. It can be observed that for RD=1, NH needs
to be doubled to achieve the same performance increase as for a RD=4. Doubling
the number of hops implies that the walker performs up to 20 hops, which increases
the network traffic considerably. Hence, increasing the replication distance is likely
the preferable option for compensating for churn.

These experiments demonstrate that JXTA-Sim can support a significant num-
ber of peers and that being able to modify configuration parameters can help the
JXTA search algorithm to adapt to the different requirements of application scenar-
ios. While these parameters are currently fixed to a given default value, we argue that
the JXTA platform would benefit from such an extension as it will likely improve
overall application performance for varying network sizes and overlay churns.

6 Conclusions and Future Work

This paper has presented JXTA-Sim, a simulator for understanding, studying and
evaluating the behavior and performance of the JXTA search algorithm. JXTA-Sim
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provides a means for researchers to test peer-to-peer applications on top of the JXTA
virtual network and to evaluate (and compare) their applications under varying net-
working conditions, environment constraints, and user requirements. Our assess-
ment of JXTA-Sim has demonstrated that the search algorithm behaves according
to the protocols defined in Project JXTA and that a considerable number of peers
can be simulated. Perhaps most importantly, we have found that a future version
of JXTA might allow for the application-specific configuration of parameters that
currently support default values only. This can improve the performance of certain
JXTA applications by increasing the availability of network resources and reducing
the traffic in the overlay network.

JXTA-Sim currently focuses on simulating the JXTA search algorithm and, as a
result, the JXTA discovery and routing protocols are presently supported only. Fu-
ture work will extend JXTA-Sim to feature further JXTA protocols. The Pipe Bind-
ing Protocol, which implements virtual communication channels, and until now has
only been evaluated using testbeds, might be supported, with simulated latencies.
The Peer Endpoint Protocol might be supported to evaluate JXTA’s concept of re-
lay peers used for indirect routing. Finally, supporting peergroups would allow for
experiments with multiple search scopes where peers belong to one or more peer-
to-peer groups.
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Scalability of Enhanced Parallel Batch Pattern 
BP Training Algorithm on General-Purpose 
Supercomputers 

Volodymyr Turchenko and Lucio Grandinetti1 

Abstract. The development of an enhanced parallel algorithm for batch pattern 
training of a multilayer perceptron with the back propagation training algorithm 
and the research of its efficiency on general-purpose parallel computers are pre-
sented in this paper. An algorithmic description of the parallel version of the batch 
pattern training method is described. Several technical solutions which lead to  
enhancement of the parallelization efficiency of the algorithm are discussed. The 
efficiency of parallelization of the developed algorithm is investigated by progres-
sively increasing the dimension of the parallelized problem on two general-
purpose parallel computers. The results of the experimental researches show that 
(i) the enhanced version of the parallel algorithm is scalable and provides better 
parallelization efficiency than the old implementation; (ii) the parallelization effi-
ciency of the algorithm is high enough for an efficient use of this algorithm on 
general-purpose parallel computers available within modern computational grids. 

Keywords: Parallel batch pattern training, multilayer perceptron, parallelization 
efficiency. 

1   Introduction 

Artificial neural networks (NNs) have excellent abilities to model difficult nonlin-
ear systems. They represent a very good alternative to traditional methods for  
solving complex problems in many fields, including image processing, predictions, 
pattern recognition, robotics, optimization, etc [1]. However, most NN models re-
quire high computational load in the training phase (on a range from several hours 
to several days). This is, indeed, the main obstacle to face for an efficient use of 
NNs in real-world applications. The use of general-purpose high performance com-
puters, clusters and computational grids to speed up the training phase of NNs is 
one of the ways to outperform this obstacle.  
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Taking into account the parallel nature of NNs, many researchers have already 
focused their attention on NNs parallelization on specialized computing hardware 
and transputers [2-5], but these solutions require an availability of the mentioned 
devices for the use by wide scientific community. Instead general-purpose high 
performance computers and computational grids are widely used now for scientific 
experiments and modeling in a remote mode. There are developed several grid-
based frameworks for NNs parallelization [6-7], however they do not deal with 
parallelization efficiency issues. The authors of [8] investigate parallel training of 
multi-layer perceptron (MLP) on SMP computer, cluster and computational grid 
using MPI parallelization which process huge number of the training patterns 
(around 20000) . However their implementation of relatively small MLP architec-
ture 16-10-10-1 (16 neurons in the input layer, two hidden layers with 10 neurons 
in each layer and one output neuron) with 270 internal connections (number of 
weights of neurons and their thresholds) does not provide positive parallelization 
speedup due to large communication overhead, i.e. the speedup is less than 1. Small 
NNs models with the number of connections less than 270 are widely used for solv-
ing practical tasks due to their better generalization abilities [1]. Therefore the par-
allelization of small NNs models which use not very huge amount of the input data 
for their training is still very important research issue. 

Our previous implementation of the parallel batch pattern back propagation (BP) 
training algorithm of MLP showed positive parallelization speedup on SMP com-
puter [9-10]. However, the efficiency is decreasing with increasing the number of 
parallel processors. Therefore this algorithm will show lower efficiency on compu-
tational clusters and grids due to larger communication overhead in comparison 
with an SMP computer. The goal of this paper is to discuss several technical im-
provements of this algorithm concerning the decrease of a communication over-
head and present its parallelization efficiency and scalability on general-purpose 
parallel computers. The rest of the paper is ordered as follows: Section 2 describes 
the parallel implementation of batch pattern BP training algorithm and several 
technical improvements of the old version, Section 3 presents the obtained experi-
mental results and concluding remarks in Section 4 finishes this paper.  

2   Parallel Batch Pattern BP Training Algorithm of Multilayer 
Perceptron 

We have presented the MLP model and the usual sequential batch pattern training 
algorithm used for parallelization in [9-10]. We have used a Master – Worker ap-
proach for the development of the parallel version of the algorithm. The algorithms 
for Master and Worker processors are depicted in Fig. 1. The Master starts with 
definition (i) the number of patterns PT in the training data set and (ii) the number 
of processors p used for the parallel executing of the training algorithm. The Mas-
ter divides all patterns in equal parts corresponding to the number of the Workers 
and assigns one part of patterns to himself. Then the Master sends to the Workers 
the numbers of the appropriate patterns to train. Each Worker calculates the errors  
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of value of MLP output 
and hidden layers, the 
partial sums of delta 
weights ijwsΔ  and delta 

thresholds jTsΔ  and the 

partial SSE value for 
each pattern pt among 
the PT/p patterns as-
signed to him. After 
processing of all as-
signed patterns, the 
global operation of re-
duction and summation 
is executed. Then the 
summarized values of 

ijwsΔ  and jTsΔ  are sent 

back to all processors 
working in parallel. Us-
ing a global reducing 
operation and simultane-
ously returning the re-
duced values back to the 
Workers allows decreas-

ing a communication overhead in this point. Each processor uses these values 

ijwsΔ  and jTsΔ  for updating the weights and thresholds of own copy of MLP. As 

the summarized value of )(tE  is also received as a result of the reducing opera-

tion, the Master decides whether to continue the training or not. 
The software code is developed using C programming language with the stan-

dard MPI functions. We have used MPI parallelization because now it is a de-facto 
standard for the development of parallel and distributed applications. The parallel 
part of the algorithm starts with the call of MPI_Init() function. The parallel proces-
sors use the synchronization point MPI_Barrier(). An MPI_Allreduce() function 
reduces the deltas of weights ijwsΔ  and thresholds jTsΔ , summarizes them and 

sends them back to all processors in the group. Function MPI_Finalize() finishes 
the parallel part of the algorithm. 

During the experimental research [9-10] and after the discussions with MPI 
group of the ICL from the University of Tennessee [11] devoted to the develop-
ment of the collectives of Open MPI project [12], we have added the following im-
provements which may lead to a reducing of a communication overhead: 

• We have noticed that internal implementation of the MPI_Allreduce() function 
includes an internal synchronization point in order to provide correct internal 
operation of summation and sending back correct results to all processors. 
Therefore we have removed the function MPI_Barrier() from our code and re-
ceived the same parallelization results;  
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Synchronization with 
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Fig. 1. Master (a) and 
Worker (b) algorithms 
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• A general policy of usage of an MPI library is to try to reduce a number of 
communications on both algorithmic and implementation levels. As it is seen 
from Fig. 1, we have only one communication on the algorithmic level. But it 
was implemented by four calls of the function MPI_Allreduce() in the old rou-
tine, conveniently providing each call for each matrix with different weight co-
efficients and thresholds of MLP. Therefore the use of only one call of 
MPI_Allreduce() with pre-encoding of all data into one communication mes-
sage before sending and after-decoding the data to appropriate matrixes after 
receiving may significantly decrease a communication overhead in this point. 

3   Experimental Results 

Our experiments were carried out on two general-purpose supercomputers: (i) Crati 
(NEC TX7) with thirty two 64-bit (1 GHz) Intel Itanium 2 CPUs (one-core), 64 GB 
of total RAM, ccNuma architecture and NEC MPI/EX 1.5.2 library and (ii) Fla-
mingo (TYAN Transport VX50) which consists of two identical blocks VX50_1 
and VX50_2. Each block has four 64-bit dual-core AMD Opteron 8220 (2800 
MHz), 16 GB of local RAM, 4 RAM access channels, high-speed AMD-8131 Hy-
per Transport PCI-X tunnel interface and Open MPI 1.4. 

For the experimental research we have used the following scenarios of increas-
ing MLP sizes: 5-5-1 (36 connections), 10-10-1 (121 connections), 15-15-1 (256 
connections), 20-20-1 (441 connections), 30-30-1 (961 connections), 40-40-1 (1681 
connections), 50-50-1 (2601 connections) and 60-60-1 (3721 connections) and 70-
70-1 (5041 connections). The number of training patterns is changed as 100, 200, 
400, 600, 800, 1000, 5000 and 10000. We have chosen such MLP architectures and 
number of training patterns to cover both small and large parallelization problems. 
During the research the neurons of the hidden and output layers have logistic acti-
vation functions. The number of training epochs is fixed to 104. The expressions 
S=Ts/Tp and E=S/p×100% are used to calculate a speedup and efficiency of paral-
lelization, where Ts is the time of sequential executing of the routine, Tp is the time 
of executing of the parallel version of the same routine on p processors of parallel 
computer. 

We have run an additional experiment comparing both old and new enhanced 
implementations of the routine on Crati supercomputer in order to assess the per-
formance of the improvements mentioned in the end of previous section. For the 
comparison we have chosen several scenarios of training patterns and MLP’s con-
nections (Table 1) which were researched within the old implementation in the past 
[9-10]. In the Table 1 we have listed the parallelization efficiencies of the both im-
plementations on 2, 4 and 8 processors. The record “n/a” means that speedup is less 
than 1, i.e. it is no parallelization efficiency for this scenario. We have simply cal-
culated the differences of parallelization efficiencies corresponding to the same 
scenarios. As it is seen from Table 1, the parallelization efficiency of the enhanced 
algorithm is better on 17.56% in average for the 20 researched scenarios. This im-
provement is due to a significant decrease of the communication overhead of en-
hanced implementation in comparison with the old implementation (Fig. 2). 
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Table 1 A comparison of parallelization efficiency of old and improved implementations 

Pat-
ns 

MLP connec-
tions 

Old algorithm 

  2          4          8 

Enhanced algorithm 

  2          4          8 

Difference 

  2          4          8 

36 (5-5-1) n/a n/a n/a 55.09 n/a n/a 55.09 0 0 

121 (10-10-1) 57.12 n/a n/a 75.26 46.17 14.16 18.14 46.17 14.16 

256 (15-15-1) 78.10 42.89 13.13 86.43 66.60 33.38 08.33 23.71 20.25 

100 

441 (20-20-1) 80.38 48.51 17.91 86.81 67.45 36.41 06.43 18.94 18.50 

36 (5-5-1) n/a n/a n/a 69.64 38.24 n/a 69.64 38.24 0 

121 (10-10-1) 72.16 38.80 n/a 84.83 61.99 28.47 12.67 23.19 28.47 

256 (15-15-1) 87.77 61.37 26.73 92.65 79.00 48.81 04.88 17.63 22.08 

200 

441 (20-20-1) 88.37 65.82 33.59 93.00 80.50 53.41 04.63 14.68 19.82 

36 (5-5-1) 65.55 26.79 n/a 81.38 54.41 20.77 15.83 27.62 20.77 

121 (10-10-1) 83.61 51.48 20.34 91.05 77.15 45.21 07.44 25.67 24.87 

256 (15-15-1) 93.30 74.82 39.38 96.01 88.26 65.70 02.71 13.44 26.32 

400 

441 (20-20-1) 94.24 78.95 46.34 96.33 89.20 70.49 02.09 10.25 24.15 

36 (5-5-1) 73.93 39.35 n/a 86.12 64.27 30.04 12.19 24.92 30.04 

121 (10-10-1) 88.36 58.56 25.76 94.23 83.11 54.60 05.87 24.55 28.84 

256 (15-15-1) 95.45 81.93 45.50 97.33 91.81 74.82 01.88 09.88 29.32 

600 

441 (20-20-1) 96.03 84.94 56.24 97.42 92.37 77.49 01.39 07.43 21.25 

36 (5-5-1) 79.06 41.84 14.25 89.63 71.30 35.31 10.57 29.46 21.06 

121 (10-10-1) 91.09 67.80 34.15 95.26 86.65 60.79 04.17 18.85 26.64 

256 (15-15-1) 96.47 84.32 58.40 97.95 93.86 78.68 01.48 09.54 20.28 

800 

441 (20-20-1) 96.72 86.93 62.91 98.07 94.23 82.02 01.35 07.30 19.11 

Average: 17.56 

 
The parallelization efficiencies of 

enhanced batch pattern BP training 
algorithm are depicted in Fig. 3 and 
Fig. 4 for several parallelization sce-
narios on the Crati and Flamingo su-
percomputers respectively. As it is 
seen, the parallelization efficiency is 
increasing at increasing the number 
of connections and increasing the 
number of the training patterns. How-
ever, the parallelization efficiency is 
decreasing for the same scenario at 
increasing the number of parallel 
processors. The speedup is less than 1 

only for one smallest scenario of 36 connections, 100 patterns and 16 processors 
on Flamingo computer and for several smallest scenarios of 36 connections,  
100-1000 patterns, all processors on Crati computer. Therefore Flamingo machine  
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Table 2 A scalability of the enhanced parallel batch pattern BP training algorithm 

Connections Pat-s CPUs Efficiency on Crati, % Efficien. on Flamingo, % 

121 (10-10-1) 200 2 85 95 

256 (15-15-1) 400 4 88 92 

961 (30-30-1) 1000 8 83 80 

2601 (50-50-1) 5000 16 92 78 

3721 (60-60-1) 5000 24 85 Not available 

5041 (70-70-1) 10000 28 88 Not available 
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Fig. 3 Parallelization efficiency on Crati supercomputer 

provides better parallelization efficiencies (but not faster computational time) than 
Crati machine due to better architectural properties of the former. All other sce-
narios provide good parallelization efficiency, but the question is still open how to 
choose better configuration of the parallel machine to execute an MLP’s paralleli-
zation scenario within minimum execution time and with maximum parallelization 
efficiency. 

We analyzed a scalability of the enhanced algorithm in Table 2. We consider 
scalability as an ability of a parallel algorithm to maintain the same parallelization 
efficiency when we progressively increase both the dimension of the parallelization 
problem and the number of processors of parallel machine. As it is seen from the  
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Fig. 4 Parallelization efficiency on Flamingo supercomputer 

results, the algorithm has a good scalability, for example, it keeps the efficiency on 
the level of 85 percents on the Crati machine. At the same time we have received a 
slight decrease of scalability on Flamingo machine on 8 and 16 processors due to 
slower communication between two nodes (with 8 CPUs located on each node). 

Also it is possible to use of the results in Figs. 3 and 4 from the practical point of 
view as a general reference of possible parallelization efficiencies of the batch  
pattern back propagation training algorithm of a MLP on general-purpose super-
computers since the presented experimental results are covered several possible 
parallelization scenarios.  

4   Conclusions 

The development of the enhanced parallel algorithm for batch pattern training of a 
multilayer perceptron with the back propagation training algorithm and the research 
of its efficiency on general-purpose parallel computers are presented in this paper. 
Our results show that (i) the enhanced version of the parallel algorithm is scalable 
and provides better parallelization efficiency than the old implementation 

(ii) the parallelization efficiency of the developed algorithm is high enough 
for its efficient use on general-purpose parallel computers available within  
modern computational grid systems, (iii) it is necessary to pay attention on the 
implementation details of the parallel algorithm in the framework of concrete 
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parallelization library because even well-designed algorithm (on an algorithmic 
level) may not show good parallelization speedup within its implementation. 

The future direction of research can be considered as investigation of the paral-
lelization efficiency of the enhanced algorithm on computational clusters and grids. 
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Performance Improvement in Multipopulation
Particle Swarm Algorithm

Miguel Cárdenas-Montes, Miguel A. Vega-Rodrı́guez,
and Antonio Gómez-Iglesias

Abstract. Particle Swarm Algorithm has demonstrated to be a powerful optimizer
in multitude of optimization problems. The use of multipopulation technique with
periodic interchange of individuals has proved to increase the convergence toward
good solutions in many other Evolutionary Algorithms. However, the policy of inter-
change of individuals ought to be careful studied and selected, otherwise, pernicious
effects could be introduced in the optimization process. The main focus of this study
is on when, how and what individuals should be exchanged between populations in
order to improve the convergence. In this paper, a deep study of diverse interchange
policies for multipopulation applied to Particle Swarm Optimizer is presented.

Keywords: Performance Analysis; Particle Swarm Algorithm; Multipopulation.

1 Introduction

Particle Swarm Optimisation (PSO) is an evolutionary computation technique intro-
duced by Kennedy and Eberhart in 1995 [3] [5]. Initial simulations were modified
to incorporate nearest-neighbour velocity matching, multidimensional search and
acceleration by distance [5].
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The Standard Particle Swarm Optimization (SPSO) has been demonstrated to be
an efficient and fast optimizer, with a wide applicability to very diverse scientific
and technical problems. In spite of the efficiency demonstrated by the algorithm,
also some disadvantages have appeared, mainly the premature convergence, as well
as, the stagnation of the fitness improvement.

The use of more than one population, with periodic interchange of the best in-
dividuals, is a technique widely employed in diverse Evolutionary Algorithms. The
multipopulation technique has proved to be excellent to accelerate the convergence
and to reduce the stagnation. However, in order to maximize the advantage of this
technique, the individuals interchanged and the moment of the action have to be
carefully selected. Otherwise, if an incorrect moment is selected, not major advan-
tage will be given to the algorithm.

Two factors seem to be desirable for the individuals interchanged. First at all,
they should represent as good solutions as the best individuals of the population
where are introduced. Second at all, they ought to increase the genetic diversity of
the population.

Spite of the excellent performance of the original PSO, multitude of variations,
improvements or alternatives have been proposed [1]. However, a complete charac-
terization of the possible improvements on PSO requires a study of the behaviour of
PSO in relation to multipopulation technique.

Distributed Computing is nowadays a set of computational techniques that allows
scientists to approach problems with a high computational cost. Different compu-
tational models have been used in these circumstances: from Grid Computing to
Desktop Computing. The Grid Computing allows computers to be connected via
a special software called Middleware. The Middleware exports and handles all the
computer resources with the goal of providing a standard layer where scientists can
run their simulations and analysis, as well as, store huge volume of data [6] [4].

This paper is organized as follows: in Section 2, a resume of the Particle Swarm
Optimization algorithms is introduced, as well as, some considerations about the
weaknesses of the original algorithm, and the modifications necessary to tackle the
multipopulation technique. In Section 3, the details of the implementation and the
production setup are shown. The results are displayed and analysed in Section 4.
And finally, the conclusion and the future work are presented in Section 5.

2 Particle Swarm Algorithm

In the first step of this algorithm, a set of particles are created randomly, each one
represented as a point inside of a N-dimensional space. During the search process,
each particle keeps track of its coordinates in the problem space that are associated
with the best solution it has achieved so far. This value is termed localbest. Not
only the best historical position of each particle is kept, also the associated fitness
is stored. Another ”best” value that is tracked and stored by the global version of
PSO is the overall best value, and its location, obtained so far by any particle in the
population. This location is called globalbest.
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The process for implementing the global version of PSO is as follows:

1. Creation of a random initial population of particles. Each particle has a position
vector and a velocity vector on N dimensions in the problem space.

2. Evaluation of the desired (benchmark function) fitness in N variables for each
particle.

3. Comparison of the each particle fitness function with its localbest. If the current
value is better than the recorded localbest, it is replaced. Additionally, if replace-
ment occurs, the current position is recorded as localbest position.

4. For each particle, comparison of the present fitness with the global best fitness,
globalbest. If the current fitness improves the globalbest fitness, it is replaced,
and the current position is recorded as globalbest position.

5. Updating the velocity and the position of the particle according to Eqs. 1 and 2:

vid(t +δ t)← vid(t)+c1 ·Rand() ·(xlocalbest
id −xid)+c2 ·Rand() ·(xglobalbest

id −xid)
(1)

xid(t + δ t)← xid(t)+ vid (2)

6. If an end execution criterion – fitness threshold or number of generations– is not
met, back to the step 2.

Diverse authors ([7], [2]) have demonstrated that the particles in PSO oscillate in
damped sinusoidal waves until they converge to new positions. These new positions
are between the globalbest position and their previous localbest. During this oscil-
lation, a position visited can have better fitness than its previous localbest position,
reactivating the oscillation. This movement is continuously repeated by all particles
until the convergence is reached or any end execution criterion is met.

However, in some cases, where the global optimum has not a direct path be-
tween current position and the local optimum already reached, the convergence is
prevented. In this case, the efficiency of the algorithm diminishes. From the compu-
tational point of view, a lot of CPU-time is wasted exploring the area of suboptimal
solutions already discovered.

2.1 Multipopulation Modifications in PSO

In order to characterize intimately the capacity of multipopulation technique to im-
prove the performance, a deep study has been performed using a catalogue of con-
figurations and fitness functions. In all cases, three populations were implemented.
This includes:

• Which individual is interchanged?

– In the first configuration, a individual randomly selected is copied to the
neighbour population (Table 1, figure A). This configuration should not pro-
duce better solutions that the equivalent –swarm size– configuration for only
one population. A priory, it should represent the worst result of the three
configurations.
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Table 1 Representation of the three models of individuals exchanged.

A) An individual randomly
selected is moved to the
neighbour population.

B) The best individual of a
population is moved to the

neighbour population.

C) The best individual of any
population is copied to the

other populations.

– In the second case, the best individual of one population is copied to the next
population establishing a circular topology (Table 1, figure B). A net improve-
ment, in relation with the previous configuration, is expected.

– In the third case, the best individual of any population is copied to the other
populations (Table 1, figure C). For this configuration, a net improvement is
also expected, however in relation with the previous configuration it is not
obvious if the minor genetic diversity introduces a premature convergence.

• And, when is it more profitable to copy individuals from its original population
to other population? For this characteristic three patterns have been established
–when these percentages of cycles are reached, the interchange is activated.

– 33% - 66%
– 25% - 50% - 75%
– 20% - 40% - 60% - 80%

3 Production Setup

The empirical study was conducted using a set of benchmarks, where diverse fit-
ness functions widely used in these cases were employed. These functions were
selected in order that the set had a mixture of multimodal (functions: f1, f2, f6 and
f8) and monomodal functions (functions: f3, f4, f5, f7, f9, f10 and f11). For each
benchmark function, a set of identical configurations was executed. These config-
urations represent the most characteristic values of dimensionality, population size
and number of generations. Moreover, three different configurations for the individ-
ual interchanged and three more for the moment when the interchange is activated,
were used. In Table 2 the benchmark functions selected are shown.

In order to avoid statistical fluctuations, a total of 350 tries of each configuration
and benchmark function have been executed. In these tries, the powerful machinery
of the grid was used to support the computational activity.

Each job is composed by a shellscript that handles the execution, and a tarball
containing the source code of the program and the configuration files. When the job
arrives to the Worker Node, it executes the instructions of the shellcript: rolling out
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Table 2 Benchmark functions used in the paper.

Expression Optimum

f1 = ∑D
i=1[sin(xi)+ sin( 2·xi

3 )] ≈−1.21598 ·D
f2 = ∑D−1

i=1 [sin(xi · xi+1)+ sin( 2·xi·xi+1
3 )] -2D + 2

f3 = ∑D
i=1[(xi +0.5)2] 0

f4 = ∑D
i=1[(xi)2 −10 · cos(2πxi)+10] 0

f5 = ∑D
i=1[(xi)2] 0

f6 = ∑D
i=1[xi · sin(10 ·π · xi)] ≈−1.95 ·D

f7 = 20+20 · exp(−20 · exp(−0.2
√

∑D
i=1 x2

i
D ))−exp(∑D

i=1
cos(2πxi)

D ) 0
f8 = 418.9828 ·D−∑D

i=1[xi · sin(
√|xi|)] 0

f9 = ∑D−1
i=1 [100 · (xi+1 −x2

i )
2 +(xi −1)2] 0

f10 = ∑D
i=1[i · (xi)2] 0

f11 = ∑D
i=1[(xi)2]+ [∑D

i=1(
i
2 · xi)]2 +[∑D

i=1(
i
2 · xi)]4 0

the tarball, compiling the source code and executing the 50 tries of each configu-
ration for a benchmark function, and finally resuming the result files in a tarball.
When the job finishes, it recuperates the results tarball. As pseudorandom number
generator, a subroutine based on Mersenne Twister has been used.

All cases share some common parameters, such as, c1 = c2 = 1 in Eq. 1, and the
maximum velocity, Vmax = 2. Taking into account the configuration for the individ-
ual interchanged and the moment of activation, a total of 72 configurations for the
11 fitness functions are established, being the total of the cases 792.

The whole production takes a total of 4,330.2 hours, being 618.6 hours by run
(7 runs). The number of jobs executed to complete the production was 693, and the
number of tries was 831,600.

4 Analysis and Results

The results of the empirical study are presented in Table 3. In this table, the config-
uration which obtains the best result for each fitness function is presented. If more
than one configuration produces the same best result, none is represented.

The analysis of Table 3 shows a dominance of interchange patterns where best
individuals are involved. Furthermore, a tendency toward more number of inter-
changes (pattern: 20%-40%-60%-80%) is also remarked. This tendency will be
more clearly drawn in Table 4. Spite of this trend, a certain dispersion of best re-
sults can be observed. Even the worst a priory configuration (individuals randomly
selected) obtains several best results.

Configurations, where only individuals randomly selected are interchanged, have
the capacity to produce best results. This fact underlines the relevance of the genetic
diversity of the individuals in the swarm. Stagnation in the convergence process are
frequently due to a lack of genetically different individuals, able to explore areas
far away of the local minima. Therefore, the individuals randomly selected provide
genetic richness to the target swarm avoiding stagnation.
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Table 3 Results of the benchmark for diverse interchange patterns. For each configuration
(dimensionality, population size and generations) the best pattern of interchange for each
function is presented.

D. P. G.
Random Circular Best Global Best

33% 25% 20% 33% 25% 20% 33% 25% 20%

100

10
102 f8 f7 f6 f1 f9

f3 f4
f5 f10 f11 f2

103 f11 f7 f8 f1 f2 f3 f4 f6 f10 f9 f5
104 f5 f9 f8 f3 f11 f4 f10 f2 f6

100
102 f8 f9 f1 f5 f4 f11 f10 f2 f3 f6
103 f8 f11 f4 f7 f2 f3 f10 f9 f5 f6
104 f11 f4 f9 f2 f3 f5 f6 f10

50

10
102 f8 f5 f6 f10 f7 f9 f11 f1 f3 f4 f2
103 f7 f8 f6 f2 f11 f1 f3 f10 f9 f4 f5
104 f11 f4 f2 f9 f5 f6 f3 f10

100
102 f9 f4 f11 f8 f2 f1 f6 f3 f5 f10
103 f2 f10 f4 f5 f11 f3 f6 f9
104 f11 f6 f3 f9 f10 f4 f2 f5

20

10
102 f9 f11 f5 f3 f4 f6 f2 f1 f8 f10
103 f2 f5 f9 f3 f10 f6 f4 f11

104 f11 f3 f2 f4

f5 f6
f8 f9 f10

100
102 f4 f8 f10 f3 f6 f9 f11 f1 f2 f5
103 f8 f3 f9 f11 f2 f5 f4 f10 f6
104 f10 f5 f8 f9 f11 f3 f4

10

10
102 f5 f11 f8 f9 f2 f3 f4 f6 f1 f7 f10
103 f4 f3 f5 f8 f9 f11 f2 f6 f10
104 f5 f4 f2 f8 f9 f3 f6 f10 f11

100
102 f9 f3 f4 f10 f8 f5 f11 f1 f6 f2
103 f2 f8 f4 f5 f9 f11 f3 f6 f10
104 f9 f10 f4 f2 f3 f11 f5 f8

In Table 4, a digest of the data of Table 3 is shown. The analysis of data exposes
that the performance of any interchange pattern involving best individuals has bet-
ter performance than patterns involving only randomly selected individuals. This
consideration is obvious, however, the number of best results for randomly selected
individuals are not negligible in relation to the other two selection modes. As conse-
quence, the importance of the genetic diversity is again underlined. This case clearly
shows the importance of keeping a genetic diversity in order to avoid the stagnation.

Taking into consideration this argument, it is foreseeable that an algorithm inter-
changing best individuals and other randomly selected ought to reach higher level
of convergence toward good solutions in relation to other interchanging only best
solutions.

Regarding the number of interchanges, the Table 4 shows an augmentation of
the best results as much as the number of interchanges grows. However, this trend
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Table 4 Number of best results obtained for each configuration.

Random Circular Best Global Best
33% 8 27 14 49
25% 14 23 41 78
20% 12 43 42 97

34 93 97 Totals

Table 5 Number of best results obtained for each configuration in function of the character
of fitness function.

Multimodal functions Monomodal functions
Random Circular Best Global Best Random Circular Best Global Best

11 3 6 2 33% 5 21 12 38
30 2 12 16 25% 12 11 25 48
33 4 10 19 20% 8 33 23 64

Totals 9 28 37 25 65 60 Totals

seems to have an upper and asymptotic limit. The number of best results obtained
augments from 25% to 20% more smoothly than from 33% to 25%.

In Table 5 an alternative digest of data of Table 3 is presented. In this case the
analysis is performed in function of the character of fitness function: multimodal or
monomodal. The same considerations expressed in the analysis of Table 4 can be
applied to the analysis of this table.

5 Conclusion and Future Work

Particle Swarm Optimiser has proved sufficiently to be an efficient optimiser through
a great number of use-cases. In this research paper, a complete set of configurations
and fitness functions has been used in order to characterize the behaviour of the PSO
in relation to multipopulations.

Taking into account only the results of the two configurations exchanging best
individuals, we can not infer which one produces better results. As future work, the
use of statistical inference to decide if the performance are equal, it is proposed.

Furthermore, regarding the results attained, we can conclude that as much as
higher is the number of interchanges between the subpopulations, better are the re-
sults obtained by the algorithm. However, this improvement seems to be an asymp-
totic limit.

On the other hand, it is relevant to underline the capacity of the interchange of
randomly selected individuals to produce best results. This capacity induces to intro-
duce for future tests a measure of genetic diversity of the individuals interchanged.
This parameter will allow to select individuals which keep an equilibrium between
fitness and genetic diversity. A possibility is to interchange the individual that
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maximize expression
Fitness(Pj)−Fitness(Xi)

Pjd−Xid
in relation to the best individual in the

target subpopulation.
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A New Memetic Algorithm for the  
Two-Dimensional Bin-Packing Problem with 
Rotations  

A. Fernández, C. Gil, A.L. Márquez, R. Baños, M.G. Montoya, and A. Alcayde1 

Abstract. The two-dimensional bin-packing problem (2D-BPP) with rotations is 
an important optimization problem which has a large number of practical applica-
tions. It consists of the non-overlapping placement of a set of rectangular pieces in 
the lowest number of bins of a homogenous size, with the edges of these pieces 
always parallel to the sides of bins, and with free 90 degrees rotation. A large 
number of methods have been proposed to solve this problem, including heuristic 
and meta-heuristic approaches. This paper presents a new memetic algorithm to 
solve the 2D-BPP that incorporates some operators specially designed for this 
problem. The performance of this memetic algorithm is compared with two other 
heuristics previously proposed by other authors in ten classes of frequently used 
benchmark problems. It is observed that, in some cases, the method here proposed 
is able to equal or even outperform to the results of the other two heuristics in 
most test problems.  

Keywords: two-dimensional bin-packing problem, memetic algorithms,  
heuristics. 

1   Introduction 

The bin-packing problem (BPP) and its multi-dimensional variants, have a large 
number of practical applications, including production planning, project selection, 
multiprocessor scheduling, data storage in computers, packing objects in boxes, 
assigning advertisements to newspaper columns, etc. This family of problems are 
included in the category of NP-hard [5] problems, and there is therefore no known 
method that can solve the problem in a polynomial time. 

Given a collection of objects (pieces) characterized by having different heights 
and weights, the two-dimensional version of the BPP (2D-BPP) consists of pack-
ing all the objects in the minimum number of bins (containers). In contrast with 
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other packing problems, such as the strip-packing problem [6], the bins in the 2D-
BPP are size-limited. The classical approaches to solve the 1D-BPP include the 
heuristic placement routines Next-Fit, First-Fit, and Best-Fit, which have also 
been adapted to the two-dimensional case [14]. However, their poor performance 
when applied to large and complex problems has led some researchers to propose 
more sophisticated methods, including meta-heuristic approaches. This paper pre-
sents a new memetic algorithm that incorporates evolutionary and local search op-
erators specifically designed to store objects successfully in different bins. Section 
2 gives a general formulation of the two-dimensional bin packing problem with 
rotations. Section 3 presents the general operation of the memetic algorithm and 
its specific operators. Section 4 describes the set of 500 test instances used in the 
experimental execution and presents the main results obtained by memetic algo-
rithm in comparison with other two heuristic approaches recently proposed by 
other authors. Section 5 summarizes the conclusions and the future work.  

2   The 2D Bin-Packing Problem with Rotations 

The 2D-BPP with rotations can be defined as follows: Given a set of n rectangular 
pieces (objects) where hi and wi are the height and weigth of object i, respectively 
(i=1,2,…,n), and given an unlimited number of bins, all of which have a height H 
and width W, the goal is to insert all the pieces without overlap in the minimum 
number of bins (nBIN). The pieces can be rotated 90 degrees, which increases the 
search space and therefore the difficulty to reach the optimal solution, but also 
provides the advantage of increasing the possibility of reducing the number of bins 
required to store the pieces. The 2D-BPP has often been analyzed with fixed ori-
entation of pieces [7]. In the last decade, some papers have dealt with the version 
of 2D-BPP in which the pieces can be rotated by 90 degrees [4,10]. As the prob-
lem is NP-hard, some authors have proposed using heuristic approaches, including 
evolutionary algorithms [13] and tabu search [8]. Ben-Mohamed-Ahemed and 
Yassine [10] have recently developed a hybrid algorithm (SACO) which is based 
on ant colony optimization and IMA heuristic, which was proposed by El-Hayek 
et al. [4] and extends the best-fit heuristic using a list of available areas in the bins. 

3   A New Memetic Algorithm for the 2D-BPP  

Memetic Algorithms (MA) [11] are heuristic methods inspired by Darwinian prin-
ciples of natural evolution and Dawkins notion of meme [2], defined as a unit of 
cultural evolution that can exhibit local refinement. In practice, MAs apply similar 
operators to those used in evolutionary algorithms (EAs) while also applying a lo-
cal search process to refine agents [12]. The present work puts forward a new 
memetic algorithm for the 2D-BPP named MA2dbpp, which consists of a popula-
tion of individuals (agents) that are optimized using the typical evolutionary op-
erators (mutation, crossover, and selection) and a local-search optimizer. Further, 
MA2dbpp also uses of a list of available spaces in the bins, in order to improve the  
performance of the operators. Figure 1 shows the flow diagram of the algorithm, 
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Fig. 1 Flow diagram of the memetic algorithm for the 2D-BPP. 

which starts by initializing the population of agents, each of which is considered a 
solution of the problem, i.e. a set of bins where all the items are stored. This ini-
tialization consists of including the pieces in a random order in the bins, such that 
if a piece cannot be located in a previously opened bin (due to the overlaps), it is 
then inserted in a new one. While the stop condition is not fulfilled, all the agents 
apply mutation, crossover and local search with a given probability. Each time an 
operator is applied, and therefore the distribution of a bin changes, the list of 
available areas (free space) is updated. The selection consists of passing a percent-
age of solutions to the next iteration according to the roulette mechanism [3] (here, 
only the better 50% of agents pass to the next iteration, while the remaining 50% 
are substituted by the better ones using the roulette mechanism). When the stop 
condition is fulfilled (30,000 evaluations of the fitness function without reducing 
the number of bins), MA2dbpp finishes then returning the best agent.  

3.1   Dynamic Storage of Free Spaces in the Bins 

The main difficulty of applying operators to reduce the number of bins in the 2D-
BPP is to determine the feasible and unfeasible solutions, i.e. whether or not a 
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piece p that has just been inserted overlaps with an existing one. This problem is 
particularly important when the bins are relatively full, in which case almost all 
insertion attempts could be unfeasible, and thus a waste of time. With the aim of 
overcoming this problem, and therefore speeding up the application of the opera-
tors, a structure is used that dynamically stores the list of available (free) rectangu-
lar spaces of each bin. The advantage of using this list is that when a piece (p) is to 
be inserted in a bin, a trial and error procedure is no longer necessary, but rather it 
is sufficient to test if there is any free space in the bin to place piece p (whose size 
is [wp,hp]). When a piece is inserted in a bin of an agent (ind), the available free 
spaces are recalculated (using the procedure calculate_spaces(ind)). This strategy 
is very useful when the bins are relatively full, because it is possible to omit these 
bins where the maximum free space is smaller than the size of the piece to be in-
serted. Figure 2 shows the free spaces associated to a certain bin distribution.  

    

Fig. 2 Current storage in a certain bin (left), and the available spaces (right) 

3.2   Description of the Operators Used in MA2dbpp 

As shown in Figure 1, the memetic algorithm here presented (MA2dbpp) applies 
mutation, crossover, selection and local search operators. In contrast with [4] 
where the authors consider the pieces in a given order to apply best-fit, MA2dbpp 
uses mutation and crossover operators that do not need to sort the pieces. The 
three mutation operators, the crossover and the local optimizer are now described: 

• Mutation1: a piece is randomly taken from one bin and it is stored in another 
randomly chosen one only if the available space is large enough.   

• Mutation2: a piece is chosen from the bin with most available space, and it is 
stored in another randomly chosen bin only if there is free space.   

• Mutation3: a piece is chosen from the bin with most available space, and it is 
stored in the empties remaining bin only if there is free space.  If the storage is 
not possible, the piece is inserted in a new bin in the lower left corner. 
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• Crossover: The child (CH) agent is formed by considering bins of two random 
parents (A1, A2): takes the fullest bin of A1, plus the bins of A2, but discarding 
the pieces already taken from A1 in order not to duplicate pieces.  

• Local optimizer: the least occupied bin is taken and each available space is 
tested to see whether a piece from the remaining bins can fit.  

4   Results and Discussion 

The algorithms are evaluated on two well-known sets of benchmarks. The first set 
includes six classes (I, II, III, IV, V, VI) [1], for which all the pieces have been 
generated in the same range and are defined as follows: 

Class I: wi  and hi are randomly selected within [1,10], W=H=10 
Class II: wi  and hi are randomly selected within [1,10], W=H=30 
Class III: wi  and hi are randomly selected within [1,35], W=H=40 
Class IV: wi  and hi are randomly selected within [1,35], W=H=100 
Class V: wi  and hi are randomly selected within  [1,100], W=H=100 
Class VI: wi  and hi are randomly selected within [1,100], W=H=300 
 

The second set [9] includes four classes, where the bin dimensions are W=H=100 
for all classes, and the pieces are generated as follows:   

Class VII: Type A with 70% probability, Type B,C,D, each with 10% probability. 
Class VIII: Type B with 70% probability, Type A,C,D, each with 10% probability. 
Class IX: Type C with 70% probability, Type A, B, D, each with 10% probability. 
Class X: Type D with 70% probability, Type A, B, C, each with 10% probability. 
Type A: wi random within [2W/3,W], hi random in [1,H/2]. 
Type B: wi random within [1,W/2], hi random in [2H/3,H]. 
Type C: wi random within [W/2,W], hi random in [H/2,H]. 
Type D: wi random within [1,W/2], hi random in [1,H/2]. 
 

Each one of the ten classes includes a different number of objects: 
n={20,40,60,80,100}. Finally, for each class and value of n ten different instances 
are generated. Therefore, a total of 500 benchmark instances are used in this study. 

The performance of the memetic algorithm presented in Section 3 is compared 
with two other methods: IMA [10], and SACO [8]. When applying heuristic meth-
ods to optimization problems it is advisable to perform a sensitivity analysis. The 
MA implementation here presented has a large number of parameters, as com-
mented in Section 3, which is why the effect of modifying some of these parame-
ters has been analyzed, while another subset has been fixed to certain values. 
Thus, fixed values have been established for the following parameters: Pmutation 

(15%), Pcrossover  (50%). The probability of applying the three mutation operators 
are: (Pmutation1=30%, Pmutation2=50%, Pmutation3=20%). On the other hand, different 
population sizes (agents of the population, Psize) are used: Psize={50, 100, 200}. 

Tables 1 and 2 show the results obtained by the MA-2dbpp, IMA and SACO. 
The first three columns show the characteristics of the test problems, the fourth  
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Table 1 Comparing MA, IMA and SACO in Berkey and Wang’s benchmarks.  

nBin 
(MA2dbpp) Class WxH N 

nBin 
(IMA)

nBin 
(SACO)

Psize=50 Psize=100 Psize=200 

I 10x10 

20 
40 
60 
80 

100 

6.6
12.9
19.5
27.0
31.3

6.6
12.9
19.5
27.0
31.1

6.6
12.8
19.5
27.0
31.4

6.6
12.8
19.5
27.0
31.3

6.6 
12.8 
19.5 
27.0 
31.3 

II 30x30 

20 
40 
60 
80 

100 

1.0
1.9
2.5
3.1
3.9

1.0
1.9
2.5
3.1
3.9

1.0
2.0
2.6
3.3
4.0

1.0
1.9
2.6
3.2
4.0

1.0 
2.0 
2.6 
3.3 
4.0 

III 40x40 

20 
40 
60 
80 

100 

4.7
9.4

13.5
18.4
22.2

4.7
9.4

13.5
18.4
21.9

4.7
9.3

13.5
18.6
22.3

4.7
9.2

13.4
18.4
22.1

4.7 
9.3 

13.5 
18.4 
22.1 

IV 100x100 

20 
40 
60 
80 

100 

1.0
1.9
2.5
3.1
3.7

1.0
1.9
2.5
3.0
3.7

1.0
1.9
2.5
3.3
4.0

1.0
1.9
2.5
3.3
3.9

1.0 
1.9 
2.5 
3.3 
3.9 

V 100x100 

20 
40 
60 
80 

100 

5.9
11.4
17.4
23.9
27.9

5.9
11.9
17.4
23.9
27.9

5.9
11.4
17.4

24
28.2

5.9
11.4
17.4
23.9
27.9

5.9 
11.4 
17.4 
24.0 
28.0 

VI 300x300 

20 
40 
60 
80 

100 

1.0
1.7
2.1
3.0
3.2

1.0
1.7
2.1
3.0
3.1

1.0
1.9
2.2
3.0
3.5

1.0
1.9
2.2
3.0
3.5

1.0 
1.9 
2.2 
3.0 
3.5 

and fifth columns show the average number of bins of ten runs for each problem 
instance obtained by IMA and SACO, while the last three columns show the aver-
age number of bins obtained by MA2dbpp using three population sizes. It is also 
seen that MA2dbpp equals and even outperforms the other methods in most cases 
(bold numbers), specially with an intermediate number of pieces (n={40,60,80}).  

The effect of using different population sizes considering the average results of 
the ten runs for each of the 50 test problems is now analyzed. Table 3 summarizes 
the cases where each one of the three Psize configurations is able to outperform  
to the other cases: MA2dbpp-50agents is not able to improve on MA2dbpp-100, 
and it is only able to improve on MA2dbpp-200 in one case. Therefore, it can be 
concluded that using medium and large populations is better than using smaller 
populations.  
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Table 2 Comparing MA, IMA and SACO in Martello and Vigo’s benchmarks. 

nBin 
(MA2dbpp) Class WxH N 

nBin 
(IMA) 

nBin 
(SACO)

Psize=50 Psize=100 Psize=200 

VII 100x100

20 
40 
60 
80 

100 

5.2
10.4
14.7
21.2
25.3

5.2
10.4
14.7
21.2
25.3

5.2
10.3
14.7
21.2
25.8

5.2
10.3
14.7
21.2
25.7

5.2
10.2
14.6
21.1
25.3

VIII 100x100

20 
40 
60 
80 

100 

5.3
10.4
15.0
20.8
25.7

5.3
10.4
15.0
20.7
25.6

5.3
10.4
15.0
21.1
26.2

5.3
10.4
15.0
20.9
25.9

5.3
10.4
14.8
20.8
25.7

IX 100x100

20 
40 
60 
80 

100 

14.3
27.5
43.5
57.3
69.3

14.3
27.5
43.5
57.3
69.2

14.3
27.5
43.5
57.3
69.3

14.3
27.5
43.5
57.3
69.3

14.3
27.5
43.5
57.3
69.3

X 100x100

20 
40 
60 
80 

100 

4.1
7.3

10.1
12.8
15.8

4.1
7.3

10.0
12.7
15.7

4.1
7.3
9.9

12.9
16.0

4.1
7.3
9.9

12.8
16.0

4.1
7.3
9.9

12.9
16.1

Table 3 Effect of using different population sizes in the MA2dbpp.  

 MA2dbpp(Psize50) MA2dbpp(Psize100) MA2dbpp(Psize200) 
MA2dbpp (Psize50)  0 1 
MA2dbpp (Psize100) 14  8 
MA2dbpp (Psize200) 12 7  

5   Conclusions 

This paper has proposed a new memetic algorithm that incorporates specific op-
erators to solve the 2D-BPP with rotations. It uses a dynamic structure that stores, 
in real-time, the maximum spaces generated by applying different operators (three 
different mutation operators, and a crossover one). The performance of this me-
metic algorithm is compared with those obtained by another heuristic technique 
(IMA) and a hybrid meta-heuristic one (SACO) from the literature. The results 
show that all the methods obtain similar results, but in some test instances the 
MA2dbpp is able to improve on some of the results obtained by the other two 
methods. The results obtained by the memetic algorithm in this problem reinforce 
the previous conclusions of other authors about the good performance of  
this meta-heuristic to solve NP-hard optimization problems. Future research 
should be focused on extending the memetic algorithm with the aim of solving 
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multi-objective formulations of this problem that consider other objectives in addi-
tion to minimizing the number of bins.  
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A Meta Heuristic Solution for Closest String 
Problem Using Ant Colony System 

Faranak Bahredar, Hossein Erfani, H.Haj Seyed Javadi, and Nafiseh Masaeli1 

Abstract. Suppose ∑ is the alphabet set and S is the set of strings with  
equal length over alphabet ∑. The closest string problem seeks for a string over  
∑ that minimizes the maximum hamming distance with other strings in S. The 
closest string problem is NP-complete. This problem has particular importance in 
computational biology and coding theory. In this paper we present an algorithm 
based on ant colony system. The proposed algorithm can solve closest string prob-
lem with reasonable time complexity. Experimental results have shown the cor-
rectness of algorithm. At the end, a comparison with one Meta heuristic algorithm 
is also given. 

Keywords: Closest string, Ant colony system, Meta heuristic. 

1   Introduction 

Closest string problem (CSP) has been extensively studied in computational biol-
ogy [5, 6, 12, 7, 15] and coding theory [10]. This problem finds application in 
PCR prime design [8, 3, 16], genetic probe design [8], motif finding [8] and an-
tisense drug design [1, 16].  In all these applications, a common task is to design a 
new DNA or protein sequence that is very similar to each given sequence. 

The closest string problem and other related problems are NP-complete [10, 
13]. Researchers have developed approximation algorithms and fixed-parameter 
algorithms for solving this problem. Despite of its hardness, polynomial-time ap-
proximation scheme (PTAS) presents a natural and efficient way [11]. But this 
algorithm and other related algorithms do not give an exact and efficient solution. 

                                                           
Faranak Bahredar and Nafiseh Masaeli 
Department of Information Technology, Payam Noor University 
e-mail: bahredar_f@yahoo.com, Nafiseh_masaeli@yahoo.com 

Hossein Erfani 
Computer Engineering Department, Science and Research Branch,  
Islamic Azad University 
e-mail: hossein.erfani@gmail.com 

H. Haj Seyed Javadi 
Department of Mathematics and Computer Science, Shahed University, Tehran, Iran  
e-mail: h.s.javadi@shahed.ac.ir 



550 F. Bahredar et al.
 

So [6] offers an algorithm in which it solves the problem with ( . )dO nL nd d+  

time complexity, which is linear in respect of both L and n to be fixed parameter. 

Here the algorithm growth is restricted by ( )dO d . The CSP is fixed-parameter 

tractable when some parameters are fixed. An upper bound is presented in [1]. 

An improved and optimized lower bound with (log(1/ ))(1 / ) | |Of εε Σ  time complex-

ity is studied in [7], in which ε  is number of mismatches and f  is an arbitrary 
function. 

As sequential algorithms have been developed, some parallel algorithms have 
been presented. The algorithm [17], uses genetic algorithm idea and presents  
a suitable solution for this problem. In all these methods, the lengths of input  
sequences are average. For string with different length, a parallel algorithm is pre-
sented in [4]. 

In [14] the ACS-CSP algorithm is presented which is a Meta heuristic algo-
rithm. This algorithm just solves the inputs with little number of strings and 
bounded alphabet. 

In this paper we present an algorithm that finds closest string using ant colony 
system. In proposed algorithm, every ant indicates a solution. This algorithm finds 
the closest string based on the remaining pheromone in each path. The proposed 
algorithm solves the closest string problem in optimal time. 

The paper is organized as follows. Section 2 gives a mathematic description of 
the closest string problem and has a short look on ant colony system. The algo-
rithm is introduced in section 3. Section 4 provides an overview of results on a set 
of standard test problems and comparisons of proposed algorithm with ACS-CSP 
algorithm. At last Section 5 is dedicated to the discussion of the main characteris-
tics of our algorithm. 

2   Preliminaries 

2.1   Formulation of CSP 

Suppose Σ  is a finite symbol set and | |Σ is its cardinality. 

Definition: Let 
1 2
, , ...,

n
x x x x=  and 

1 2
, , ...,

n
y y y y=  be two strings with length 

n over Σ . The hamming distance ( , )
H

d x y  between x and y is defined as : 

1

1
( , ) ( , ), ( , )

0

n

H i i
i

x y
d x y x y x y

x y
ε ε

=

≠⎧
= =⎨ =⎩
∑      (1) 

Given: A set 
1 2

{ , , ..., }
n

S s s s=  of strings over a finite symbol set Σ , such that 

{1, 2, ..., }i n= , 
i

s L≤  and 0 d L≤ ≤ . 
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Objective: s is the closest string, iff there is no string 's  with: 
'

1,..., 1,...,
max ( , ) max ( , )

i n H i n H i
d s s d s s= =< . 

2.2   Ant Colony System 

Ant colony system (ACS) is inspired by the forgoing behavior of ant colonies 
concerning in particular how they can find shortest paths between food source and 
their colony. In real world, ants (initially) wander randomly and return to their co-
lony after finding food while leaving down pheromone trails. If other ants find 
such a path, they are likely not to keep traveling at random, but instead they fol-
low the trail, returning and reinforcing it if they eventually find food. Over time, 
however, the pheromone starts to evaporate, then a shortest path gets marched 
over faster and thus the pheromone density remains high. 

As the amount of pheromone trail is increasing, more ants will traverse that 
path. Thus the pheromone evaporates in long paths and more ants will be absorbed 
to the shortest path. 

Ant colony system was initially introduced by Marco Dorigo in collaboration 
with Alberto Colorni and Vittrio Maniezzo [9]. They used ACS in order to solve 
the traveling salesman problem (TSP). 

The ant colony system works as follows: At first the equal amount of phero-
mone is associated to each path. The virtual ant k which is located in node r, se-
lects the node j by the following probability function: 

( ) 0arg max {[ ( , )].[ ( , )] }
ku j r r u r u q q

s
otherwise

βτ η
ρ

∈⎧ ≤⎪= ⎨
⎪⎩

      (2) 

Where q is a random number uniformly distinguished in [0..1], q0 is a parameter in 

which 
0

0 1q≤ ≤ , ( , )r uτ  is the amount of pheromone in the path between nodes 

r and u, and ( , )r uη  is an inverse function of distance between r and u. β is the 

parameter which determines the relative importance of pheromone in the path and 
the length of the path. S is a random variable which is selected according to the 
probability distribution that mentioned bellow: 

( )

[ ( , )].[ ( , )]
( )

[ ( , )].[ ( , )]

0
k

k
u j rk

r s r s
s j r

r u r up

otherwise

β

β
τ η

τ η∈

⎧
∈⎪= ⎨

⎪
⎩                       

(3) 

Where ( )
k

j r  is the set of nodes that remain to be visited by ant K positioned in 

city r.  ( , )
k

p r s  gives the probability with which ant K in city r chooses to move 

to node s. In a few number of choices, action criterion is equal to the probability 
function P. In other situations, transition takes place between nodes connected by 
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short edges and with a large amount of pheromone. The parameter q0 determines 
the relative importance of exploitation versus exploration. 

While building a solution, ants visits edges and decay their pheromone level by 
applying the local update rule: 

( , ) (1 ). ( , ) . ( , )r s r s r sτ α τ ρ τ= − + Δ                               (4) 

Where ( , )r sτ  denotes the pheromone level of the edge between nodes r and s. 

ρ is a parameter related to the evaporation time for pheromone. 

After one tour is finished, the global update is performed. In ACS only the 
globally best ant is allowed to deposit pheromone. The amount of pheromone that 
the best ant deposited on each path is the inverse function of tour length. Shortest 
path will have most pheromone: 

( , ) (1 ). ( , ) . ( , )r s r s r sτ α τ α τ= − + Δ                                 (5) 

Where α is the pheromone decay parameter ( 0 1α≤ ≤ ) and ( , )r sτΔ is the in-

verse of length of the globally best tour from the beginning of trail. 

3   Proposed Algorithm 

The genetic algorithm presented in [19] for solving the closest string problem has 
some limitations, which consists of first generation number and strings length. By 
increasing these factors, the quality of answer decreases. There by, final result is 
closely dependent on choosing the first generation. 

The algorithm that we propose is also based on ant colony system. In this algo-
rithm every ant produces a solution according to formula 2. As mentioned in fig 2, 
at first a number of ants are initialized to find the solution. Then a matrix H will be 
initialized, in which the number of rows indicate the length of input sequences L. 
In matrix the hij is equal to the frequency of letter which is placed in the j-th index 
of i-th position of all input sequences (fig 1). J is indicative of the index of alpha-
bet letters in Σ . 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Example of matrix H 

 
 
 
 
 
 
 
 
 
 
 

 

                         = {a, b, c, d}  ,  | | 4Σ =  

S= {abcd, aacc, bdca, cbdd}
 

1

2

3

4

1 b c d a

2 1 1 0 

1 2 0 1 

0 0 3 1 

1 0 1 2 
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In fact, the heuristic function finds the frequency of every letter in every  
position of input strings. Each ant starts from the first node and chooses one of the 
alphabet letters as a next node, randomly. Then according to formula 3, the prob-
ability of each path will be computed. Then based on the probability associated to 
each path, one of the alphabet letters will be selected. Later on, after one ant 
passed one complete tour, local updating is started. In this stage, ( , )r sη  is com-

puted using 1/1-dr,s, in which dr,s is the sum of hamming distances. After every ant 
passes the entire path, the global update operation will be done. Otherwise the al-
gorithm starts to find the closest string, again from the beginning. 

α indicates degree of the ant’s willingness to choose a path. β indicates the 
willingness to heuristically choose a path. q0 shows the probability of choosing the 
best letter. Evaporation on the edges is controlled by ρ . path is ( , )r sτ  which is 

indicative of i-th position’s in the solution for j-th letter of Σ . Ant’s population is 
shown by AntNo. 

 
 
 
 

 

 

 
 
 
 
 
 
 
 
 
 

 

4   Experimental Results 

In this section we study the proposed algorithm on set of data. At first we find the 
optimal parameters by changing the parameters and then we compare our algo-
rithm results with ACS-CSP algorithm. Codes are written in C# programming lan-
guage and have been executed on Pentium IV computer, Intel 2.5GH processor 
and 3GB main memory. 

At first a set of data containing 10000 strings with similar length 15, is gener-
ated. These sequences are generated randomly. After running 500 epochs, the 
hamming distance of closest string with others is achieved. This operation is done 

The proposed algorithm 
1: initialize Ant system parameter α, β, q0, t0, ρ, path, AntNo. 
2: calculate Heuristic 
3: while (satisfy termination criterion) 
4:   for each Ant in Ants 
5:    \\ Construct solution according to the Ant system formula 
6:            for each i, where 0 ≤ i ≤ L, do 
7:               for each letter, where 0 ≤ letter ≤ Alphabet Number, do 

8:                      ( , ) ( , )
i

p i letter i letter
α βτ τ= ∗  

9:                      Choose one Alphabet according to the allocated pi, the letter 
which has more probability than others will be 
randomly chosen. 

10:              end for 
11:           end for 
12:         \\ Local update 

13:          
0

( , ) (1 ).( , )i letter i letter tτ ρ ρ= − +  

14:   end for 
15: Calculate Hamming Distance for solution 
16: find the best answer 
17: end While 
18: end. 

Fig. 2 The pro-
posed Algorithm  
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Fig. 4 Variation of 
β in proposed algo-
rithm 

20 times for each variation in parameters. In all figures the vertical axis indicates 
the hamming distance of closest string with other strings in the set. 

Fig 3 shows the result of changing in evaporation parameter ρ . By increasing 

the evaporation amount, the hamming distance of the closest string with other 
strings increases. As the ρ  decreases, the probability that one ant chooses a path 

with more pheromone will increase. 

 

By increasing the β, the hamming distance with other sequences is decreased 
(fig 4). This reduction is due to correctness of heuristic function and it means that 
explorative information has positive effect on ant’s decision for choosing the next 
symbol. 

 

 

After acquiring the optimal parameters, we compare our algorithm with ACS-
CSP one. Both algorithms are executed 20 times on input set. In closest string 
problem the size of problem is dependent on some parameters such as alphabet 
numbers, input sequences numbers and the length of input sequences.  

By increasing the alphabet size, our algorithm is more efficient than ACS-CSP 
algorithm. This phenomenon is because of first generation limitation in ACS-CSP 
algorithm. But in our algorithm the number of ants does not have any effects on 
choosing letters. This trait is shown in fig 5. In fig 5, S is constant, but the number 
of alphabet is different. Here the numbers are in this group{5, 10, 15, 20, 25}. By  
 

Fig. 3 Variation of 
ρ  in proposed al-

gorithm 



A Meta Heuristic Solution for Closest String Problem Using Ant Colony System 555
 

Fig. 5 Comparison of  
ACS-CSP and pro-
posed algorithm with 
variation in alphabet 
size 

Fig. 6 Comparison of ACS-
CSP and proposed algorithm 
based on different length 

 
 
increasing the number of alphabets, proposed algorithm gives better results than 
ACS-CSP algorithm. The final string has less hamming distance with other 
strings. 

As shown in fig 6, by increasing the length of input strings, proposed algorithm 
works better. We have tested both algorithms with L= 50, 100, 500, 1000, 1500, 
where n is 100. 

The result of proposed algorithm execution and ACS-CSP algorithm is  
compared in table 1. Here the number of input strings is different but the length of 
input strings as constant. As shown, the average hamming distance in proposed al-
gorithm is less than the one in ACS-CSP algorithm. 

 
 

Table 1 Comparison of  ACS-CSP and proposed algorithm based on different sequences 
number 

 
 
 
 
 
 
 
 

Proposed 
algorithm 

ACS-CSP String # 

344 
695 

    1064 
    1436 
    1805 

353 
702 

    1074 
    1452 
    1820 

  n= 50 
  n= 100 
  n= 150 
  n= 200 
  n=  250 

ACS-CSP 

Proposed algorithm 

ACS-CSP 

Proposed algorithm 
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As shown in all these figures, the ACS-CSP algorithm does not operate well 
enough in programs with large length, alphabet size and number of strings. And 
this is due to the formula which is used for local and global updating. 

5   Conclusion 

The closest string problem and other related problems are NP-complete. In this 
paper a new method for finding the closest string based on the ant colony system 
is presented. This algorithm can produce an optimal solution in suitable time. In 
the end, the results of executing the proposed algorithm are compared with ACS-
CSP algorithm. The experimental results indicate that the proposed algorithm has 
better performance than the ACS-CSP. Also it shows that by increasing the num-
ber of n and alphabet, our algorithm is considerably better results. 
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A New Parallel Cooperative Model for
Trajectory Based Metaheuristics

Gabriel Luque, Francisco Luna, and Enrique Alba

Abstract. This paper proposes and studies the behavior of a new parallel coopera-
tive model for trajectory based metaheuristics. Algorithms based on the exploration
of the neighborhood of a single solution like simulated annealing (SA) have of-
fered very accurate results for a large number of real-world problems. Although this
kind of algorithms are quite efficient, more improvements are needed to address the
large temporal complexity of industrial problems. One possible way to improve the
performance is the utilization of parallel methods. The field of parallel models for
trajectory methods has not been deeply studied. The new proposed parallel coop-
erative model allows both to reduce the global execution time and to improve the
efficacy. We have evaluated this model in two very different techniques (SA and
PALS) solving a real-world problem (the DNA Fragment Assembly).

1 Introduction

Metaheuristics are general heuristics that provide sub-optimal solutions in a reason-
able time for various optimization problems. According to the number of solutions
they manage during optimization process, they fall into two categories [3]: trajectory
based methods and population based techniques. A population based metaheuristic
makes use of a randomly generated population of solutions. The initial population
is enhanced iteratively so that, at each generation of the process, either the whole
population or just a part is replaced by newly generated individuals (often the best
ones). On the other hand, a trajectory based algorithm starts with a single initial so-
lution which, at each step of the search, is replaced by another (often better) solution
found in its neighborhood.

Although metaheuristics allow to significantly reduce computational time of the
search process, the exploration remains time-consuming for many industrial and
engineering problems. In this context, parallelism emerges as a useful strategy to
reduce this computational times down to affordable values [1]. The point is that the
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parallel versions of metaheuristics allows not only to speed up the computations, but
also to improve the quality of the provided solutions. For both trajectory-based and
population-based metaheuristics, different parallel models have been proposed in
the literature. In general, these parallel models are mostly oriented to study parallel
population-based algorithms, but it actually exists a gap on parallel models for single
solution methods from which something could be gained for other researchers.

The focus of this paper is on parallel trajectory-based metaheuristics. Usually,
three major parallel models exist for this kind of algorithms [5]: the parallel ex-
ploration of the neighborhood, the parallel evaluation of each solution, and the
multi-start model. The two first models speed up the execution of the method
without changing the semantics of the algorithm in comparison with a sequen-
tial exploration. The last one is maybe more interesting from the algorithmic
point of view since it can change the behavior of the method with respect to
its serial counterpart. The multi-start model lies in launching in parallel several
independent or cooperative homo/heterogeneous algorithms. Usually, in its coop-
erative mode, subalgorithms of the parallel multi-start model exchange information
(solutions) during execution and when the target subalgorithm receives a solution,
it continues the search using the previous one or the newly received one according
to a selection scheme. The problem of this classical cooperative model is that some
interesting information is lost since either the new solution is discarded (it is not
chosen by the selection scheme) and no new information is incorporated, or it is
accepted and the previous historical information of the subalgorithm is lost.

This work proposes a new parallel yet simple model that extends the cooperative
multi-start model to avoid the aforementioned flaw. Several approaches of the lit-
erature have also dealt with this issue. For example, Cadenas et al. [4] proposed a
centralized method in which a coordinator gathers solutions from subalgorithms and
then, by using a knowledge extraction mechanism (with fuzzy rules), the behavior
of the subalgorithms is updated. A similar approach has been used in [10]. Ribeiro
and Rosseti [11] have evaluated a parallel GRASP where cooperation between the
subalgorithms is implemented via path-relinking and a centralized pool of elite solu-
tions. The main drawback of these approaches is precisely their centralized strategy,
which limits the scalability of the algorithms when the number of subalgorithms is
increased. On the contrary, our proposal is a fully decentralized approach in which
the information contained in the incoming solution is combined with the local solu-
tion of the target subalgorithm by using a simple yet effective method (a crossover
operator). This parallel model has been evaluated in two very different methods:
simulated annealing [7], a classical and general purpose algorithm, and the problem
aware local search method (PALS) [2], a problem specific technique. To ensure the
impact of our model, we use a real-world problem: the DNA fragment assembly.

This paper is organized as follows. Section 2 presents our proposed parallel
model. The experimental design, the problem addressed, the algorithms, and the
discussion of the results are given in Section 3. The last section summarizes the
conclusions and provides some hints on the future work.
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2 Proposed Parallel Model

Our goal is to design a new parallel model for trajectory based metaheuristics which
allows to reduce the global execution time but, at the same time, it also improves the
efficacy of the exploration of the search space. A number of papers has been devoted
to this topic for parallel approaches involving population based methods (some of
them also involving trajectory-based ones) but it is not a very studied field for pure
parallel trajectory based metaheuristics.

Since we want to improve the efficacy of the resulting parallel algorithm, we
focus on the multi-start cooperative paradigm. As discussed in the introduction,
classical approaches of multi-start models for trajectory-based metaheuristics loses
search information. Indeed, when a subalgorithm receives a solution from other
subalgorithm, it has to choose whether it continues the search either with the current
one or the newly received one, losing the stored information from the discarded
solution.

We propose a new model in which we do not have to choose between the two
solutions, but generate a new solution with the main characteristics of both solutions.
This is performed by using an operator (similar to the recombination operator of
population based method) which combines both solutions.

In the previous existing multi-start models, the features of the incoming solution
were not very important rather than it fitness value, but now, this issue can provoke
an important impact in the search behaviour. Different possible mechanisms are
analyzed here:

• Predefined: in this case, each subalgorithm receives a single solution (the send-
ing island is defined by the topology). Therefore, any subalgorithm only receives
a single solution which is combined with the local one.

• Depending of the fitness value: in this case, each subalgorithm receives a solu-
tion from each subalgorithm which composes the global method. Now, the sub-
algorithm has to select one solution from this set of candidate solutions, that will
be combined with the current one. In this strategy, the selection mechanism is
based on the fitness value of the incoming solutions. In this study, we analyze
two different techniques: select the solution with best fitness, and select the solu-
tion with the worst one.

• Depending of the features of the solution: as in the previous one, each sub-
algorithm receives several solutions (one per subalgorithm) and it has to select
one. In this case, the selection will be performed by using a genotypic distance
(a diversity measure) among the solutions. Again, two different approaches are
analyzed: select the closest solution, and select the farthest one. The distance
depends on the representation used.

3 Experimentation

This section includes the experimental study performed to assess the suitability of
our proposal. We first describe the optimization problem used as testbed, while the
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algorithms involved are shown next. The final part is devoted to present the experi-
mental design used and discuss the results obtained.

3.1 Testbed: The DNA Fragment Assembly Problem

In order to determine the function of a specific genes, scientists have learned to
read the sequence of nucleotides comprising a DNA sequence in a process called
DNA sequencing. Currently, it is impossible to read a complete DNA sequence due
to technological limitations. The procedure therefore proceeds by making multiple
exact copies of the original DNA sequence, which are then cut into short fragments
at random positions. These steps take place in the laboratory. After the fragment
set is obtained, a traditional assemble approach is followed in this order: overlap,
layout, and then consensus. To ensure that enough fragments overlap, the reading of
fragments continues until a coverage is satisfied. The quality of a consensus is then
measured by looking at the distribution of the coverage. Coverage at a base position
is defined as the number of fragments at that position. It is a measure of the redun-
dancy of the fragment data, and it denotes the number of fragments, on average, in
which a given nucleotide in the target DNA is expected to appear. The higher the
coverage, the fewer number of the gaps, and the better the result.

Table 1 Information of datasets.

Parameters
Instance

M15421 J02459 BX842596
Coverage 5 7 7 4 7

Fragment length 398 383 405 708 703
Nb. of fragments 127 177 352 442 773

To test and analyze the
performance of our algorithm
we have generated several prob-
lem instances with GenFrag
[6]. We have chosen three se-
quences from the NCBI web
site1: a human apolopoprotein
HUMAPOBF, with accession

number M15421, which is 10,089 bases long; the complete genome of bacterio-
phage lambda, with accession number J02459, which is 20k bases long; and the
Neurospora crassa (common bread mold) BAC, with accession number BX842596,
which is 77,292 bases long.

3.2 Algorithms

In this section, we describe the algorithms used to test our parallel model. In or-
der to achieve a more relevant contribution, we have selected two very different
algorithms: a well-known and general purpose algorithm, SA, and a specific and
problem dependant technique, PALS.

3.2.1 Simulated Annealing

Simulated Annealing (SA) [7] is a generalization of the Metropolis heuristic. In-
deed, SA consists of a sequence of executions of Metropolis with a progressive

1 http://www.ncbi.nlm.nih.gov/
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decrement of the temperature starting from a high temperature, where almost any
move is accepted, to a low temperature, where the search resembles hill climbing.
In fact, it can be seen as a hill-climber with an internal mechanism to escape local
optima. In SA, the solution s′ is accepted as the new current solution if δ ≤ 0 holds,
where δ = f (s′)− f (s). To allow escaping from a local optimum, moves that in-
crease the energy function are accepted with a decreasing probability exp(−δ/T ) if
δ > 0, where T is a parameter called the “temperature”. The decreasing values of T
are controlled by a cooling schedule, which specifies the temperature values at each
stage of the algorithm, what represents an important decision for its application.

For the DNA fragment assembly, the algorithm uses a permutation representa-
tion of integer values. A permutation of integers represents a sequence of fragment
numbers, where successive fragments overlap. The solution in this representation
requires a list of fragments assigned with a unique integer ID.

As fitness function, we use the one proposed by Parsons, Forrest, and Burks [9].
This fitness function sums the overlap score for adjacent fragments in a given solu-
tion. When this fitness function is used, the objective is to maximize such a score. It
means that the best individual will have the highest score.

Finally, to explore the neighborhood of a solution, we use a movement operator
which given a solution s, and two positions i and j, reverses the subpermutation
between the positions i and j.

3.2.2 Problem Aware Local Search

PALS [2] is a method specifically designed for the DNA fragment assembly prob-
lem, although it can be extended to other problems. It is a variation of the Lin’s 2-opt
[8] for the DNA field, which does not only use the overlap among the fragments, but
it also takes into account the number of contigs2 in an intelligent manner that have
been created or destroyed.

This algorithm works on a single solution which is iteratively modified by ap-
plying movements in a structured manner. A movement here is the same as the
perturbation operator used in SA. The key step in PALS is the calculation of the
variation in the overlap (Δ f ) and in the number of contigs (Δc) between the current
and the perturbed solutions. This calculation is computationally light since we do
not compute neither the fitness function nor the number of contigs, but an estima-
tion of the variation of these values. To do this, we only need to analyze the affected
fragments by the tentative movement.

In each iteration, PALS makes these calculations for all possible movements,
storing the candidates in a list L. Our proposed method only considers the candidate
the movements that do not increase the number of contigs (Δc ≤ 0). Once it has
completed the previous calculations, the method selects and applies a movement of
the list L. The algorithm stops when no more candidate movements are generated.

2 The number of final sequences generated by the solution, being a single one the optimal
value.
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3.3 Experimental Design

This section provides the reader with the details of the experiments performed to
evaluate the new parallel model proposed for trajectory-based metaheuristics. Dif-
ferent versions have been used according to the criterion for selecting the incoming
solution that will be combined with the current one (Section 2). We use the termi-
nology ALG SEL, where ALG represent the algorithms (SA or PALS) and SEL the
selection method (pre for predefined one, bs for the best solution, ws for the worse
solution, cs for the closest solution, and fs for the farthest one). Since the algorithms
work with permutations, the classical order-based operator (OX) is used for com-
bining both the incoming and the current solutions. The order-based operator first
copies the fragment ID between two random positions in one solution into the new
solution corresponding positions. It then copies the rest of the fragments from the
other solution into the new solution in the relative order presented in that solution. If
the fragment ID is already present in the new solution, then we skip that fragment.
The method preserves the feasibility of solution.

For a complete definition of the method, we need to specify the stop condition and
the exchange period (number of evaluations between two successive interchanges)
for both methods and, in the case of SA, we have also to define the cooling schedule
for the temperature. To perform a fair comparison, the stop criterion will be to find
the optimal solution, and the exchange period will be 1000 evaluations for all the
versions. In SA, we update the temperature each 500 evaluations using a decay
factor α of 0.99 (next T = α · current T ). All the parallel algorithms uses eight
processors (one per subalgorithm).

We will also compare our proposed model with the serial version (sSA and
sPALS), a parallel version using the multi-start no-cooperative model, also known
as independent run model (iSA and iPALS), and a parallel version using the clas-
sical multi-start cooperative model (cSA and cPALS), in which incoming solutions
just replace the current one.

The experiments have been executed on a Intel Pentium IV 2.8GHz with 512MB
running SuSE Linux 8.1. Because of the stochastic nature of the algorithms, we
perform 30 independent runs of each test to gather meaningful experimental data
and apply statistical confidence metrics to validate our results.

3.4 Results

In order to compare the algorithms, we have measured the average number of eval-
uations (in thousands) and the global wall-clock time (in seconds) needed by the al-
gorithms to find the optimal solution (recall that this is the stopping condition). We
also want to note that when we refer to number of evaluations, we are really indicat-
ing partial function evaluations since both SA and PALS only perform a complete
evaluation for the initial solution.
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Table 2 Normalized number of vari-
ables for all the methods (smaller values
are better). The algorithms are ordered
by this score.

Alg. Score Alg. Score
SA fs 0.82 PALS fs 0.80
SA ws 0.83 PALS ws 0.82
SA bs 0.86 PALS bs 0.83
SA pre 0.87 PALS pre 0.86
SA cs 0.91 PALS cs 0.89
cSA 0.93 cPALS 0.90
iSA 0.97 iPALS 0.96
sSA 1 sPALS 1

Let’s first compare the numerical per-
formance of the different algorithms. Since
there are many different problem instances
and analyzing them thoroughly would hinder
us from drawing clear conclusions, we have
summarized the results in Table 2 as follows:
we have normalized the number of evalua-
tions needed to find the optimum for each
problem instance with respect to the worst
(maximum) value obtained by any of the
proposed algorithms (we have considered
separately PALS and SA), so we can easily
compare them without scaling problems. As
so, the values in Table 2 are the average val-

ues over all the DNA fragment assembly instances, and the algorithms are ranked
according to this value.

Quite interesting conclusions can be drawn from this table. First, we can observe
that the classical serial versions of the algorithms are the worse ones according to
this ranking, indicating that the use of the parallelism is beneficial for this prob-
lem. In fact, the parallel methods have reduced the computational cost (measured as
number of evaluations) between a 3% (independent runs model) to a 20% (one of
our proposed models).

Table 3 Normalized speedups for all
the methods (larger values are bet-
ter). The algorithms are ordered by this
score.

Alg. Score Alg. Score
iSA 7.78 iPALS 7.8
cSA 7.51 cPALS 7.49

SA pre 7.47 PALS pre 7.49
SA ws 7.21 PALS fs 7.19
SA fs 7.16 PALS cs 7.19
SA cs 7.15 PALS ws 7.15
SA bs 7.09 PALS bs 7.11

A second important conclusion is that all
the variants of our model outperform the tra-
ditional parallel models for trajectory based
methods. These results show that the explo-
ration scheme induced by our model is more
efficient than the other parallel algorithms
in the context of this problem. Analyzing
the different variants of the proposed model,
it can be seen that the ones that make use
of some information from the incoming so-
lutions (either fitness or distance) converge
faster towards the optimal solution (with the
exception of the cs strategy). Our hypothesis
is that for the problem at hand, the diversity is

very important, so the methods having an enhanced diversification capability have
achieved better results. Indeed, the strategy that requires the lowest number of eval-
uation to find the optimum solution is the one that incorporates more diversity, i.e.,
the fs scheme (it combines the current solution with the more different solution
among the candidates). Finally, we can notice that the results for each variant of the
proposed parallel model are very robust with respect to the algorithms, obtaining
almost the same profit in both methods.

The second relevant issue to be analyzed when working with parallel algorithms
is the execution time. In this work, we compare the wall-clock time of the parallel



566 G. Luque, F. Luna, and E. Alba

algorithm that runs on one single processor to the wall-clock time required by the
same algorithm on m processors (weak speedup). Due to space constraints, a similar
analysis is performed for this performance measure so that the average behavior
over all the instance is presented in Table 3.

The obtained speedup values are near to 8 (quasi-linear) and they show that all the
parallel algorithms are able to profit quite well from the parallel computing platform.
Three different categories according to the speedup value can be distinguished: the
first one composed by the parallel methods following the independent runs model;
in the second category, we can find cXXX and XXX pre (being XXX either SA
or PALS); and the third one contains the remainder settings. These categories cor-
respond with the communication overhead of the methods: the methods in the first
category do not interchange any information; in the second one, each subpopulation
only communicates with a single subpopulation; finally, the third one, all the subal-
gorithm send information to all the other ones. Therefore, the small loss of parallel
performance is due to the amount of information transmitted.

4 Conclusions

In this paper, we have developed a new parallel model for trajectory based meth-
ods. We have tested this model using two very different algorithms, SA and PALS,
to solve a real-world problem from bioinformatics. We have also studied different
versions of that models.

The results have shown that our proposed method is more efficient than the clas-
sical one with respect to the execution time and the number of evaluation performed.
Our study has also indicated that the utilization of solutions which incorporate more
diversity (using the solution with the farthest genotypic distance to the current one)
is beneficial for the global search.

As future work, we plan to use more sophisticated methods for combining the
solutions such as path relinking, and to evaluate other different selection strategies
for choosing the solution to be combined. We also want to extend this study to other
problems for generalizing the conclusions of this paper.

Acknowledgements. This work has been partially funded by the “Consejerı́a de Innovación,
Ciencia y Empresa”, Junta de Andalucı́a under contract P07-TIC-03044, and the Spanish
Ministry of Science and Innovation and FEDER under contract TIN2008-06491-C04-01.
Francisco Luna acknowledges support from the grant BES-2006-13075 funded by the Span-
ish government.

References

1. Alba, E. (ed.): Parallel Metaheuristics: A New Class of Algorithms. Wiley, Chichester
(2005)

2. Alba, E., Luque, G.: A new local search algorithm for the DNA fragment assembly prob-
lem. In: Cotta, C., van Hemert, J. (eds.) EvoCOP 2007. LNCS, vol. 4446, pp. 1–12.
Springer, Heidelberg (2007)



A New Parallel Cooperative Model for Trajectory Based Metaheuristics 567

3. Blum, C., Roli, A.: Metaheuristics in combinatorial optimization: Overview and concep-
tual comparison. ACM Computing Surveys 35(3), 268–308 (2003)
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Using a Parallel Team of Multiobjective
Evolutionary Algorithms to Solve the Motif
Discovery Problem

David L. González–Álvarez, Miguel A. Vega–Rodrı́guez, Juan A. Gómez–Pulido,
and Juan M. Sánchez–Pérez

Abstract. This paper proposes the use of a parallel multiobjective evolutionary tech-
nique to predict patterns, motifs, in real deoxyribonucleic acid (DNA) sequences.
DNA analysis is a very important branch within bioinformatics, resulting in a large
number of NP-hard optimization problems such as multiple alignment, motif find-
ing, or protein folding. In this work we study the use of a multiobjective evolutionary
algorithms team to solve the Motif Discovery Problem. According to this, we have
designed a parallel heuristic that allows the collaborative work of four algorithms,
two population-based algorithms: Differential Evolution with Pareto Tournaments
and Nondominated Sorting Genetic Algorithm II, and two trajectory-based algo-
rithms: Multiobjective Variable Neighborhood Search and Multiobjective Skewed
Variable Neighborhood Search. In this way, we take advantage of the properties of
different algorithms, getting to expand the search space covered in our problem.
As we will see, the results obtained by our team significantly improve the results
published in previous research.

Keywords: Bioinformatics, motif discovery, parallel team, evolutionary algorithms,
multiobjective optimization.

1 Introduction

Bioinformatics arises from the need to work specifically with a large amount of
deoxyribonucleic acid (DNA) and protein sequences stored in databases. This in-
formation is currently used in many research works [1], ranging from multiple se-
quence alignment, DNA fragments assembly, or genomic mapping; to the prediction
of DNA motifs, the search of these motifs in sequences of other species, or protein
folding. In this paper we predict motifs using evolutionary techniques, solving the
Motif Discovery Problem (MDP). The MDP aims to maximize three conflicting
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and Juan M. Sánchez–Pérez
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objectives: support, motif length, and similarity. So we apply multiobjective op-
timization (MOO) to obtain motifs in the most efficient way. To solve the MDP
we have designed and configured a parallel strategy composed by four evolution-
ary algorithms with different properties. The algorithms chosen to be part of our
parallel team are based on Differential Evolution, Nondominated Sorting Genetic
Algorithm II, and Variable Neighborhood Search. From the latter we have also in-
cluded a skewed variant. We have selected two population-based algorithms and two
trajectory-based algorithms. Including different types of algorithms, we enrich the
parallel team with the characteristics of each one of them. Recent trends are intended
for using parallel strategies and we can find in the literature many parallel teams of
evolutionary algorithms used successfully to solve real-world problems. The main
objective of our team is exploiting the benefits of each algorithm, causing a more
robust motif discovery. We also study the performance of our parallel team using
different number of cores. The results obtained by our parallel heuristic improve
other state-of-the-art methods of finding motifs such as AlignACE, MEME, and
Weeder. Furthermore, our technique achieves better results than approaches from
other researchers in the field.

This paper is organized as follows. In Section 2 we describe the motif discovery
problem. Section 3 details the adjustments and modifications made on the evolu-
tionary algorithms used in our parallel team. Section 4 shows the results obtained
by our team, including the experiments made with it. Furthermore, we compare the
team results with those achieved by the algorithms independently and with other
techniques and algorithms for discovering DNA motifs. Finally, we explain the con-
clusions and future lines in Section 5.

2 Motif Discovery Problem

Sequence motifs are becoming increasingly important in the analysis of gene regu-
lation. Sequence motifs are short DNA recurring patterns that are assumed to have
a biological function. Motifs often indicate sequence specific binding sites for pro-
teins and transcription factors [2]. Others are involved in important processes at the
RNA level, including ribosome binding, mRNA processing, and transcription ter-
mination. The increase of bioinformatics works that investigate the DNA sequence
motifs makes this an interesting problem in the DNA analysis field. A recent pub-
lication have proposed a new method for discovering motifs using a multiobjective
approach [3]. This method maximizes three objectives: support, motif length, and
similarity. Support indicates the number of sequences used to form the motif. If we
do not find some candidate motif in any of the data set sequences, this sequence will
not be taken into account in the motif creation. Motif length is the number of nu-
cleotides that compose the motif. Finally, similarity is the objective that maximizes
the resemblance of subsequences that make the resulting motif. To calculate it we
must first generate a position weight matrix from the motif found and we calculate
the dominance value (dv) of every nucleotide at each motif position. Then we select
the highest value of each motif position dvmax(i). With all these data, we can obtain



Using a Parallel Team of MOEAs to Solve the MDP 571

the similarity value of a motif averaging all the dominance value for every weight
matrix column. As it is indicated in equation (1). A more detailed description of this
process is included in [4].

Similarity(Moti f ) = ∑l
i=1 dvmax(i)

length
(1)

3 Methodology

The MDP is an NP-hard optimization problem to predict patterns, motifs, in real
DNA sequences. According to this, the use of evolutionary techniques can be a great
way to get quality solutions in a reasonable time, but additionally if we combine
properties of different algorithms in a parallel team, we will obtain better solutions
more quickly. In this section we describe the four selected algorithms and we explain
the operation of the parallel heuristic created. We have chosen four algorithms to
build our parallel team, two population-based algorithms and two trajectory-based
algorithms. The first population-based algorithm is an adaptation of the Differen-
tial Evolution, incorporating the concept of Pareto Tournaments (DEPT) in order to
address the multiobjective optimization of this problem. The fundamental idea of
DEPT is to define a schema to generate trial individuals, taking advantage of dif-
ferences between the population members. Algorithm 1 shows an outline of the al-
gorithm. The most important point of this code is in line 8, the paretoTournaments
function performs a tournament between the solution we are processing and the
trial individual. The winner will evolve to the next generation. The description of
the parameters and a more detailed description of the code can be found in [4].
The second population-based algorithm is the Nondominated Sorting Genetic Al-
gorithm II (NSGA-II) created by Deb et al. [5]. This algorithm is a standard in
multiobjective optimization and provides reliability to the results produced by other
algorithms. For more information, including pseudocode see [5]. The two trajectory-
based algorithms implemented for our parallel team are adaptations of the Vari-
able Neighborhood Search (VNS) algorithm, named Multiobjective Variable Neigh-
borhood Search (MO–VNS) and Multiobjective Skewed Variable Neighborhood
Search (MO–SVNS). Their essence lies in a systematic change of neighborhoods
through mutation and local search functions. The first algorithm is a multiobjective

Algorithm 1. Pseudocode of DEPT
1: g ← 0 {initial generation}
2: population P[g] ← createRandomPopulation(NP) {NP = population size}
3: evaluatePopulation (P[g])
4: while not time limit do
5: for i = 0 to NP do
6: xtrial ← createTrialIndividual(P[g](i))
7: evaluateIndividual(xtrial)
8: P[g](i) ← paretoTournaments(P[g]( j),xtrial)
9: end for

10: g ← g+1
11: end while
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Algorithm 2. Pseudocode of MO-VNS
1: paretoFrontSolutions ← 0
2: while not time limit do
3: S ← generateInitialRandomSolution()
4: if isNotDominatedByAnyParetoFrontSolution(S) then
5: /* We add the solution and clean the Pareto Front */
6: end if
7: k ← 1 //We initialize the neighborhood environment
8: while k < kmax do
9: S2 ← mutationAndLocalSearchFunctions(S,k)

10: if isNotDominatedByAnyParetoFrontSolution(S2) then
11: /* We add the solution and clean the Pareto Front */
12: end if
13: if S2 dominates S then
14: S ← S2
15: k ← 1
16: else
17: k ← k +1 //We increase the neighborhood environment
18: end if
19: end while
20: end while

Algorithm 3. Pseudocode of MO-SVNS
1: if S2 dominates ( S + α * distance (S2,S)) then
2: S ← S2
3: k ← 1
4: else
5: k ← k +1
6: end if

version of the VNS algorithm, an outline of this new algorithm is shown in Algo-
rithm 2. The most important function is the mutation and local search function (line
9). This function examines the neighborhoods by applying different levels of mu-
tation and intensity of local search. The MO–SVNS algorithm is a skewed variant
of the VNS algorithm. MO–SVNS does not always take the best solution as a ref-
erence to evolve. This algorithm allows the use of solutions slightly worse to avoid
falling into local maxima. The outline of MO–SVNS is similar to the MO–VNS
algorithm except the code between lines 13 and 18. The new code lines are shown
in Algorithm 3. In [6] we describe in more detail these two algorithms. To com-
bine the properties of these four algorithms we have designed a parallel heuristic,
which allows the collaborative work of all the algorithms in a parallel team. This
team has been implemented using Message Passing Interface (MPI). The master
process pseudocode is shown in Algorithm 4. Firstly, the master process initializes
the population randomly. Then it executes the algorithms (initial tests have been
conducted with a parallel team of four cores, one instance of each algorithm) using
the instruction MPI Comm spawn multiple. At this point the master process stops,
waiting for the algorithm results. The algorithms start their execution after receiving
the population from the master process. When the synchronization time finishes, the
algorithms send their Pareto fronts to the master process. In this process we store
all the solutions and then we obtain the final Pareto front, deleting the solutions that
are dominated by some other one. The resulting population is sent to the algorithms
in the next synchronization. In this way, the algorithms work together to discover
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Algorithm 4. Pseudocode of Team Master Process
1: population ← generateInitialPopulation()
2: /* We execute the corresponding algorithms */
3: for i = 0 to NumberO f Synchronizations do
4: for j = 0 to NumberO f Processes do
5: sendPopulation(j,population)
6: end for
7: /* The master process waits the Pareto fronts */
8: for j = 0 to NumberO f Processes do
9: solutions ← receiveParetoFrontSolutions(i)

10: paretoFront ← addAlgorithmSolutions(solutions)
11: end for
12: paretoFront ← cleanParetoFrontSolutions(paretoFront)
13: population ← obtainNewPopulation(paretoFront)
14: end for

quality motifs. If an algorithm is not able to evolve, the results obtained by any other
algorithm ca help it to overcome this impasse.

4 Experiments and Comparisons

In this section we include the experiments performed with the algorithms and the
parallel team. The experimental results are expressed in hypervolume averages, by
performing 30 independent executions. The reference volume is calculated using the
maximum values of each objective in each data set. All executions have been per-
formed at one minute, fixing the synchronization time of the parallel team to twelve
seconds (a total of five synchonizations). In our experiments, we used twelve real
data sets [7] selected from the TRANSFAC database [8], corresponding to different
species: three from the fly (’dm’ instances), three from human (’hm’), three from
mouse (’mus’), and three from yeast (’yst’). In addition, we selected data sets of
different sizes (number of nucleotides) and with different number of sequences to
ensure the good performance of our heuristics. We obtain the best configuration of
DEPT from [4] with population size = 200, crossover factor = 0.25, mutation factor
= 0.02, and rand/1/binomial selection schema. The best configuration of NSGA-II
has been obtained following the same procedure as in [4] with population size =
200, crossover probability = 0.75, and mutation rate = 0.25. Finally, we obtain
the best configuration of MO–VNS and MO–SVNS algorithms from [6] with local
search depth = 300, mutation shift = 0.20, and α = 1 in the MO–SVNS algorithm.
The individuals of the population include the necessary information to build a mo-
tif, for further information see references [4] and [6]. The first experiment compares
the results obtained by each algorithm with those obtained by the parallel team (the
initial parallel team executes one instance of each algorithm). In Table 1 we see how
our parallel team obtains higher hypervolume values than the individual algorithms,
achieving minimal standard deviations in the data. So we conclude that the collabo-
rative work of the four algorithms improves the quality of the solutions discovered
in executions with the same time. Once tested the parallel team with 4 cores, we
have performed experiments with different numbers of cores: 8, 16, 32, 64, and 128
cores (2, 4, 8, 16, and 32 instances of each algorithm, respectively). Table 2 shows
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Table 1 Comparison between the algorithms and the parallel team: AB where A is the hyper-
volume average and B is the standard deviation (in bold we show the best results).

Data set DEPT MOVNS NSGAII MOSVNS 4 Cores
dm01r 0,4050,3089 0,7240,0354 0,7490,0159 0,7230,0480 0,7790.0050
dm04r 0,2160,2288 0,7280,0260 0,7580,0181 0,7370,0176 0,7910,0064
dm05r 0,1660,1798 0,7730,0167 0,7860,0112 0,7600,0754 0,8130,0036
hm03r 0,6900,0184 0,5760,0317 0,6570,0111 0,5650,0521 0,6850,0109

hm04r 0,4780,0169 0,4580,0283 0,5430,0223 0,4530,0317 0,5710,0220
hm16r 0,7300,0251 0,6760,0331 0,7020,0285 0,6730,0266 0,7680,0206
mus02r 0,6740,0036 0,5820,0347 0,6450,0153 0,5840,0386 0,6740,0074
mus07r 0,6250,2376 0,7250,0167 0,7300,0178 0,7230,0240 0,7730,0038
mus11r 0,6380,0075 0,5240,0390 0,5980,0128 0,5150,0464 0,6380,0102
yst03r 0,6870,0043 0,6370,0241 0,6740,0098 0,6360,0330 0,6980,0057
yst04r 0,7370,0144 0,6810,0313 0,7260,0150 0,6820,0314 0,7550,0063
yst08r 0,7180,0236 0,6280,0340 0,7070,0124 0,6350,0306 0,7340,0043

Table 2 Results of the parallel team using different numbers of cores: AB where A is the
hypervolume average and B is the standard deviation (in bold we show the best results)

Data set 4 Cores 8 Cores 16 Cores 32 Cores 64 Cores 128 Cores
dm01r 0,7790,0050 0,7840,0047 0,7890,0026 0,7900,0027 0,7920,0025 0,7940,0022
dm04r 0,7910,0064 0,7980,0031 0,8020,0024 0,8030,0021 0,8040,0017 0,8060,0018
dm05r 0,8130,0036 0,8180,0039 0,8230,0026 0,8240,0021 0,8250,0017 0,8280,0010
hm03r 0,6850,0109 0,6920,0088 0,6950,0093 0,6970,0089 0,6950,0080 0,6920,0080

hm04r 0,5710,0220 0,5970,0159 0,6100,0125 0,6140,0115 0,6260,0086 0,6300,0101
hm16r 0,7680,0206 0,7810,0144 0,7940,0170 0,7960,0139 0,8010,0110 0,8060,0115
mus02r 0,6740,0074 0,6810,0066 0,6850,0063 0,6830,0067 0,6820,0062 0,6840,0079

mus07r 0,7730,0038 0,7750,0035 0,7800,0024 0,7810,0022 0,7820,0023 0,7840,0028
mus11r 0,6380,0102 0,6480,0073 0,6510,0067 0,6520,0064 0,6550,0092 0,6540,0078

yst03r 0,6980,0057 0,7010,0062 0,7000,0064 0,7000,0071 0,7000,0066 0,7060,0074
yst04r 0,7550,0063 0,7600,0044 0,7630,0047 0,7650,0050 0,7670,0051 0,7670,0065
yst08r 0,7340,0043 0,7360,0051 0,7360,0103 0,7280,0123 0,7260,0094 0,7280,0089

these results. We can see how increasing the number of instances of each algorithm,
we get to improve the hypervolume results. However, in some data sets we fail to
improve the results significantly. This is because we are repeating algorithms with-
out providing new ways to evolve. Bioinformaticians can choose to invest funds in
cores to achieve more robust motifs, or they may choose to discover good motifs
cheaply, using a 4-core parallel team. We opted for the latter option.

To demonstrate the effectiveness and efficiency of our parallel team we have
compared it with other multiobjective algorithm: MOGAMOD algorithm [3], and
with other well-known motif discovery methods as AlignACE [9], MEME [10], and
Weeder [11]. We could not perform this comparison using hypervolume because
unfortunately, we have not this information. In order to compare with [3], we con-
centrate our comparisons on yst04r, yst08r, and hm03r data sets. Firstly, in Table 3
we compare our parallel team with the best configuration of MOGAMOD algorithm.
We have done similarity and length comparisons for the higher value of support of
each data set. We can see how our parallel team gets higher similarity motifs, keep-
ing constant the other two objectives: support and motif length. We also can see
how the parallel team discovers longer motifs than the other methods with the same
support and similarity. In both comparisons our heuristic achieves higher values for
the corresponding objective. Besides comparing the results with MOGAMOD algo-
rithm, we have compared our discovered motifs with other well-known methods in
the bioinformatics field as AlignACE, MEME, and Weeder. Table 5 gives the results
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Table 3 Motif similarity and length comparison (in bold we show our results).

Similarity Comparison Length Comparison
Team MOGAMOD Team MOGAMOD

Data set Support Length Similarity Similarity Length Length Similarity
yst04r 7 9 0.952 0.80 23 9 0.80

8 0.964 0.84 17 8 0.84
yst08r 11 11 0.901 0.77 24 11 0.77

10 0.918 0.80 19 10 0.80
hm03r 10 11 0.864 0.74 23 11 0.74

10 0.870 0.79 16 10 0.79
9 0.889 0.81 14 9 0.81

Table 4 Comparison of the predicted motifs by five methods (in bold we show our results).

Data set Method Support Length Similarity Predicted motif
yst04r AlignACE N/A 10 N/A CGGGATTCCA

MEME N/A 11 N/A CGGGATTCCCC
Weeder N/A 10 N/A TTTTCTGGCA

MOGAMOD 5 14 0.84 CGAGCTTCCACTAA
6 14 0.77 CGGGATTCCTCTAT

Team 7 16 0.848 TTTTTTTTTCTTTTCT
7 14 0.877 TTTATTTTTCTTTT

yst08r AlignACE N/A 12 N/A TGATTGCACTGA
MEME N/A 11 N/A CACCCAGACAC
Weeder N/A 10 N/A ACACCCAGAC

MOGAMOD 7 15 0.84 TCTGGCATCCAGTTT
7 15 0.87 GCGACTGGGTGCCTG
8 14 0.83 GCCAGAAAAAGGCG
8 13 0.85 ACACCCAGACATC

Team 11 20 0.791 TTTTTTTTTTTTATTTTTTT
11 16 0.812 TTTTTTTTTTTTATTT

hm03r AlignACE N/A 13 N/A TGTGGATAAAAAA
MEME N/A 20 N/A AGTGTAGATAAAAGAAAAAC
Weeder N/A 10 N/A TGATCACTGG

MOGAMOD 7 22 0.74 TATCATCCCTGCCTAGACACAA
7 18 0.82 TGACTCTGTCCCTAGTCT

10 11 0.74 TTTTTTCACCA
10 10 0.79 CCCAGCTTAG
10 9 0.81 AGTGGGTCC

Team 10 25 0.728 AAAAAAAAAAACAGTGAAACAAAAA
10 22 0.750 AAAAAAAACAGTGAAACAATAA

of this comparison. We can see how our parallel team achieves longer solutions than
the other methods, maintaining high values in each objective. Our heuristic finds
longer motifs that have high similarity values with maximum values of support. As
we can see, the solutions always maintain a balance among the values of the three
objectives. We see how as the support and the motif length values increase, the sim-
ilarity value decreases. However, with the same value of support, as the motif length
decreases, the similarity value raises.

5 Conclusions and Future Lines

In this work we propose the use of a parallel team of multiobjective evolutionary al-
gorithms to discover motifs. The objective of our approach has been to try to exploit
the different skills of each algorithm, getting better solutions. We have demonstrated
that the use of a parallel strategy achieves better results than those obtained by indi-
vidual algorithms. Moreover, we analyze the performance of our parallel team using
different number of cores and we conclude that, although we can get better solutions
using many cores, the cost that this entails may not be profitable. As future work we
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will implement new parallel heuristics, testing new algorithms distribution func-
tions. Furthermore, we will incorporate new algorithms to the parallel team, trying
to improve the results obtained so far. Another possible future work is to study new
ways to parallelize our algorithms, a possible way could be using OpenMP [12].
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J.M.: A Multiobjective Variable Neighborhood Search for Solving the Motif Discovery
Problem. In: Advances in Intelligent and Soft Computing. Springer, Heidelberg (2010)

7. Tompa, M., et al.: Assessing computational tools for the discovery of transcription factor
binding sites. Nature Biotechnology 23(1), 137–144 (2005)

8. Wingender, E., Dietze, P., Karas, H., Knüppel, R.: TRANSFAC: a database on transcrip-
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Rule-Based System to Improve Performance on
Mash-up Web Applications

Carlos Guerrero, Carlos Juiz, and Ramon Puigjaner

Abstract. Web cache performance has been reduced in Web 2.0 applications due to
the increase of the update rate of the contents and of the personalization of the web
pages. This problem must be minimized by the caching of content fragments instead
of the complete web page. We propose a rule-based optimization algorithm to de-
fine the fragments design that experiment a best performance. This algorithm uses
characterization parameters of the fragment contents to find the optimized solution.

Keywords: Web caching, Performance engineering, Web 2.0, Mashup applica-
tions.

1 Introduction

The way that the users use modern web applications has change completely dur-
ing the last years. Nowadays, web applications are more personalized and content
sources are completely decentralized [11]. This affects the applicability of technical
solutions for the system architecture. Particularly, it affects performance and solu-
tions as web caching. Web caching is based in re-usability of request results between
different users and between requests separated by a short period of time. Modern
web applications, as mash-ups applications and Web 2.0-based systems, have a high
personalization grade and they are built, at most of the times, using different con-
tent sources [9]. Those facts produce that invalidation periods are too shorts -more
than the time period between two requests of the same user on the same web page-
and that the probability of two users requesting the same page is very small due to
high personalization grade of web contents. One solution for the problem of request
re-usability is to reduce the minimum cacheable unit. Instead of using web pages,
web cache systems could manage parts of these documents (fragments). ESI (Edge
Side Includes) is a ”de facto” standard which is used to define web pages as an
aggregation of fragments.
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The number of research studies about how fragment-based systems influence the
performance is very large, but these studies are not applied to the use of a web
caching system of fragments for mash up applications. The main contributions of
the research presented in this paper are: (a) The study of which characterization
parameters, of the web page fragments, influence in the performance of the cache
architecture. (b) The applicability of these characterization parameters in optimiza-
tion techniques to determine an optimal fragments design of web pages. (c) The
study of the benefits of a rule-based system which uses content fragment characteri-
zation parameters to determine a good performance solution for the problem of how
to fragment the page

2 Web Caching for Web 2.0 Content Aggregation Applications

Content aggregation technologies are systems that combine content from differ-
ent sources to create new content elements. I.e., web pages are created by the ag-
gregation of independent contents. Therefore, we could distinguish between two
different content element types: pure content elements (which are created for a
system or an user) and aggregated content elements (which are created from the
combination of others content elements). Authors of [2] define a representation for
fragment-based web applications using a graph (object dependence graphs, ODGs).
We have adapted that representation for our propose. We use a Directed Acyclic
Graph (DAG) where the edges of the graph represents the aggregation of contents.
We use labelled edges in the DAG to represent when two elements are joined in the
cache or in the server. The vertices represent the pure and aggregated content frag-
ments. Sink vertices correspond to pure elements and source vertices to user web
pages. The rest of the vertices correspond to aggregated elements.

If the web pages are created in the server (by the joining of pure and aggregated
contents or fragments), the web cache layer is only able to cache the final and in-
divisible web page. In the other hand, the cache is able to manage and to store the
fragments independently if the process of joining the fragments is done in it . The
fragments of this second solution have smaller update rates and bigger request rates
than the final web pages of the first solution [8, 6, 7]. This benefits the hit ratio of
the web cache. But this second solution has the problem of the overhead of joining
fragments [5, 2]. This damages the user observed response time. From a perfor-
mance point of view, we consider that the optimal solution is in the middle of the
two before. A solution where some fragments are joined in the server (which less
benefit the hit ratio and/or more damage the response time) and other fragments are
delivered to the web cache independently.

The problem we need to solve is an optimization problem. We want to find a
solution that would produce the best performance in the web cache. This solution
(or output) is a coloured graph that represent the state of the different fragments in
the web page design (joined or split). The number of possible design solutions is the
total number of variations of repetitions of 2 states choose p (where p is the number
of edges) and is calculated as V ′(2, p) = 2p.
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The input parameters of the algorithm must be easily measured. Performance pa-
rameters are not considered because they show transient behaviour after a change in
the content. Another limitation is the level in which our system works (the applica-
tion level). So the number of possible motorization points is quite reduced. In one
hand, we could use web mining techniques (web structure mining) to extract data
from our system. We will consider the graph structure of the different fragments as
inputs parameters. In the other hand, web cache systems have traditionally used pa-
rameters as size, update ratios, request ratios and response times to improve caching
algorithms [3, 10]. We will also take them into account.

3 Performance Rule-Based Optimization Algorithm Using
Content Fragments Characterization Parameters

The first step of our research work is to determine if the parameters commented in
the previous section can be used to predict the improvement of the performance of
the web cache system. If these parameters show some kind of relation with the web
cache performance, we will be able to use them as inputs of an optimization algo-
rithm. In order to accomplish this goal we will study the correlation between the
cache performance metrics and these characterization parameters. The parameters
we have taken into account and that we have analysed are the next: (i) number of
aggregations that a fragment has (represented as the number of child of one node);
(ii) number of fragments that aggregates a given fragment (represented as the num-
ber of fathers of one node); (iii) size of the content of a fragment (size of all the
HTML code corresponding to a given fragment); (iv) service time of a fragment
(time required in the server to generate the content of a given fragment); (v) user
request rate; and (vi) update content rate

Figure 1 shows the architecture of the emulation environment we have created.
In this emulation environment content fragments can be joined in the server (edges
labeled as joined) or in the web cache (edges labelled as split). To create the con-
tent model and the user emulation model we have randomly created values for the
parameters using an uniform distribution in order to cover a wide range of values.
The maximum and minimum values and the gap between samples are presented in
Table 1. To study the correlation between performance improvement and charac-
terization parameters we have created two scenarios (one where all the edges are
labelled as joined and other where they are labelled as split) and we have study the
web cache response time speedup between both scenarios. Finally we have study the
correlation between these values and the characterization parameters of the content
fragments.

After running the emulation during the enough time to obtain means with the
enough confidential interval (95%) we analysed the correlation between the re-
sponse time of the web cache and the characterization parameters. We use the Pear-
son Correlation Factor to study the correlation between the samples( values close
to 0 indicates no correlation and values close to 1 or -1 indicates correlation). Tem-
plate size (-0.01) and service time (-0.03) show correlation values close to 0. Father
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Table 1 Characterization parameters values for the fragments of the emulated model

Parameter Minimum Maximum Gap

Fathers number 1 20 1
Children number 1 20 1
Template Size (KB) 5 300 1
Size (KB) 1 50 1
Service Time (ms) 1 100 5
Request rate (s−1) 1/10 1/300 1/10
Update rate (s−1) 1/60 1/3600 1/30

number (0.45), child number (0.31), and fragment size (0.41) show enough correla-
tion to be taken into account. Finally, request and update rates do not show a clear
correlation ( 0.07 and -0.11 respectively). But if we analysed the relation between
both parameters instead their absolutes values, we found a considerable correlation
(-0.34). We present the samples most representative in Figure 2.

We interpretate these results as the performance improvement of having split
fragments is bigger when: (a) The higher the size of the fragments is. (b) The higher
the number of fathers a fragment has. (c) The higher the number of children a frag-
ment has. (d) The bigger the difference between request rate and update rate is.
Thus, we conclude that the fragment size, the difference between update rate and
request rate, and the number of fathers and children of a fragment are suitable to be
the inputs variables of our optimization algorithm.

Fig. 1 Architecture of the emulation environment.
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Fig. 2 Response time difference between samples of the joined and split model related with
the number of fathers of the samples (a) and with the size of the fragments (b).

Once we have study the correlation between characterization parameters and per-
formance improvement we are able to create a set of rules to be used in a optimiza-
tion algorithm to find the fragments design that offer the best performance. The
inputs of the rules are the characterization parameters and the output is the values
of the coloured edges of the DAG that represents the web page design. I.e., the left-
hand side (LHS) of our rules uses the characterization parameters of our fragments,
and the right-hand side (RHS) conclude about the state or color of and edge.

We used the clustering techniques that implements WEKA to create classes of
our samples in order to create the rules. The attributes used to create our classes are
the characterization parameters and the performance speedud between the joined
and split scenario. After trying different clustering algorithms we decide to establish
6 different classes. Our interpretation of these six classes is explained below. The
samples of pairs of fragments (a template fragment or father with a content fragment
or child) experiment a better performance when they both are: (a) split if only one
fragment has a a higher update rate than request rate. (b) joined if both fragments
have a higher update rate than request rate. (c) split if both fragments have a smaller
update rate than request rate and the child fragment has more than one father (it is
included in more than one template). (d) joined if fragments have a smaller update
rate than request rate and the child fragment has only one father and the number
of children of the father fragment (template) has only one child. (e) joined if both
fragments have a smaller update rate than request rate and the child fragment has
only one father and the number of children of the father fragment has more than one
child and the size of the content fragment (child) is smaller than 25 KB. (f) split if
both fragments have a smaller update rate than request rate and the child fragment
has only one father and the number of children of the father fragment has more than
one child and the size of the content fragment (child) is bigger than 25 KB.

We translate the previous conclusions to a decision tree (Figure 3). The proposed
knowledge base (group of rules or decision tree) is very simple. This is a necessary
feature in our system. In web systems, the characterization parameters, that we have
used to deduce the fragment design, change continually. This determines the need
of continually updating the fragments design after some period of time. So we need
a simple rule system to reduce the computation requirements of the algorithm.
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4 Evaluation of the Optimization Algorithm

Once we have create a set of rules we need to validate them. To do it we have used
the emulation environment of the Figure 1. But we need to make some changes
before used it. The first change is in the models used, in the previous work the
models were created using uniform distribution in order to cover all possible cases.
Now we want to test the optimization algorithm with a more realistic model. The
second change is the incorporation of the optimization algorithm in the emulation
environment. The optimization algorithm has been implemented using the Java API
of JESS. JESS has been used to create the knowledge base and the reasoning sys-
tem to optimize the fragment design. JESS is an rule engine environment to give
to Java projects the capacity to ”reason” using knowledge supplied in the form of
declarative rules.

The date from real systems is not always available. From the structure point of
view, we have analysed the structure and size of fragment of the New York Times
web page. Using a web structure mining process we could determine the content
fragments (each one of the news on a front page), their structure and the size of
these fragments. From the user point of view, we need to know which pages are more
requested for read and for update the content (popularity) and which is the grade of
load of the user activity. This data is not available in most of web sites, neither in
the case of the New York Times. The last choice we have is to use statistical data.
Research works about Web 2.0 ([4, 1]) have concluded that the popularity of web
objects follows a power law statistical distribution with parameter α = 0.83 (for read
requests) and α = 0.54 (for write requests) both with R2 = 0.99. The workload of the
system depends on the web site we analyse and on the period of time analysed. We

Fig. 3 Decision tree for the optimization algorithm of web fragment designs. The rules for
the JESS environment are created directly from this decision tree.
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Table 2 Speedup between the experiments

Speedup
Experiment Complete Fragmented Optimized

Complete * 0.8800 0.8354
Fragmented 1.1364 * 0.9542
Optimized 1.1970 1.048 *

decided to test our system over a low utilization scenario due to the scaling problems
of the clients simulator. But we consider that, over high utilization scenarios, our
solution would show better results.

We have tested the design optimization of our algorithm over a group of 200
pages created using the parameters explained above. To determine if our fragment
designs experiments a better performance (Optimized experiment) we have compare
the results with the two extreme scenarios: (i) Complete experiment: where all the
fragments are joined in the server and the web cache is not able to manage content
fragments; (ii) Fragment experiment: where all the content fragments are split and
the server does not aggregate any content.

We executed the three experiments measuring the user observed response time
over 200.000 requests. Analysing the means of each single request we have calcu-
lated the speedup between the three experiments. The mean values of these speedups
are shown in Table 2. The speedup of the optimized experiment over the fragmented
experiment is 1.0488 and over the complete experiment is 1.1970. This values could
be considered not very high but we have to notice that the speedup of the complete
experiment over the fragmented one is only 1.1364. So we have a small gap between
the extreme solution results. We explain those results because the low load of the
server resources.

5 Conclusions

We have presented an rule-based optimization algorithm to improve the web cache
performance on content aggregation systems. The output of the algorithm is the
content fragments structure that provides the best cache performance. This output is
defined as the state between a pair of fragments (joined or split). The inputs of the
algorithm (the conditional part of the rules) are a set of characterization parameters
of the content fragments and their structure.

We have implemented a core system which use our optimization algorithm and
we have tested it in an emulation scenario. The model used for the emulation has
been mined from the web of the New York Times. Some parameters of the model
were not available and they have been modelled by statistical studies. The system
has been tested over a scenario with a low resource utilization. The obtained results
shows that our optimization algorithm offers a better user response time than the
two extreme scenarios.
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As future work we will repeat the same experiment but in a high resource uti-
lization scenario and we will analyse how the load of the system could influence the
improvement offered by our optimized fragment structures. Another future work is
to re-apply data mining techniques over the results of the experiments. For some of
the samples of the results, the complete or fragmented experiments present a best
response time than for the optimized one. It is a small number of samples, but we
need to understand under which conditions it takes place to add them in our rules.
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Information Extraction from Heterogeneous
Web Sites Using Clue Complement Process
Based on a User’s Instantiated Example

Junya Shimada, Hironori Oka, Masanori Akiyoshi, and Norihisa Komoda

Abstract. Since the growth of the Internet, World Wide Web has become significant
infrastructure in various fields such as business, commerce, education and so on.
Accordingly, a user has gathered information by using the Internet. However due to
increasing Web pages, it becomes difficult for a user to collect desirable information.
Advanced Web search engines may provide solution to some extent, it is still up to
a user to summarize or extract meaningful information from such retrieval results.
Based on this viewpoints, this paper addresses a generation method of table-style
data from heterogeneous Web pages that reflects a user’s intention. To achieve it,
the method utilize a user’s instantiated example in a table in addition to column
labels as the table. Based on a user’s instantiated example, meaningful information
are extracted using pattern matching and N-gram method. We apply this method to
57 pages with 27 travel agencies whether the proposed method is effective or not.
As the result, 88% was precision rate and 68% was recall rate.

Keywords: User’s instantiated example, Information extraction, Clue complement
process, Table-style data.

1 Introduction

In recent years, the Internet provide various information to users and advanced Web
search engines that have specific techniques have been developed, for instance, Page
Ranking technique [1][2][3], List by snippet [4][5][6], Summarization [7][8] and so
forth. However, in case that a user extracts a part of necessary information for the
problem-solving through entirely reading the related pages, it still takes lots of time
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to achieve it. Also a user sometimes have to compare other sites to obtain necessary
information, which is usually attained by using a table format. When making a table,
”Copy and Paste” action on the Web page is manually done. Portal sites showing
comparison table like “kakaku.com (http://kakaku.com/)” enable users to compare
various products. However, their sites do not reflect user’s intention.

Therefore there is a strong need to support making up such a table simply from
an inputted example as a user’s intention as to extracting necessary information.
Google starts to provide experimental service towards such a user’s need as “Google
Squared (http://www.google.com/squared)” It extracts the information as a table
when a user inputs a search keyword. This seems to be slightly biased to full-
automatic processing, because the table labels on columns are configured without
a user’s intention. This paper addresses a method of being mostly full-automatic
processing, which means the table labels on columns are provided by a user and
corresponding data are extracted by using a user’s instantiated example as a refer-
ence. Through preliminary investigation on this viewpoint, we propose a method to
design the system and show reasonable efficacy.

2 Extraction Method Using Clue Complement Process Based
on a User’S Instantiated Example

Fig. 1 shows the outline of system to extract desirable information from retrieved
Web pages and user’s instantiated examples. Then the system output is a filled table
with necessary information. Assume that retrieved Web pages are collected by us-
ing “keyword search” along with a user’s intention. Then collected Web pages are
stored in a local database with HTML format data. As an indicated example in Fig.
1, a user inputs “schedule”, “recommendation point” and so on to compare which
tour is more attractive to investigate in further detail manner. The top row is a user’s
provided example when he look into the Web page, then the rest of information is
obtained by the specific feature of appearing words, length of text portions and posi-
tion in pages. Then we describe the recognition of extraction pattern and extraction
method based on a user’s instantiated example.

Fig. 1 Outline of the system
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Based on relations among the label and data about the label which a user inputs,
our system recognizes the extraction pattern. We focus on ”Exist to be near” which
means possible data related to column label are placed across “tag” and “delimiter”.
This time, we focus on “delimiter”. So based on the pattern, data is extracted from
other Web sites.

Extraction method based on a user’s instantiated example

Based on the extraction pattern, our system carries on the following 4 steps and
extracts the data. Fig. 2 shows the process flow of extraction method.

2.1 Extraction by Label Matching

Fig. 3 shows the extraction method by label matching. This time, we focus on de-
limiters. Delimiters we used here are “:”(colon) , “;”(semicolon) and “white space”.
Then we extract the data about the label.

When user’s instantiated example is “Air Lines”, Japan Air Lines, Korean Air
Lines, and Air France Air Lines are extracted from Web sites stored in the local
database as necessary information.

2.2 Elimination of Unnecessary Words

In the extracted data, there are unnecessary words which do not have any rele-
vance to the label. So, we need to eliminate the unnecessary words using the user’s

Fig. 2 Extracting method
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instantiated example. Fig. 4 shows the eliminating method. We distinguish the ex-
tracting data from following 3 relations.

• Proper name
• Synonym between label and data
• Numeral representation

After extracted data, they are extracted the characteristics based on the user’s in-
stantiated example. Based on the user’s example, column’s words are distinguished
from proper name or synonym between label and data or number. Words which do
not have same characteristics among the column’s words are eliminated as unneces-
sary words. A user’s example and the extracted data have common characteristics,
when the label and a user’s example is Fig. 4. They include “xx air lines”, so 4-day
3-night is regarded as an unnecessary words. Then the word is eliminated. In this
way, unnecessary words are eliminated and only words what seem to be necessary
are remained.

2.3 Self-completion of Extracting Data

2.3.1 Self-completion of New Label

After extracting some information using “label” depicted in a user’s provided ta-
ble, the mechanism intends to complete possible labels by analyzing such extracted
information.

Fig. 5 shows overall flow. Initially the column label is “minimum num. of per-
sons”, and extracted information from various pages with “Exist to be near” rule

Fig. 4 Eliminating method
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are “xx people” in addition to a user’s instantiated “2 person”. And about extracted
data, they are grasped characteristics of frequently-appearing expression using N-
gram method. Then regular expression, “[0-9]+[person, people]” are generated and
used again for extracting in target pages. Then the red-colored “10 people” without
the label “Minimum num. of persons” is extracted as a new one. Then the “label”
from “Exist to be near” rule on this “10 people” is found as a new label. Such newly
identified label “Smallest party” is used again for extracting and finally the red-
colored “2 member” is collected. As explained above, the initial “column label in a
user’s table” is self-completed in “bootstrap” manner.

2.3.2 Self-completion of Extracting Data which Has No Label

In some web pages, there are no label because the data about the label is easily
guessed. In this case, using N-gram method, data about the label are extracted. A
user’s example is compared with the other web pages using N-gram method. Then
most common words are regarded as the extracting pattern, and based on the pattern,
extraction is done, in which the search name is the words in the other web pages.

2.4 Extraction for Long Sentences

Fig. 6 shows extraction method for long sentences. If data about a user’s instanti-
ated example are multiline, this method is used. Long sentences which seem what
a user wants are extracted using the number of words. And the long sentences are
compared with data of a user’s instantiated example. If the long sentences and data
of a user’s instantiated example have the similar type of words, the long sentences
are extracted as a user wants. On the contrary, if the long sentences and data of a
user’s instantiated example do not have, the process is repeated.

Then, Fig. 7 shows extracting method on portion of sentences to be extracted. We
extract data using the words and appearance position. And changing the windows
width and threshold amount about words, appropriate sentences are extracted.

Fig. 8 shows process of extracting long sentences. Using 2 loop about the thresh-
old and the windows width, long sentences are extracted.
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Fig. 7 Extracting method of
long sentences
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At first, the threshold value is set up as average amount of the whole words
because the words of long sentences seem to be larger number than the average
amount. Second, the window width is set up as the wide of appearance position.
Then, displaying the window width, the words’ variation are measured. The group
of long sentences are described in many line. So, the number of words are changed
by appearance position. If the words’ variation are large, the appearance position
of the group is extracted as a user wants. After extracted data, the window width is
changed more shortly. Then, the appearance position of the group which seem to be
data what a user wants is extracted until the window width is 0.

If the window width is 0, the threshold amount is changed. The number of
the threshold amount is larger when the threshold amount is changed. Then, after
changed the threshold amount, the same method is repeated. And the group clipped
frame is stored.

After these processes, appearance position of the group clipped frame and the
wide of window width at that time are compared. Then, if appearance position of
the group and the wide of window width are nearly distance, the wide of window
width is extracted as a user really wants. In this way, long sentences are extraced.

3 Experiment

We make evaluation between proposed method and extracted data by hands calcu-
lating precision rate and recall.

Fig. 8 Flow of the extract-
ing method
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Fig. 9 User’s instantiated
example
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Fig. 10 Experimental result
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• As for paris tour sites in the travel sites. 57 pages with 27 travel agencies
• Fig. 9 shows 8 labels and data about the labels as a user’s instantiated example.

We calculate the precision rate and recall rate. Fig. 10 shows the comparison re-
sult with the extracted data using our proposed method and extracted data by hands.

As the result, the precision rate is 88% and the recall rate is 68%.

4 Conclusion

This paper describes a generation method of table-style data by extracting appropri-
ate portions in Web pages. Instead of using “pattern” or “template” with dictionary,
a user’s instantiated example in a table is used as clues in extracting process. In
this process, extracting mechanisms are proposed to enhance extraction functional-
ity. We conducted an experiment whether our proposed method could extract more
efficiently. As the result, 88% was precision rate and 68% was recall rate.
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Information Extraction from Heterogenous Web
Sites Using Additional Search of Related
Contents Based on a User’s Instantiated
Example

Yuki Mitsui, Hironori Oka, Masanori Akiyoshi, and Norihisa Komoda

Abstract. Recently, since the growth of the Internet, WorldWide Web has become
significant infrastructure in various fields such as business, commerce, education
and so on. Accordingly, a user has gathered information by using the Internet. How-
ever due to the flood of Web pages, it becomes difficult for a user to collect desirable
information. Advanced Web search engines may provide solution to some extent, it
is still up to a user to summarize or extract meaningful information from such re-
trieval results. Based on this viewpoints, we addressed a generation method of table-
style data from heterogeneous Webpages that reflects a user’s intention. However if
original pages have less information, our system may not extract sufficient infor-
mation. To improve this problem, we address a method that searches related page
contents automatically. We apply this method to shopping sites and the experimental
result shows it improves recall rate.

Keywords: Information Extraction, Additional Search, User’s Instantiated
Example.

1 Introduction

Recently the Internet provides users to gather various information and advanced
Web search engines that have specific techniques have been developed, for instance,
“Page Ranking technique”[1, 2, 3], “List by snippet”[4, 5, 6], “Summarization and
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so forth”[7, 8]. However, in case that a user extracts a part of necessary informa-
tion for the problem-solving by entirely reading the related pages by the retrieval,
it still takes lots of time to achieve it. Also a user sometimes have to compare
other sites to obtain necessary information, which is usually attained by using a
table format. When making a table, “Copy and Paste” action on the Web page is
manually done.

Therefore there is a strong need to support making up such a table simply
from an inputted example as a user’s intention as to extract necessary informa-
tion. Google starts to provide experimental service towards such a user’s need as
“Google Squared (http://www.google.com/squared)”. It extracts the information as
a table when a user inputs a search keyword. This seems to be slightly biased to
full-automatic processing, because the table labels on columns are configured with-
out a user’s intention. Based on this viewpoints, we addressed a method of being
mostly full-automatic processing, which means the table labels on columns and in-
stantiated data examples as a reference are provided by a user and corresponding
data are extracted [9]. However if original pages have less information, our system
may not extract sufficient information. In this case, a user has to extract from other
pages manually. This paper addresses a method that searches related page contents
automatically to improve this problem.

2 Generation Method of Table-Style Data Based on a User’s
Instantiated Example

Fig. 1 shows the outline of system to extract desirable information from retrieved
Web pages with a user’s table format and instantiated examples. Then the system
output is a filled table with necessary information. Assume that retrieved Web pages
are collected by using “keyword search” along with a user’s intention. Then col-
lected Web pages are stored in a local database with HTML format data. As an
indicated example in Fig. 1, a user inputs “Tour name”, “schedule” and so on to
compare which tour is more attractive to investigate in further detail manner. The
top row is a user’s provided example when he looks into the Web page, then the rest
of information is obtained by the specific feature of appearing words, length of text
portions and position in pages by using thesaurus.

Web sites mainly consists of HTML tag and text. Even if it extracts from only
text, it is difficult to extract using existing Web Wrapper[10, 11, 12, 13] that is
based on pattern because we want to extract various Web sites that have diversified
structure. The columns are assumed targeted Web sites and the rows are assumed
direction words (user labels) in a user’s instantiated example, so we use this user
labels as a clue. Because a user label is made from only one example of the Web
site, it is difficult to extract information from other Web sites using a only user
indicated label. We tried to improve by “Elimination of Unnecessary Words and
Adding Extraction”. Fig. 2 shows the outline of extraction method based on this
viewpoint.
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Fig. 1 Outline of Extraction System based on a User’s Instantiated Example

Input: Web pages and a User’s Instantiated Example

Radical Extraction by label matching

Elimination of Unnecessary words

Adding Extraction

Output: Table data inputted by extracted result

Fig. 2 Overview of Extracting Method

2.1 Extraction by Label Matching

At first, we focus on “Exist to be near” which means possible data related to column
label are placed across “tag” and “delimiter”. Delimiters we used here are “colon”
and “space”. Then we extract the data about the label.

2.2 Elimination of Unnecessary Words

In the extracted data, there are unnecessary words which do not have no relation to
the label. So, we need to eliminate the unnecessary words using the user’s instanti-
ated example. Fig. 3 shows the eliminating method.

After extracted data, they are extracted the characteristics based on a user’s in-
stantiated example. A user’s example and the extracted data have common
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Fig. 3 Eliminating Method of Unnecessary Words

characteristics, when the label and user’s example is Fig. 3. Because they include
“xx air lines”, 4-day 3-night is regarded as an unnecessary words. Then the word
is eliminated. In this way, unnecessary words are eliminated and only words what
seem to be necessary are remained.

2.3 Adding Extraction

2.3.1 Self-completion Extracting New Label

After extracting some information using “label” depicted in a user’s provided table,
the mechanism intends to complete possible labels by analyzing such extracted in-
formation. Fig. 4 shows overall flow. Initially the column label is “minimum num. of
persons”, and extracted information from various pages with “Exist to be near” rule
are “xx people” in addition to a user’s instantiated “2 person”. And about extracted
data, they are grasped characteristics of frequently appearing expression using N-
gram method. Then regular expression, “[0-9]+[person, people]” are generated and
used again for extracting in target pages. Then the red-colored “10 people” without
the label “Minimum num. of persons” is extracted as a new one. Then the “label”
from “Exist to be near” rule on this “10 people” is found as a new label. Such newly
identified label “Smallest party” is used again for extracting and finally the red-
colored “2 member” is collected. As explained above, the initial “column label in a
user’s table” is self-completed in “bootstrap” manner.

2.3.2 Self-completion Extracting Data Which Has No Label

In some of the web pages, there are no label. In this case, using N-gram method,
data about the label are extracted. A user’s example is compared with the other
web pages using N-gram method. Then most common words are regarded as the
extracting pattern, and based on the pattern, extraction is executed again in which
the search name is the words in the other web pages.

2.4 Problem of a User’s Instantiated Example-Based Extraction

If original pages have less information, our system may not extract sufficient infor-
mation in the above-mentioned method, because targeted pages of this method are
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Fig. 4 Extracting Method of New Label

limited to only ones initially collected before the extraction process. In that case,
users have to get information other sites, and fill the table manually. We propose a
new method below that searches related contents and fills the table automatically to
reduce a user’s work.

3 Method of Using Additional Search of Related Contents

As mentioned in section 2, our system may not satisfy to extract necessary informa-
tion. We address a method of additional search related page contents to improve this
problem.

3.1 Retrival of Related Pages

We use two types of links. Fig. 5 shows that first we extract links from the
original page that are other domains as related contents pages, and also extract the
links from these related contents pages as related one. These two type of links are
sufficient because there are few cases that more than three hopped linked pages
provide necessary information as to the originally intended information.

3.2 Extraction from Related Pages

Acquired related pages may contain unrelated contents as to original page’s con-
tents, we should select the best matching page. As Fig. 6 shows, we choose one from
all related pages by extracting from each related page and each result is compared
with the extraction result of original pages. The related page that is best correspond-
ing original one is selected, and by using this result of extraction from related page
we can fill the table cell that cannot fill by our previous method.
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4 Evaluation Experiment

We apply our extraction method in section 3 to shopping sites to verify its
availability.

There is a shopping site that introduces a digital camera as a user’s instantiated
example and 10 pages from other shopping sites as input. We should extract 11
pages that is provided by 11 company. The targeted table that has 12 labels. There
is 111 cells that we should extract. Labels are limited text that can copy and paste
from target pages. Table 1 shows the result.

Table 1 Result of Applying Our Proposed Method Experiment

Previous Method Proposed Method
Precision 86% 78%

Recall 38% 46%



Information Extraction from Heterogenous Web Sites 599

41%

6%
6%

6%

41%

Missing of Selecting Pages

Division by Tags

Divided Tags + Difference of

Labels

Division in Value by Tags

Unsupported Delimiter
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Recall rate of our previous method is 38%, that of our proposed method is im-
proved up to 46%. However precision rate of proposed method slightly decreased. It
is considered that this is caused by extracting wrong data from related pages. More
specifically, it may be caused that targeted data become widespread.

5 Conclusion

This paper describes a generation method of table-style data that uses additional
Search related page contents. Recall rate is improved about 8% than our previous
method. We should address a new method that find related content pages that are
not linked a original page, a method that remove unrelated pages and so on in the
future.
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Bridging together Semantic Web and  
Model-Driven Engineering 

Manuel Álvarez Álvarez, B. Cristina Pelayo G-Bustelo, Oscar Sanjuán-Martínez, 
and Juan Manuel Cueva Lovelle1 

Abstract. Ontologies are part of Semantic Web as models are part of Model-
Driven Engineering, they can be seen as abstract, simplified views of the world. 
The possibility of transforming ontologies into software models, and vice versa, 
will bring both spaces together helping to achieve knowledge reuse. Both ontolo-
gies and models can assist in the domain analysis for the development of Domain-
Specific Languages, so new transformations can be built to derivate DSLs from 
ontologies or models. This paper shows the current work in progress to build all 
these transformations and the concepts involved. 

Keywords: Semantic Web, Model-Driven Engineering, Ontology, Model, Do-
main-Specific Language, OWL, UML. 

1   Introduction 

The purpose behind ontologies and models is not the shame but they share one key 
characteristic, which is abstraction. They are reduced renderings of the domain 
they represent, so the real world can be described either by ontologies or by mod-
els. There are several languages for ontology representation and OWL is currently 
one of the most popular. In the context of Model-Driven Engineering there is the 
UML, which is described by the OMG standard MOF, MOF is a metamodeling 
architecture used to define metamodels. The Odontology Definition Metamodel 
(ODM) is a recently adopted standard from the Object Management Group play-
ing a central role for bridging Model-Driven Engineering and Semantic Web. It is 
a family of MOF metamodels that reflect the abstract syntax of several knowledge 
representation languages like OWL. 
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2   Proposal 

The first objective of this paper is to be able to take existing OWL ontologies and 
transform them to their equivalent ODM models, or take ODM models and trans-
form them to OWL ontologies. Thanks to this mechanism, Semantic Web experts 
can focus on ontologies while Model-Driven experts focus on models, and they 
will be able to share their work achieving knowledge reuse. 

The second objective is to automatically build DSLs from previous step mod-
els. Using the models as the abstract syntax of the DSL, the only need is to gener-
ate the concrete syntax that can be either textual or graphical. According to [2] and 
[3] ontologies assist in the initial phases of domain understanding during the de-
velopment of a domain-specific language. Ontologies represent the elements of a 
domain through a vocabulary and relationships between these elements. 

 

 

Fig. 1 Modelling spaces involved 

Figure 1 [1], shows the three modelling spaces involved in this paper, a model-
ling space is a modelling architecture based on a particular super-metamodel. 

3   Current Work 

The first step is to build an implementation of the ODM specification (defined by 
OMG with MOF) based on Ecore, since Ecore is an implementation of EMOF it’s 
quite a straightforward process and won’t be described here.  

Next step is trying to construct the transformations between OWL and ODM. In 
[4] Guillaume Hillairet builds them with ATL, sadly he uses ATL functions not 
working with current versions (for the extraction of XML), so we propose an al-
ternative solution based on XML Schema. 

A XSD can be seen as a metamodel for XML documents, taking this into ac-
count, the EMF is capable of automatically building an equivalent Ecore meta-
model. One of OWL syntaxes is based on XML and has a valid XSD, so we can 
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use it to generate an ECORE metamodel and import OWL files. The following ta-
ble shows an example of the results of importing a model from an OWL file: 

 

Source OWL 
file 

<owlx:Ontology owlx:name="http://www.example.org/wine"  

 xmlns:owlx="http://www.w3.org/2003/05/owl-xml" /> 
Imported 
ECORE model 

<_xml:DocumentRoot xmi:version="2.0" xmlns:xmi="http://www.omg.org/XMI"  

 xmlns:_xml="http://www.w3.org/2003/05/owl-xml"> 

 <ontology name="http://www.example.org/wine"/> 

</_xml:DocumentRoot> 

 
Next we can build the ATL transformations between the ODM metamodel and the 
XSD generated metamodel. Figures 2 and 3 show how the two metamodels repre-
sent the ontology element. 

 

 

 

Fig. 2 ODM ontology element 

 

Fig. 3 XSD ontology element 

Last step is to derivate the DSL from the models from previous steps. In [3], the 
development of a DSL assisted by ontologies is described through a case study, 
manually building a DSL for air traffic communications. We believe their ap-
proach is correct, but we are trying to go one step further automatically building 
the DSL. 

For this purpose we will be using Xtex which is a tool for building DSLs. We 
already have the abstract syntax thanks to the ODM model, so the only thing left is 
the concrete syntax of the language. According to Richard Gronback “The default 
nature of Xtext is to begin with a grammar and produce an Ecore model, rather than begin with 
an Ecore model and derive the grammar” [5], we’ll try to overcome the problem of be-
ing a concrete syntax first problem by defining XSL transformations between the 
ODM metamodel and the Xtext grammar expressed in EBNF. Xtext allows im-
porting the models instead of automatically building them from the concrete syn-
tax; we will use this feature in the XSL transformation so the concrete syntax of 
the DSL will point to the ODM metamodel for its abstract syntax. Next we show 
an example of a fragment from a possible EBNF generated grammar: 
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grammar es.uniovi.miw.tfm.xtext.OWLText with org.eclipse.xtext.common.Terminals 

import "platform:/resource/es.uniovi.miw.tfm.odm/model/ODM.ecore" 

RDFSLiteral : 'text:' lexicalForm=STRING; 

OWLOntology : 'Ontology' '{'  

 'version' ':' (versioninfo=RDFSLiteral) ';'  

'}'; 

4   Conclusions 

Ontologies and models have something in common; both of them are tools for rep-
resenting reality through abstractions. There is a great knowledge base developed 
with ontologies and also with models, so this work shows a possible way to inter-
connect and reuse all this knowledge. 

This paper shows how ontologies and also models can be used to develop rep-
resentative languages for specific domains. The first’s stages of developing a DSL 
consist on identifying the entities and relationships of a domain which is the pur-
poses of ontologies and models. 
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Novel Chatterbot System Utilizing Web
Information

Miki Ueno, Naoki Mori, and Keinosuke Matsumoto

Abstract. Recently, the use of various chatterbots has been proposed to simulate
conversation with human users. Several chatterbots can talk with users very well
without a high-level contextual understanding. However, it may be difficult for
chatterbots to reply to specific and interesting sentences because chatterbots lack
intelligence. To solve this problem, we propose a novel chatterbot that can directly
use Web information. We carried out computational experiments by applying the
proposed chatterbot to “2channel” (2ch) and “Twitter”.

Keywords: Chatterbot, Web Information, Estimating User’s Interests, Twitter.

1 Introduction

Attempting to create an intelligent conversation system is one of the most impor-
tant and interesting themes in computer engineering. However, approaches that use
natural language processing and artificial intelligence techniques have not yet been
able to create an enjoyable experience for users. On the other hand, chatterbots[1]
have become a well-known method for simulating human conversation. The main
objective of chatterbots is to produce interesting conversation, and many chatterbots
do not care to simulate the actual human thought. Eliza[2], one of the very first chat-
terbots, could simulate a Rogerian psychotherapist. The Eliza concept was simple,
utilizing a pattern matching algorithm and sentence reconstruction without process-
ing the natural language. Many chatterbots have been proposed since Eliza[3, 4, 5];
however, the conversational level of the proposed chatterbots has not been sufficient
to satisfy users.

To solve this problem, we propose a novel chatterbot that directly uses Web in-
formation. Computational experiments were carried out by applying the proposed
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chatterbot, which has a database of sentences from “2channel” (2ch) message
boards, to Twitter.

In this paper, we first present the constitution of the proposed chatterbot in
Section 2. We propose a novel chatterbot in Section 3. Computer experiments are
described in Section 4, while Section 5 introduces possible applications of the pro-
posed chatterbot. Finally, in Section 6, we present the conclusions of this study.

2 Constitution of the Proposed Chatterbot

In this study, the proposed chatterbot is constituted in the following manner.

Interpretation. The chatterbot receives an input sentence and formats this input
for the following processes. The first step of interpretation is morphological anal-
ysis of the input. Here, we utilize Sen[6], which is one of the leading pure Java
morphological analysis libraries for Japanese.

Replying. The chatterbot replies to the user with an appropriate expression. We
adopt short-term memory for reasonable conversation and a user logging sys-
tem for retrieving information on the specific user. The proposed chatterbot also
checks Wikipedia[7] to formulate an appropriate response to unknown keywords.

Learning. The chatterbot can memorize new statements and revise its memory.
If the chatterbot fails to supply an appropriate response using its memory, it will
ask the user about the user’s input sentence or any unknown keywords. The user
can teach the chatterbot the meaning of new words, or force the chatterbot to
forget a specific part of its memory.

Personality. Since the chatterbot matures through conversation with users, the
personality of the chatterbot is crucial for forging an emotional bond between
the users and the chatterbot. The proposed chatterbot maintains a self-portrait
and introduces unique topics of conversation.

Fig. 1 shows the outline of proposed chatterbot.

3 Proposed Method

3.1 Basic Concept

We propose a novel chatterbot that uses Web information. A simple approach to
utilize Web information is to extract the sentences from Wikipedia[7] or from search
engine results. In this study, we propose a novel method for finding appropriate
sentences from a Bulletin Board System (BBS) that has been categorized into typical
fields in order to answer the specific and deep topics[10].

3.2 Target BBS

We selected 2ch[8] as the target BBS because 2ch is the most comprehensive forum
in Japan and covers diverse fields of interest. The top level unit is called “category”.
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Several boards belong to a “category”. It has more than 600 active boards including
“Social News”, “Computers”, and “Cooking”. Each board usually has many active
threads that have main topics for discussion.

3.3 Utilizing BBS Information

The following methods are adopted to use the information from the BBS.

1. If the chatterbot knows the user’s interests before the session, the chatterbot will
try to use words that appear frequently on the board related to the user’s interests.

2. The chatterbot determines the user’s interests automatically by using statistical
information from the user’s conversation log.

Fig. 1 Outline of Proposed Chatterbot System
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3.4 Distance between Boards

3.4.1 Definition of Distance

In this study, we define the distance between two boards in the 2ch BBS as a simple
Euclidean distance. If the similarity of two boards is high, the distance between
those 2 boards will be low.

The words set throughout the entire BBS is defined as W, and the i-th word is
denoted as wi. We set |W| = M. Then the feature vectors of board x and y, x̂ and ŷ
respectively, are defined as follows.

x =

⎛
⎜⎜⎜⎜⎜⎜⎝

Nx
w1
...

Nx
wi
...

Nx
wM

⎞
⎟⎟⎟⎟⎟⎟⎠

, y =

⎛
⎜⎜⎜⎜⎜⎜⎝

Ny
w1
...

Ny
wi
...

Ny
wM

⎞
⎟⎟⎟⎟⎟⎟⎠

(1)

Nx
wi

: The number of words wi in board x

Ny
wi

: The number of words wi in board y

x̂ =
x
|x| , ŷ =

y
|y| (2)

Then, the distance between boards x and y is defined as follows.

D(x,y) =

√
M

∑
i=1

(x̂i − ŷi)
2 (3)

3.4.2 Stop Words Reduction

We aim to find the typical relationship between words and the particular board.
Therefore extremely common words such as “I” or “you” are not suitable for this
purpose. To solve this problem, words which appear in N boards are regarded as
stop words and removed, where N is the number obtained by multiplying the total
number of boards and parameter γ . We also removed “user name”, “date and time”
and inappropriate no good words by pattern matching.

3.5 Flow of Utilizing Sentences in the BBS

1. Save all sentences on board i from the Web to set Si.
2. Let the number of all boards from which sentences are saved be n. Define S =⋃n

i=1 Si(�= φ) as the total set for n boards.
3. Set the probability of using the positive set p.
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4. Let the first noun in the sentence be k. Set the positive set as
Strue = {x|x ∈ S,x is the sentence which contains word k}.
Let Sfalse = S \ Strue.

5. Select a sentence randomly from Strue with probability p, or from Sfalse with
probability of 1− p, and output this sentence after the formatting procedure. If
Strue = φ or Sfalse = φ , a sentence is selected from S.

4 Computer Experiments

We evaluate whether the board’s distance can be practically used to detect user
interests.

4.1 Experimental Setup and Results

In this study, we selected 2ch[8] for the computer experiments because it is one of
the largest BBSs in Japan and its BBS topics are categorized well (Top → Cate-
gory → Board → Thread). First, we selected five boards: Math, Physics, Literature,
Beauty (topics about cosmetics), and Jobs (topics about employment). We only fo-
cus on nouns when analyzing target words.

Table 1 shows the top 10 most frequently used words on each board. Table 2
shows the distance between each pair of boards.

To investigate the effects of applying BBS information to determine user inter-
ests, we conducted the following questionnaire survey of users. Specifically, we
evaluated the extent to which the conversational quality of the proposed chatterbot
improved. The procedure for the experiment is presented below. We set the number
of user inputs of each trial to 10 times.

Table 1 Top 10 words on each board (γ = 0.6)

Mathematics Physics Literature Beauty Jobs
mathematics time smile face informal decision

proof existence novel male company
book physics work of art female enterprise

definition light book eye work
1 universe novelist hair interview

number understanding literature skin university
understanding explanation love love age

case human human nose activity
existence earth Japan beautiful recruit

you case age effect day

Note: Japanese results translated into English.
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Table 2 Distance between boards in 2ch BBS (γ = 0.6)

Math Physics Literature Beauty Jobs Norm
Math 0 0.87 1.04 1.18 1.12 26975.91

Physics 0.87 0 1.02 1.17 1.13 28850.04
Literature 1.04 1.02 0 1.03 1.06 37687.74

Beauty 1.18 1.17 1.03 0 1.10 34642.16
Jobs 1.12 1.13 1.06 1.10 0 31950.71

rounded to two decimal places

Table 3 Evaluation of chatterbots before and after utilization of BBS information

No BBS Info Use BBS Info
User1(Math) 1/5 5/5

User2(Fashion) 2/5 4/5
User3(TV Game) 2/5 4/5

BBS Experiment

1. The target user converses with the original chatterbot freely.
2. The target user then selects one board of interest.
3. We adjust the chatterbot settings to use sentences from the board selected in

Step 2.
4. The target user converses with the chatterbot that is using board information.
5. Repeat Step 1 ∼ Step 4 five times and count the number of trials that user could

be satisfied the chatterbot outputs from the view point of their interests in con-
versations of Step 1 and Step 4.

The results of the questionnaire survey are shown in Table 3, where the words
after user name (Math, Fashion, TV Game) were user’s interests. n/5 represents
that user could be satisfied chatterbot outputs n times in 5 trials of BBS Experiment.

4.2 Discussion

The results shown in Table 2 indicate that the distance between Math and Physics is
smaller than the distance between Math and Beauty. Since Math and Physics have
several top 10 words in common in Table 1, it is natural that the distance between
Math and Physics is small. On the other hand, since Math and Beauty have no words
in common in Table 1 the distance between Math and Beauty is large. The results
in Table 1 and Table 2 are reasonable, and appropriate values were obtained by
checking the similarity of the different boards.

Table 3 shows that utilizing board information is effective for satisfying the user’s
interests.
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5 Application

We developed two types of applications for the proposed chatterbot. Since our chat-
terbot engine is independent part, we can easily apply the proposed chatterbot to
other applications.

5.1 Standalone Application

This is a local application with a GUI. Although it is possible to obtain Web in-
formation from Wikipedia or a BBS simultaneously via a network, this application
also can be executed without a network by using a local dictionary. The GUI handles
displaying characters, obtaining user input and printing responses of the chatterbot.

5.2 Twitter Bot

Twitter is a social network-based communication service that enables its users to
send, receive and view short messages known as tweets. Tweets are text-based posts
of up to 140 characters that are displayed on the author’s profile page and delivered
to the author’s subscribers, who are known as followers. We applied the proposed
chatterbot as a Twitter bot using the Java-based Twitter API called Twitter4J[11].
We have asked several testers to try our chatterbot in Twitter, and obtained positive
opinions.

6 Conclusion

In this paper, we proposed a novel chatterbot that directly uses Web information.
Through the results of several computer experiments we confirmed that the proposed
chatterbot is effective in generating replies that can satisfy users who have a deep
knowledge about particular fields.

The following objectives will be studied in future research.

1. Constructing a large-scale database for the chatterbot’s memory.
2. Developing a filtering mechanism for reply sentence selection.
3. Including a personality in the chatterbot.
4. Developing an evolving chatterbot by means of evolutionary computation.

Acknowledgements. This research was supported in part by a Grant-in-Aid for Scientific
Research (C), 22500208, 2010-2014 from the Ministry of Education, Culture, Sports, Science
and Technology.
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Exploring the Advances in Semantic Search 
Engines 

Walter Renteria-Agualimpia, Francisco J. López-Pellicer,  
Pedro R. Muro-Medrano, Javier Nogueras-Iso, and F.Javier Zarazaga-Soria1 

Abstract. With the vertiginous volume information growing, the amount of an-
swers provided by traditional search engines and satisfying syntactically the user 
queries has enlarged directly. In order to reduce this problem the race to develop 
Semantic Search Engines (SSE) is increasingly popular. Currently, there are mul-
tiple proposals for Semantic Search Engines, and they are using a wide range of 
methods for matching the semantics behind user queries and the indexed collec-
tion of resources. In this work we survey the semantic search engines domain, and 
present a miscellaneous of perspectives about the different classification of ap-
proaches. We have created a comparative scheme and identified the prevalent re-
search directions in SSE.  

Keywords: Semantic Search Engines, Semantic Web, Information Retrieval. 

1   Introduction 

With the vertiginous increase of volume information on the Web, the results pro-
vided by traditional search engines in response to user queries do no longer satisfy 
the needs of specific communities of users. There is an increasing amount of an-
swers that satisfies the terms contained in user queries. However, these answers 
are not precise enough for some users demanding a more refined list of results ac-
cording to the semantics of their queries. This open problem has motivated a new 
era of search systems that have received the name of Semantic Search Engines. 

A Semantic Search Engine (SSE) can be understood as a semantic Web appli-
cation that can answer questions based on the meaning of users query specifica-
tion, resources in the repositories and in many cases it is based on predefined  
domain semantics or a knowledge model. SSE can return relevant results on your 
topics that do not necessarily mention the word you searched for explicitly. 

The goal of this work is to study and discuss various widespread research direc-
tions in semantic search engines, as well as identifying common features and main 
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approaches used in them. In this work we can get an overview of current ap-
proaches to semantic search and its state of development, but not an exhaustive 
review of all implemented systems. 

The rest of the paper is structured as follows. The next section shows several 
schemes of classification approaches, in order to identify what kind of semantic 
search approach is the base for each SSE. And then we analyze the trend and 
prevalent research directions in the SSE domain. Section 3 provides a comprehen-
sive analysis based on a survey of more than 30 SSE. We discuss and compare the 
classifications of approaches. All results of this analysis are available online as 
linked data (see sect. 3). Finally we summarize our main conclusions in section 4. 

2   Different Schemes for Comparison and Classification of SSE 

Currently, there are multiple proposals for Semantic Search Engines, and they are 
using a wide range of methods for matching the semantics behind user queries and 
the indexed collection of resources. Several authors have studied the current status 
of semantic search engines from different viewpoints. We present a review of ap-
proaches from a research perspective. 

A first review was presented by Miller et al. [5]. They present a classification 
based on the intention of users. That is, if the users want to navigate to a particular 
intended document, this approach is called: Navigational Searches. On the other 
hand, there maybe users trying to locate a number of documents, which together 
will give them the information they are trying to find. This is Research Searches. 

Mangold [2] presents a categorization scheme that he uses to classify different 
approaches for semantic search along several dimensions. His classification is 
based on the next criteria: architecture, coupling, transparency, user context, query 
modification, ontology structure and technology. The analyzed approaches were 
implemented by the next technologies: SHOE, Inquirus2, TAP, Hybrid spreading 
Activation, ISRA, Librarian agent, SCORE, TRUST, Audio, and Ontogator. 

The next author viewpoints are more focused in the semantic processing 
method to resolve queries. Mäkelä identifies five distinct research directions 
emerged and prevalent research directions in semantic search, based on similarity 
of research goals[1]. He observed that sometimes the categories do not differ 
much in methodology, but they seem sufficiently separate. His classification is: 

• Augmenting Traditional Keyword Search with Semantic Techniques: more 
specific ontological techniques are used. i.e, Terms are expanded to their 
synonym and meronym sets [9]. Direct ontological Browning is supported. 
The intention is to find related concepts as the writer of the document [15]. 

• Basic Concept Location: The main goal is to locate instances of the core se-
mantic web formed by concepts, instances and relationships. Users can choose 
the class of instances by means of ontological navigation [7]. 

• Complex Constraint Queries: Many SSE with this approach are based on navi-
gating the ontology as the last approach [13]. One way is based on a global in-
tersection of distinct selectors, constraining do not need to be ontological. 

• Problem Solving: The SSE use ontological knowledge to solve a problem; 
searching for solutions by inference and other reasoning techniques [14, 16]. 
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• Connecting Path Discovery: The SSE are based on the ideas of a vast amount 
of varied semantic data will be available to be mined for semantic connections. 

The major technical problems are the locating complex and hidden relations. 

Hildebrand et al. [3] systematically scanned proceedings about Web Semantics 
to compile a list of end-user applications described or referred to. For each system 
they collected basic characteristics such as the intended purpose, intended users, 
the scope, the triple store and the technique or software used for literal indexing, 
giving a total of 35 systems. Based on the data resulting from the survey they per-
form a more thorough analysis of the three individual phases in the search process: 
query construction in section, search algorithms, presentation of the results. 

Now, in the search algorithms stage, we can find the semantic component, that 
is, the main interest in this work. The cores of SS approaches identified are the: 

• Graph Traversal: Takes only the structure of the graph into account. It uses 
weighted graph search algorithm. Weights reflect the importance of relations. 

• Query Expansion: Thesaurus relations are used for query expansion. Semantic 
matching with hierarchical broader, narrower and the associative related term. 

• Spread Activation: It uses weights as well as the number of incoming links. 
• RDFS/OWL Reasoning: Has the ability to influence the search results. RDFS. 

Some SSE support OWL reasoning based on logic programming or rules [12]. 

Dietze and Schroeder [6] suggest a new classification approaches. They devel-
oped an interesting study about 27 SSE and use a classification based on 9 criteria: 
structured/unstructured file, ontologies, text mining type, number of documents, 
type of documents, clustering, result type, highlighting, scientifically evaluated. 

Dong et al. [4] present a extended classification: Semantic Search (SS) Algo-
rithm based on the Graph, SS Methodology on Distributed Hash Tables (DHT), 
Logics (DL)-based Information retrieval (IR) Thesaurus-DL form Knowledge 
Base (TK), DAML+OIL-based Semantic Search, Keyword-based Search Engines 
combined with Semantic Techniques, SSE based on Ontology Annotations, 
Agent-based SSE, SS Engine and XML Objects, Semantic Multi-media SE. 

Finally, Grimes [11] presents an extensive classification of approaches:  

• Related searches/queries: The SSE recommends searches that are in some 
“sense” similar to the user search. 

• Reference results: SSE is responding with resources that define the search 
terms, via a dictionary look-up, or elaborately, pulling Wikipedia pages. 

• Semantically annotated results: SSE returns pages or documents with high-
lighting of text features, especially named or pattern-defined entities. 

• Full-text similarity search: SSE use a block of text ranging submitted from a 
phrase to a full document, rather than a few keywords. 

• Search on semantic/syntactic annotations. Users define the semantic of search 
by means of indicate the syntactic role the term play. 

• Concept search: The SSE identifies specific concept to seek the original and 
their equivalent concepts semantically. 

• Ontology-based search: SSE can understand hierarchical relationships of en-
tities and concepts as in taxonomy, and more complex inter-entity relations. 
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• Semantic Web Search: SSE capture data relationships and make the resulting 
"Web of data" queryable. 

• Faceted search: It provides a means of exploring results according to a set of 
predefined, high-level categories called facets.  

• Clustered search: It is like faceted search, but without the predefined catego-
ries. Meaning is inferred from topics extracted from the search results. 

• Natural language search: The SSE understands the semantic behind the ques-
tions, and present answers in natural language. 

A summary about the classifications is presented in Table 1. The 5th column 
shows the final classification based on Grimes, because this is more extensive than 
other perspectives. The goal is identify the main active areas in SSE domain. 

Table 1 Comparison of semantic search Approaches 

Mäkelä Hildebrand Dong et al. Grimes 
Proposed final clas-
sification 

Connecting Path 
Discovery 

Graph Tra-
versal 

SS Algorithm based on 
the Graph 

- SS based on Graphs 

Related Searches/Queries 
Related 
Searches/Queries Query Ex-

pansion 
Keyword-based SE with 
Semantic Techniques 

Search on Seman-
tic/Syntactic Annot. 

Search on Seman-
tic/Syntactic Annota-
tions 

Augmenting Tradi-
tional Keyword 
Search with Se-
mantic Techniques Spread Ac-

tivation 
SSE based on Ontology 
Annotations 

Semant. Annot. Results Semant. Annot. R. 

Agent-based SSE 
Problem Solving 

(DL)-based on IR TK 
Complex Con-
straint Queries 

RDFS/OWL 
Reasoning 

DAML+OIL-based SS 

Ontology-based Search 
Ontology-based 
Search 

SSE and XMLObjects 
- - 

Semantic Multimedia SE
Semantic Web Search Semantic Web Search 

- - SS Methodology on DHTReference Results Reference Results 

- - - Full-Text Similarity S Full-Text Similarity S 

Concept Search Concept Search 

Faceted Search Faceted Search 
Basic Concept Lo-
cation 

- - 

Clustered Search Clustered Search 

- - - Natural Language Search Natural Language S. 

3   Analysis of Current SSE 

The methodology used in this work was based on 4 steps. The first step was to  
review the applications available in the Web, publications and projects in the state 
of art. Then, we evaluated a series of parameters (see below for the list of parame-
ters and their description) for each semantic search engine. The third step was  
to contact some authors because the available information for some engines was 
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uncomplete. However, in some cases we could not contact some of the authors. 
Then we complement the analysis with the several previous works and their opera-
tion mode and results [1, 2, 4]. Finally the complete research results are detailed in 
an updatable technical report and all results are published in the research group 
portal IAAA1 by means of a RDF file, and linked data in order to obtain more 
feedback. 

We have studied different scheme classifications and the several author view-
points about main semantic search approaches. Numerous criteria and parameters 
have been used in this purpose. Our objective is not to reward or dismiss those 
proposals; but to identify the predominant or prevalent active areas or approaches 
by means of exploring many semantic search engines at present. 

Researchers and developers are aware of the need to improve traditional en-
gines, including features like: user feedback; results explanation and compressive 
presentation of results; and more dialogue with the users about possible problem 
with their request, e.g ambiguity advertisement. 

Many of these aspects are related to human understanding, but it is important to 
study the interoperability, that is, to analyze what kind of interoperability do SSE 
present? Is the SSE a machine or informatic agent queryable? We have summa-
rised the SSE exploration in Table 2, which show the following 8 parameters: 

• Main approach(es): This field identifies the type of approach used by each 
SSE. The type of approach was presented in Table 1; it was obtained by 
means of unifying the Grimes classifications with the other approaches 
unmentioned. The complete results are available in the RDF file cite above. 

• Features: It is a description about the main SSE qualities. 
• Type of Result: It specifies the query result: summary, link, free text or other. 
• User feedback: This is useful when there are multiple controlled terms that 

match with the free text input semantically. There are two ways. The first one 
is called “pre-query disambiguation”, allow us to select the intended term be-
fore it is processed by the search algorithm [10]. The second way is called 
“post-query disambiguation”; feedback is taking into account on the results. 

• Multilingual: Multiple language support. 
• Interoperability: It evaluates if the SSE is able to exchange machine-

understable content by mean of a standard protocol. 
• Result explanation: Here we recognize if the SSE argue the query answer, jus-

tifying by means a graph, conceptual structure or other. 
• Ambiguity alarm: In many cases, there are results that match with the query. 

SSE must advert to user about the different senses that satisfy the query. 

Additional we present two features available in online version, as following:  

• Geospatial component: It allows evaluate as if the SSE takes into account ad-
ditional richness aspects, such as geospatial location information when is re-
quired to complement or clarify the semantic or to confirm the result sense. i.e 
Washington state instead of Washington president (see RDF online). 

• Availability: It examines if the Web application is available now (see RDF). 
                                                           
1 http://iaaa.cps.unizar.es/openknowledge/papers/2010/dcai/sse/ 
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It is worth noting that we had to face the problem that some systems, Web ap-
plications and publications describe their approaches from a very abstract view-
point. For this reason we relied on the given information without knowing the 
deep details, but assigning and classifying the SSE according to their external de-
scription and comparing with similar semantic search engines.ïï

Table 2 Comparison of semantic search Engines 

Engine Main Approach(es) Features Type of Result M a Interoperability RE b AA c 

SenseBot Concept Search Text mining Summary Yes SOAP, REST No No 

BotPowerseet 
Natural Language Process-

ing (NLP) 

Free text input, 

disambiguate. 
Summary Yes - Yes Yes 

DeepDyve 
Semantic/Syntactic An-

not., Reference results 

Analysis across 

large amounts of 

data 

Summary Yes - No No 

Cognition NLP Business, APIs Link Yes API Yes Yes 

Hakia Related searches, NLP 
Excellent re-

sumes 
Link & Free text Yes Yes Yes No 

TrueKnowl-

edge 

Ontology-based search, 

Semantically annot. results 

Questions –

answering 

Summary and clas-

sification 
No 

Direct Answer 

API, Query API 
Yes Yes 

Open Mind 

Common Sense
NLP, concepts search 

Learn general 

knowledge 
Free text No - No No 

Swoogle Semantic Web search 
Semantic Web 

documents. 
OWL, RDF No REST web service No No 

TrueVert 
Concept search, NLP and 

Clustered results 

model of word 

relations in con-

text 

Free text Yes - No No 

Wolfram Alpha

Reference results, Ontol-

ogy-based search, Clus-

tered search 

Web, parallel 

computing, 

mathematical, 

grid knowledge  

Taxonomy, graph  Yes REST API Yes No 

Duck Duck Go Clustered search, NLP 

Zero-click Info 

above links, Dis-

ambiguation  

Summary Yes XML-based API -  Yes 

a Multilingual, b Result explanation, c Ambiguity alarm 

In table, the symbol “-” represents unknown information. The main parameter 
of comparison in the table is the second column “Main approach(es)”. It allows us 
to identify the research areas with the more intense activity in the semantic search. 

Which is the prevalent Semantic Search Approach? Have the Semantic Search 
Engines analized a unique approach? Taking into account these questions and the 
information provided in Tables 2 and 3, we can see five main groups with major 
activity, i.e. a significant number of SSE using that approaches. Those groups  
are: in first place, Concept Search, Faceted Search, Clustered Search; then Search  
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Table 3 Summary of prevalent research directions in SSEï

Group Approach(es) 
Number of SSE us-
ing this approach 

Group 1 SS based on Graphs 0 

Group 2 
Related Searches/Queries, Search on Semantic/Syntactic 
Annotations, Semantically Annotated Results 9 

Group 3 Ontology-based Search 9 

Group 4 Semantic Web Search 8 

Group 5 Reference Results 4 

Group 6 Full-Text Similarity Search 0 

Group 7 Concept Search, Faceted Search, Clustered Search 11 

Group 8 Natural Language Search 10 

Engines based on NLP; in third place, SE based on Related Searches/Queries, 
Search on Semantic/Syntactic Annotations and Semantically Annotated; then  
Ontology-based Search; and finally Semantic Web Search. We have analized sev-
eral SSE implementing different approaches, and based on combinations of the 
last groups mentioned. Probably these research directions will be the dominant 
approaches. 

4   Conclusions 

There is one common idea in the majority of approaches, that is, the machines 
must understand the meaning behind the Query and Data sources in order to return 
answers based on the meaning. Maybe this is the main requirement for a SSE. In-
tuitively we can say that many SSE will be based on a similar core, including con-
ceptual structures such as ontologies, and founded on main components to process 
queries in form of natural language. A direct consequence is the need to develop 
SSE allowing the users to play a part of the answers, before and after the query, 
that is, pre-query disambiguation, advertisement of ambiguity presence, and feed-
back to improve futures answers.  

Another aspect related to the semantic legibility intrinsically is the system abil-
ity to explain results, that is, what was the form to generate one or other result? In 
this aspect, many systems are working to improve the visualization and interpreta-
tion form strongly, e.g. some SSE such as Wolfram[8], Google2, and Kolline [6] 
provide visualization of results by means of concept connection graph or surfable 
graph. 

Acknowledgments. This work has been partially funded by the Spanish government 
through the projects “España Virtual” (ref. CENIT 2008-1030) and TIN2009-10971, and 
the Government of Aragon through the project PI075/08. 

                                                           
2 At the time of writing this paper, one could reach the Google tool by selecting “Show op-

tions” in the main page of Google. 
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Control Performance Assessment: A General 
Survey 

Daniel Gómez, Eduardo J. Moya, and Enrique Baeyens1 

Abstract. This paper reviews the different indexes and benchmarks used in the 
control performance assessment field of industrial processes. They are usually  
implemented to detect and diagnose malfunctions and disturbances in industrial 
controllers. This survey is just an overview of the methods and tools used in the 
control performance assessment/monitoring (CPA/CPM) technology which has 
been deeply studied over the last two decades. 

Keywords: Control Performance Assessment, Monitoring, Minimum Variance, 
MPC, LQG, Fault Detection, Fault Diagnosis, Oscillations, Static Friction, OPC, 
Industrial Processes. 

1   Introduction 

Current control engineers must face complex technical processes in the modern 
industry. However, the fact that those processes run in companies which operate in 
a highly global and competitive market cannot be forgotten. A process will be 
valid as long as its throughput is high enough from the economic and financial 
health of the company point of view. Control performance assessment and moni-
toring is an important technology to evaluate the efficiency of the automation sys-
tems which usually run in the factory plants of manufacturing companies. Control 
loops malfunctions, including sensors and actuators, are usual and their effects in-
troduce enormous variations in the process, decreasing machines effectiveness, in-
creasing costs and altering the final quality of the product. The main goal of the 
CPA technology is to implement an online automated process which gives infor-
mation to determine if the specified objectives and the defined output are being 
met according to the value of the controlled variables in the process and to assess 
the control system performance. 
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This paper is divided as follows: next section deals with the OPC technology 
which is the most used to access the data of an actual industrial process. Third  
section is about the main benchmarking methods. Section four deals with an  
overview of the different methods to detect and diagnose process disturbances and 
final section ends with the conclusions. Excellent basic references about previous 
reviews can be found in [12](CPA indexes), [20] (disturbances detection and di-
agnosis) and [16]. 

2   OPC 

OPC (OLE for Process Control) is the standard of communication in the control 
and supervision field in the manufacturing and process companies. OPC estab-
lishes an open interface in order to access data in the automation industry. These 
open interfaces are well defined and maintained by the OPC Foundation. There 
has been different standards based on the DCOM/COM  technology like OPC 
Data Access (OPC DA), OPC Alarms and Events (OPC A&E) and OPC Historical 
Data Access (OPC HDA). OPC DA is used to read/write control variables. OPC 
A&E is about the reception of alarms and events notifications. Finally, OPC HDA 
access archived data. These specifications have been widely approved and imple-
mented by almost every system focused in the world of automation technology. 

The OPC Unified Architecture (OPC UA) specification has been born to re-
place the former specifications. It is platform independent with a data model capa-
ble of dealing with very complex systems and a broad range of applications, from 
embedded systems, PLC (programmable logic controllers), DCS (distributed con-
trol systems) to MES (management execution systems) and ERP (enterprise re-
source planning) systems. OPC UA is built on different layers supported by two 
fundamental pillars, [14]. The first pillar is the transportation mechanism. OPC 
UA defines two optimized methods based on different cases. First one is based on 
an optimized binary protocol based on TCP (UA TCP) of high efficiency oriented 
to Intranet communications. The second mechanism is based on Web services 
(SOAP/HTTPs) oriented to less constrained communications or the Internet. The 
second pillar is the address space model (meta model) which defines the rules and 
base types to model the data. OPC UA services are above those two pillars and de-
fine the corresponding methods that OPC UA clients must use to access the OPC 
UA servers data. The definition of those services are defined in an abstract way to 
make them independent of the transport mechanisms (codification: UA Binary, 
UA XML, security:  UA-SecureConversation, WS-SecureConversation, transport: 
UA TCP, SOAP/HTTP(s)) and the used programming language in order to be 
widen in the future. The Base OPC UA Information Model uses the concepts of 
the address space model to define its own types and rules. In turn, other models of 
information are built over the base one, from both OPC (DA, AE, HDA) and other 
organizations (IEC, EDDL, FDT, PLCopen) or companies. The information mod-
els are used for the creation of specific data that OPC UA servers provide access. 
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3   Control Performance Assessment 

Control performance assessment is related to the deviation of the controlled vari-
able from its set-point (SP) of a manufacturing control system. These deviations 
can be computed just by a single index, the Control Performance Index (CPI). Its 
value ranges from zero to infinity, where 1 means that the current operational 
status is the optimum and if it is above 1 indicates that the current operational 
status is better than that one taken as reference (values close to 0 mean that the 
current status is poorly controlled). The numerator of the index is the optimum 
value and the denominator is the actual current value of the control loop or process 
which is being evaluated. Traditionally, the most used performance indexes have 
been the rise time, overshoot, settling-time, steady-state error, etc., specially on 
SISO systems. However, the most used one is the variance on automated control 
loops, [9]. 

3.1   Historical Data Benchmarks 

These types of indexes compare the current control system with a historical data 
set which where recorded when the system was working fine and tuned from the 
control/maintenance engineers point of view, [6]. Ideal moments to collect  
and gather that kind of data is just right after the commissioning and start up of  
the control system, where poorly controlled effects are fixed and the system is 
well tuned. 

3.2   MVC- Based Benchmarks 

Harris, [9], presented a normalized index comparing the actual controller perform-
ance with the minimum variance controller. This index is based on the fact that the 
system output depends on two terms: the variance of the minimum variance con-
troller (MVC, which is independent of the control law) and the variance of the 
suboptimum controller (SOC, which depends on the used control law). In order to 
calculate the Harris index for a stable feedback and minimum phase SISO system, 
the use of an auto-regressive of finite length model was proposed. Their parame-
ters are calculated using a linear regression of the process data with the delay time 
being known. This concept was also proposed for feedforward systems. 

For MIMO systems, the concept of interaction matrix was introduced as a gen-
eralization of the scalar delay time term of SISO systems. The same methods ap-
plied to SISO systems can be implemented in the MIMO case, but, in general, the 
interaction matrix calculation is very complex although it can be obtained from 
data of the closed loop and known delay times. The minimum variance is calcu-
lated for each system output using the concept of delay time input/output (similar 
to the SISO case). [10] proposes a similar method but only the order of the interac-
tion matrix is required to be known. 

[8] introduced the generalized minimum variance index which minimizes the 
variance of a “generalized output” defined as a weighted combination of the true 
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output and the control law. If it is compared to the Harris index, its main differ-
ence is that it uses a penalization over an excessive control action. Choosing the 
right weights, the system shows high gain in low frequencies, low gain in high 
frequencies and robustness. 

These indexes minimize the variance in stationary state over a finite length of 
time. Extensions to these methods have been proposed in order to assess the tran-
sitory state also. In order to avoid the need of knowing the delay time, the concept 
of extended horizon performance index was introduced. 

3.3   MPC- Based Benchmarks 

These methods compare the current performance of the control system with gen-
eralized predictive control (GPC) algorithms. If the controller is a GPC, the 
method shows the performance of the control system but, in any other case, it 
shows information about the improvement over its replacement with a GPC con-
troller. In case of a SISO system, its estimation can be made from closed loop data 
and information about the delay time. In case of MIMO systems, the model of the 
system is required. These indexes evaluate both, the performance of the control 
system in transitory and stationary states. 

3.4   LQG-Based Benchmarks 

Huang and Shah, [11], presented an index taking the LQG controller as reference. 
This controller penalizes the control actions but it requires the knowledge of the 
system model. The solution to this problem is very complex and it requires too 
much computational cost compared to those methods based on the minimum  
variance calculation. [11] recommended the use of a predictive model control  
approximation using a finite generalized predictive control solution (GPC). [3] 
proposed a simpler method based on subspace identification approximation. 

3.5   Restrictive Structure 

In spite of the MVC concept and design, most of the real industrial controllers are 
PID (almost 90%). This way, their actions, structure and order are restricted. 
Therefore, more realistic performance indexes are required. Approximations 
which calculate a low limit of the variance restricted to a PID (Optimal PID 
Benchmarking) have been developed by [13]. There are also OPID approxima-
tions based on IMC models. [7] shows a restricted LQG control (RS-LQG) ap-
plied to PID controllers and feedback/feedforward compensators. 

4   Disturbances 

One of the reasons a control loop has a poor performance can be due to external dis-
turbances. A classification of disturbances based on time can be: Slow developing  
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as the soiling of a heat exchanger, abrupt, as, for example, when a compressor gets 
stuck and dynamic disturbances which last hours or days. This section refers to dy-
namic disturbances. First, methods to detect them are explained along with the differ-
ent methods to be diagnosed in the following section. 

4.1   Disturbances Detection 

Disturbances are divided into two groups: oscillatory and non-oscillatory. Besides, 
there are non stationary dynamic disturbances. For example, an oscillation which 
appears and disappears or its magnitude changes. Oscillatory disturbances  
detection can be made in both, time and frequency domains. A non-oscillatory dis-
turbance is more difficult to characterize using its temporal evolution so frequency 
domain based methods are preferred. Usually, non stationary disturbances are  
detected using wavelet methods, based on a combination of time and frequency 
domains.  

4.1.1   Oscillatory Disturbances 

Oscillatory disturbances detection methods are classified based on the time  
domain, the autocovariance function or the frequency domain. In case of time  
domain, a noise filter is necessary. A proposed online method considers the inte-
grated absolute error (IAE) between two zero crossings of the signal. If the IAE is 
high enough, a counter is incremented. If that value reaches a specified threshold, 
an oscillation has been detected. [18] explains a method based on the ARMA 
model poles. Noise problem is eliminated from the control signal error thanks to 
the autocovariance function. [21] uses the regular zero crossing that the autoco-
variance function usually shows. Methods based on the frequency domain are 
more difficult to solve and they are based on the detection of two wide peaks 
which indicate the presence of multiple non-sinusoidal oscillations. 

4.1.2   Non-oscillatory Disturbances 

This type of steady disturbances are characterized by their spectrum, which could 
be a wide bandwidth or the presence of multiple peaks. The detection problem  
requires a measure from a certain distance in order to detect similarities and de-
termine several measurement groups with similar spectrum. [22] uses spectral 
methods based on the principal components analysis (PCA). There are methods 
based on the independent components analysis (ICA). There are also those ones 
based on the non-negative factorization matrix (NFM) and the use of the autocor-
relation to detect non-oscillatory disturbances. 

4.1.3   Non-stationary Oscillations 

To detect this type of oscillations, a combination of time and frequency domains  
is used and control loop data is treated with wavelet analysis, [15]. However, 
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wavelet graphics are very difficult to evaluate in an automatic way. Then, this is a 
tool only suitable to be assessed by human experts. 

4.2   Disturbances Diagnosis 

Once a disturbance has been detected, it has to be diagnosed. There is a distinction 
between non linear and linear sources. Among non-linear sources, we can find: 
Controlled valves with excessive static friction, start-up and stop control, non lin-
earities which lead the system to limit cycles and unstable hydrodynamics like 
slow flows. The diagnosis problem is divided into two separate objectives. First, 
the main disturbance has to be distinguished between the secondary disturbances 
due to the fact that these last ones will disappear when the main one is fixed. Sec-
ond step consists of testing the main disturbance in order to diagnose its cause. 

4.2.1   Non Linear Sources 

Non linear time series analysis, limit cycles and valve diagnosis are found among 
these methods. There has to be taken into account that non linear disturbances are 
stronger the nearer to the source. This is due to the fact that the system acts as a 
filter. A non linear time series is a time series generated by the output of a non lin-
ear system where the presence of phase couplings between different frequency 
bands is usual, [19].Permanent limit cycles are common in non linear systems. 
The limit cycle wave shape  is periodic but not sinusoidal. Therefore, it has har-
monics which can be detected to diagnose the non linearity, [21]. This section also 
deals with the valves diagnostic techniques. The main problems that can be found 
within this field are dead zones and static friction. A valve diagnosis is simple if 
the controller output (OP), or the flow throughout the valve (MV) or the valve  
position are measured. In this case, an OP-MV graph with  a 45º straight line  
indicates a good behavior and any deviation, like dead zones, can be visually di-
agnosed. Unfortunately, the flow throughout the valve is not usually measured 
unless it is regulated by a control loop. In this case, it is necessary to determine a 
possible fault from the process variable (PV) and OP data. The Horch method is 
based on the cross correlations between the controller output and the process vari-
able. This method separates the static friction from other oscillatory sources. The 
objective of this method is to detect abrupt changes in the process variable. This is 
achieved using the probability distribution of the derived signal. In case of dry 
friction, there is a Gaussian distribution whereas in any other case, the distribution 
shows two peaks. [2] calculates non-linear indexes (NLI) and no-gaussian indexes 
(NGI). Both indexes are calculated from the bicoherence signal. [19] shows a sim-
ple algorithm which detects if the signal period is symmetric. Other algorithm is 
also based on the relation between the controller output and the valve position. 
[17] suggests a method based on the change of the three first order parameters plus 
the process delay time. 
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4.2.2   Linear Sources 

Linear sources for poorly control loops are due to bad tuning, interaction among 
controllers and erroneous structure selection. To detect this type of faults, different 
algorithms can be found in [1].  

5   Conclusions 

CPM/CPA technology has been, in the past 20 years, of extensive research in 
both, academic and industrial field. Its introduction in industry has been made 
from large industrial processes such as refineries or paper industry where cost 
reduction is a huge amount of money. This paper has reviewed this technology, 
explaining different performance indexes and methodologies for detection of 
disturbances in industrial processes. Also, there has been a review of the OPC 
standard technology, which is very important for all of these methods since the 
CPM technology relies on real process data analysis. Over the next few years, this 
technology will continue to be of great interest both in theory and industrial. 
Examples are the existence of commercial products from companies such as 
AspenTech, ABB or Honeywell. 
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Improving Optical WDM Networks by Using a
Multi-core Version of Differential Evolution with
Pareto Tournaments
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and Juan M. Sánchez-Pérez

Abstract. Wavelength Division Multiplexing (WDM) in optical networks is the
most favorable technology to exploit the huge bandwidth of this kind of networks.
A problem occurs when it is necessary to establish a set of demands. This problem
is called in the literature as Routing and Wavelength Assignment problem (RWA
problem). In this paper we have used multiobjective evolutionary computing for
solving the Static-RWA problem (demands are given in advance). We have imple-
mented a population-based algorithm, Differential Evolution but incorporating the
Pareto Tournament concept (DEPT). By using OpenMP, we have exploited the use
of different multi-core systems (2, 4 and 8 cores), obtaining an average efficiency
of 93.46% with our approach. To ensure that our heuristic obtains relevant results
we have compared it with a parallel version of the standard algorithm NSGA-II.
Furthermore we have compared the obtained results with other approaches and we
can conclude that the DEPT algorithm has obtained better results.

Keywords: Multi-core, Optical networks, Multiobjective Evolutionary Algorithm.

1 Introduction

The most favorable technology to exploit the enormous bandwidth of optical
networks is based on Wavelength Division Multiplexing (WDM). This technique
multiplies the available capacity of an optical fiber by adding new channels, each
channel on a new wavelength of light. The main aim of this technology is to ensure
fluent communications between several devices [1]. A problem occurs when it is
necessary to establish a set of demands, this problem is called in the literature as
Routing and Wavelength Assignment problem (RWA problem). There are two types
of RWA problem, depending on the demands, we could refer to a static problem
whether the demands are given in advance (Static-RWA), and if the demands are
given in real time we refer to a dynamic problem (Dynamic-RWA).
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In this paper we have decided to develop a Multiobjective Evolutionary
Algorithm (MOEA) for solving the Static-RWA problem (the most usual one). The
Differential Evolution (DE) [2] is the selected algorithm, but adding the Pareto Tour-
nament concept (DEPT). Additionally, using OpenMP we have demonstrated that
this approach is highly suitable to be parallelized. After accomplishing several ex-
periments with different multi-core systems (2, 4 and 8 cores) and with different
instances of a real-world topology (NTT Japan), we obtained an average efficiency
of 93.46 per cent. We have also implemented a multi-core version of a well-known
MOEA, Non-dominated Sorting Genetic Algorithm (NSGA-II) [3], with the aim
of making comparisons between them. As we can see later, our approach obtains
better efficiency and greater results than the NSGA-II algorithm. Finally, we have
compared the DEPT algorithm with other approaches of the literature for this spe-
cific problem and we conclude that this heuristic achieves better results than any
other for this problem.

The rest of this paper is organized as follows. The RWA problem in a formal way
is presented in Section 2. A description of the multi-core versions of the DEPT and
NSGA-II algorithms appears in Section 3. In Section 4 we present several experi-
ments with different multi-core systems, making a comparison between DEPT and
NSGA-II. A comparison with other approaches appears in Section 5. Finally, the
conclusions and future work are left for Section 6.

2 RWA Problem

An optical network is normally modeled as a direct graph G = (V,E,C), where V
is the set of nodes, E is the set of links between nodes and C is the set of available
wavelengths for each optical link in E .

• (i, j) ∈ E : Optical link from node i to node j.
• ci j ∈C : Number of channels or different wavelengths at link (i, j).
• u = (s,d) : Unicast request u with source node s and a destination node d, where

s,d ∈V .
• U : Set of unicast request, where U = { u | u is an unicast request}.
• uλ

i, j : Wavelength λ assigned to the unicast request u at link (i, j).
• lu : Lightpath or set of links between a source node su and destination node du;

with the corresponding wavelength assignment in each link (i, j).
• Lu : Solution of the RWA problem considering the set of U requests.

Notice that Lu = {lu|lu is the set of links with their corresponding wavelength
assignment }. Using the above definitions, the RWA problem may be stated as a
Multiobjective Optimization Problem (MOOP) [4], searching the best solution Lu

that simultaneously minimizes the Number of hops (y1) and the Number of wave-
length conversions (y2):

y1 = ∑
u∈U

∑
(i, j)∈lu

Φ j where

{
Φ j = 1 if (i, j) ∈ lu
Φ j = 0 if otherwise

}
(1)
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y2 = ∑
u∈U

∑
j∈V

ϕ j where

{
ϕ j = 1 if i ∈Vswitches λ
ϕ j = 0 if otherwise

}
(2)

Furthermore, we have to fulfill the wavelength conflict constraint [5]: Two dif-
ferent unicast transmissions must be allocated with different wavelengths when they
are transmitted through the same optical link (i, j).

3 Multi-core Versions of DEPT and NSGA-II

As the Static-RWA problem is a MOOP, it is necessary to compare candidate solu-
tions, the most common way to compare them is known as Pareto dominance. For
further details about the Pareto dominance, please refer [6].

The individual in this paper was designed as it is shown in Fig. 1. We have de-
veloped an adapted version of Yen´s algorithm [7]. We modified it by introducing
an heuristic to assign the wavelengths. Whenever possible, we try to assign always
the same wavelength that was previously assigned (previous hop), but if it is not
possible or it is the first assignation, we assign the first free wavelength. Using this
modified version, we create a list of possible routes (including wavelengths) and we
select one, and we store it in a vector. We repeat this process for every lightpath.

Fig. 1 Structure of an Individual

The Differential Evolution is a population-based algorithm created by Rainer
Storn and Ken Price [2]. This algorithm generates new individuals taking advantage
of the differences among various randomly selected individuals of the population.
In Algorithm 1 we can see the pseudocode of the Differential Evolution adapted to a
multiobjective context, by introducing the Pareto Tournament concept (DEPT). For
further information about this algorithm, please refer [8].

Analyzing the Algorithm 1, we notice that the two f or loops (lines 3 and 4) do
not present any data dependency so we could parallelized any of them, but we have
selected the inner loop (line 4) because in this way, we can also execute the DEPT
algorithm by time instead of by generations. Our multi-core version of the DEPT
consists in dividing this loop between different threads in every generation. In a
more formal way, if we dispose a N − core system and a population size of PS, then
each thread is going to execute PS/N iterations of this f or loop.
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Algorithm 1. DEPT Pseudocode
1: P ← generateRandomPopulation(PopSize)
2: EvaluatePopulation (P)
3: for i = 0 to MAX GENERAT IONS do
4: for i = 0 to PopSize do
5: Xtarget ← P[i]
6: Xtrial ← GenerateTrialIndividual(Xtarget)
7: EvaluateIndividual(Xtrial )
8: P[i]← ParetoTournament(Xtarget ,Xtrial)
9: end for

10: end for

Algorithm 2. NSGA-II Pseudocode
1: P ← GenerateFatherPopulation(PopSize)
2: P ← FastNonDominatedSort(P,PopSize)
3: for i = 0 to MAX GENERAT IONS do
4: Q ← GenerateChildPopulation(PopSize)
5: R ← P∪Q
6: R ← FastNonDominatedSort(R,2∗PopSize)
7: P ← GenerateNewFatherPopulation(R,PopSize)
8: P ← FastNonDominatedSort(P,PopSize)
9: end for

The Non-dominated Sorting Genetic Algorithm (NSGA-II) is also a population-
based algorithm created by Deb et al. [3]. This algorithm has the properties of a fast
non-dominated sorting procedure, an elitist strategy and an explicit goal of preserv-
ing spread on the non-dominated front. In Algorithm 2, we can see a pseudocode of
the NSGA-II. For more details about that, refer [3].

In our multi-core version of the NSGA-II, all the functions presented in Algo-
rithm 2 have been parallelized. To explain these functions we are going to suppose
that we have a N-core system and a population size of PS for populations P and
Q, and 2 ∗PS for population R. In GenerateFatherPopulation, each thread creates
randomly PS/N individuals. In function FastNonDominatedSort, we classify (in a
parallel way) all individuals of the population into sets of pareto front, subsequently
we sort the population by sets. On function GenerateChildPopulation each thread
creates PS/N new individuals by using binary tournaments, crossover and mutation.
In GenerateNewFatherPopulation we have parallelized the calculus of the crowd-
ing distance of all individuals, after that, we sort the population R by sets of pareto
fronts and in case of tie by crowding distance, finally we generate the new father
population for the next generation.

4 Experimental Results

In this section we present several experiments with different multi-core systems (2,
4 and 8 cores). For each multi-core system we have calculated the average speedup
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Table 1 Performance of the DEPT and the NSGA-II algorithms using different multi-core
systems. (X represents the average time (in seconds). Std represents the standard deviation.
Sp represents the speedup for p processors and Ep represents the efficiency for p processors)

NTT ci j = 8 NTT ci j = 10

|U | = 10 |U | = 20 |U | = 30 |U | = 10 |U | = 20 |U | = 40
DEPT NSGA-II DEPT NSGA-II DEPT NSGA-II DEPT NSGA-II DEPT NSGA-II DEPT NSGA-II

Seq. X 169.69 172.57 320.02 322.04 422.35 775.76 207.13 210.47 398.57 398.32 693.55 683.59
Std 0.09 0.17 0.32 0.14 0.75 4.03 0.12 0.36 0.27 0.15 1.19 0.59

2-Core X 86.45 92.22 161.70 168.52 214.34 437.86 104.75 110.62 201.43 208.03 353.65 355.30
Std 0.06 0.11 0.14 0.10 0.29 1.77 0.04 0.10 0.14 0.10 0.81 0.69

S2 1.96 1.87 1.98 1.91 1.97 1.77 1.98 1.90 1.98 1.91 1.96 1.92
E2 98.15% 93.56% 98.95% 95.55% 98.52% 88.59% 98.87% 95.13% 98.93% 95.73% 98.06% 96.20%

4-Core X 44.96 51.86 84.70 92.76 112.29 262.84 54.74 62.18 105.24 113.44 184.38 192.28
Std 0.02 0.12 0.10 0.09 0.27 1.32 0.02 0.10 0.07 0.08 0.31 0.48

S4 3.77 3.33 3.78 3.47 3.76 2.95 3.78 3.38 3.79 3.51 3.76 3.56
E4 94.35% 83.20% 94.45% 86.80% 94.03% 73.78% 94.60% 84.62% 94.68% 87.78% 94.04% 88.88%

8-Core X 24.31 31.79 45.43 54.05 61.06 174.12 29.60 37.39 56.62 65.88 99.18 111.47
Std 0.01 0.08 0.04 0.08 0.32 1.13 0.01 0.14 0.04 0.09 0.11 0.94

S8 6.98 5.43 7.04 5.96 6.92 4.46 7.00 5.63 7.04 6.05 6.99 6.13
E8 87.26% 67.87% 88.05% 74.48% 86.46% 55.69% 87.48% 70.37% 88.00% 75.58% 87.41% 76.66%

and efficiency for 30 independent runs, with the purpose of ensuring a statistical
relevance. This experiment was carried out using Nippon Telegraph and Telephone
topology (NTT network), and six different sets of demands taken from [9].

The best configuration for the DEPT algorithm was obtained from [8], number of
generations = 700, k-shortest-paths=25, population size= 50, crossover factor=0.05,
mutation factor=0.5 and the DEPT schema=RandToBest/1/Binomial.

The best configuration for the NSGA-II was carried out by using the same
metodology as [8], the best configuration is: number of generations = 700,
k-shortest-path=25, population size = 50, crossover probability=0.8, crossover
schema=1-point and mutation rate = 0.35.

As we can see in Table 1, our multiobjective Differential Evolution achieves bet-
ter speedups and efficiencies in all sets of demands for the NTT topology. In Table
2, we can notice that the DEPT algorithm obtains an upper average efficiency than
the NSGA-II. With 2 cores, the difference is about 4.5%, however with 8 cores the
difference grows to 17.33%, it means that if we use other systems with more cores
the difference will grow exponentially. We can conclude that our approach is very
suitable to be parallelized.

Table 2 Summary of the average efficiency by both algorithms per multi-core system and
also a global average efficiency.

2-Core 4-Core 8-Core Global XE f f iciency

DEPT XSpeedup 1.972 3.774 6.995
XE f f iciency 98.58% 94.36% 87.44% 93.46%

NSGA-II XSpeedup 1.883 3.367 5.608
XE f f iciency 94.13% 84.18% 70.11% 82.80%
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Table 3 Comparison of results between DEPT and NSGA-II (Hypervolume)

NT T ci j = 8 NT T ci j = 10
|U | = 10 |U | = 20 |U | = 30 |U | = 10 |U | = 20 |U | = 40

DEPT 0.933 0.841 0.813 0.933 0.845 0.697
NSGA-II 0.933 0.797 0.713 0.933 0.809 0.567

Furthermore, we have also compared the results obtained by both algorithms
using the hypervolume concept [6]. Taking the results generated in the sequencial
experiment (remember that the multi-core versions only accelerate the excutions,
obtaining results of identical quality), we have composed a final Pareto front for each
algorithm. These optimal pareto fronts are obtained by selecting the Pareto front of
all points earned in each of the 30 runs of the sequential experiment. We have used
as reference points to calculate the hypervolume, rmin = (0,0) and rmax = (999,99),
where, inside the parentheses, the first value refers to y1 and the second refers to y2.
In Table 3 we can see that the DEPT obtains better hypervolume than the NSGA-II
in all instances.

5 Comparisons with Other Approaches

In this section we compare the DEPT algorithms with approaches of other authors,
and also with the NSGA-II algorithm. To be fair with the other authors, we use the
same metrics and test instances as them. These metrics determinate the performance
of the algorithms in quality (M1), distribution (M2) and extension (M3) of the Pareto
front, they were taken from [10]. From [4] we took the fourth metric (M4), it cal-
culates the percentage of generated solutions which not belong to the Pareto front.
For further information about these metrics, please, refer to [10] and [4]. Also we
present the average of these four metrics, and we denote it as R. In order to calculate
this average, the metrics M1 and M4 were slightly modified, thus, M1∗ = 1−M1
and M4∗ = 1−M4, where the best value is now 1 and the worst 0.

For each set of unicast demands U and capacities ci j of wavelengths in the net-
work, a set of optimal solutions approximated to the Pareto front are calculated
using the following procedure: the algorithm was executed 10 times; a set including
all the obtained solutions was generated; the dominated solutions were deleted and
a new approximated set to the Pareto front was generated. It is denoted as Yknown.

In [11], the number of blocked unicast requests (NB) was also calculated in av-
erage for the 10 runs. They developed the next algorithms [11]:BIANT (Bicriterion Ant),
COMP (COMPETants), MOAQ (Multiple Objective Ant Q Algorithm), MOACS (Multi-Objective Ant Colony

System), M3AS (Multiobjective Max-Min Ant System), MAS (Multiobjective Ant System), PACO (Pareto Ant

Colony Optimization), MOA (Multiobjective Omicron ACO), 3SPFF (3-Shortest Path routing, First-Fit wave-

length assignment), 3SPLU (3-Shortest Path routing, Least-Used wavelength assignment), 3SPMU (3-Shortest

Path routing, Most-Used wavelength assignment), 3SPRR (3-Shortest Path routing, Random wavelength assign-

ment), SPFF (Shortest Path Dijkstra routing, First-Fit wavelength assignment), SPLU (Shortest Path Dijkstra

routing, Least-Used wavelength assignment), SPMU (Shortest Path Dijkstra routing, Most-Used wavelength assign-

ment), SPRR (Shortest Path Dijkstra routing, Random wavelength assignment) . Considering the results



Improving Optical WDM Networks by Using a Multi-core Version of DEPT 635

Table 4 Comparison with other approaches [11]

NT T (ci j = 8. |U | = 10) NT T (ci j = 8. |U | = 20) NT T (ci j = 10. |U | = 20) NT T (ci j = 10. |U | = 40)
NB M1* M2 M3 M4* R NB M1* M2 M3 M4* R NB M1* M2 M3 M4* R NB M1* M2 M3 M4* R

DEPT 0 1 1 1 1 1 0 0.95 1 1 0.53 0.87 0 0.88 0.98 1 0.27 0.78 0 0.92 1 1 0.17 0.77
NSGA-II 0 0.89 0.90 0.91 0.24 0.73 0 0.96 0.88 0.89 0.15 0.72 0 0.96 0.91 0.96 0.15 0.74 0 0.97 0.88 0.88 0.18 0.73

BIANT 0 0.99 0.1 0.05 0.9 0.51 0 0.82 0.95 0.71 0.02 0.62 0 0.76 0.98 0.62 0 0.59 0 0.64 1 1 0 0.66
COMP 0 0.85 0.8 0.54 0.3 0.62 0 0.74 0.98 0.76 0 0.62 0 0.7 0.87 1 0 0.64 0 0.46 0.82 0.91 0 0.55
MOAQ 0 0.86 1 1 0.3 0.79 0 0.69 0.9 1 0 0.65 0 0.57 0.73 0.89 0 0.55 0 0.37 0.7 0.92 0 0.5
MOACS 0 0.98 0.2 0.11 0.8 0.52 0 0.78 0.81 0.8 0 0.6 0 0.76 0.91 0.85 0 0.63 0 0.61 0.93 0.89 0 0.61
M3AS 0 1 0 0 1 0.5 0 0.82 0.86 0.77 0 0.61 0 0.75 0.8 0.6 0 0.54 0 0.52 0.88 0.88 0 0.57
MAS 0 0.98 0.2 0.1 0.7 0.49 0 0.79 1 0.86 0 0.66 0 0.6 0.81 0.84 0.02 0.57 0 0.6 0.93 0.97 0 0.62
PACO 0 0.99 0.1 0.05 0.9 0.51 0 0.77 0.8 0.77 0 0.59 0 0.77 0.95 0.82 0 0.63 0 0.55 0.82 0.84 0 0.55
MOA 0 1 0 0 1 0.5 0 0.82 0.94 0.88 0 0.66 0 0.79 1 0.84 0 0.66 0 0.6 0.87 0.88 0 0.59
3SPFF 0 0 0 0 0 0 0 0 0.03 0.06 0 0.02 0 0 0.1 0.15 0 0.06 0 0.3 0.41 0.3 0 0.25
3SPLU 0 1 0 0 1 0.5 0 0.35 0.08 0.07 0.65 0.29 0 0.43 0.07 0.17 0.2 0.22 0 0.86 0.38 0.26 0.13 0.41
3SPMU 0 0.03 0 0 0 0.01 0 0.08 0.11 0.09 0 0.07 0 0.05 0.13 0.15 0 0.08 0 0 0.32 0.24 0 0.14
3SPRR 0 1 0 0 1 0.5 0 0.36 0.14 0.1 0.1 0.17 0 0.39 0.12 0.2 0 0.18 0 0.81 0.31 0.24 0.08 0.36
SPFF 0 0 0 0 0 0 2 N/A N/A N/A N/A N/A 2 N/A N/A N/A N/A N/A 4 N/A N/A N/A N/A N/A
SPLU 0 1 0 0 1 0.5 2 N/A N/A N/A N/A N/A 2 N/A N/A N/A N/A N/A 4 N/A N/A N/A N/A N/A
SPMU 0 0.03 0 0 0 0.01 2 N/A N/A N/A N/A N/A 2 N/A N/A N/A N/A N/A 4 N/A N/A N/A N/A N/A
SPRR 0 1 0 0 1 0.5 2 N/A N/A N/A N/A N/A 2 N/A N/A N/A N/A N/A 4 N/A N/A N/A N/A N/A

Table 5 Comparison with other approaches (Metric M4* in %)

NT T ci j = 8 NT T ci j = 10
|U | = 10 |U | = 20 |U | = 30 |U | = 10 |U | = 20 |U | = 40 X

DEPT 100% 53.3% 18.3% 100% 26.6% 16.6% 52.47%
NSGA-II 24.2% 14.7% 16.7% 16.7% 14.9% 17.8% 17.5%
MOACS [12] 5% 7.5% 3% 3.3% 5.1% 4.2% 4.68%
M3AS [12] 0% 2.5% 7% 6.6% 5.1% 8.4% 4.93%
TA-MOEA [13] N/A N/A N/A N/A N/A N/A 6.1%

shown in Table 4, we notice that the DEPT algorithm overcomes all algorithms in
all set of demands.

In Table 5 we present a comparison with [12] and [13] (using M4* in %). Two
Ant Colony Optimization algorithms are presented in [12], MOACS and M3AS. In
[13] a team that combines seven MOEAs is presented (TA-MOEA). Analyzing these
results, we conclude that the DEPT achieves better results than other approaches.

6 Conclusions and Future Work

In this paper we have purposed a multi-core version of the Differential Evolution
with Pareto Tournaments (DEPT) for solving the Static-RWA problem. As we have
seen previously, our approach is very suitable to be parallelized. We have obtained
an average efficiency about 93.46% in several experiments using different multi-
core systems and instances. We have developed a multi-core version of a well-
known MOEA (NSGA-II) and we notice that our approach obtains better efficiency
and greater results than NSGA-II, also greater results than other approaches.

As future work, we intend to develop more multi-core MOEAs with the aim of
make comparisons with the DEPT. Another idea would be to apply our multi-core
approach to the Dynamic-RWA problem.
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Solving the General Routing Problem by
Artificial Ants

Marı́a-Luisa Pérez-Delgado

Abstract. Routing Problems arise in several areas of distribution management and
logistics and their practical significance is widely known. These problems are usu-
ally difficult to solve. Therefore, heuristic methods are applied to try to solve them.
This paper describes the application of artificial ant colonies to solve the General
Routing Problem. For this, the problem is first transformed into a node-routing prob-
lem. The transformed problem is solved by applying an ant-based algorithm which
has been widely applied to node-routing problems, obtaining good results.

Keywords: artificial-ants, routing problems.

1 Introduction

The General Routing Problem (GRP) is the problem of finding a minimum cost
route for a single vehicle, subject to the condition that the vehicle visits certain
nodes and edges of a network, [16], [21]. The GRP has many practical applica-
tions, [1], [9], [28]; and it includes some well-known routing problems as special
cases: the Rural Postman Problem, [11]; the Chinese Postman Problem, [10]; the
Road Travelling Salesman Problem, [12]; and the Graphical Travelling Salesman
Problem, [5].

This problem was introduced by Orloff, [20]. It is an NP-hard problem, [16].
Therefore, heuristic solutions are usually studied to solve it.

Despite the practical importance of this problem, relatively few studies have been
published on the GRP. Heuristic solutions were proposed in [13] and [22]. An ex-
act algorithm was proposed by Corberán et al. to solve to optimality undirected
problems of moderate size (with no more than 200 nodes), [3]. Another interesting
papers related to this problem are [4], [17], [18], and the recent work of Reinelt and
Theis, [23].
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Blais and Laporte proposed a graph transformation to convert the GRP into a
node-routing problem or an arc-routing problem, [2]. If the GRP is directed, it can
be transformed into an asymmetric Traveling Salesman Problem (TSP). If the prob-
lem is mixed or undirect, it can be transformed into an asymmetric Generalized
Traveling Salesman Problem (GTSP), which can be transformed into an asymmet-
ric TSP.

The use of graph transformations allows to apply to a problem a solution method
developed for other problems.

In this paper the transformation proposed by Blais and Laporte is considered and
the TSP is solved by an heuristic method: ant-based algorithms. These algorithms
have been successfully applied to several NP-hard combinatorial optimization prob-
lems. The algorithm selected is the one called MAX-MIN Ant System, [24], one of
the best performing ant-based algorithms.

The inspiring source of ants-algorithms is the foraging behaviour of real ants that
consents to find shortest paths between food sources and the nest. While walking
from food sources to the nest and vice versa, ants release a chemical substance,
called pheromone, on the ground, and the direction chosen by the following ants is
the path marked with a stronger pheromone concentrations.

The document is structured as follows. First a formulation of the GRP is pre-
sented, to allow a better understanding of the transformation described in Sec. 3.
Next, the MAX-MIN Ant System algorithm is described. We describe the method
of solution of the problem, based on the refered algorithm. Computational results
are presented in Sec. 5 and, finally, the conclusions of the paper are presented.

2 Problem Definition and Formulation

Given a graph G = (V,E
⋃

A) with vertex set V , edge set E , arcs set A, a cost func-
tion c for each link (i, j) ∈ E

⋃
A, a set ER ⊆ E of required edges, a set AR ⊆ A of

required arcs and a set VR ⊆ R of required nodes, the GRP is the problem of find-
ing a minimum cost closed walk (a tour) passing through each required connection
e ∈ ER

⋃
AR and through each required node i ∈VR at least once, [20].

3 The Transformation

The first step consists of replacing each edge (i, j) ∈ E by two opposite arcs (i, j)
and ( j, i), with the same cost as the edge. All such arcs are included in A to yield
an extended arc set A′. If (i, j) is a required edge, then the arcs (i, j) and ( j, i)
are included in AR, to yield A′

R. At the end of the first step, the transformed graph
G′ = (V,A′) is directed.

The next step consists of transforming the problem on G′ into an equivalent node-
routing problem on a complete graph, H = (W,B). In this graph, W consists of one
vertex for each arc of A′

R and each node of VR, and B is the set of all arcs linking two
vertices of W .
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Each required vertex, i ∈ VR, generates a required node vii. Each required arc,
(i, j) ∈ A′

R, generates a required node vi j. We can observe that each required edge,
(i, j) ∈ ER, is replaced by two nodes, vi j and v ji, only one of which is required.

Each vertex pair, (vi j,vkl), in the transformed problem defines an arc of the new
graph having cost c′jl = dist( j,k) + ckl , where c′ii = 0. dist( j,k) is the cost of a
shortest path in G′ from node i to node k, calculated by the Floyd algorithm.

At the end of this step, the original routing problem on G has been transformed
into an equivalent directed Generalized Traveling Salesman Problem (GTSP) on H.
The GTSP consists of determining a least cost Hamiltonian circuit passing exactly
once through each of m sets or clusters of nodes, [15]. Any required node, arc and
edge of G defines such a set. A node or an arc defines a set with one element,
whereas an edge defines a set with two elements. Solving the GTSP on H ensured
that each required connection will be traversed once and each required node will
also be traversed once.

The last step consists of transforming the GTSP into a Traveling Salesman Prob-
lem (TSP) using the rules described in Noon and Bean, [19]. The TSP consists of
finding the shortest closed path by which every city out of a set of cities is visited
once and only once, [6], [14]. The transformation generates a TSP with the same
number of nodes than the GTSP. Weights are modified in such a way that guar-
antees that an optimal tour visits all nodes that belong to the same cluster in the
original problem before moving on to the next cluster.

When a cluster contains two nodes, vi j and v ji, the two intra-cluster arcs are
assigned a cost equal to an arbitrarily large negative constant; given any vertex vkl

outside the cluster, the cost of arc (vi j,vkl) is substituted by that or arc (v ji,vkl) and
the cost of arc (v ji,vkl) is substituted by that or arc (vi j,vkl). Because of the low cost
of intra-cluster arcs, any TSP solution on the transformed graph will use the two
vi j and v ji in succession. If v ji precedes in the solution, this means edge (vi,v j) is
entered through vi in the GRP defined on G.

4 The MAX-MIN Ant System Algorithm

The MAX-MIN Ant System algorithm (MMAS) was proposed by Stützle and Hoos,
[25], [24]. It is an improvement over the first ant-based algorithm, called Ant-
System, [7], [8], and it is one of the best performing ant-based algorithms.

It was first applied to solve the TSP, [26]. Let G = (V,E) be the graph associated
to the TSP, where V is the set of n cities or nodes in the problem, E is the set of
connections among the nodes, and d is a function that associates a cost to each
element in E . To solve the problem, we consider a set of m ants cooperating to
find a solution to the TSP (a tour). To each connection, (i, j), of the TSP graph, a
value τi j (called pheromone) is associated with τi j ∈ (0,1]. The pheromone allows
ants to communicate among themselves, contributing in this way to the solution of
the problem. At each iteration of the algorithm, each one of the m ants looks for
a solution to the problem. Once all the ants have found a solution, the pheromone
of the connections is updated, thus contributing to make the connections pertaining
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to the best solution more desirable for the ants in the next iteration. The process is
repeated until the solution converges or until completing the maximum number of
iterations allowed for the algorithm to be performed.

To allow each ant to build a valid solution to the problem, visiting each city once
and only once, each ant has an associated data structure called the tabu list, which
stores the cities that have already been visited by the ant. When the ant begins the
search for a new solution, its tabu list is empty. Each time an ant visits a city, it is
added to its tabu list. When it has completed the path, all the cities will be in such
a list.

Each ant generates a complete tour starting at a randomly selected city and choos-
ing the next city of its path as a function of the probabilistic state transition rule (1),
which defines the probability with which ant k chooses to move from city i to city j
at iteration t.

pk
i j(t) =

[τi j(t)]
α [ηi j(t)]

β

∑l∈Nk
i

[
τl j(t)

]α [ηl j(t)
]β if j ∈ Nk

i (1)

where τi j(t) is the pheromone associated to the connection (i, j) at time t, ηi j(t) is
called visibility of the connection (i, j), Nk

i is the feasible neighborhood for ant k,
whereas the parameters α and β determine the relative influence of the pheromone
and the visibility, respectively. For the TSP, the visibility of a connection is a fixed
value equal to the inverse of the distance associated to such a connection: ηi j =
1/di j. The feasible neighborhood for ant k, now placed on city i, Nk

i , is the set of
cities not yet visited by ant k and accessible from city i.

If j /∈ Nk
i we have pk

i j(t) = 0.
The state transition rule (1) indicates that the ants prefer to move to cities near

the present one and connected to it with arcs or edges having a high amount of
pheromone.

To update the pheromone, the expression (2) is applied to all the connections in
the graph.

τi j(t + 1) = (1−ρ)τi j(t)+ Δτbest
i j (2)

where ρ is a parameter called evaporation rate of the pheromone, 0 < ρ ≤ 1, which
determines the fraction of pheromone eliminated from each connection. It represents
the effect of pheromone evaporation over time observed in natural ants. Δτbest

i j is the
amount of pheromone deposited on the connections belonging to the path of the best
ant, whose value is given by expression (3).

Δτbest
i j =

{ 1
Lbest

if (i, j) is part of the tour of the best ant
0 otherwise

(3)

with Lbest being the length of the tour of the best ant.
Therefore, first a fraction of the pheromone associated with each connection is

evaporated, which avoids an unlimited buildup of it; moreover, it represents the
phenomenon observed in natural ant colonies. Next, the best ant deposits an amount
of pheromone on the connections of its tour, proportional to the length of that tour.
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To select the best ant we can take the iteration-best ant (the one that generated
the best solution at the present iteration) or the global-best ant (the one that gener-
ated the best solution so far). Although in many problems it is sufficient to consider
iteration-best, in other cases better results have been obtained by gradually increas-
ing the frequency of the selection of global-best as iterations of the algorithm pro-
ceed, [24].

To avoid search stagnation, the MAX-MIN algorithm limits the pheromone trails
to the interval [τmin,τmax], been τmin > 0. Both values must be determined for each
particular problem, the first one being more critical. In [27] it is shown why these
values can be calculated in a heuristic way.

Before starting the search for a solution, the pheromone of all connections is set
to the value τmax, which permits a greater exploration of the search space at the
beginning of the algorithm. Moreover, when we apply the update rule for the trial,
the pheromone remains on the connections of the better solutions with high values,
and it is reduced on the bad ones. When pheromone is updated, the values are forced
to the interval indicated, so that each pheromone trail greater than τmax is set to the
maximum, and those lower than τmin equal the minimum.

While iterations proceed, if search stagnation is detected, a re-initialization is
applied, setting all the pheromone trails to τmax again. Stagnation occurs when all
the ants follow the same path and construct the same tour.

The algorithm is usually combined with some improvement heuristic, such as 2-
opt or 3-opt, which usually improves the results. This technique is commonly used
in all ant-based algorithm, as in other metaheuristics.

5 Computational Results

The solution has been coded using C language. The tests have been performed on
a personal computer with Intel Centrino Core 2 Duo processor, 2.2 GHz, with 2G
RAM memory and working on Linux Operating System.

Table 1 First group of test problems

PROBLEM |E| |VR| |ER| |ENR| OPT

GRP1 116 22 61 113 9659
GRP2 116 22 64 110 10277
GRP3 116 21 61 113 9536
GRP4 116 31 88 86 11420
GRP5 116 24 72 102 10490
GRP6 116 6 126 48 12335
GRP7 116 38 52 122 9985
GRP8 116 27 81 93 9674
GRP9 116 0 59 115 12108
GRP10 116 31 87 87 11260
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Table 2 Second group of test problems

PROBLEM |V | |VR| |ER| |ENR| OPT

ALBA 3 1 116 44 51 123 9830
ALBA 3 2 116 48 46 128 9812
ALBA 3 3 116 57 44 130 10100
ALBA 3 4 116 46 49 125 9558
ALBA 3 5 116 43 57 117 10033
ALBA 5 1 116 15 88 86 11581
ALBA 5 2 116 16 92 82 11581
ALBA 5 3 116 17 92 82 10497
ALBA 5 4 116 25 88 86 10734
ALBA 5 5 116 14 91 83 10911

The solution has been tested on 20 GRP instances described in [3], defined on the
graph of a Spanish city called Albaida. The first group of problems, labeled GRP1 to
GRP10, includes 10 GRP instances generated from the graph by visually selecting
the required edges. The last group includes 10 instances randomly generated from
the graph of the city. Tables 1 and 2 show information about the problems. For each
problem it is shown its name (first column), the number of nodes of the graph, |V |;

Table 3 Solution obtained by applying ants

PROBLEM |W | Best %OPT T̄ (seg.)

GRP1 144 9753 0.97 14.95
GRP2 150 10410 1.29 16.90
GRP3 143 9661 1.31 14.85
GRP4 207 11704 2.48 41.95
GRP5 168 10543 0.50 25.35
GRP6 258 12542 1.67 49.22
GRP7 142 10078 0.93 14.30
GRP8 189 9864 1.96 29.25
GRP9 118 12252 1.18 26.9
GRP10 205 11596 2.98 39.9
ALBA 3 1 146 9924 0.95 17.40
ALBA 3 2 140 9893 0.82 11.95
ALBA 3 3 130 10355 2.52 14.70
ALBA 3 4 144 9730 1.79 13.40
ALBA 3 5 157 10225 1.91 21.05
ALBA 5 1 191 11865 2.45 34.8
ALBA 5 2 200 11885 2.62 39.29
ALBA 5 3 201 10937 4.19 34.2
ALBA 5 4 201 11316 5.42 33.7
ALBA 5 5 196 11175 2.41 31.8
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the number of required nodes, |VR|; the number of required edges, |ER|; the number
of not required edges, |ENR|; and the optimum, OPT.

Twenty independent runs were performed for each problem. The values consid-
ered for the parameters of the MMAS algorithm are: α = 1, β = 2, τmin = 0.01,
τmax = 1, ρ = 0.1. The Table 3 shows the results: the best solution reached for the
problem, (Best); the percentaje over the optimum of the best solution, (%OPT); and
the average time in seconds to reach a solution, (T̄ (seg.)). The second column shows
the number of nodes of the transformed problem, (|W |).

We observe that the solution reached by the ants is close to the optimum.
The number of nodes of the transformed problem is proportional to the number

of required edges and required nodes of the initial problem. The problem labeled
GRP9 generates the transformed problem with less nodes: from an initial problem
with 116 nodes, a transformed problem with 118 nodes is obtained. In this problem
all the nodes in the graph are end-points of the required edges. The transformed
problem corresponding to GRP6 includes more nodes than the others, because of
the original problem includes more required edges.

The average time required to reach a feasible solution is less than 50 seconds for
all problems.

6 Conclusions

The GRP is a NP-hard combinatorial optimization problem, and exact solution
methods are available only for small problems. Therefore, the application of heuris-
tic solutions is necessary when big problems are considered.

This paper presents the application of artificial ants to the GRP. The use of a
graph transformation allows as to solve a GRP as a node-routing problem. The re-
sults obtained in the computational test are close to the best known solution for the
problems considered.
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Eliminating Datacenter Idle Power with
Dynamic and Intelligent VM Relocation

Takahiro Hirofuchi, Hidemoto Nakada, Hirotaka Ogawa, Satoshi Itoh,
and Satoshi Sekiguchi

Abstract. We are developing an advanced IaaS (Infrastructure-as-a-Service) dat-
acenter management system that dynamically minimizes running physical servers
depending on resource utilization. The management system periodically monitors
the loading of a datacenter, and dynamically repacks virtual machines (VMs) into
optimal physical servers. Live migration of VMs and the standby mode of physical
servers are automatically orchestrated by a genetic algorithm (GA) engine. A pre-
liminary experiment showed that our first prototype system correctly worked for a
proof-of-concept datacenter.

1 Introduction

IaaS is an emerging cloud service that provides virtualized hardware resources for
customers over the Internet. A service provider runs thousands of physical machines
in a 24/7 manner; the key to success in datacenter business is to reduce running
cost as much as possible, thereby achieving more competitive pricing than other
providers.

Live migration of VMs is considered promising to reduce idle power of IaaS dat-
acenters. It is possible to dynamically reduce running physical servers in response
to the loading of a datacenter; in off-peak hours like early mornings, most VMs are
operating at lower utilization levels, which are relocated to fewer physical servers
to power off unused servers and facilities.

To the best of our knowledge, however, commercial IaaS providers do not employ
live migration for dynamic repacking of VMs. They assign a fixed number of VMs
to one physical server, and never change VM locations while the VMs are running.
Although dynamic VM packing has been discussed in research papers, there still
lacks practice and experience bridging the gap between academia and industry.
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Fig. 1 Prototype Datacenter Room (left) and Power Dataloggers (right)

In our project, we present an IaaS datacenter management system that dynami-
cally reduces/increases running physical servers depending on resource utilization.
Live migration of VMs is exploited to optimize VM locations for reducing the num-
ber of running physical servers, and ACPI S3 (the standby mode) of physical hard-
ware is utilized to eliminating idle power of unused servers. Our GA engine [2]
quickly determines near-optimal VM locations, solving a multi-dimensional bin
packing problem with a heuristic method; VMs, consuming different amounts of
CPU, memory, and I/O resources, are packed into the smallest number of physi-
cal servers. A prototype datacenter room is built to evaluate how our management
system reduces power consumption. Through this project, we aim to clarify the fea-
sible system design and its implementation meeting reliability and scalability in
production-level datacenter environments.

This paper is the work-in-progress report of our ongoing project. The overall
design of our system is introduced and then a preliminary experiment is reported.

2 System Overview and Preliminary Experiment

We have developed a prototype datacenter room in which power consumption of
physical servers is recorded with power dataloggers (Figure 1). All physical servers
are capable of the ACPI S3 suspend/resume; suspended nodes are resumed by means
of an out-of-band hardware management mechanism, Intel AMT (Active Manage-
ment Technology), which is more reliable and powerful than Wake-On-LAN. Power
consumption in the suspend mode is approximately only 8W (i.e., 10% of active
server power).

The overview of our system is illustrated in Figure 2. The management node
monitors VM’s resource usage and periodically relocates VMs to optimal loca-
tions. In every 5 seconds, our GA engine calculates optimal VM locations that meet
both criteria of VM performance and server power as much as possible. Then, the
management node conducts relocations; which wakes up suspended server nodes if
needed, starts live migration of VMs, and sends unused server nodes to sleep.

In our preliminary experiments, we launched 64 VMs on 7 physical servers. A
video-on-demand streaming server was installed into each VM. When many client
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Fig. 2 System Overview

Fig. 3 Server Power (left) and VM Locations (right). The power consumption of the datacen-
ter (shown in the upper left corner) was high, because heavily-loaded VMs were distributed
to all physical servers.

users started watching videos over the Internet, VMs were heavily loaded and then
the management node distributed VMs to all physical servers. Figure 3 shows our
power monitors and VM location viewer at this moment. All physical servers were
active, consuming 80-100W of power, respectively. The total power consumption of
this datacenter was approximately 500W. As shown in Figure 4, when all client users
left this streaming service, all VMs were relocated into 3 physical servers. 4 physical
servers in the suspend mode were consuming 8W. The total power consumption
went down to approximately 250W, only half the value of the maximum loading.
During this experiment, all video streamings were smoothly played without any
visible frame drops. VMs were continuously transmitting video frames while they
were being migrated.
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Fig. 4 Server Power (left) and VM Locations (right). The power consumption of the data-
center (shown in the upper left corner) decreased, because idle VMs were aggregated into 3
physical servers. The rest of physical servers were suspended.

3 Conclusions

In this paper, we presented an IaaS datacenter management system that eliminates
idle server power by means of VM migration and server standby. Through a prelim-
inary experiment, we confirmed our proof-of-concept datacenter correctly worked;
datacenter power was saved when the loading of VMs was low. We are now devel-
oping a more lightweight live migration mechanism [1], which will be integrated
into our management system to achieve higher power efficiency of datacenters.
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JST/CREST ULP.
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Bee Colony System: Preciseness and Speed in 
Discrete Optimization 

Sadegh Nourossana, H. Haj Seyyed Javadi, Hossein Erfani,  
and Amir Masoud Rahmani1 

Abstract. One of the useful patterns to create algorithms capable of solving com-
plex problems is the foraging behavior of bees in finding food sources. In this arti-
cle, a method has been presented for solving the complex problems in discrete 
spaces by simulation of this behavior of bees and also considering a memory for 
these bees. The proposed method has been successfully applied to solve the travel-
ing salesman problem. The simulation results show the high ability of this algo-
rithm in compare with the similar ones. 

Keywords: Artificial life; Bee colony system; Discrete Optimization; Traveling 
salesman problem. 

1   Introduction  

Reaching higher quality production with less charge, to make more benefits is a 
basic need in the daily increasing competitions in today's world of business and 
industry, which implies the increasing importance of optimization. On the  
other hand, with the rapid expansion of the global economy, to remain in the 
competition field, companies have to equip their production lines and produce 
more up-to-date items to attract more customers. It has led to the increase of the 
size of optimization problems which again shows the importance of this subject.  
Optimization problems   like scheduling problems are mostly of NP-Complete or 
NP-Hard class.  

This work aims to explore an improvement heuristic method based on foraging 
behavior of bees' colony, which is used to solve the traveling salesman problem. 
In this method, which is called Bee Colony System (BCS), we consider a limited 
memory for the bees' colony, gained through the overall experience of the bees. 
This research is inspired by the works done by D.KARABOGA [1] who analyzed 
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the foraging behavior of honey bee swarm and proposed a new algorithm simulat-
ing this behavior for solving multi-dimensional and multi-modal optimization 
problems, called Artificial Bee Colony (ABC). 

the presented algorithm (BCS) is mentioned in section 2. The solution of the 
traveling salesman problem using the BCS algorithm and the results are conse-
quently presented in sections 3 and 4. Finally, this paper ends up with conclusions. 

2   Bee Colony System Algorithm 

Different algorithms has already been presented inspired by the bees behavior, 
some of which are based on the foraging behavior of bees. These algorithms has 
been successfully applied to solve different problems [3-6]. This behavior was 
firstly biologically simulated by Yonezawa and Kikuchi [7]. Their simulation re-
sults proved the efficiency of this foraging behavior and became a stepping stone 
for the presentation of different algorithms based on this behavior of bees. The so 
called "Bee System" algorithm, which was the first one based on this behavior, 
was presented by Lucic and Teodorovic [8], the result of which showed the capa-
bility of this type of algorithm in solving complex problems. 

In this section we propose a new algorithm based on this foraging behavior of 
bees. In the presented algorithm, we consider a limitation for the dance area and 
the number of dancing bees, in such a way that only those bees which have found 
better paths to the food source can enter the dance area and make dance. Each 
member of the colony observes all the dances and selects one as the preferred 
path, but memorizes all of them. This memorization, which is the distinction of the 
BCS algorithm, will later help the bee to improve the preferred path, in such a way 
that each bee tries to optimize the preferred path using its own deduction and other 
bees' experiences which has previously memorized while observing the dances. In 
case that any bee can find a path better than its own preferred path, this bee will be 
substituted for the dancing bee which has proposed this preferred path in the dance 
area, this way the preferred paths will be highly optimized. If a dancing bee has 
not been replaced for a specific period of time, it will leave the dance area auto-
matically. Whenever there is free space in the dancing area, some of the scout bees 
will try to find new paths, and the one which finds the best path will take this free 
space. There are three types of bees engaged in this algorithm: 

(a) Employed Bees. Bees which have found better results in compare with their 
counterparts are called employed bees. They are the only bees which dance in 
the dancing area. So the number of employed bees is exactly equal to the ca-
pacity of the dancing area. Besides proposing their path in the dancing area, 
they try to find better path near their own path too. 

(b) Recruit Bees.Bees which try to optimize the selected path using their own de-
duction and other bees' experiences are called recruit bees. They do it by 
choosing one of the proposed paths in the dancing area as the preferred path, 
and try to improve it by neighborhood search. 

(c) Scout Bees. Bees which search for new paths in search space, using only their 
own deduction, are called scout bees. 
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The BCS algorithm consists of three main steps: Attraction, Foraging, Data  
update. 

Attraction: In this step, employed bees would be evaluated based on the quality 
of their individual solution. Those whose solutions are of higher quality will at-
tract more recruit bees. At this time, each recruit bee will be attracted to one path 
(preferred path) and also memorizes the other paths proposed by the employed 
bees in the dance area. The employed bees will also observe and memorize the 
other proposed paths, but they will take their own path as the preferred path. 

Foraging: In this step, each employed or recruit bee will try to find a better 
path by moving around in the neighborhood of its preferred path. The neighbor-
hood paths, which are in accordance to the bee's deduction and memorization of 
other paths, are more attractive to it to move around. 

Data update: In this step, the new paths of the employed and recruit bees will 
be compared with their preferred paths, In case that any bee has found a path bet-
ter than its own preferred path, this bee will be substituted for the dancing bee 
which has proposed this preferred path in the dance area. Also if a preferred  
path has not been improved for a specific period of time, it will be omitted by  
replacement of the bee which has proposed this path in the dance area. Whenever 
a free space is produced in the dancing area by replacement of these bees, scout 
bees will try to find new paths, and the one which finds the best path will take this 
free space. 

3   Applying BCS to Solve Traveling Salesman Problem 

3.1   Attraction 

• To solve the TSP using BCS algorithm, at first scout bees start searching to 
find initial solutions. It is done by locating each scout bee in one of the cities 
randomly. Then it will choose one city to move to, using the probability func-
tion (2), and travels to it. This action will be repeated by each scout bee to 
make a complete tour containing all the cities. 
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Where Pk (i, j) is the probability with which the kth scout bee moves from city i  to 
j , ( , )i jη  the distance between i  and j  cities, n the number of cities, and l  a 

list of all the visited cities so far. 
To evaluate the quality of each solution we consider a fitness value for each 

one, which is calculated as bellows: 
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1
Fit

Tl
=

    
(2)

  

Where Fit is the fitness value of the solution, and Tl the tour length of the solution. 
Then the best scout bees are selected for the attraction section, whose number is 

equal to the capacity of the dance area. Each dancing bee will attract some recruit 
bees. The probability of attraction of each recruit bee by the employed bees is cal-
culated by the Eq. (3). 
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Where Rk is the probability of a recruit bee being attracted by the k-th employed 
bee, and Fitk is the fitness value of k-th employed bee. 

Each bee remembers the helpful information of all the proposed tours before 
starting the foraging stage in each step. Since all the bees keep the same informa-
tion, we can consider only one memory for the whole colony. It will reduce the in-
formation redundancy which decreases the capacity of the needed memory, and 
consequently decreases the time of processing. 

Each bee keeps the information of all tours in its mind, and considers a specific 
value in its memory for each path which links two cities. At the beginning of each 
foraging stage, the value of each path in its mind is 1. This value will be increased 
by the number of tours which include this path. For example if a path is included 
in two proposed tours, this number will be added to its initial value and the final 
value will become 3, 1+2=3. 

To increase the speed of the program, this evaluation is only used in the first 
step of foraging. But in this step and all the other steps, when the bees with weak 
solutions are substituted by the new ones in the data update, for each bee that 
leaves the dancing area, the value of all paths in its tour will be decreased by 1. 
For example if the value of a path between two cities is 9 and one of the bees 
whose tour includes this path leaves the dancing area, the value of the path will be 
decreased once and becomes 8, 9-1=8. And for each bee that enters the dancing 
area, the value of all the paths included in its tour will be added by 1. For example, 
if the value of a path is 5 and the tours of 2 newly entered bees include this path, 
the value will be added twice and becomes 7, 5+1+1=7. 

After the specification of the preferred path and memory of all the bees, they 
leave the hive and start neighborhood search to find new paths. 

3.2   Foraging (Neighborhood Search) 

Each preferred path which a bee takes is a complete tour which passes through all 
the cities. So each city is connected to two other cities which are called nearby 
neighborhoods of this city. 
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In a complete tour, each city has only two nearby neighborhoods. The decision 
of each bee for changing these nearby neighborhoods results in the invention of 
new tours which are considered as neighborhood tours of the preferred path. 

In the suggestive model of the neighborhood search, each bee tries to follow its 
own preferred path with the probability ω , and  with the probability  (1-ω ) tries 
to make better paths by changing the nearby neighborhoods of its preferred path 
cities. The value of ω  is calculated by Eq. (4). 

Problem Size Search range

Problem Size
ω

−
=

      
 (4) 

Where Problem size is the number of all cities of the problem, and Search range  
is a positive parameter which identifies the extension of the neighborhood search-
ing area. 

This way, each bee begins to make a new tour. It will be randomly located in a 
city and selects the next city by following the below rules: 

(a) When a bee has decided to follow its preferred path, and none of the two 
nearby neighborhoods have been visited. In this case it will choose one of 
them randomly and moves to it. 

(b) When a bee has decided to follow its preferred path, but there is only one 
nearby neighborhood unvisited. So it will move to this unvisited city. 

(c) When a bee has decided to follow its preferred path, but both of the nearby 
neighborhoods have been already visited. In this case the bee will select the 
next city based on the probability function (5).  
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(5) 

Where ( , )I i j  is Where I (i , j )  is the the probability with which the bee moves 

from city i  to j , ( , )i jη  the distance between i  and j  cities, β positive pa-
rameter, whose values determine the relative importance of memory versus heuris-

tic information, n the number of cities, and l  a list of all the visited cities so far. 

(d) When a bee has decided not to follow its preferred path and choose a new 
nearby neighborhood, in this case it will do the same as in rule c. 

4   Experimental Results 

The problems EIL51, Berlin52, St70, Pr76, KroA100, Eil101, D198, Tsp225, 
A280, Lin318, Pcb442, Rat783 and PR1002 has been selected from TSPLIB for 
testing the algorithm. 
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To study and evaluate some of the specifications of the algorithm such as coop-
eration between employed bees, tradeoff between time and precision among em-
ployed bees, and the effects of the number of the recruit bees we have appointed 
EIL51, KroA100 among the above mentioned problems. The program is written in 
C# language and all the tests have been done on an Intel Core 2 Duo 2.13GHZ, 
4MB Cache, 1GB Ram. 

We present the results gained from the algorithm execution on some of the 
benchmark problems The results after 20 trials with stop condition of n2log2(n) it-
eration are discussed in the below table. In all the tests, the number of recruit bees 
is zero, the search range 8, β = 4, Pl=20, and n is the problem size. 

We compare the results gained by the BCS algorithm with that of some o 
ther algorithms in solving the same problems to evaluate the capability of this  
algorithm. 

Ant colony system (ACS) [9], and bee system (BS) [6] algorithms are selected 
to be compared with the presented algorithm BCS. Both of ACS and BS algo-
rithms are in swarm intelligence category and have gained satisfying results in 
solving traveling salesman problem. The ACS is based on the ants’ behavior and 
their communication through pheromone trail, and the BS algorithm is based on 
the foraging behavior of honey bees. The results of ACS and BS are directly taken 
from their researchers’ paper. 

Figure 1 gives a clear image of the best results gained by the above mentioned 
2 algorithms and BCS algorithm in solving the traveling salesman problems. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1 Comparison between BS, ACS, and BCS best results 

5   Conclusions  

A novel algorithm, inspired from foraging behavior of the bee colony, has been 
presented in this paper. It was successfully applied to solve the traveling salesman 
problem. The results were perfectly satisfying, which clearly showed that the pre-
sented algorithm is far too capable than the other algorithms such as ant colony 
system and bee system. It implies the high ability of this algorithm in solving 
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complex problems in discrete spaces. Easiness in implementation and quickness in 
getting the satisfying results are of the benefits of this algorithm. 

In future, the evaluation of this algorithm in solving other problems by applying 
it in different subjects is one of the most important fields which can contribute to 
the improve-ment of the idea. Also it is suggested that by studying more carefully 
on the bees’ behavior in nature, researcher try to optimize this algorithm or pro-
pose new ones. I hope the pre-sented algorithm can be successfully merged with 
other algorithms to make more efficient hybrid algorithms too. 
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An Iconic Notation for Describing the 
Composition between Relations of a Qualitative 
Model Based on Trajectories  

F.J. González-Cabrera, M. Serrano-Montero, J.C. Peris-Broch, 
M.T. Escrig-Monferrer, and J.V. Álvarez-Bravo1 

Abstract. In this paper an iconic notation for describing the composition between 
the relations of a new qualitative representation model based on trajectories in two 
dimensions is presented. This qualitative representation model represents a new 
intuitive approach for describing the spatiotemporal features of two mobile entities 
through the relations between its trajectories. In order to describe the composition 
between relations in terms of a transitivity operation, an iconic notation derived 
from the Conceptual Neighborhood Graph is provided. Finally, in order to illus-
trate this iconic notation, some examples of composition between relations are 
presented.  

Keywords: Qualitative Representation model, Qualitative Spatio-temporal Rea-
soning, Qualitative Trajectories, Composition Table. 

1   Introduction 

Once a representation model about a specific system is defined, the implementa-
tion of an inference process for reasoning about the properties of this former one is 
a fundamental task. If the model is based on the relations between two entities a 
composition operation based on the transitive property can be implemented. This 
task can become quiet difficult depending on the complexity of the system and the 
granularity of the model. This last factor, that considers the level of detail of the 
model, determines the number of relations. If this number is large (high granular-
ity) a suitable solution for collecting properly all the compositions between rela-
tions is needed. The most common way to deal with it is through a composition 
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table (Randell and Cohn 1989, Egenhofer 1991, Freksa 1992a, Freksa 1992b, 
Freksa & Zimmermann 1992, Zimmermann and Freksa 1993, Hemandez 1994, 
Zimmerman & Freksa 1996, Cohn et al. 1997, Van de Weghe 2005). A Composi-
tion table contains all the compositions between two relations, given all the rela-
tions of a specific representation model and it provides any piece of information 
through a simple table look-up operation. In this paper an iconic notation for 
implementing the composition table is presented. This iconic notation, derived 
from the Conceptual Neighbourhood Graph, has been proposed for representing 
the composition between the 48 relations of the model. 

The paper is organized as follows: in section 2 the qualitative representation 
model is described. In this regard, the complete table of qualitative relations and 
its corresponding Conceptual Neighborhood Graph are presented. In section 3,  
the iconic notation for representing properly the composition operation under  
this approach is described. Finally in section 4 conclusions and some prospects  
are shown. 

2   The Qualitative Representation Model 

If anyone would have to explain how objects are moving around, may be he or she 
would use sentences such as: “the object is currently to my left moving toward the 
right” or “at this instant of time it is crossing just in front of me, moving toward 
the right”. All these qualitative descriptions contain spatiotemporal information in 
terms of geometrical and temporal statements and can be used for distinguishing 
behaviors and making reasoning processes. In the model presented in this work 
the spatiotemporal features are described through the relations between the trajec-
tories of the two moving objects. In this context: 

• The moving objects are oriented points presenting two qualitative spatial di-
chotomies: the front-back and left-right dichotomies (Moratz 2006) (figure 1a). 

• The motion of a single moving object is described in terms of a trajectory. Un-
der this approach a trajectory is a spatiotemporal entity characterized, given an 
instant of time, through a rectilinear projection of its current object-face direc-
tion (figure 1b). 

• The relations between two moving object trajectories arise as a result of de-
scribing qualitatively some spatial properties.  

• Generalization when systems consist of more than two objects is achieved relat-
ing the objects to each others. 

2.1   The Qualitative Spatial Features 

In order to characterize a dynamical system consisting of several moving objects a 
set of features, expressed in term of relations between some spatial properties of 
the system, are proposed.  These relations represent relative positions between 
some important entities of the system given an instant of time: the trajectories (T),  
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Fig. 1 a) An oriented object and its two qualitative spatial dichotomies. b) Relation between 
two moving objects trajectories through the rectilinear projections of its corresponding ob-
ject-face directions given an instant of time. 

the crossing point between two trajectories (C) and the moving objects (O). These 
last ones are described through its object-face directions (D), so any relation in-
volving objects is made in terms of its front/back (FB) and left/right (LR) di-
chotomies. According to that, the following features are considered: 

• (TiTj). The relative position between the trajectories of two moving objects. 
• (OiOj

LR). The relative position of Oi with respect to the left-right dichotomy 
of  Oj. 

• (COi
FB) (COj

FB). The relative position of the C with respect to the front-back 
dichotomy of the two moving objects. 

• (OiOj
FB). The relative position of Oi with respect to the front-back dichotomy 

of Oj when the trajectories are superimposed. 

In this context “i” and “j” are two labels denoting the moving objects (for in-
stance. i,j∈(1,2,3,4,…n ), where “n” is the number of moving objects). 

2.1.1   The Relative Position between the Trajectories of Two Moving Objects 

The relative position between two trajectories of two moving objects (TiTj) can be 
depicted in terms of the angle between its rectilinear projections and the minimum 
distance between them. In this regard five distinctions are considered (fig.2). 

 
     

 
 

φ=0º , md>0 φ= 0º, md=0 φ= (0º,180º), md=0 φ= 180º, md>0 φ= 180º, md=0 

Fig. 2 The iconic notation for representing the relative position between trajectories (TiTj). 

2.1.2   The Relative Position of Oi with respect to the Left/Right Dichotomy 
of Oj, (OiOj

LR) 

The second spatial feature makes reference to the relative position of Oi with re-
spect to the left/right dichotomy of Oj, given an instant of time. Three situations 
are distinguished: 

Ti 

b) Tj 

Front

Right 

Left 

a) 

Back 
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• {-}: Oi is to the left of Oj. 
• {0}: Oi is over Oj. 
• {+}: Oi is to the right of Oj. 

A special attention has to be paid if trajectories are crossed and the (OiOj
LR) 

feature is {0}. Under this situation a new distinction has to be made: the relative 
object-face direction of Oi with respect to the left/right dichotomy of Oj (DiOj

LR). 
In this case two possibilities are distinguished: when object-face direction of Oi is 
toward the right {+} or is toward the left {-}. 

2.1.3   The Relative Position of C with respect to the Front/Back Dichotomy of 
the Two Moving Objects {(COi

FB) (COj
FB)} 

The third feature describes, given an instant of time, the relative position of the 
crossing point between the trajectories of two moving objects with respect to the 
front-back dichotomy of these ones. Three possible spatial situations are distin-
guished between the crossing point and one moving object: 

• {+}: The crossing point is in front of the moving object. 
• {0}: The moving object is over the crossing point. 
• {-}: The crossing point is behind the moving object. 

In accordance with that, eight different configurations are identified if the rela-
tive position of the crossing point with respect to the object-face directions of the 
two moving objects {(COi

FB) (COj
FB)} is considered [{+,+),{0,+},{+,-},{0,-},{-

,+}, {-,0}, {-,-}, {+,0}]. For not crossed projection relations (labeled as 
{↑↑,↑,↑↓,↔}), {(COi

FB) (COj
FB)} presents an ambivalence since the position of 

the crossing point can be located simultaneously in two different positions. So, for 
relations labeled as {↑↑} or {↑↓}, the crossing point is located at (+∞) or (-∞). 
Hence, if relation is labeled as {↑↑} its corresponding {(COi

FB) (COj
FB)}  is {+,+} 

or {-,-} and if it is labeled as {↑↓} then its corresponding {(COi
FB) (COj

FB)} is 
{+,-} or {-,+}. For relations labeled as {↑,↔} the ambivalence is because of the 
crossing point is located over the two moving objects. Finally, the {0,0} relation 
(the two moving objects are simultaneously over the crossing point) is not consid-
ered since both objects can not be simultaneously at the same position. 

2.1.4   The Relative Position of Oi with respect to the Front/Back Dichotomy 
of Oj when the Trajectories Are Superimposed (OiOj

FB) 

In order to describe this last feature, the relative position of Oi with respect to the 
front/back dichotomy of Oj a comparison is performed by superimposing the two 
trajectories through a rotation from Oi toward Oj with respect to the crossing point. 
According to that, three relative positions of are distinguished: 

• {+}: Oi is in front of Oj. 
• {0}: Oi is at the same position of Oj. 
• {-}: Oi is behind Oj. 

In connection with this, the {(COi
FB) (COj

FB)} parameter determines how the 
superposition is performed. So, if {(COi

FB) (COj
FB)} is {+,+} or {-,-}, the rotation 



An Iconic Notation for Describing the Composition  661
 

has to be performed in such a way that the objects are finally facing in the same 
direction. On the other hand, if {(COi

FB) (COj
FB)} is {+,-} or {-,+}, the rotation 

has to be performed in such a way that the objects are finally facing in different di-
rections. This criterion is adopted in order to maintain the representation consis-
tency. Finally, for crossed trajectories when {(COi

FB) (COj
FB)} is {-,0}or {+,0},  

the (OiOj
FB) parameter presents an ambivalence since in these situations the crite-

rion of rotation is not well defined.  Therefore, under this situation both values 
have to be considered. 

2.2   The Qualitative Relations 

Under this approach a qualitative relation, noted as Rij, describes the relation of a 
moving object noted as “i” with respect to another one noted as “j”. The notation 
for representing these qualitative relations has to combine all the considered spa-
tial aspects in a compact way. In the fig. 3 the complete description is presented.  

Rij

X + + + + X + + + 0 X + + + - X - + + - X - + + 0 X - + + + X + + 0 + 
X + + 0 - 

X - + 0 + 
X - + 0 - 

X + + - + X + + - 0 X + + - - X + - + - X + - + 0 X + - + + X(0+)0++ X(0-)0++

X - - + + X - - + 0 X - - + - X - + - - X - + - 0 X - + - + X + - 0 + 
X + - 0 - 

X - - 0 + 
X - - 0 - 

X - - - + X - - - 0 X - - - - X + - - + X + - - 0 X + - - - X(0-)0- - X(0+)0- - 

+ + + + 
+ - - + 

+ + + 0 
+ - - 0 

+ + + - 
+ - - - 

- + + + 
- - - + 

- + + 0 
- - - 0 

- + + - 
- - - - 

 0 – 0 + 
 0 0 + +

 0 + 0 - 
 0 0 - -

+ + - + 
+ - + + 

+ + - 0 
+ - + 0 

+ + - - 
+ - + - 

 - + - + 
 - - + + 

 - + - 0 
 - - + 0 

 - + - - 
 - - + - 

 0 – 0 - 
 0 0 - -

 0 + 0 + 
 0 0 + +

 

Fig. 3 The complete description and its corresponding iconic representation. 
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The general structure of the adopted notation is presented as follows: 
 

Rij=[(TiTj) (OiOj
LR) (COi

FB) (COj
FB) (OiOj

FB)],  if  (OiOj
LR)≠{0} 

                                          or 
Rij=[(TiTj) ((OiOj

LR) (DiOj
LR)) (COi

FB) (COj
FB) (OiOj

FB)],  if  (OiOj
LR)={0} 

 
The qualitative representation model is finally described through 48 relations. 

This set is achieved making all the possible combinations among the values of the 
chosen spatial parameters and rejecting all the inconsistencies once the physical 
restrictions of the system are imposed. In order to improve the comprehension of 
this description, a meaningful iconic representation is also included. In this graph-
ical representation the arrows depict the projections of the object-face direction of 
each moving object, the hollow-dot represents the object “i” and the filled-dot 
represents the object “j”. 

2.3   The Conceptual Neighborhood Graph  

Two qualitative relations are conceptually neighbors if one of them can be trans-
former into the other one by means of a continuous change (in our case, motion) 
without passing through another relation (Freksa 1992a). This idea can be depicted 
in terms of a graph in order to show graphically all the relationships among quali-
tative relations (links) and reveal some important properties of the system. This 
graph is called the Conceptual Neighborhood Graph (CNG) and becomes a very 
useful tool for discussing, describing and making predictions about the system un-
der study. In figure above (fig.4), the complete CNG is presented.  

  
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

Fig. 4 Two different views of the CND showing all the links among relations 
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3   The Iconic Notation for Representing the Composition 

In order to illustrate the importance of finding a suitable notation for describing 
the composition operation between relations for our model and some related ex-
amples are presented. The composition operation, also known as Basic Step Infer-
ence Process (BSIP), stands for the basic operation to obtain all the elements of 
the composition table given a representation model. In our case, the composition 
operation consists in obtaining the relation (or set of relations), noted as R13, 
through a transitive operation between two relations, noted as R12 and R23. In other 
words, if R12 represents how the object “1” is moving with respect to the object 
“2” and R23 represents how the object “2” is moving with respect to the object “3” 
then R13 represents all the relation of the model that, describing how the object “1” 
is moving with respect to “3”, satisfy the transitivity properties between the rela-
tions R12 and R13. The most common nomenclature for denoting this composition 
operation is:  

R13=R12⊗ R23. 
 
Given that our model is defined through a set of 48 relations, a composition ta-

ble of 48x48 elements has to be implemented. Some elements of this table are 
shown in figure 5a. As it can be observed, the number of relations yielded as a  
result of the composition operation may be quite large. For that reason a suitable 
notation for describing the composition table is needed. In this regard, an iconic 
notation derived from the CNG is proposed. This iconic notation uses the relative 
position of the qualitative relations inside the CNG in order to make references to 
any of them. In figure below (figure 5b), this iconic notation is used for represent-
ing the same composition operations presented at figure 5a. 

R23 R13R12R12 R23 R13

b)a)  

Fig. 5 a) Some examples of BSIP and b) its corresponding iconic notation 

4   Conclusions and Prospects 

In this work an iconic notation for representing the composition operation between 
the relations of a new qualitative representation model based on trajectories is  
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presented. This notation has been derived from the Conceptual Neighborhood 
Graph of this model. In this regard this iconic notation is able to represent, in a 
compact way, any composition operation yielding a high number of relations. 

As current work, the complete composition table is being generated in order to 
be used in cognitive processes. 
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Speaker Adaptation and Speech-Spectral
Deformation

Yoshinao Shiraki

Abstract. We study the relation between a spectral deformation in speech process-
ing and a geometrical deformation theory. We show that topological field theory
yields the systematic treatment of these two methods. Some of the examples and the
application to speech-spectra of classical mathematical ideas are discussed.

Keywords: Speech-Spectrum, Speaker Adaptation, Geometric Deformation.

1 Introduction

In this note, we study the relation between a speaker adaptation method[5, 7] and
a geometrical deformation theory[2] including a sound-morphing scheme[3]. Here,
we consider the speaker adaptation method to be VFS (Vector Field Smoothing,
refer to Ohkura [5]). Given a spectral-codebook to be adapted to a new speaker and
an input-speech of the speaker, VFS consists of a 2-step procedure as follows.

Step1-Local procedure : Calculate “local correspondence” between the codebook
and the input-speech in each phoneme.

Step2-Global procedure : Modify “local correspondence” properly based on “global
structure” which is assumed to lie common in the codebook and the input-speech.

The procedure of VFS for codebook adaptation is considered equivalent to the piece-
wise-linear adaptation method [7] originated in Shikano’s work[6]. In an actual
procedure of VFS, getting the difference-spectrum in each cluster corresponds to
calculating “local correspondence” and smoothness of the codebook corresponds
to common “global structure” respectively. The adaptation method is hereafter re-
ferred to as VFS if it has the 2-step procedure mentioned above. One of the most
important problems in VFS is how to get a nice combination between “local corre-
spondence” and “global structure”. We consider the problem above to be the study
of differentiable manifolds and differentiable maps. Then two manifolds are consid-
ered equivalent if they are diffeomorphic: there exists a differentiable map from one
to the other with a differentiable inverse.
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In Sect.2, we briefly review parts of topological field theory. In Sect.3, we sum-
marize the relation between algebraic structure and the local operation in geometry.
In Sect.4, some applications to deformations of speech-spectra are referenced and
some constructive algorithms for the deformation are also proposed.

2 Topological Field Theory: TFT

Let us briefly review the basic notions of topological field theory (hereafter we write
TFT) and Morse theory according to Fukaya[2]. These theories relate the data de-
rived from the local properties of a manifold and the global data defined by consid-
ering of a whole manifold. We shall begin with a given n-dimensional manifold M,
and the following is a rough sketch of procedure of TFT.

Step1-Choice of structure : Choose a proper structure on M and so forth. For ex-
ample, a Riemannian metric, a Morse function.

Step2-Giving partial differential equation : Using the structure above, give a partial
differential equation (hereafter we write PDE) on M.

Step3-Definition of numerical number : Define the numerical number by means of
counting the number of the elements of the solution space of the PDE above.

Step4-Topological invariance check : Show that the numerical number is indepen-
dent of the structure chosen in Step1. That is, check its topological invariance.

Where a Morse function f on M is a smooth function such that the Hessian of f
is nonsingular at every critical point, and it’s known that every smooth manifold M
possesses a Morse function (see e.g. Theorem 2.5 in [4]).

Now we refer to useful memoranda for the procedure of TFT as follows.

Memo : In many cases, the number given in Step3 is not a topological invariant. In
such a case, we should define a group algebraically using the numerical number
and then show its topological invariance.

From the view point of TFT mentioned above, we can regard Morse theory as an
example of TFT. In Morse theory[4], we use a space of maps from 1-dimension to
M as the space of PDE in Step2. Therefore, the differential equation considered in
Morse theory is an ordinary differential equation (ODE).

Let M be an n-dimensional closed orientable manifold and consider a Morse
function f on M. A Morse function and a Riemannian metric are the structure cho-
sen in Step1.

In Morse theory, we consider the following ODE

d
dt

φ(t) = −∇φ(t) f , (1)

where φ is a curve of φ : R → M. R is not compact, so it seems natural that we
consider the boundary condition to construct a solution space of equation (1). For
this purpose, we use critical points of the Morse function. A set of critical points is
given by the following equation:
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Cr(M, f ) := {p ∈ M|d f (p) = 0}. (2)

Because the function f is a Morse function, the set Cr(M, f ) is finite. For p ∈
Cr(M, f ), let μ(p) be the Morse index of p. Namely, μ(p) is the number of
negative-eigenvalue of Hessian. Using this as the boundary condition, we define
M (M, f : p,q) as follows for two critical points p,q ∈Cr(M, f )

M (M, f : p,q) :=

⎧⎨
⎩ l : R → M

∣∣∣∣∣∣
dl
dt = −∇ f
lim

t→−∞
φ(t) = p

lim
t→∞

φ(t) = q

⎫⎪⎬
⎪⎭

.

(3)

According to Step3 in 2.1 we count the cardinality of the set M (M, f : p,q). In
general, to count the cardinality of set, the dimension of the set must be 0-dimension.
For almost every Morse function f , M (M, f : p,q) is a manifold and we can obtain
its dimension as follows:

dimM (M, f : p,q) = μ(p)− μ(q). (4)

R has an action on M (M, f : p,q) as φ(t + s) = φ(t)◦φ(s), so we consider the quo-
tient space M̄ (M, f : p,q) with respect to this action. We can count the number of
elements in the quotient space if its dimension is zero. The dimension is calculated
as follows

dimM̄ (M, f : p,q) = μ(p)− μ(q)−1. (5)

In this case, however, because the set of critical points depends on the choice of a
Morse function, the number of the solution space is not a topological invariant.

So we do algebraic construction according to Memo in 2.1. Let define the graded
Abelian group C•(M; f ) as follows:

Ck(M; f ) :=
⊕

p∈Cr(M, f )
μ(p)=k

Z · [p], (6)

where the right-hand side is the free module on Z in which the number of generating
elements is equal to the number of critical points of index k. We define a map ∂k :
Ck(M; f ) →Ck−1(M; f ) on the group as follows:

∂k([p]) := ∑
q∈Cr(M, f )
μ(q)=k−1

�M̄ (M, f : p,q)[q], (7)

where � means counting the number; more precisely speaking, consider M̄ (M, f :
p,q)[p] to be a 0-dimensional oriented manifold and � means counting the number
of signed number of the manifold.

The formulation above of chain complex is due to Witten[9]. In this construction,
the following theorem holds.
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Theorem 1. (C•(M; f ),∂ ) is a chain complex. Namely, ∂k−1 ◦ ∂k = 0.
Furthermore, homology group of (C•(M; f ),∂ ) is isomorphic to homology group of
M: H∗((C•(M; f ),∂ )) ∼= H∗(M).

(With respect to chain complex and homology group, and see the proof e.g. in [1]).
Smale used Theorem 1 in handlebody approach to Morse theory in order to solve
the generalized Poincarè’s conjecture in higher dimension [8]. Floer used this con-
struction in order to define the infinite dimensional homology in Morse theory[1].
The complex of this construction type is called Witten’s complex. In this note, we
construct the complex of deformation of speech-spectra in Sect.4 following Witten.

3 Generalized Poincarè’s Conjecture

In this section, we describe briefly the solution of the generalized Poincarè’s conjec-
ture in higher dimension by Smale [8]. Hereafter we write the generalized Poincarè’s
conjecture as GPC. This solution has a significant meaning when we try to combine
actually the local and the global data of a manifold. Here we state Whitney’s can-
cellation theorem of intersections. This theorem plays a central role in differential
topology in higher dimensions.

Whitney’s cancellation theorem of intersections. Let M be an n-dimensional
closed simply-connected manifold (n ≥ 5), X1,X2 be orientable sub-manifold of M
such that dimM = dimX1 + dimX2 and s = [X1] · [X2] be their intersection number
of them ([z] is a homology class of cycle z). Then, by means of isotopic-deformation
we can make the intersection number of X1,X2 to be |s|.
Before we describe the cancellation of critical points we refer to GPC itself and
give a rough sketch of the solution of GPC as follows. The sketch gives us clearly
an actual process of the deformations. From this sketch, we can consider the solution
of GPC in higher dimensions to be a certain kind of TFT.

GPC. Every closed n-manifold which has the homotopy type of n-sphere Sn (called
homotopy sphere) is homeomorphic to the n-sphere Sn.

Sketch of solution of GPC in higher dimensions

Step1 : Put a Morse function f on homotopy sphere M.
Step2 : Put the gradient flow φ(t) of −∇ f between critical points of the Morse
function f defined above.

Step3 : Define the numerical number of the orbits based on the information of ho-
mology H∗(M).

Step4 : Using Whitney’s cancellation theorem of intersections, convert the alge-
braic number defined in Step3 into the corresponding geometrical number.

Step5 : Using the number given in Step4, cancel a pair of critical points gradually
until only two critical points remain on M. (This manifold is homeomorphic to Sn.)

In this subsection, we describe how to cancel a pair of critical points from the stand-
point of TFT while Smale used cancellation of handles in his handlebody approach
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[8]. Note that defining the number in Step3 of 3.1 is analogous to Witten’s complex.
In fact, � M̄ (M, f : p,q) defined in 2.2 is the algebraic number of the orbit of the
gradient flow φ(t) connecting critical points p,q. We can deform a Morse function
f isotopically so that the deformed Morse function f̃ has critical points just the two
critical points having been canceled, if the following two conditions are satisfied for
two critical points p,q of the Morse function f .

Cond1 :μ(p) = μ(q)+ 1
Cond2 :There exists just one flow φ(t) connecting p and q.

These two conditions are not necessary and sufficient for cancellation of critical
points p,q. So let us define a stable manifold Sp and an unstable manifold Up for a
critical point p of an n-dimensional manifold M as follows:

Sp =
{

x ∈ M | lim
t→∞

φ(t) = p
}

,
(8)

Up =
{

x ∈ M | lim
t→−∞

φ(t) = p

}
.

(9)

The dimensions of Sp and Up are n− k and k, respectively. In fact, TFT formulation
uses these submanifolds in the form of equation (3), and the following equation
holds:

M (M, f : p,q) = Sq ∩Up. (10)

Hereafter we assume Cond1: μ(p) = μ(q)+1 for two critical points p,q. Let c ∈ R

be such that f (q) < c < f (p), and denote a neighborhood N := f−1(c). Then Sq

and Up intersect N transversally [8]. We define Sq(c) := N ∩ Sq,Up(c) := N ∩Up

and dimUp(c) = k − 1,dimSq(c) = n− k. Therefore, if Sq(c) and Up(c) intersect
transversally, their intersection number is finite. If the condition Cond2 holds, Sq(c)
and Up(c) intersect at only one point. This condition is geometrical. Now we refer
to algebraic condition corresponding to the geometrical one as follows.

Intersection number of Sq and Up. With respect to the intersection number in a
neighborhood N of homology class defined by [Up(c)] and [Sq(c)], the following
equation holds:

H0(M) � [Up(c)] · [Sq(c)] = ±1. (11)

Cancellation theorem of critical points. Let p,q be a pair of critical points satisfy-
ing the Cond1 and the equation (11) and M be an n-dimensional simply-connected
manifold (n ≥ 6). Then, we can deform a Morse function isotopically to cancel two
critical points p,q.

4 TFT on Speech-Spectra

In this section, we try to construct TFT on speech-spectra following some examples
of TFT: Morse theory and Witten’s complex. We use Morse theory as the basis of the
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construction and also use a set of critical points of Morse function as the boundary
conditions. Hereafter let a manifold M be orientable.

4.1 Witten’s Complex Based on Orientation

We set a Morse function f on a manifold M so that Sq(c) and Up(c) intersect
transversally for any critical points. The gradient flow φ(t) is said to be of Morse-
Smale type if for any two critical points p,q the stable and unstable manifolds Sq

and Up intersect transversally. We define Crk as follows:

Crk := {p ∈Cr(M, f )|μ(p) = k}, (12)

and let the linear space Ck whose basis are Crk be defined as follows:

Ck := { ∑
p∈Crk

ap[p]|ap ∈ R}. (13)

We define the boundary operator ∂ based on the two orientations defined on an
image of the gradient flow φ(t) as follows:

Procedeure of Witten’s complex based on orientations

Step1 : Determine the orientation of a manifold M.
Step2 : For each critical point p ∈ Cr determine arbitrarily the orientation of the
unstable manifold Up.

Step3 : Determine the orientation of the stable manifold Sp so that the orientation,
which was determined from the intersection of the orientations of Sp and Up, at p
is +1, because Sp intersects Up transversally.

Step4 : For p,q ∈Cr determine the orientation of Sq ∩Up so that this orientation is
equal to that of the intersection of the orientations of Sq and Up.

Step5 : When μ(p)− μ(q) = 1 holds, the following equation holds:

Sq ∩Up = ∪γi(p,q), (14)

where γi(p,q) is an image of integral curve of φ(t) and is homeomorphic to R.
Therefore, the orientation determined on Sq∩Up determines the orientation of each
element γi(p,q). Note that γi(p,q) has its own orientation preserving the gradient
flow φ(t).

Step6 : Assign a number +1 or −1 to ν(γi(p,q)) according to whether the two
orientations of γi(p,q) coincide: one orientation of γi(p,q) is determined by Step4
and another is determined by γi(p,q) itself.

When μ(p)− μ(q) = 1, using ν(γi(p,q)) defined in Step6 let us define

n(p,q) := ∑
i

ν(γi(p,q)). (15)

We define the boundary operation ∂ : Ck →Ck−1 as follows:
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∂ ( ∑
p∈Crk

ap[p]) := ∑
p∈Crk

ap∂ [p], (16)

∂ [p] := ∑
q∈Crk−1

n(p,q)[q]. (17)

In this construction, the following theorem holds.

Theorem 2. (C∗,∂ ) defined above is a chain complex. Namely, ∂k−1 ◦ ∂k = 0.
(See the proof e.g. [1])

4.2 Examples

The followings are some examples of Witten’s complex for 1- and 2-manifold. We
omit the case of a manifold with boundary.

4.2.1 1-Dimensional Case

Let M1 be a 1-dimensional speech-spectrum envelope in log-scale. After normaliz-
ing M1 properly, let f be a height function of M1. Then, f is a Morse function. In
fact, the Hessians at peak and bottom points are positive or negative definite, so all
critical points are nondegenerate and the Morse index is 0 or 1.

In this case, there is a 1-dimensional homology group H1(M1) corresponding
to peaks, and each element of the homology is not independent. That is, the ho-
mology group is not changed if the number of peaks (or bottom) is increased or
decreased by deformations of spectrum. This fact means that the homology group is
homotopy equivalent and also holds in the case of 0 dimensional homology group
corresponding to bottoms. We consider the case of M1 having two peaks. We denote
two bottoms and peaks p0

1, p0
2, p1

1, p1
2. In this case each Morse index is 0,0,1,1 and

the calculation of Witten’s complex is as follows:

∂ p1
1 = (+1)p0

1 +(−1)p0
2 = p0

1 − p0
2, (18)

∂ p1
2 = (+1)p0

2 +(−1)p0
1 = p0

2 − p0
1. (19)

4.2.2 2-Dimensional Case

Let M2 be a 2-dimensional power spectrum in log-scale. After normalizing M2 prop-
erly, let f be a height function of M2. Then f is a Morse function. In fact, the Hes-
sians at peak and bottom points are positive or negative definite, so all critical points
are nondegenerate and the Morse index is 0 or 1 or 2.

Let us consider the case of M2 having two peaks. We denote two bottoms and
peaks p0, p1, p2

1, p2
2. In this case each Morse index is 0,1,2,2 and the calculation of

Witten’s complex is as follows:

∂ p2
1 = (−1)p1 = −p1, ∂ p2

2 = (+1)p1 = p1, (20)

∂ : C1 →C0, ∂ p1 = (+1 +(−1))p0 = 0. (21)
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5 Conclusion

We described the relation between a speaker adaptation method such as VFS and
a geometrical deromation. We showed that TFT yields the systematic treatment of
these two methods. A kind of complex algebraically combines the local and the
global information of a speech-spectrum. Consequently, it gave us numerical and
algebraic invariants of speech-spectra. Some of the examples and the application to
speech-spectra were also given.
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A Hybrid Parallel Approach for 3D
Reconstruction of Cellular Specimens

M. Laura da Silva, Javier Roca-Piera, and José Jesús Fernández

Abstract. Electron tomography combines the acquisition of projection images
through electronic microscope and techniques of tomographic reconstruction to
allow structure determination of complex biological specimens. This kind of ap-
plications requires an extensive use of computational resources and considerable
processing time because high resolution 3D reconstructions are demanded. The new
tendency of high performance computing heads for hierarchical computational sys-
tems, where several shared memory nodes with multi-core CPUs are connected. In
this work, we propose a hybrid parallel implementation for tomographic recons-
truction of cellular specimens. Our results show that the balanced and adaptative
algorithm allows an ideal speedup factor when large datasets are used.

Keywords: parallel programming, heterogeneous sytems, load balancing.

1 Introduction

The study of 3D structure of cellular specimens is essential for understanding the
cellular role played by the specimen in the environment where it is located [1]. The
electron microscope allows us to tilt the specimen around one or more axes and
to take views from different directions collecting the projection images in digital
format. Electron Tomography (ET) makes possible to determine the 3D structure of
biological samples from 2D projection images obtained by electron microscope[2].
Furthermore, because of the resolution needs, ET of complex biological specimens
requires large projection images. So, ET requires an extensive use of computational
resources and considerable processing time to allow the 3D structure of cellular
specimens [3]. High performace computing (HPC) has been widely investigated for
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many years in the field of ET, and [3, 4, 5] show that HPC allows determination of
3D structure of large volumes in reasonable computation time.

On the other hand, Moore’s law estimated that the number of transistors that
can be placed on an integrated circuit would double approximately every two
years [6, 7]. Given the actual physical limitation of this prediction, new types of
architectures begin to appear getting less computing time. Nowadays, supercom-
puters are based on hierarchical computer systems which consist on several shared
memory multicore nodes interconnected. Therefore the parallelism of this new ge-
neration of computing systems must be exploited at two levels: one level of para-
llelism distributed among interconnected nodes and a second level of parallelism
shared within the node itself [8, 9, 10].

In this paper, we propose a hybrid parallel implementation, BAHPTomo, that ex-
ploits the parallelism of the heterogeneous architectures for 3D reconstruction of
cellular specimens. This program has a testing step to obtain the executing times of
each node. We show a method to obtain a balanced static distribution of workload
in Sec. 3.1.1 and a method to do a optimal choice of processors in Sec. 3.1.2. Both
methods use the times of the testing step as benchmark. In order to evaluate the
eficiency of our approach, we have implemented another hybrid program, HPTomo,
that does not carry out the testing step and it considers the same number of pro-
cessors in each node. The comparison of these algorithms leads us to affirm that
the balanced distribution of workload and the optimal choice of processors deter-
mine the goodness in the execution times obtained. In fact, BAHPTomo achieves a
speedup nearly at 30 when large datasets are used.

2 Electron Tomography

Tomography refers to the cross-sectional imaging of an object viewed from diffe-
rent angles. The electron tomography (ET) consists on the three dimensional (3D)
reconstruction of a object from the projected two-dimensional slices which were
obtained through the electron microscope. The biological specimen is placed in-
side the electron microscope, it is tilted over a limited range and electron beams
will cross the specimen resulting a projection image with the same object area (see
Fig. 1). The specimen is tilted typically from −70◦ to +70◦, at small tilt increments
(1◦–2◦). These projection images will be acquired using the so-called single-axis tilt
geometry and they will be recorded for each tilt angle via usually in CCD cameras.

In the field of ET these projection images are known as sinograms. Under the as-
sumption that projection images represent the amount of mass density encountered
by imaging rays, the reconstruction method known as Weighted BackProjection
(WBP) simply distributes the known specimen mass present in projection images
evenly over the reconstruction volume. When this process is repeated for a series
of projection images recorded at different tilt angles, backprojection rays from the
different images intersect and reinforce each other at the points where mass is found
in the original structure.
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Fig. 1 Acquisition of a 2D projection image while the object is tilted around an axis.

3 New Tendencies of High Performance Computing and ET

Parallel computing has been widely investigated for many years as a means to pro-
vide high-performance computational facilities for large-scale and grand-challenge
applications [3, 11, 12]. HPC addresses the computational requirements of different
applications by means of the use of parallel computing on supercomputers or net-
works of workstations, sophisticated code optimization techniques, intelligent use
of the hierarchical systems in the computers and awareness of communication la-
tencies. In ET, the reconstruction files are usually large and, as a consequence, the
processing time needed is considerable. Parallelization strategies with data decom-
position provide solutions to this kind of problem. The single-axis tilt geometry in
ET involves the application of a computational model widely used in parallel com-
puting known as SPMD (single-program multiple-data). In this model, all nodes of
the parallel system run the same program for different data subdomains. In ET, the
SPMD model consists on the decomposition of the volume in subsets of 2D slices
which will be distributed among different nodes. This computational model led us
to implement different strategies based on MPI parallel master-slave paradigm to
study the tradeoff between distributed load and the number of nodes that perform
the processing in distributed systems [11].

On the other hand, given the actual physical limitation of this Moore’s predic-
tion [7], new types of architectures begin to appear getting less computing time. The
new architectures are based on a hierarchical computer system consisting of a dis-
tributed memory system where each node is a shared memory system with several
cores and different architectural features. The SPMD parallel computation model
and the new architectures lead us now to study the data parallelism at two levels:
one level of parallelism distributed among the interconnected nodes and a second
level of parallelism shared within the node itself (see Fig. 2). Therefore in this case,
the SPMD model assumes that the different data subdomains will be distributed
among the nodes and they will be again distributed within each node assigning the
same workload to each core (each thread) of the shared memory system. We can
observe this fact in Fig. 2.
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Fig. 2 Decomposition of the global 3D problem into multiple, independent reconstruction
problems of slabs (i.e. subsets) of slices that are assigned to different nodes in the parallel
computer. Each column represent a 2D slice orthogonal to the tilt axis of the volume to be
reconstructed.

3.1 Hybrid Approaches for 3D Reconstruction of Cellular
Specimens

In this paper, we propose a parallel algorithm with centralized load balancing for
the 3D reconstruction of cellular specimens, BAHPTomo (Balancing Adaptative
algorithm for Heterogeneous Parallel systems in Tomography). Our approach has
two steps. During the first step, the program evaluates the performance of each node
in the distributed system. To this end, node 0 sends the same sinogram to each
node using MPI and each node creates a thread to perform the processing of the
sinogram. Finally, node 0 gathers the time spent by each node in the processing of
the sinogram. It can be observed in Fig. 3, in the first diagram of step 0.

In the second step, node 0 does a final distribution of workload among nodes.
Node 0 decides what is the best choice of cores for each node and what is the optimal
workload distribution among nodes and cores. The data subsets are sent from node
0 to each node. Each one receives the new workload and it creates as threads as
cores for processing of the different data subset, as Fig. 3 shows in the first diagram
of step 1. Thus, each node will have a different subset of reconstructed images (see
the last diagram of Fig. 3). These slices or reconstructed images will form the 3D
reconstruction of the biological specimen.

In order to evaluate the algorithm eficiency described above, other reconstruction
algorithm was implemented. This algorithm has been called HPTomo (Hybrid Para-
llel algorithm for Tomography). It does not perform the testing step and it takes an
equal number of processors in each node. The criterion for the workload distribution
is according to the number of processors on each node.
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Fig. 3 Diagrams of the different steps that BAHPTomo follows.

3.1.1 Static Load Balancing

The different features of each node of the heterogeneous system should be con-
sidered to do a balanced distribution of workload [13, 14, 15]. BAHPTomo takes
into account the one hand the time spent in processing a sinogram on each node
and on the other hand, the number of processors available on each node. This load
balancing strategy will be formalized mathematically below.

We consider a heterogeneous computing system composed of N nodes,
where each node is a shared memory system consisting on p j processors with
j = 0, . . ., N−1. TS is the total number of sinograms to be distributed between the
different nodes and Wj is partial work assigned to each node. The apportionment of
workload Wj proposed in this article can be mathematically expressed as follows:

Wj =
k j ∗TS

∑N−1
j=0 k j

, (1)

where k j = p j ∗tmin/t j and tmin is the time spent by the fastest node for the processing
of a sinogram, and t j is the time spent by each node for processing of the same
sinogram.

3.1.2 Optimal Choice of Processors

The nodes of a heterogeneous system can be composed of the same or different num-
ber of processors with different computational performances. We will have to de-
cide how many processors choose in each node for obtaining the best performance.
Different processor combinations have been tested and we have concluded that to
choose the larger number of processors in the fastest node is the optimal choice.
This conclussion has been taken into account in our algorithm (BAHPTomo) so that
not only the application adapts to the architecture, also the architectures adapts to
the application.
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4 Results

Datasets based on a synthetic mitochondrion phantom [3] have been used for the
evaluation of the hybrid implementations. These datasets consisted of 180 projection
images taken at a tilt range [−90◦,+89◦] at interval of 1◦ and they had different
sizes: 128, 256, 512 and 1024. The dataset referred to as 128 had 128 sinograms
of 180 1D projections of 128×128 pixels to yield a reconstruction of 128×128×
128 voxels, and so forth. The number of processors has been increased following a
geometric progression at the rate of 2, P ∈ {2, . . . ,32}, and up to reach eventually
the total number of processors among the three nodes, that is, 56 processors. Each
experiment was evaluated three times and the average times (in seconds) for the
reading, processing, writing, comunications, testing, balancing and total time were
computed.

4.1 Preliminary Study of Our Heterogeneous Cluster

Our models were evaluated in a heterogeneous cluster, which has three nodes with
different architectural features. The first node consists on 8 processors Opteron
Quad Core, it has 64 GB of RAM and the memory access is NUMA. The second
node has 2 processors Intel Xeon Quad Core and it has 16 GB of RAM. Finally, the
third node consists on 8 processors Intel Itanium Dual Core, it has 64 GB of RAM
and the memory access is NUMA. We can notice in Table 1 that N2 is 1,56 times
faster than N1, N2 is 4 times faster than N3 and N1 is 2,6 faster than N3. Several
tests have been done concluding that the best distribution of processors is obtained
when more processors of the fastest node are chosen. The BAHPTomo algorithms
take into account this event.

Table 1 Processing time of 1 sinogram in each node.

Node Sin. 128x180 Sin. 256x180 Sin. 512x180 Sin. 1024x180

N0: Opteron 0,0745709 0,287073 1,12996 4,56124
N1: Xeon 0,0477531 0,179863 0,700783 2,80184
N2: Itanium 0,193778 0,738971 2,88673 11,5836

4.2 Speed-up for Heterogeneous Clusters

New indicators for the measurement of the performance must be used in hetero-
geneous environments. We will consider the heterogeneous speed-up suggested in
[14], that is, HS = T1/TN , where T1 is the execution time in the fastest node, TN is
the execution time using N nodes. Following the same notation that Eq. 1, the ideal
value of HS will be HSIdeal = ∑P−1

j=0 tmin/t j = ∑N−1
j=0 tmin ∗ p j/t j, where P is the total

number of processors.
We can observe in Fig. 4 that BAHPTomo achieves the ideal speedup when the

number of processors and the size of datasets are increased. However, we can see
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Fig. 4 Speedup for datasets of 128, 256, 512 and 1024 sinograms.

too, if we works with a dataset of 128 and the algorithm is runned in 32 or 56 pro-
cessors, the speed-up of BAHPtomo decreases. This inflection point occurs because
each node has few sinograms to process and then the load balancing does not mean a
great advantage between the algorithms. In fact, we can sense that the performance
of BAHPtomo converges from 56 processors on.The best speedup obtained is when
BAHPtomo algorithm is used. We can obtain a speedup almost of 30 as it can be
seen in Fig. 4.

5 Conclusions

In this work, the computational requirements to allow the 3D reconstruction of ce-
llular specimens through ET have been shown. The new tendencies of high per-
formance computing lead us to implement hybrid algorithms in order to exploit the
parallelism at node and core levels. So, a hybrid C algorithm have been implemented
using MPI and POSIXThread libraries. Static centralized load balancing and opti-
mal choice of processors are taken into account in this algorithm (BAHPtomo) and
a balancing method has been proposed. BAHPTomo has been evaluated in a hetero-
geneous cluster and it was compared with another algorithm (HPTomo) which does
not take into account the different features. The results have shown that BAHPtomo
algorithm gets an ideal speedup when large datasets are used. In fact, the penalties
for testing time are offset by optimal load distribution. Our results demonstrate that
to use our suggested balancing method has been crucial to achieve a speedup nearly
at 30.
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Data Fusion for Face Recognition 

Jamal Ahmad Dargham, Ali Chekima, Ervin Moung, and S. Omatu1 

Abstract. Face recognition is an important biometric because of its potential 
applications in many fields, such as access control, surveillance, and human-
computer interface. In this paper, we propose a rule-based face recognition system 
that fuses the output of two face recognition systems based on principal 
component analysis (PCA). One system uses the face image while the other use 
the Radon transform of the same face image. In addition, both systems use the 
Euclidean distance is the matching criteria. Both systems are trained using the 
same training images database, and fed with the same test input image at same 
time and the recognition result of each system is serving as input for the fusion 
decision stage. The proposed system is found to be better (97% recognition rate 
for recall and 93% for reject) than either system alone 

1   Introduction 

Over the past two decades face recognition has received considerable interest as it 
is a widely accepted biometric because of its potential applications in many fields, 
such as access control, surveillance, human-computer interface, and so on. Several 
methods are available to extract and represent the facial features. One of the 
widely used representations of the face region is Eigenfaces [3], which are based 
on principal component analysis (PCA). The goal of the Eigenface method is to 
linearly project the image space to a feature space of a lower dimension. 

Karsili and Acan [4] face recognition system is a hybrid of radon transform and 
PCA. Radon transform is used to produce a rotational invariant features from 
images. The rotational invariant features are used as input for kernel PCA. The 
experiment were evaluated using FERET database and a 75% (rank 1)  recognition 
rate was reported using frontal facial images. Jadhao and Holambe [5] described a 
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new technique for face recognition which uses Radon transform and Fourier 
transform to derive the directional spatial frequency features. The Radon 
transform is used for the line integral of features and the DFT is used to enhance 
the features. They used FERET and ORL databases and achieved recognition rates 
99% and 97%, respectively.  

Jamikaliza et al. [6] face recognition method used PCA as feature extractor and 
Fuzzy ArtMap (FAM) neural network as classifier. The advantage of their method 
is whenever a new data is added to the database, training stage is not needed. 
Recognition rate of 97% is reported using local dataset and 98% using ORL 
dataset. Chunming et al. [7] proposed a face recognition method called Statistical 
PCA. Their method is based on 2D matrices rather than 1D vectors image and 
have some advantages over normal PCA; simple computation and has a high 
recognition rate (95%) on CVL face database. In this paper, a data fusion of two 
face recognition system is discussed. The system is discussed in more detail in 
section 3. 

1.1   Radon Transform 

The Radon Transform (RT) is one of the techniques used to detect features within 
an image. Let f(x,y) be an image function, the Radon transform is defined as:  

 
                                                                                                              (1) 

 
where S is defined as integral along a line through the image, θ  is the angle and  
ρ is the distance of the line from the origin of the coordinate system as shown  
in Fig. 1. 

 
 

 
 
 

 
 

 

Fig. 1 Image domain and Radon domain [8]. 

1.2   Principal Component Analysis 

Principal Component Analysis (PCA) is a statistical linear transform method [1], 
often used for data analysis and identifying patterns in data. PCA can be used for 
data compression by reducing the number dimensions without much loss of 
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information. One of the most widely used representations of the face region is 
eigenface . Eigenface method uses PCA to linearly project the image space to a 
low dimensional feature space. 

Consider a set of M sample data, X = [ x1 x2 … xM ], where xi is a 1-D vector 
image and each data with n-dimensional space. The total scatter matrix St of X 
defined as,  

 
                                                                                                         (2) 

 
 

where μ∈ℜn is the mean image of all samples. Finding a set of n-dimensional 
eigenvectors of St: StVj = λjVj where j = 1, 2, …, k and k < M. V = [ V1 V2 … Vk ] 
is a set of n-dimensional eigenvectors of St corresponding to first k largest 
eigenvalues [ λ1 λ2 … λk ] . 

V were then normalized so that ||Vj|| = 1. Vj has the same dimension as the 
original image. Thus they are referred as eigenfaces. 

The linear transformation mapping the original n-dimensional image to k-
dimensional feature space defined as Yi = VT × Xi. Yi ∈ℜk , Xi ∈ℜn , where k < n 
and V∈ℜnxk. 

2   Face Databases 

A total of 500 frontal face images were selected from the FERET database. They 
represent 200 different individuals. 100 individuals are used for training and recall 
testing, and the other 100 different individuals are used for reject testing only.  
All the 500 images were cropped to get only the desired face part of each person 
(from forehead to the chin). All images have been adjusted so that both eyes of  
an individual are aligned in the same horizontal line. All images are resized to 
60x60 pixels. 

2.1   Training Database 

Each of the 100 persons in the training and testing database (Known Database) has 
four images. Three images will be used for training and one image will be used for 
testing. Fig. 2 shows an example of training and testing database. The four images 
are of the same person. The three images on the left, Fig. 2(a), will be used for 
training while the image on the right, Fig. 2(b), will be used for testing.  

2.2   Testing Databases 

Two testing databases were created. The first database, known test database, has 
100 images of the 100 persons in the training database. This database will be used  
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                                            (a)                                                                                       (b) 

Fig. 2 An example of the known database. 

to test the recall capability of the face recognition system. The second database, 
unknown test database, has also 100 images of 100 different persons. This database 
will be used to test the rejection capability of the system. 

3   Results and Discussion 

3.1   PCA (Without Radon Transform) Based System 

Fig. 3(a) shows the block diagram of eigenface based face recognition method. A 
2-D face images are concatenated to form 1-D image vectors. A zero mean 1-D 
training images set are computed. PCA is then applied on the collection of 1-D 
zero-mean images set vector to produce a low-dimensional features vector.  

3.2   PCA (With Radon Transform) Based System 

Fig. 3(b) shows the block diagram of Radon Transform (RT)+PCA based face 
recognition method. The Radon transform will be applied on the image to 
compute its 2-D projection image along angles varying from 0 to 180°. The result 
of the projection is the sum of the intensities of the pixels in each direction. All the 
projections of the image are concatenated to form 1-D radon transform’s vector.  
 

 

 

 

 

 

 

 

 
                                           (a)                                                                    (b) 

Fig. 3 (a) Block diagram of PCA (without Radon Transform) face recognition system (b) 
Block diagram of PCA (with Radon Transform) face recognition system 
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The 1-D radon transform’s vectors for all training images are computed. PCA is 
then applied on the collection of 1-D radon transform’s vector to produce a low-
dimensional features vector. 

3.3   Matching Task 

For the matching task of both systems, the Euclidean distance is used. If the 
Euclidean distance between test image y and image x in the training database, 
d(x,y) is smaller than a given threshold t, then images y and x are assumed to be of 
the same person. The threshold t is the largest Euclidean distance between any two 
face images in the training database, divided by a threshold tuning value (Tcpara) 
as given in equation (3). 

 
                                                                                                                                                                        (3) 

 
where j, k = 1, 2, …, M. M is the total number of training images, and  Ω is the 
reduced dimension images. 

To measure the performance of both systems, several performance metrics are 
used. These are: 

i. For Recall 
 Correct Classification. If a test image yi is correctly matched to an 

image xi of the same person in the training database. 
 False Acceptance. If test image yi is incorrectly matched with 

image xj, where i and j are not the same person  
 False Rejection. If image yi is of a person i in the training database 

but rejected by the system. 
ii. For Reject 

 Correct Classification. If  yi, from the unknown test database is 
rejected by the program 

 False Acceptance. If image yi is accepted by the program. 

3.4   Setting the Threshold Tuning Parameter 

The value of the threshold tuning parameter can be used to tune the performance 
of the system to have either high correct recall with high false acceptance rate for 
application such as boarder monitoring or high correct rejection rate for unknown 
persons for application such as access control. For this work, the threshold tuning 
parameter was set so that the system has equal correct recall rate and correct 
rejection rate. The Tcpara value mentioned in equation (3) that was chosen for 
each system is shown in Fig. 4(a) and Fig. 4(b). 
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                                            (a)                                                                             (b) 

Fig. 4 Correct Classification result for (a) PCA (without Radon Transform) system and (b) 
PCA (with Radon Transform) system 

3.5   Data Fusion Stage 

Fig. 5 shows the block diagram of the fusion of both face recognition method 
mentioned in 3.1 and 3.2. The output of each system will serve as input for the 
fusion decision stage. The fusion decision stage is a module that consists of 
several rules. The rules are:   

• If both systems report a match is found, then the fusion system reports a 
match is found.  

• If both systems report a match not found, then the fusion system reports a 
match not found.  

• If either system reports a match is found while the other system reports a 
no match is found, then the fusion system reports a match not found 

 

Fig. 5 Block diagram of the whole system. 

The fusion decision rules can be summarize as an OR operator as shown in 
Table 1. A 0 in Table 1 indicates a no match found while a 1 indicates a match is 
found. 

Experiments are performed using the fusion decision rule mentioned above and 
the results are shown in Fig.6. As can be seen from Fig. 6, the fusion of both  
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Table 1 Fusion Decision Rules 

PCA   PCA with RT  Fusion System  

0  0  0  
1  0  1  
0  1  1  
1  1  1  

 
 
 
 
 
 
 
 
 
 
 

Fig. 6 Comparison of recognition results. 

Table 2 Comparison of several PCA-based face recognition methods on FERET database. 

Methods  Recognition Rate  
(Radon+Kernel PCA) – Karsili and Acan [4] 75% 
(Gabor-based kernel PCA) - Chengjun Liu [2] 99.5% 
Proposed method 97% (recall), 93% (reject) 

systems increases the recognition rate to 97% for recall and 93% for reject. 
Although, it is difficult to make meaningful comparisons between any two 
systems unless tested on the same test bed, we have compared our system with 
two similar systems reported in the literature as shown in Table 2. 

4   Conclusion 

In this paper a face recognition system based on principal component analysis 
(PCA) that fuses the eigenvectors from the face and the Radon transform of the 
same face is proposed. The proposed system fuses both systems using a set of 
rules. Experimental results on the FERET database have shown that the proposed 
system outperforms each of the individual system when used separately.  
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Object Signature Features Selection for 
Handwritten Jawi Recognition 

Mohammad Faidzul Nasrudin, Khairuddin Omar, Choong-Yeun Liong, 
and Mohamad Shanudin Zakaria1 

Abstract. The trace transform allows one to construct an unlimited number of 
image features that are invariant to a chosen group of image transformations.  
Object signature that is in the form of string of numbers is one kind of the trans-
form features. In this paper, we demonstrate a wrapper method along with several 
ranking evaluation measurements to select useful features for the recognition of 
handwritten Jawi images. We compare the result of the recognition with those 
obtained by using methods where features are randomly selected or no feature 
selection at all. The proposed methods seem to be most promising. 

Keywords: feature selection, object signature, handwritten Jawi recognition, trace 
transform. 

1   Introduction 

The object signature feature developed by [1][2] has shown its usefulness for 
various applications such as face recognition [3][4], Korean character recognition 
[5] and image database retrieval [2]. The object signature feature is invariant to 
affine distortion. It is based on the trace transform that theoretically allows us to 
use an unlimited number of features, which are mathematically appropriate, but 
perceptually indescribable. Although most of them will not be useful; neverthe-
less, one can investigate the features and make the appropriate choice for the spe-
cific task with the help of experimentation 

Feature selection methods in classification can be divided into three categories 
[6]. The first category, referred to as filter, defined as a preprocessing step and can 
be independent from learning. A filter method assesses the relevance of features 
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by looking at the intrinsic properties of the data [7]. This method calculates a 
score for each feature and then selects features according to the scores [8]. Infor-
mation gain and chi-square, according to [9][10], are among the most effective 
filter methods of feature selection for classification. In the second category, which 
is named wrapper [11], utilizes the learning system as a black box to score subsets 
of features. In wrapper, a search procedure in the space of possible feature subsets 
is defined, and various subsets of features are generated and evaluated by a spe-
cific classification algorithm. The third category called the embedded method [12] 
performs the feature selection within the process of training. 

Concerning the selection of the object signature, to the best of our knowledge, 
there have not been any work dedicated to it. The challenge in this study is that the 
object signature descriptor is a string of numbers, which is like a signature of the 
object. The task of identifying an object is by comparing two strings of numbers 
(one from the test image and the other from the reference image), that are circu-
larly shifted and possibly scaled versions of each other. The only reported method 
for object signatures comparison is by computing their correlation coefficient for 
all possible shifts [1]. To express this as a distance, the inverse cosine of the 
maximum value of the correlation coefficient is taken. The distances are ranked 
and the smallest number indicates the two most similar signatures. Since the  
shifting value varies from image to image, existing filter feature selection methods 
for classification are not suitable for the object signature. Obviously, wrapper 
method that “wrapped” around the classification model is a preferred choice. In 
such case, the classification model refers to similarity measurement between two 
“signatures”. 

Jawi is a cursive script that was derived from the Arabic alphabets and was 
adopted for the use of Malay language writing. Jawi can largely be found in old 
Malay manuscripts that have not been fully digitized yet. Features based on the 
trace transform has shown its effectiveness for printed Jawi character recognition 
[13]. In the study, features were selected based on manual selection with trial 
approach. Instead in this study, we would like to propose a wrapper that evaluates 
the usefulness of feature subsets based on recognition performance determined by 
ranking evaluation measurements, the mean average precision (MAP) [14] and 
normalized discounted cumulative gain (NDCG) [15]. The recognition perform-
ance of the feature subset from the wrapper method is compared to the recognition 
performance from other selection methods. In terms of data, we use handwritten 
Jawi images instead of the printed ones. 

In Section 2 we present the background to object signature from the trace trans-
form. In Sections 3 and 4, we elaborate on the experiments and the results and 
discussion, respectively. We conclude in Section 5. 

2   Object Signature from the Trace Transform 

Let us imagine an image ),( yxf  criss-crossed by all possible lines ),,( trl θ  that 

one can draw on it (refers Fig.1). Let ),( θrL  denote the set of all lines, the trace 

transform is a function ),,,( θrfTg  defined on ),( θrL with the help of trace 
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functional T (some functional of the image function ),( yxf  when it is considered 

along the line ),,( θrl  as a function of parameter t), then 

[ ]),,(),,,( trfTrfTg θθ =                                             (1) 

One then calculates another functional, P, along the columns of the  transform, i.e. 
over parameter r, and finally a functional Ф over the string of numbers created this 
way, i.e. over parameter θ [16][17][18]. The result is a single number called triple 
feature П that is defined as: 

[ ][ ][ ]),,()( trfTPf θΦ=Π                                           (2) 

where П represents the extracted triple feature of image ),( yxf . 

 

 

Fig. 1 Definition of the parameters of an image ),( yxf and tracing line ),,( trl θ  

The extracted triple feature is influenced strongly by the properties of the cho-
sen functionals T, P and Ф. For practical applications, such as feature extraction, 
these functionals may be chosen so that the triple feature has intended properties 
such as invariant to affine distortion. Using an appropriate combination of the 
functionals T, P and Ф selected by a suitable feature selection method, thousands 
of triple features can be generated. For example, [11] and [19] proposed the  
functionals one should use in order to produce features invariant to rotation, trans-
lation and scaling for fish image database retrieval and insect footprint recognition 
respectively. 

In this paper we are not going to attempt to characterize an object by a single 
number produced by the cascaded application of the three carefully chosen func-
tional T, P and Ф, but instead we are going to use only the first two functionals. 
Using only functionals T and P will allow us to characterize an object by a string 



692 M. Faidzu et al.
 

of numbers. The object signature is a function, called the associated circus, )(φah , 

defined in terms of the function ),(φh  which is produced by applying functionals 

T and P: 

( )PTP KK
a hh

−−≡ λφφ /1
)()(                                            (3) 

Parameters λP, KT and KP are some real valued numbers which characterize 
functionals T and P (for details refer to [2]). If ,0=− PTP KKλ  the associated 

circus is defined as: 

φ
φφ

d

dh
ha

)(
)( ≡                                                       (4) 

If we plot in polar coordinates the associated circus function of the original im-
age, )(1 φah , and the associated circus function of the affinely distorted image, 

2 ( ),ah φ the functions will produce two closed shapes, which are connected by a 

linear transformation. In order to be able to compare these two shapes, they have 
to be normalized so that their principal axes are coincidental. This can be done by 
a linear transformation applied to each shape separately as described in detail in 
[1]. The normalized shapes )(1 φnh  and )(2 φnh  are the signatures of the two im-

ages. For practical applications, the task of identifying an object is just comparing 
two strings of numbers, )(1 φnh  and )(2 φnh , that are circularly shifted and possibly 

scaled versions of each other. Figure 2 shows two signatures in polar coordinates 
of a Jawi character in two different font types that are very similar in shape and 
differ mainly by rotation and scaling. 

 
 

      

      

Fig. 2 The signatures of Jawi character “Pa” in two different font types 

3   Experiments on Handwritten Jawi Recognition 

Generally, we divided all the experiments into three steps. Firstly, we performed 
the feature selection based on the proposed ranking evaluation measurements. 
Then, based on those selected features subset, we run another experiment to com-
pare their recognition performance with other four methods of choosing feature 
subsets. Lastly, we run an experiment to recognize all collected handwritten im-
ages using the best feature subset. 



Object Signature Features Selection for Handwritten Jawi Recognition 693
 

3.1   Data 

We collected nine sets of scanned articles written by nine different writers. Each 
article was designed such that all possible combinations of 36 Jawi characters 
exist at least once in the text. This was to ensure that all kinds of character combi-
nations were tested since character shape changes depending on the character 
position in a word. All the scanned pages were decomposed into a set of 4835 sub 
word images using Connected Component segmentation algorithm. Each article 
contains 213 distinct sub words. In order to reduce the time and magnitude of the 
computation, for feature selection, we randomly selected only 2 sets of images. 
Each set contains 213 of those distinct sub word images. One as the test set and 
another as the reference set. For the comparison experiments, we generated an-
other 16 sets of images randomly. Eight of the image sets were used for testing 
and the rest as the reference. For the final experiment, all the 4835 sub word im-
ages were randomly divided into 9 sets of images for cross validation procedure.  

3.2   Feature Extraction 

For the trace transform method we computed the object signature, ha, by applying 
the functionals T and P. We tested seven different T functionals and eleven P 
functionals. The T functionals were:  

− T1: Integral of ),(tf  where )(tf  is the value of the image function along the 

tracing line; 
− T2: Max of )(tf ; 

− T3: Integral of )(tf ′ ; 

− T4: Integral of )(tf ′′ ; 

− T5: Lp quasi-norm (p = 0.5) = 2q , where q = integral of )(tf ; 

− T6: Median R+: )( ctf −  where c is the median abscissa; 

− T7: Weighted Median R+: )( ctf −  where c is the median abscissa and the 

weights are )()( cttf − . 

The first seven P functionals are the same as T1 to T7, called P1 to P7, respec-
tively. In addition, the following four P functionals were used: 

− P8: t  − (median index dividing the integral of )(tf ); 

− P9: (Average of t ) − (index max of )(tf ); 

− P10: t  − (gravity center of )(tf ); 

− P11: t  − (median index dividing integral of )(tf ); 
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where )(tf  is the value of the image at sample point t along the tracing line. In the 

definitions of T functionals, R+ means that the integration is over the positive 
values of the variable of integration. The explanation on the weighted median can 
be found in [1]. We then generated all possible pairs using these seven T function-
als and eleven P functionals. In total, there were 7 × 11 = 77 candidate circus 
functions or signatures to characterize an image. 

Each image was traced by lines one pixel apart, i.e. the value of parameter p for 
two successive parallel lines used differed by 1. For each value of p, 48 different 
orientations were used. This means that the orientations of the lines with the same 
p differed by 7.5 degrees. Each line was sampled with points one pixel apart, that 
is to say parameter t took discrete values with steps equal to 1 inter-pixel distance. 

For the comparison of two signature values, we computed a novel distance 
measure called normalized circular cross-distance, a modified version of the nor-
malized circular cross correlation function used in [20]. The multiplicative expres-
sion in the original normalized circular cross correlation function is substituted by 
a distance measure. The normalized circular cross-distance, NCXD, is defined as: 

1 2 2

1 1

( ) ( )
( )

( ) ( )

N
at al

N N
i

at al
i i

h i h i d
NCXD d

h i h i
=

= =

−= −∑
∑ ∑

                                 (5) 

where hat and hal are the signature values of the test image and the reference image 
respectively, N is the length of the signatures and d is the shift. Two signatures are 
most similar when the NCXD is minimum. We chose the minimum value over 48 
shifts (equals to 48 different orientations used). Then, we used the sum of these 
NCXD numbers across all signatures as measure of similarity of two images. We 
then ranked the numbers. The smallest number indicates the two most similar 
images. 

3.3   Feature Selection 

Not all signatures are useful. Features that have all zeros or all in one fixed value 
will be discarded. For the rest, we applied the hill climbing search on a test set for 
selecting feature subsets. Given a set of features },,{ 11 nffS h=  the algorithm 

works as follows: 

1. Start with the feature fs that individually performs best on the test set and put it 
into the set of best features B1; then set }{\12 sfSS = . 

2. For k = 2, … , n do: 
2.1 Evaluate the ranking performance of }{1 kk fB ∪−  on the test set. 

2.2 If the set produces lower MAP or NDCG value, then the }{ kf  is discarded. 

Otherwise, }{ kf  is added to the set of best features }{1 kkk fBB ∪= −  and 

set }{\1 kkk fSS =+ . 
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When all object signatures are tested, it terminates. The feature subset Bk finally 
selected is the one that performs best among all subsets considered by the  
algorithm. 

Each run generated results in ranks. For that we adopted two widely-used 
measures in evaluation of ranking methods for information retrieval, which are 
MAP and NDCG. MAP is a measure on precision of ranking while assuming that 
there are two types of item, which are positive (relevant) and negative (irrelevant). 
Precision at n measures the accuracy of the top n sorted items and is defined as: 

n

I
nP n=)(                                                         (6) 

where In is the number of positive items within the top n. Average precision of a 
query, AP, is defined as: 

∑
=

×=
N

n I

nposnP
AP

1

)()(
                                              (7) 

where n represents position, N is the number of results, pos(n) is a binary function 
indicating whether the item at position n is positive, and I is the number of posi-
tive items. MAP is defined as AP averaged over all sorted items. 

NDCG is designed for measuring ranking accuracies when there are multiple 
levels of relevant judgment. NDCG at position n in sorted items is defined as: 

( )

1

2 1
( )

log(1 )

R jn

n
j

NDCG n Z
j=

−=
+∑                                             (8) 

where n denotes position, R(j) denotes score for rank j, and Zn is a normalization 
factor to guarantee that NDCG is equal to 1 in a perfect ranking. In evaluation, 
NDCG is further averaged over all queries. 

After we got the selected feature subset from the MAP and NDCG, we then 
compared them with four other feature subsets. The first subset called All-77, 
consist of all possible signatures which is 77 in total. The signatures of the other 
three subsets, Random-1, Random-2 and Random-3, are randomly generated. The 
number of feature chosen is relatively equal to the number of feature selected by 
the MAP and NDCG methods. Therefore, the number of features chosen for the 
random methods are 25, 23 and 23 respectively.  

4   Results and Discussion 

Each test image is correlated against each of the 213 reference images. The corre-
lation result is put in a rank that is measured by the MAP and NDCG. Feature that 
increases the MAP or NDCG value will be selected. The feature selection experi-
ment showed that 20 and 23 out of the 77 features were selected by the MAP and 
NDCG methods respectively. Based on those selected feature subsets, we then  
run comparison experiments with the other four feature subsets. Each method  
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Table 1 Average percentage of correct sub words recognition and the number of feature used 
based on the MAP, NDCG, All-77, Random-1, Random-2 and Random-3 feature subsets 

Average percentage of correct recognition 
Method         

Top-1 1 – 5 6 – 10 11 – 15 16 – 

Number of 
features 

MAP 24.46 41.58 8.92 5.89 43.61 20 

NDCG 24.99 42.15 8.08 6.10 43.66 23 

All-77 21.13 36.36 9.34 7.67 46.64 77 

Random-1 13.04 22.43 7.67 7.67 62.23 25 

Random-2 14.82 27.07 7.25 7.62 58.06 23 

Random-3 12.99 22.80 6.88 6.73 63.59 23 

Table 2 Average percentage of correct sub words recognition based on MAP and NDCG 
using 9-fold cross-validation on all sub word images 

Average percentage of correct recognition Method 

Top-1 1 – 5 6 – 10 11 – 15 16 – 

MAP 60.19 78.34 6.18 3.66 11.82 

NDCG 60.16 78.20 6.02 3.64 12.14 

will produce 9 results and the average computed. The results of the comparison 
experiments on sub words recognition based on the feature subsets selected by the 
MAP, NDCG and the four other methods are presented in Table 1. The result of 
the final experiment using 9-fold cross-validation on all the sub word images set is 
presented in Table 2. 

From the results presented in Table 1, we can see that the best recognition 
method is the one based on the features selected by MAP and NDCG. Using all 
possible features (All-77) from the trace transform functionals combination for the 
recognition had produced a lower result. Using a random approach is not the best 
way either. From Table 2, the recognizer based on features selected by MAP and 
NDCG has shown decent results for the recognition of the handwritten Jawi im-
ages in the test set. The methods had recognized up to 78.34% of all the sub words 
images for the top-5 recognition. 

5   Conclusion 

Feature selection of object signature based on the trace transform for the recogni-
tion of handwritten Jawi images has been demonstrated. Object signature theoreti-
cally allows us to use an unlimited number of features. Using a proper feature 
selection method, thousands of relevant features can easily be selected. We proved 
that using a wrapper method along with several ranking evaluation measurements 
(MAP and NDCG) to select useful features is better than random selections or no 
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feature selection at all. These feature selection schemes have greatly enhanced the 
applicability of the trace transform based method. 
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Baeyens, Enrique 621
Bahredar, Faranak 549
Bajo, J. 9, 131, 435
Bajo, Javier 147
Baños, R. 463, 541
Barrena, R. 409
Batista, Vivian F. López 17
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Cruz, José Bulas 417

Dargham, Jamal Ahmad 681
Dı́az-Pernas, F.J. 53
Dı́ez-Higuera, J.F. 53

Elorz, J. 409
Erfani, Hossein 449, 549, 649
Escrig-Monferrer, M.T. 657
Escuadra, J. 481
Escudero, J.I. 97
Esparza, Sandra Garcia 517

Faraahi, Ahmad 449
Fernández, A. 463, 541
Fernández, Daniel Ruiz 425
Fernández, José Jesús 673
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González-Cabrera, F.J. 657
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López-Pellicer, Francisco J. 613
Lovelle, Juan Manuel Cueva 61, 459,

601
Lozano, Jose A. 197
Lozano, Lorena 259
Lucas, Joel Pinho 17
Luis, Ana de 147
Luna, Francisco 559
Luque, Gabriel 559

Madrazo, Eva 291
Makita, Koji 173
Manzano-Agugliaro, F. 463
Márquez, A.L. 463, 541
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Payá, Antonio Soriano 425
Paz, J.F. De 131
Paz, Juan F. De 157
Perallos, Asier 185, 205
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Rodŕıguez, Casiano 489
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