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Preface

Ambient Intelligence (AmI) emerged about a decade ago as a user-centred com-
puting paradigm envisioning the information society of 2010-2020. In AmI, the 
focus is on an almost invisible integration of computational power and communi-
cation technologies in everyday objects, ranging from smartphones to consumer 
electronics, to guarantee a natural and user friendly human computer interaction 
experience. Nowadays, this inter-disciplinary field is evolving quickly due to new 
challenges posed by innovative applications in the area of health and wellness, 
smart environments for assisted living, social networks, ambient media and enter-
tainment, intelligent transportation, and other personalized services that aim to 
make everyone’s life even more comfortable. 

For AmI to flourish, interaction with technology in the surroundings should be 
smooth and happen without people actually noticing it. The only awareness people 
should have arises from the goals of AmI itself: more safety, comfort and wellbe-
ing, emerging in a natural way. 

ISAmI is the International Symposium on Ambient Intelligence, and aims to 
bring together researchers from various disciplines that are interested in all aspects 
of Ambient Intelligence. The symposium provides a forum to present and discuss 
the latest results, innovative projects, new ideas and research directions, and to re-
view current trends in this area. 

This volume presents the papers that have been accepted for the 2011 edition, 
both for the main event and workshop. The ISAmI workshop WoRIE promises to 
be a very interesting event that complements the regular program with an emerg-
ing topic on reliability of intelligent environments. The papers in these proceed-
ings report on innovative results and advances achieved recently in AmI area. 
With a full programme composed of 22 long papers and 7 short papers, and 4 long 
papers accepted in the workshop, these proceedings capture the most innovative 
results and advances in 2011. Each paper has been reviewed by, at least, three dif-
ferent reviewers, from an international committee composed of 44 members from 
23 countries. 

We would like to thank all the contributing authors, as well as the members of 
the Program Committee and the Local Organizing Committee for their hard and  
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highly valuable work. Your work has helped the ISAmI symposium to become a 
success. Thanks for your help; ISAmI 2011 would not have existed without your 
contribution. 

April 2011 The editors
Paulo Novais

Davy Preuveneers
Juan M. Corchado

ISAmI’11 has been supported by Junta de Castilla y León (Spain). 
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Yolande Berbers

Non-intrusive Residential Electrical Consumption Traces . . . . 51
Marisa Figueiredo, Ana de Almeida, Bernardete Ribeiro



X Contents

Social Presence in Immersive 3D Virtual Learning
Environments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
Minjuan Wang, Sabine Lawless-Reljic, Marc Davies,
Victor Callaghan

A Digital Secretary for Smart Offices Setup Up . . . . . . . . . . . . . . 69
João Laranjeira, Carlos Freitas, Goreti Marreiros, Carlos Ramos,
João Carneiro

Applying HoCCAC to Plan Task the COPD Patient:
A Case Study . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 77
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AmI Support for the Trading Process:  
Self-aware Trader Model 

Javier Martínez Fernández, Juan Carlos Augusto,  
Ralf Seepold, and Natividad Martínez Madrid* 

Abstract. Decision making in trading can be compromised when traders are under 
stress. In this paper is presented a case study where ambient intelligence has been 
used to provide traders with self-awareness of their stress levels. We illustrate how 
using specific stress sensors improved the results of the trading process by avoid-
ing bad decision making at crucial moments. 

Keywords: AmI, Stress Awareness, Trading Process, Stressful Decision Making. 

1   Introduction 

Decision making in the trading process is a clear example of an activity where risk 
management in real time is important. Risks have a high impact in decision mak-
ing because they can undermine our capability to make safe decisions. Nowadays 
there are several tools to help traders in their daily operative and although this is 
really good and helpful, the major risk source is missing, the trader’s state-of-mind 
self-awareness. A trader who is self-aware of her/his own stress can have a more 
effective and coherent decision making. 
                                                           
Javier Martínez Fernández 

University Carlos III of Madrid, Spain  
e-mail: javier.martinez@uc3m.es 

Juan Carlos Augusto 

University of Ulster, United Kingdom 
e-mail: jc.augusto@ulster.ac.uk 

Ralf Seepold 

University of Applied Sciences Konstanz, Germany  
e-mail: ralf.seepold@htwg-konstanz.de 

Natividad Martínez Madrid 

Reutlingen University, Germany 
e-mail: natividad.martinez@reutlingen-university.de 



2 J. Martínez Fernández et al.
 

Ambient Intelligence as an emerging area focused on building digital environ-
ments that proactively, but sensibly, support people in their daily lives [1] is rele-
vant to the problem. Technical studies [2] have proven that stress produces  
biometric changes in the human body and in the effectiveness of the decision mak-
ing. These changes can be measured with AmI support by means of sensors to 
bring self-awareness to the trader. We illustrate our system in this paper through a 
case study showing how Self-Aware traders improve their performance and re-
sults. Next section explains how decision making is impaired under stress. Section 
three shows the Self-Aware trader model. The case study performed is described 
in section four. Finally, conclusions and future work are presented. 

2   Motivations for a Trader 

Good judgment during decision making can be severely impaired by stress [3]. 
The most accepted theory is that under stress we scan fewer alternatives searching 
the solution of a problem [4]. Selten et al [5] explain that when we do decision-
making we use a toolbox of strategies and we apply the strategy with the most 
adaptive heuristic available.  

Decision making performed during trading is in real time and good timing is al-
so crucial. This relates to stress because the search of alternatives is truncated by 
time limitations [6]. In addition to time limitations, decisions made during trading 
are inter-related and there is evidence that individuals tend to rely on previous re-
sponses regardless of their success [7], for this reason when a trader has a lost due 
to a wrong decision that can negatively affect the next decision.  

All this body of research supports that decision making is degraded under 
stressful conditions. In particular, for the trading profession, detecting the moment 
in which the trader starts to become overwhelmed by stress is very important to 
avoid possible mistakes in the operations. The problem is that when the trader is 
under stress, the trader himself does not realize that (In psychological terms this is 
named illusion of control). However, given that stress also has a biological mani-
festation; it can be measured with Ami support through current state of the art 
sensing technology [8].  

In this research line, Lo and Repin [9] reported with some experiments that 
physiological variables associated with the autonomic nervous system are highly 
correlated with market events. We continue in this direction with one more step. 
Helping traders to understand their mental state in real time as part of the trading 
information (news, charts, clients’ accounts balance) can lead to safer decision 
making. In the next section we apply this concept in the Self-Aware Trader model.  

3   Self-aware Trader Model 

According to [10] when you’re experiencing stressful emotions, whether you’re 
conscious of them or not, higher brain processes become seriously compromised. 
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This phenomenon is called cortical inhibition. In the same study this cortical inhi-
bition is tested with the impact of stress on the cardiovascular system in real time. 
The more stable the frequency and shape of the waveform of the heart rate, the 
more coherent the system becomes. In physiological terms, coherence describes 
the degree to which respiration and heart rate oscillate at the same frequency. The 
HeartMarth’s sensor with Emwave software allows measuring this coher-
ence/stress level in real time with only one sensor in the ear and the data can be 
easily shown in real time. It is an USB Plethysmographic pulse sensor for ear, op-
tionally for finger with a sample rate of 360 samples/sec. The gain (increase 
needed for the amplitude of the signal) setting adjusts automatically via LED duty 
cycle (ratio between the pulse duration and the period of a rectangular waveform). 
The photo diode gain adjustment and the operating range is 30 - 140 beats/sec.  

Guided by previous considerations [11] we arrive to a system model (Fig. 1) 
with the following features: 

• The stress/coherence level will be processed in real time with the biometric 
wearable and not invasive Heartmarth sensor. 

• An alert will only be shown to the trader when there is an indication that 
her/his stress level jeopardizes decision-making. This alert will disappear 
when the state of the trader comes back to a normal stress/coherence level, 
otherwise, the message “coherence/stress level in risk” is shown. 

Trading 
Information

Accounts
Information

Secure Decision
Making

Stress
Aware
Trader

Show in Real Time

Ear sensor measures
coherence level in 
Real Time

Stress 
level
ok?

YES No action required

NO Alert to the Trader

 

Fig. 1 Self-Aware Trader Model 

The way in which the trader manages this information will depend on the con-
text of the trader. If the trader is a self-employed person the action of stopping or 
continuing with the operation could be managed by him/herself. However, if the 
context is an investment bank, someone else can decide to stop the operative.  

In both cases, the data sent through the sensor support alerts to the trader in 
real-time in an unobtrusive way. This is aligned with fundamental AmI principles. 
Independently if the operative is stopped or not, now we have a self-aware trader, 
therefore we have a safer decision making. Next section shows a case study with 
this model.   
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4   Case Study  

The case study consists of a trader working in the financial market from a com-
puter through internet (this is the most common case for traders in US). The stress 
sensor is connected in the trader’s ear and we depict some significant moments of 
the trading session and how the sensed data and increased self-awareness influ-
ence the results of the trading exercise. 

4.1   Scenario Setup 

The equipment used by the trader is a laptop with internet connection, the Heart-
Math stress relief system (stress sensor) developed and manufactured by Quantum 
Intech, Inc. and the Emwave Pc (V1.0) software to see the stress level. The  
experiments have been done in the Spanish financial market, and all necessary in-
formation for the trading process (price of shares, charts, news...) has been ex-
tracted from Infobolsa web (http://www.infobolsa.es/). The trader who deploys the 
experiment is a non professional trader, but has 8 years of experience in this mar-
ket trading for himself. To avoid problems with the income tax, commissions, and 
other effects of the trading process, the experiments have been done without real 
money. However, decision making is performed in real time in the real market and 
the aim to beat the market and win (play) money, provides motivation and a stress 
source in our trader.   

4.2   Experiments with IBEX 35 Shares without Self-aware Trader 
Information Support 

With this experiment we want to know if in the crucial moments of trading  
with shares (buying and selling), the trader’s coherence level is affected and how 
that changes the decision making process. In this experiment, the Self-Aware  
information is not shown to the trader. The experiment duration is 1hour 30  
minutes. In the next table, we can see the operations done by the trader 
(21/04/2010): 

Table 1 Share Trading 

Buy Time Share Price Sell Time Price 

12:00 TELEFONICA 17.380 13:23 17.390 

12:05 BBVA 10.970 13:22 10.980 

12:06 SANTANDER 10.305 13:14 10.32 

12:20 ABENGOA 20.10 13:04 20.27 
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Fig.2 shows the trader’s coherence during trading time. The time is represented 
on axis X.  The coherence level, as the Emwave program names it, Accumulated 
Coherence Score is shown in axis Y. When the coherence is in safe mode the 
score grows up, when the coherence enter in an unsafe mode, it decreases. 

 

Fig. 2 Coherence Score in Session 1 

We can see that the first 20 minutes of buying operations the stress of the trader 
prevents achieving good coherence levels (the lines in the graphic remains low). 
Later on, next half an hour of the experiment shows the time when the trader was 
waiting for the optimal selling point and that inactivity allows a high level of co-
herence to be reached, which is reflected on the graphic growing up.  Finally, the 
stress again comes back when the trader tries to sell the shares at an optimal prize. 
The conclusion of the experiment is that the trader’s body and coherence changes 
naturally reflect the crucial moments (buying and selling of shares).   

4.3   Experiments with IBEX 35 Index Futures without Self-aware 
Information Support  

In this other experiment, the trader operates with “futures” in IBEX-35 Index. The 
Index is an indicator formed by the principal companies of the national market, in 
US for example is Down Jones Index, in Spain it is formed by the 35 more impor-
tant national companies and it is the IBEX-35. This index has a prize and moves it 
depending on the movement of the companies that component it.  If the trader 
thinks that this index will go up, then the trader can buy an IBEX-35 “future” and 
sell it when the trader thinks that the index will go down.  In the opposite case 
then trader can sell a “future” and buy it when s/he thinks the market could go up.  
In this operative each point up or down represents significant money and the 
movements are very fast (unlike in the shares trading). It forces traders to continue 
operations and increases the stress moments. Table 2 indicates the operations most 
representative for the experiment in 1 hour 30 minutes (22/04/2010). Taking into 
account that the first 20 minutes the trader considers not to make any operation, 
but the Emwave software is running and recording the coherence level. In this ex-
periment, the information for Self-Awareness is not shown to the trader. 
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Table 2 Future Trading without Support  

Open Time Prize Open OP Close Time Prize Close OP Points 

16:21 10808.30 Buy 16:26 10830.20 Sell +21,9 

16:27 10843.10 Sell 16:31 10848.30 Buy - 5,2 

16:32 10849.90 Buy 16:39 10816.60 Sell -33,3 

16:45 10801.00 Buy 16:49 10828.20 Sell +27,2 

 
In Fig.3a, we can see the coherence score during the trading process and in 

Fig.3b the IBEX-35 chart. This chart represents the movements of the Index’s 
prize (axis Y) during the session time (axis X) represented by the hour. 

 

Fig. 3 Coherence Score in Session 2 (a) and Chart of IBEX-35 in session 2 (b) 

We can see a frequent trading risk situation, at 16:27. The trader believes that 
10843 is a good level to sell (corresponding with the first top of the graphic), then 
the trader sells. However, IBEX go up some points breaking the trader strategy, so 
the trader buys losing some points. The trader tries immediately to change of strat-
egy, he knows that he was wrong and do not want to lose this crucial moment, 
now the trader is very stressed and his decision making is unsafe. The market has 
done a “false break” (circle in red in Fig 3.b) and the trader has bought in a rushed 
decision (circle of Fig 3.a). The trader loses 37 points in total. The Self-Aware in-
formation could have helped to avoid this mistake. 

4.4   Experiments with IBEX 35 Index Futures with Self-aware 
Information Support  

This experiment is conducted to show the favorable impact in the trading process 
when the trader has access to the self-aware information support. This session was 
the most difficult session for trading during the experiments, due to the Greece 
debt news at the time of the exercise. The Index suffered abrupt variations in sec-
onds. Table 3 indicates the operations in 1 hour (23/04/2010). In this table, the 
number of sequence of operation has been added for a better tracking. 
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Table 3 Future Trading with Support 

Open Time Value Open OP/nº Close Time Value Close OP/nº Points 

16:25 10948.60 Sell/1 16:28 10948.60 Buy/2 0 

16:31 10947.30 Buy/3 16:44 10952.80 Sell/4 +5,5 

16:59 10921.70 Buy/5 17:01 10934.20 Sell/6 +12,5 

17:03 10906.20 Buy/7 17:07 10923.70 Sell/8 +17,5 

 
In Fig. 4 a) we can see the coherence score; in this case we have added numbers 

corresponding just with the 8 moments when trader made a decision to buy or sell. 
Fig. 4 b) shows the IBEX-35 chart. 

 

Fig. 4 Coherence Score in Session 3 (a) and Chart of IBEX-35 in session 3 (b) 

In this session, we can see the high impact of the news and the abrupt move-
ments of the Index in the coherence of the trader. However, in this case, the trader 
has access to feedback from the system on his coherence levels and based on that 
the trader decides to make decisions only when he believes to be in a safe state 
avoiding, in this case, bad operations.  

After the experiments, we achieved the following conclusions: a) Previous 
losses, fear to lose a great trading movement, news, time restrictions, and many 
other factors have high impact in the trader’s decision making; b) The more diffi-
cult the market is, the more important becomes for a trader to be Self-Aware of 
her/his level of stress; c) The greatest losses are the result of a wrong decision 
made at crucial time where being Self-Aware is very important. d) Traders with 
AmI support, Self-Aware Traders, improve significantly their results. 

5   Conclusions and Future Work 

A trader’s mental state could be the most important information to know during 
trading. Currently this information is not usually available. We have conducted 
experiments to illustrate how to reduce the chances to fall when stress can ad-
versely influence decision making in trading. Technological support based on sen-
sors that facilitate context-awareness can give traders a Self-Awareness that is 
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useful to avoid mistakes at crucial moments. Context-awareness in this case is 
achieved by feeding back to the trader their perception of the world of finances. 
The first experiment with shares, where the movement in the market was slower 
shows less impact.  However, in the following experiments where the movements 
were very quicker and the stress was higher the advantages are more noticeable: 
decision making for Self-Aware traders is safer. Our future research will be fo-
cused on extending the Self-Aware Trader concept to a group of traders creating 
Group-Aware information. Besides, we will implement a system where this AmI 
support can be better integrated with the trading process. 

Acknowledgments.  This work has been partly funded by the Spanish Ministry of Industry 
under the project OSAMI (TSI-020400-2008-114), and the Spanish Ministry of Education 
under the project ARTEMISA (TIN2009-14378-C02-02). 
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Design Time Methodology for the Formal
Verification of Intelligent Domotic Environments

Fulvio Corno and Muhammad Sanaullah

Abstract. Ambient Intelligence systems integrate domotic devices and advanced
control and intelligent algorithms, thus leading to integrate systems with a high
degree of complexity in their behavior. Ensuring the correctness of the design of
such system is therefore essential, and this paper proposed a methodology, based on
formal modeling and verification techniques, to verify logic and temporal properties
of an intelligent ambient. The approach is integrated with the Dog domotic gateway,
and automatic translation tools ensure the correctness of the verified model while
adding no additional task for system designers.

Keywords: Ambient Intelligence, Model Checking, Formal Verification, State-
charts.

1 Introduction

Ambient Intelligence is a promising and quickly expanding research field and is
expected in the near future to have a wide impact over people’s lifestyles [8]. Ma-
jor electronic companies and various research and development organizations are
working on the production and development of these systems [1]. In this context,
current technology (often called domotics) already enables today’s homes to per-
form automatic and intelligent behaviors, by means of networked electrical devices
(sensors, actuators, consumer devices and various other controllable devices) in
the home environment, governed by suitable algorithms, which work intelligently
by also considering the presence and actions of people. Such algorithms are of-
ten implemented in an embedded computer called home gateway. We call this
currently available home intelligence solutions: Intelligent Domotic Environments
(IDEs) [2].
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Correct design of these IDEs is a challenge, since the interactions of many in-
terconnected intelligent devices (composing the domotic systems) with the govern-
ing algorithms running in the home gateway may create complex global behaviors,
that are difficult to predict before actually building and testing the system. System
designers need powerful methodologies and tools to enable them to ensure the cor-
rectness of the system in early stages of the design process.

Some efforts to enable design-time validation propose the adoption of simula-
tion based approaches, where a model of the system is expressed in an operational
formalism that allows its simulation [4].

The effectiveness of simulation-based validation approaches is often not suffi-
cient when critical systems are considered, where the domotic system must ensure
some security -or safety- related properties, as is often the case when dealing with
humans and their home environments. In this context, we advocate the use of For-
mal Verification techniques, that can give mathematical evidence that the desired
system properties are satisfied by any possible system evolution.

This paper proposes a design time methodology for the Formal Verification of
Intelligent Domotic Environments. The proposed approach is based on abstractly
modeling the system as a set of concurrent UML 2.0 State Charts [5], that model the
behavior of intelligent devices, the network connecting them, and the governing al-
gorithms implemented in the home gateway. Such system is formally defined thanks
to State Charts semantics [9], and can be formally verified by checking logical prop-
erties expressed in Temporal Logics [6, 7] by suitable model checking tools [11].

Formal Verification approaches are able to prove some properties of the provided
models (in our case, state charts), but there is always the issue of ensuring the con-
sistency of the verified model with the actual implemented system. This issue is
solved in our approach thanks to the combination of:

1. ensuring the correctness of the state charts model of the devices and their com-
munications using an automatic translation from the same system configuration
description file that will be used at run time by the home gateway; this is based
on the DogOnt [3] ontological description.

2. empowering the home gateway to interpret state charts at run time, so that the
very same state charts for the governing algorithms that were used in formal
verification will be used in the running system.

Verification techniques presented by J.C.Augusto at. el. [1] are based on Automata
modeling of different devices IDE system, they also apply temporal properties for
the verification of IDE system.

The remainder of this paper is organized as follows: basic description of the im-
portant components of the methodology is given in Section 2, and the main method-
ology is presented in Section 3 with a description of the adopted formalisms and
tools. A case study showing the application of the methodology is presented in Sec-
tion 4 and the associated verification results are discussed in Section 5. Concluding
remarks and future work are finally discussed in Section 6.
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2 Building Blocks

In this section, a brief introduction of DogOnt, Dog, State Charts and Temporal
Logic is given, on which our verification methodology is based.

DogOnt [3] provides formal modeling and suitable reasoning for home environ-
ments through semantic web technologies. DogOnt is an ontological representation
of the information of house layout and devices (which can be in real world IDEs)
with their location, states and functionalities through semantic relations. The main
focus is on the functionalities and states of the controllable devices in the IDEs.

Dog (Domotic OSGi Gateway) [2] is a domotic gateway for managing differ-
ent domotic network components and their inter/intra communication and compu-
tational capabilities in a technology independent manner. Dog adopts the standard
OSGi (Open Source Gateway initiative) [13] framework and it has capabilities for
supporting the knowledge representation of semantic approaches and technologies;
it can host intelligent applications.

State Charts are the Unified Modeling Language (UML) artifact, which is used
for the graphical modeling of object-oriented softwares [5]. These are used for rep-
resenting the dynamic aspect of the system, since the behavior of reactive systems
can be modeled with the help of these State Charts.

DogSim [4] is an API for the automatic generation of State Charts. It takes the
information of devices and their interconnection (event-messaging) from DogOnt,
and with the help of Template Library Files (of devices) it translates this information
into State Chart XML (SCXML) [14] files. These SCXML files are the state charts
of devices and ready to be used for simulation or verification.

Temporal logic is a formalism widely used in Formal verification. It is a system
of rules for reasoning with the different propositional quantifiers in terms of time. In
the presented methodology, we use UCTL [12, 7], a UML-oriented branching-time
temporal logic, which has the combined power of ACTL (Action Based Branch-
ing Time Logic) and CTL (State Based Branching time logic). UCTL uses the box
operator (“necessarily,” represented here as ��) and the diamond one (“possible,”
��) operator from Hennessy-Milner Logic and uses all temporal operators from
CTL/ACTL (like Until, Next, Future, Globally, All, Exists).

3 Proposed Verification Methodology

As already stated, the goal of the proposed methodology is to verify functional
properties of a given IDE, especially when it contains one or more control algo-
rithms, which cause the overall system to exhibit complex behaviors. Our pro-
posed approach, graphically summarized in Figure 1, is based on the following main
assumptions:

1. the IDE is modeled according to the DogOnt ontology, that describes the Do-
motic plant composed of all the devices, their states, events and actions;

2. the control algorithms governing the IDE intelligence are expressed in the form
of State Charts;
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3. the residential gateway is able to process DogOnt system models and to interpret
at runtime the State Charts describing the algorithms. In this paper, we adopt the
Dog gateway [2] for this purpose;

4. system specification is given in the form of Temporal Logic properties and a
suitable model checker is available for State Chart models.

Fig. 1 Proposed Methodology

To apply model checking, we need a State Chart model of the domotic plant,
corresponding to the DogOnt model. This can be obtained thanks to the DogSim
compiler, that relies on a library of elementary State Chart templates describing each
device’s behavior. Such library templates are instantiated according to the devices
listed in the DogOnt model and they are interconnected through ‘connector’ State
Charts that model their communications and message exchanges; more details are
available in [4].

Except for very trivial systems, the designer needs to implement one or more
control algorithm(s) for embedding the necessary intelligence. We require such
algorithms to be described in the form of State Charts. In general, deep analyt-
ical skills are required for the correct development of such control algorithm(s),
and consequently for the correctness of the overall intelligence of the domotic
environment.

The constraints and the behavior of the system, which is required to be checked,
must be described in Temporal Logic. It is suggested [10, 11, 7, 12] that branch-
ing time Temporal Logic is best suited for the verification of State Charts, because
it deals with multiple time lines. This manual property specification step requires a
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very skilled designer with the understanding of ACTL/CTL and Hennessy-Milner
Logic. This step may require a significant amount of specification work, but is es-
sential in the verification of any critical system.

Model checking can now be readily applied by verifying the temporal properties
against the model consisting of the control algorithms coupled with the (automat-
ically generated) State Charts of the domotic plant. The results of model checking
will highlight the design errors, in the control algorithms or in the domotic plant,
which should be located and corrected. The applicability of model checking to large
systems needs to take into account the state explosion problem, and to address it
with proper partitioning and abstraction techniques.

When all properties are successfully verified, we may safely move to the imple-
mentation step. The domotic plant, containing all the devices (that are assumed to
be fault free), is connected with Dog, that allows the verified control algorithms to
query and manage the actual devices. In fact, the control algorithms run by Dog are
exactly the same State Charts used in the verification phase. Also, the same DogOnt
model, that was used for generating the domotic plant model, is also used for Dog
startup configuration. Therefore, the same information that was verified in the veri-
fication phase is used in the implementation phase, which guarantees that the system
will work properly in all the verified scenarios.

4 Case Study

A simple but significant example of security and safety critical IDEs is a Bank Door
Security Booth (BDSB). The BDSB system, represented in Figure 2, has two doors,
for avoiding the harmful (direct) access of the user to the bank. One door is outside
the bank and known as external door, whereas the other door is inside the bank
and known as inner door. These doors have individual door-actuators for providing
the force for opening and closing the doors. A user can access the door by pressing
touch-sensors (TSs). These TSs are placed very near to doors and must be accessible
on the each side of door.

The Door Lock Control (DLC) is the intelligent component of the BDSB sys-
tem, it resides in the gateway (Dog in our case) and controls the evolution of the
system intelligently. It checks the states of the devices and the events that devices
generate; by considering the constraints, it decides what it has to do for obtaining
correctness and security of the system. The DLC must ensure different constraints
on the functionality of the overall system, some examples are: both doors can’t be
opened at same time; the request from any TS will not be processed again until it is
acknowledged back after completing the task; a specific door will remain open for
a definite time (after opening and before closing), so that, the people can cross the
door, etc.

Let us consider a simple scenario, a user wanting to enter the bank: he/she can
press T1 (the Touch Sensor on the outer side of the external door) and the request
goes to the DLC. The DLC considers the current configuration of the system and
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(if all constraints are satisfied) it commands the external door actuator to open the
door. Smoothly the external door will be opened until the door sensor provides the
information to the external door actuator that the door is completely open. Now,
the user can cross the door and will reach in the isolated space. After a given time,
the DLC again commands the external door actuator for closing the door, and the
door will be closed smoothly. For entering the bank he/she has to press T3, and the
same door opening and closing process will be performed on the internal door and
the user will be inside the bank. By pressing T4, the user can start the sequence for
exiting the bank.

Fig. 2 Band Door Security Booth system with Dog

For the verification of these requirements, we select UMC (v 3.6) [10, 12] as a
model checker because UMC supports state charts for describing the system, and
for properties verification it can support UCTL.

5 Verification Results

After obtaining the State Charts of devices and control algorithm(s), it is required
to translate these state charts into the input language of the chosen model checker:
in our case, in the format of the UMC model checker. The designed model of the
BDSB has 16,424 states. From the system specification, we derive different proper-
ties related to Security, Safety and Liveness on this model. For their verification, we
evaluated nearly 50 different UCTL properties with the help of UMC framework.
By considering the space limitation we here report just a few properties from the
verified property set.
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Property: Against every posted request the specific TS must receive an acknowl-
edgment. The formula:

1. AG�openRequest(T1)� AF{tsDone(T1)}�
is proven True by the model checker, which shows that if any sensor sends a door
open request, sooner or later, it must receive an acknowledgment that the command
has been executed.

Property: TS will be available at anytime. The formulas:

1. AG�openRequest(T1)��
2. AG�openRequest(T1)� A

[� {¬openRequest(T1)}U{tsDone(T 1)} �
]

are proven True by the model checker, which shows that TSs will be available at any
time (openRequest), and a specific TS will not send another open request until it is
acknowledged back after completing the task.

Property: Interruption from any TS cannot break/change the execution of the cur-
rent task. The formulas:

1. AG�openRequest(T1)� AF�openRequest(T2)� A
[�{¬daDoorOpen(DAExt)}U{tsDone(T 1)}�

]
2. AG�openRequest(T1)� AF�openRequest(T3)� A

[�{¬daDoorOpen(DAInner)U{tsDone(T 1)}�
]

3. AG�openRequest(T1)� AF�openRequest(T4)� A
[�{¬daDoorOpen(DAInner)}U{tsDone(T 1)}�

]
are proven True by the model checker. The set of three formulas satisfies the proper
execution of T1, which means that when open-request of any door is in process and
meanwhile another open request arrives from any other TS, the other request will
not be executed until the first request completes its task.

Property: Direct Access to the Bank is not possible. The formulas:

1. AG�daDoorOpen(DAExt)� A
[�{¬daDoorOpen(DAInner)}U{extDoorClosed()}�

]
2. AG�daDoorOpen(DAInner)� A

[�{¬daDoorOpen(DAExt)}U{innerDoorClosed()}�
]

are proven True by the model checker, which shows that when one open-request is
in process, if an open-request for the other door arrives, it can not be executed until
the other door is closed, and therefore the doors cannot be open at the same time.

6 Conclusion and Future Work

Verification of the correct behavior of different heterogeneous devices integrated
with control algorithms in Intelligent Domotic Environments improves safety, se-
curity and prevents critical threats. The presented methodology ensures the correct
behavior of these IDEs with the use of Formal Model Checking techniques. In this
paper, a small but not so simple case study is considered, and its correctness is
proved against its temporal logic specification. The approach may also be applied
to larger systems, even if scalability must be carefully ensured by partitioning and
abstraction techniques usually adopted in model checking approaches.

In our future work, we plan to work on wider applicability and scalability of the
approach, and on improving its automation. The problem of writing specifications
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will also be addressed, possibly by deriving temporal properties from ontology de-
scriptions of the system.

Acknowledgements. This work is partially supported by the Higher Education Commission
(HEC), Pakistan under UESTP-Italy/UET project. The authors thank Franco Mazzanti for his
guidance and support.

References

1. Augusto, J.C., Mccullagh, P.: Ambient Intelligence: Concepts and Applications. Com-
puter Science and Information Systems 4(1), 1–27 (2007)

2. Bonino, D., Castellina, E., Corno, F.: The DOG gateway: Enabling Ontology-based
Intelligent Domotic Environments. IEEE Transactions on Consumer Electronics 54(4),
1656–1664 (2008), doi:10.1109/TCE.2008.4711217

3. Bonino, D., Corno, F.: DogOnt - ontology modeling for intelligent domotic en-
vironments. In: Sheth, A.P., Staab, S., Dean, M., Paolucci, M., Maynard, D.,
Finin, T., Thirunarayan, K. (eds.) ISWC 2008. LNCS, vol. 5318, pp. 790–803. Springer,
Heidelberg (2008)

4. Bonino, D., Corno, F.: DogSim: A State Chart Simulator for Domotic En-
vironments. In: 8th IEEE International Conference on Pervasive Computing
and Communications Workshops (PERCOM Workshops), pp. 208–213 (2010),
doi:10.1109/PERCOMW.2010.5470666

5. Booch, G., Rumbaugh, J., Jacobson, I.: Unified Modeling Language User Guide. The
Addison Wesley, Reading (1998) ISBN 0-201-57168-4

6. Clarke, E.M., Emerson, E.A., Sistla, A.P.: Automatic Verification of Finite-State Concur-
rent Systems Using Temporal Logic Specifications. ACM Transactions on Programming
Languages and Systems 8(2), 244–263 (1986)

7. De Nicola, R.: Three Logics for Branching Bisimulation. Journal of the Association for
Computing Machinery 42(2), 458–487 (1995)

8. Ducatel, K., Bogdanowicz, M., Scapolo, F., Leijten, J., Burgelman, J.C.: Scenarios for
Ambient Intelligence in 2010. Tech. rep., ISTAG: IST Advisory Group (2001)

9. Gnesi, S., Latella, D., Massink, M.: Modular semantics for a UML statechart diagrams
kernel and its extension to multicharts and branching time model-checking. Journal of
Logic and Algebraic Programming 51(1), 43–75 (2002)

10. Gnesi, S., Mazzanti, F.: On the fly model checking UML State Machines. In: ACIS Inter-
national Conference on Software Engineering Research, Management and Applications,
pp. 331–3382 (2004)

11. Gnesi, S., Mazzanti, F.: A Model Checking Verification Environments for UML State-
charts. In: Proceedings of the XLIII Congresso Annuale AICA (2005)

12. Mazzanti, F.: UMC 3.3 User Guide, ISTI Technical Report 2006-TR-33. ISTI-NNR Pisa-
Italy (2006)

13. OSGi Service Platform release 4. Tech. rep., The OSGi alliance (2007)
14. State chart XML (SCXML): State Machine Notation for Control Abstraction. Tech. rep.,

W3C (2010), http://www.w3.org/TR/scxml/

http://www.w3.org/TR/scxml/


P. Novais et al. (Eds.): Ambient Intelligence - Software and Applications, AISC 92, pp. 17–24. 
springerlink.com                                                         © Springer-Verlag Berlin Heidelberg 2011 

Wheelchair-Based System Adapted to Disabled 
People with Very Low Mobility 

Albano Carrera, Alonso A. Alonso, Ramón de la Rosa Steinz,  
María I. Jiménez Gómez, and Lara del Val* 

Abstract. This paper presents a guidance system for wheelchairs, applied to se-
vere motor disabilities, compatible with the commercial control systems. This al-
lows adapting the interfaces developed for electric wheelchairs in common use, 
achieving a low cost of implementation. Several different interfaces adapted to fit 
the residual capabilities of various types of physical disabilities have been devel-
oped. The necessary electronic equipment has been built, the microcontroller’s 
software has been programmed and the whole system has been tested to verify its 
operation. This equipment will replace conventional joystick function in a wheel-
chair. The interfaces are assembled on a commercial wheelchair and the perform-
ance of the whole system has been tested with some of the interfaces in control 
subjects. The tests were performed using a suitable protocol for this type of appli-
cation. The ability of users to perform a predefined task and their ability to learn 
was measured, according to the protocol. Promising results were obtained in the 
execution of the test. 

1   Introduction 

Currently, there is a large number of people with disabilities that imply severe re-
duction of mobility, like tetraplegia, brain stroke or vascular brain damage. These 
people usually have impairments which prevent them from performing their nor-
mal daily activities. Thus the environment must be adapted to this type of disabil-
ity to provide some degree of independence. 
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The interest of this field of work is established by the appearance of numerous 
different works and systems designed to make life easier for the user. In order for 
disabled people to function, one of the most studied tasks has been facilitating the 
control of personal computers [1] and [2]. 

As much as the work is focused on creating interfaces to control wheelchairs, 
there are several works that review the different existing systems and their conclu-
sion is that improvements should be made on the interfaces of control and moni-
toring technologies for automatic navigation [3]. Other studies show similar sys-
tems to control wheelchairs. The solutions proposed in the literature can be 
grouped into the following strategies: 

• Motion-detection camera systems, operated by the head or the eye, [4] and [5]. 
• Interfaces based on EMG and EOG records of muscle-generated signals for 

voluntary actions, [6], [7] and [8]. 
• EEG-based interfaces: Brain Computer Interfaces (BCI), [7], [8] and [9]. 
• Interfaces based on head position using inertial sensors, [10] and [8]. 
• Autonomous navigation aids for wheelchair users, [11], [12] and [13]. 
• Systems based on control by sniffing, [14]. 

The system presented in this paper is based on sensors capable of detecting winks 
performed voluntarily by the user. The hardware needed for the treatment of 
signals received is simple, robust, inexpensive, compatible with commercial 
wheelchairs and implemented by microcontrollers. The main advantages of this 
system are listed below: 

− Simplicity of the hardware, 
− Light software implemented on microcontrollers, 
− More reliable than other systems, 
− Low cost and easily adapted to different commercial wheelchair models, 
− Minimal interference with patient activities. Necessary conventional 

biological flashes are not detected. 

This paper has been divided into different sections: objectives, system structure, 
test and results and conclusions. These sections are explained below.  

2   Objectives 

The objectives of this study are to build interfaces adapted to control an electric 
wheelchair; these interfaces allow disabled people to use them. The control of the 
wheelchair is exercised through eye blinks and other movements made by patients 
with severe motor disabilities and that use voluntary residual capabilities. It seeks 
to create a system to replace or supplement efficiently the joystick incorporated in 
commercial chairs. The system allows progressive management of the speed and 
various maneuvers that are needed to move the wheelchair. 
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The next objective is to test the system performance. In principle the system 
has been tested using a simple user interface that consists of a keypad with four 
buttons that can be used by people with limited mobility. 

The following tests are performed by an interface with a pair of glasses as 
support in order to detect small movements of the edge of the eye produced by 
voluntary winks. This system is particularly suitable for severe motor disabilities, 
as it takes advantage of the movement in the face and eyes only. 

The last objective is to test the system with control subjects, before running it 
on actual patients, following a predefined custom protocol.  

3   Structure of the System  

The system consists of three distinct parts: the adapted interface, the processing 
system and the wheelchair (Fig.1). This section will explain each of these ele-
ments and software features included in the processing system. 

 

Fig. 1 Block diagram of the implemented system 

3.1   Adapted Interface 

Different types of adapted interfaces have been designed and built. Most of them 
required an additional support consisting of a pair of glasses and mechanical items 
for attachment and adjustment for different sensors. Then, each of the sensors used 
are described:  

• Optical sensors based on a popular integrated circuit CNY70. The sensor is 
placed on the arm of the glasses and a black/white sticker on the side of the 
face near the edge of the orbicularis oculi, [15]. Following this philosophy, two 
types of systems for the acquisition of signals have been built: a system based 
on PIC16F84A microcontroller from Microchip Inc and a system based on the 
popular Arduino hardware platform. 

• Optical sensors based on the system used in conventional optical mice, placed 
on the arm of the glasses. The advantage of this new sensor is that it does not 
need any special attachments, simply put it in the right place and it functions 
properly. The system is controlled by an Arduino. 

• Vibration sensors based on the piezoelectric effect. These sensors have been 
built in conjunction with a signal conditioner which adapts the signal to a PIC 
microcontroller.  
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• Electromyogram electrodes for acquisition of contraction signals of the orbicu-
laris muscle. These interfaces need surface electrodes. 

• Keypad. This device allows an intermediate interface harder to use by a dis-
abled person to control the wheelchair. The keypad provides at its output the 
same commands that have been adopted as standard for the other interfaces. 

3.2   Hardware Processing System 

A low-power, low-cost, P87LPC769 microcontroller from NXP Semiconductors 
Company was used as processing system. This device has four analog inputs, two 
outputs with digital/analog converter, a UART interface and the possibility of con-
figurations for two external interruptions and allows an integrated 5-volt supply. 
The system is configured with an external clock of 20 MHz and all peripherals and 
connectors to ensure proper operation. 

3.3   Software Processing System 

A program that allows different chair movements to substitute the role of the 
incorporated factory joystick has been included in the P87LPC769 microcon-
troller. Thus, 7 types of movements are supported with 7 different orders: ad-
vance and move back, turn to the right/left, turn slightly forwards to either 
side, and stop. 5-speeds have been incorporated to allow better adaptation and 
management. 

To achieve this behaviour, identical signals to those generated in the joystick 
input interface have been synthesised. By controlling the phase of the signals pro-
duced, the system can govern the sense of rotation of the motor and the amplitude 
controls the movement speed. Fig. 2 (left) shows the different signals used by the 
system. The central signal of each movement corresponds to a sync signal read by 
the microcontroller from the control system of the wheelchair. The other two are 
used to change the motion of the motor. 

3.3   Electric Wheelchair 

Basically, a commercial wheelchair consists of a power module responsible for 
motor control, a joystick or control device, which is used as an interface for 
transmitting the orders of the patient, and motors to put the wheelchair in motion, 
Fig. 2 (right). 

In this case a SHARK wheelchair control system from Dynamic Controls 
Company is used. This system consists of a power module and a joystick. The joy-
stick is DK-REMA [16], while the power module is DK-PMA [17]. The latter sup-
plies power to the motors of the wheelchair and locks and unlocks the brakes. 
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Fig. 2 Left: Control signals synthesized by the microcontroller. Right: General wiring 
diagram of the commercial wheelchair. 

4   Tests and Results 

After verification of hardware, overall system performance was tested with all the 
interfaces described in section 3.1. Satisfactory results were achieved as far as the 
adaptation between the developed hardware and the wheelchair control commer-
cial system, the system is fully functional and the results were as expected. A spe-
cific protocol for conducting these tests has been developed. These trials have 
proven that, after a short training process, a user can perform optimal control of 
the wheelchair. 

4.1   Protocol 

A testing protocol to verify the goodness of the developed system and the users’ 
ability and their improvement after a period of learning was defined. This protocol 
is based on completing a circuit in a space inside a room and measure the time 
spent exercising, Fig. 3, in three turns. In the first trial, the user makes the circuit 
with no previous experience in using the interface. Then the user can have free 
training on his/her own for five minutes. After the workout, the user repeated  
the circuit twice in a row, and the improvements in the time taken to do so were 
observed. 

 

Fig. 3 Circuit designed to perform tests on users. The dimensions of the circuit are not 
stated for clarity, but they are similar to a conventional room.  
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The circuit designed uses real obstacles to achieve maximum similarity to 
situations faced by the disabled. The implemented circuit used dimensions that 
mirror those that can be found in a room of a non-adapted home to disabled people. 
Therefore, it allows assessing the performance of the task in a realistic way. For the 
design of the circuit, wheelchair users were consulted. This test were performed in 
a room of the College of Telecommunications with fluorescent light, the results 
could change lightly with some environmental parameters like light conditions. 

4.2   Tests Performed 

The system was tested with a control population of 11 individuals of different ages 
and sex. None of them had previously used the system. The ages ranged between 
22 and 48 years old, photo in Fig. 4. 

The measured times in the first round, when users have no previous training, 
and the measured times in the two subsequent repetitions, when subjects had 
trained for 5 minutes, are shown in the figure below, plot in Fig. 4. 
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Fig. 4 Left: Photo of a patient during the tests. Right: Plot that represents the time, in sec-
onds, taken by each subject to complete the proposed circuit in each of the three repetitions. 

Similar behaviour was observed with respect to learning in all users. We noted 
a great improvement between the first and the second round. On the other hand, 
between the second and third test changes in improvements were less noticeable, 
but the execution times continued to shorten. 

This type of behaviour in a learning activity indicates that the task is under-
stood quickly and does not require excessive skill for its proper performance, 
which shows that this type of interface is suitable for any user. 

5   Conclusions 

The system presented in this paper can use different types of interfaces adapted to 
guide a wheelchair for people with severe motor impairment. Using this system, 
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people who have very limited mobility but are able to make small movements 
with the muscles of the face can manipulate the electric wheelchair independently. 
This system improves the possibilities presented by the group in previous works 
[18-20] where they performed the guidance of a robot. In this case, a commercial 
wheelchair was used, which increases the possibilities of the system. 

The different interfaces implemented for the operation of the chair proved to be 
suitable for use by people with reduced mobility. The data collected after the tests 
with control subjects employing the keypad interface and the protocol designed 
demonstrate that communication between our system and the trading system 
works robustly and effectively. In addition, it was found that all interfaces based 
on the detection of winks functioned correctly, allowing the user great flexibility 
of movement in their environment. Besides, the operating principle of this system 
allows users to perform other tasks simultaneously with minimal interference in 
the guidance. If the system is compared with other types of interfaces, such as 
BCI, it can be concluded that the system is faster, more reliable, requires less 
computational load and is more convenient to use. 

The system is operational and ready for testing on patients with physical dis-
abilities or brain sickness. Similarly, the interface and built-in system can also be 
applied to different home automation devices that offer different functions within 
the usual environment of the disabled. 
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Toward Seamless Environments for Dispute 
Prevention and Resolution 

Davide Carneiro, Paulo Novais, and José Neves* 

Abstract. Given the evolution of the Information Technology society, it is now ra-
ther simple to acquire products or services in a foreign country. This practice may 
conduct to the event of conflicts whenever a consumer detects some fault or mal-
function in services or products he/she had bought. A situation that may worsen if 
at the time of the uncovering of the defect, the shopper is already in a different 
geographical arena. There is thus the need to develop computational tools that 
may prevent these disputes from even happening. In this work it is proposed the 
development of seamless intelligent environments for dispute resolution that will 
surround the user, independently of his/her location. It is described the implemen-
tation of a prototype that may provide contextualized real-time information and 
legal support to consumers. The objective is to decrease the number of disputes 
due to a poor understanding in relation to the The Law and make justice more per-
sonalized and closer to people.  

Keywords: Online Dispute Resolution, Mobile Online Dispute Resolution, The 
Law, Intelligent Environments. 

1   Introduction 

The technological developments in the last decades led to undeniable changes in 
our society, visible in barely all aspects of our daily lives. One of those aspects is 
the way in which we buy products. While in the past goods or services were 
bought in person in a relatively small geographical area, it is now possible to buy 
them from any part of the world. The most common way is to use online stores 
such as Amazon or eBay, which truly enabled worldwide commercial transactions. 
On the other hand, it is also possible to travel abroad and acquire those same 
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goods or services in a foreign country. In any way, there is a normal risk on this 
kind of transactions, i.e., buyers are not always aware of their rights as consumers.  

Indeed, problems arise when the product that was bought does not comply  
either with the seller marketing, lacks some feature, is of poor quality or is even 
defective. In such circumstances, the regulations that apply are the rules of the 
country in which the store is located, and the consumer may be faced with some 
problems, namely:  

 
(i) Once a buyer acquires an item, generally he/she does it abroad, and 

normally is not aware of his/her rights as a consumer; and 
(ii) When the store does not wish for to settle the affair, and the buyer de-

cides to go into a litigation process. 
 

On the other hand, such processes may have to be conducted in a unfamiliar envi-
ronment, making it impractical for cut-rate products. If we acknowledge that the 
majority of online transactions deal with such products, we can estimate the 
amount of small-value disputes that arise every day and are not worked out be-
cause of unsuited legal processes.  

Therefore, two main problems may be identified: (1) the buyer is usually una-
ware of his/her consumer rights; and (2) the buyer has no realistic way of solving 
an eventual conflict. Ultimately, this may lead to a decrease in the degree of satis-
faction of the buyers, influencing in the negative the business-related transactions.  

This trend comes with other challenges that face the legal field. Know-how, in 
general, has significantly increased the amount of disputes, rendering courts slow 
and ineffective, making access to justice more difficult and thus less fairly. One 
answer to this problem may came in the form of Alternative Dispute Resolution 
(ADR), a way of solving disputes out of courts, using alternative processes such as 
negotiation, mediation or arbitration [1, 2, 3]. Nevertheless, these processes still 
require the disputant parties to meet in a physical place in order to solve the dis-
pute. The evolution towards Online Dispute Resolution (ODR) is therefore re-
garded as a natural way [4]. ODR describes a set of methods in which technology 
is used to implement already traditional forms of ADR, in online environments. In 
order for ODR to be more than simple negotiation or mediation over a “phone 
line”, artifacts from Artificial Intelligence may have to be considered [5]. The ob-
jective is that ODR tools may be able to support disputant parties by actively pro-
posing strategies and solutions, compiling useful information, ultimately making 
judicial processes more efficient. 

However, in order to interact with such ODR tools, parties still need to have 
access to web-enabled computational platforms. Moreover, these tools are usually 
only used to solve a dispute. In this work, we look to this problem under a differ-
ent perspective, namely at a seamless environment for dispute prevention and res-
olution. The main objective is to build up an environment that may, in principle, to 
prevent a dispute by providing key information at the time of the purchaser, about 
its possible negative results, taking into consideration the norms that apply in the  
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present customer scene, i.e., when the buyer actually buys the item, he/she may be 
aware of the potential future costs in cases of product defect. The secondary objec-
tive of this work is to provide mobile access to a previously existing ODR plat-
form, i.e., UMCourt Commerce [6]. UMCourt Commerce is an agent-based [7] 
ODR platform targeted at the Commercial Law field. Using this online platform, 
an unsatisfied buyer can fill in a complaint and the platform suggests an outcome 
based on the Portuguese Commercial Law. A detailed description of the platform 
is provided in [6], including a description of the process model, some use scena-
rios and the field of law covered, which includes Decree of Law (DL) 67/2003 (as 
published by DL 84/2008) (Portuguese laws) [8, 9].  

In the long term, we want to complement UMCourt with Ambient Intelligence 
functionalities [12] that may provide even more circumstantial information for the 
dispute resolution process, including the parties’ emotional state. These environ-
ments will thus be abstract in essence, in order to provide such information regard-
less the domain of the dispute. In that sense, this work is being developed in three 
different legal domains, namely The Labor Law, Property Division and, as men-
tioned before, The Commercial Law.   

2   Ambient Intelligence for Dispute Resolution 

Among the disadvantages of current ODR tools, one of its major drawbacks is 
their coolness, i.e., it is easier for parties to lie without the intimidating presence of 
a judge. Moreover, a very important part of the communication process is lost. 
Mehrabian [14], states that most of the meaning that we derive from a face-to-face 
conversation comes from other facets than the words spoken, namely the tone of 
voice, the loudness, the facial expressions or the body gestures. Indeed, it is our 
conviction that intelligent environments would allow, at all, that this knowledge is 
to be acquired and included in the dispute resolution process model, making it 
richer, fairest, trueness and more effective. 

We are currently taking the first steps towards the integration of Ambient  
Intelligence techniques with ODR platforms, resulting in dispute resolution envi-
ronments that may support these and other functionalities. At this point, this envi-
ronment tends to support wireless networks and a mobile device on the client side, 
holding up on an application server. Following this approach, and considering the 
Commercial Legal Domain, we want buyers to use the tool with the objective of 
getting information about their rights and risks as consumers, prior to buying a 
product or service. In that sense, the prototype developed can be used in two dif-
ferent ways, i.e., it can be used as an interface for the pre-existing platform, or it 
can be accustomed as a protective information tool. The main objective of the mo-
bile device is to gather as much background information as possible (e.g., current 
realm, regional settings) in order to make available helpful actions or work for 
customers.  
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2.1   The Architecture and an Overview of the Environment 

The development of such architecture poses some multifaceted challenges. Indeed, 
the most palpable one is how to interconnect (remote) software agents with the 
ones in the environment. In order to address this problem, the architecture adopted 
was based on two open technologies: OSGi and Jade. The development process 
followed in order to combine these two technologies to build an intelligent  
environment is described in [13]. OSGi is a modular approach to software devel-
opment that relies on the concept of bundle: a bundle is able to provide and use 
services. It is used to fulfill a main goal, that of creating a consistent layer that will 
allow any device to be connected with the software layer. This layer is twisted by 
assigning (at least) one bundle for each appliance (e.g., sensor, personal device). 
Each bundle is specialized in that appliance, hides its singularities and provides its 
functionalities in terms of an OSGi service. These functionalities may then be 
used by any other bundle, without these being specialized on how to use a particu-
lar one, i.e., they simply have to request a standard service.  

Jade agents [11], on the other hand, are used to implement highlevel behaviors 
(e.g., rule-based reasoning, case-based reasoning, decision making). Concretely, 
given the legal domain being focused, agents contain knowledge about the Portu-
guese Commercial Law, in the form of a set of laws. These agents thus take the in-
formation about the case and, depending on the type of the request, evaluate it and 
return a solution. Agents are tendentiously on the server side. 

 

  

Fig. 1 A simplified view of the architecture. A more detailed description is given in [13]. 

On the client side, an application was developed to act as an interface between 
the user and the server. This function allows the user to login or register on the 
environment (Figure 2). The same login information is used either on the mobile  
or the web site, creating a seamless information environment. This means that  
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the user may access his/her data (e.g., current case, previous cases, personal  
information) using a standard web browser, or he/she may access a lighter version 
of it and particularities on the dispute, under an ODR environment. 

Table 1 The system information 

Information Description 

Value (new) The value of the product or service when it was bought 

Value (used) The current estimated commercial value of the product or service 

Type of product The nature of the product or service (e.g., real estate, mobile, used, new). 

Date of purchase The date under which the product or service was made available to the 
customer. 

Date of event The date under which the defect was detected by the customer. 

Date of complaint The date under which the buyer communicates the defect to the seller. 

Delivery to Supplier The date under which the product is delivered to the seller, for repair.  

Temporary replacement The date under which a similar product or service is made available to 
the user to be used as a substitution of the product or service being re-
paired.  

Product return The date under which the product or service was returned to the custom-
er, after reparation. 

Event description A description of the type of defect detected in the product or service. 

Seller description A description of the seller.  

Additional information Additional information such as warranties or recipes. 

 
The computational construction implements three main functionalities: (1) it al-

lows the user to manage his/her personal information (e.g., contact information, 
address); (2) it permits the user to consult the solutions of previous cases, and (3) 
it lets the user to fill in a new case. When filling in a new case, the user can do it 
in two different ways, depending on whether he/she wants to simulate a given  
defect on a product or service he/she is considering buying, or there is an actual 
defect with a product that he/she has already bought. The table depicted below de-
notes the information that may be necessary for filling in a new case. Note that not 
all the information is mandatory, depending on the type of the request.  

When a request is sent to the server, the agents build a new solution. Once 
again, depending on the type of the request, the solution is provided in two differ-
ent ways. If the user is simply simulating an eventual malfunctioning (the simplest 
case), the solution is provided right away by the agents and shown on the mobile 
device. If, on the other hand, the user is looking at a solution in a case which may 
involve access to more multifaceted structured data, the solution is not provided in 
a hurry, once it must be validated by a human expert, as detailed in [6], i.e., the so-
lution will be available later, after validation. Thus, the user can access it through 
the mobile device or through the web site.  
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Fig. 2 The login interface and the application main menu 

2.2   A Scenario 

In order to highlight the main functionality of the application being developed so 
far, let us consider an example, as it is tinted on Figures 3 and 4; i.e., John, an 
English citizen, recently moved to Portugal for a few months and bought a PDA 
for domestic/private use. The contract that was celebrated is of buy/sell type. Oc-
tober 22nd, 2010, was the product delivery date. John finds a defect on October 
26th, 2010, and wants to guess the possible outcome if he decides to deliver the 
PDA to repair and/or substitution on October 30th, 2010. As evidence, John upl-
oads a warranty and a receipt, relative to the dates mentioned above. Concerning 
the defect, the buyer claims that the product does not fully comply with what was 
advertised (e.g., the seller said that the PDA has a GPS receiver, but it does not 
appear to be working). The supplier acts within the range of his/her professional 
skills and he/she is the producer of the artifact. 

 

 

Fig. 3 The first three instances of the interface used for filling in a new case 
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When the customer demands an explanation, there is some extra data that must 
be taken into consideration, namely his/her name and/or e-mail address, obtained 
on or after the system, and his/her current location, acquired from the mobile op-
erator. An XML file is then created that includes all the information so far attained 
which is stored in the user device (Figure 5). This, in turn, is received by the serv-
er, which analysis all the legal time-frames that apply in such a particular case 
(i.e., the software agents make sure that the legal time-frames are under the war-
ranty time-frame (11 days), that the limit of two months counted up since the date 
of the defect detection has been respected (7 days), and that less than two years 
passed since the date of the complaint). As the product was delivered for repair 
and/or substitution and all the legal time-frames have been respected, John is in-
formed that the supplier has two choices: either repair the product in 30 days (at 
most) at no cost or to proceed to the replacement of the product by an equivalent 
one (Figure 5). At this moment, John is aware of his rights regarding the current 
matter, according to the legal system of the country he is currently on.  

 

 

Fig. 4 The last three instances of the interface used for filling in a new case 

 

Fig. 5 A snapshot of an interface showing the result of the simulation and the XML file cor-
responding to the scenario considered 
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3   Conclusions 

As it has been seen in previous work, in general, rule-based systems are ideal to be 
used in definite legal domains, such as The Commercial Law. Indeed, a rule-based 
ODR system was extended under this setting, with a mobile tool that allows the 
user to access it, independently of his/her location. Moreover, this tool adapts the 
solutions provided according to the local legal system. What is proposed is a shift 
from a paradigm in which the user has to explicitly interact with an ODR tool in a 
specific manner, to a paradigm in which the ODR tool is always available to the 
user, independently of his/her location. Moreover, such tool adapts its response 
according to the user location. Thus, we can now speak of virtual environments 
for dispute resolution, empowered by mobile devices that will significantly im-
prove and personalize access to The Law. 
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Integrating Personalized Health Care and 
Information Access for Elder People 

Diego Gachet Páez, Juan R. Ascanio, Ignacio Giráldez, and Margarita Rubio* 

Abstract. The concept of the information society is now a common one, as op-
posed to the industrial society that dominated the economy during the last century. 
It is assumed that all sectors should have access to information and reap its bene-
fits. Elder people are, in this respect, a major challenge, due to their lack of inter-
est in technological progress and their lack of knowledge regarding the potential 
benefits that information society technologies might have on their lives. The 
Naviga Project (An Open and Adaptable Platform for the Elder people and Per-
sons with Disability to Access the Information Society) is an European effort 
whose main goal is to design and develop a technological platform allowing elder 
people and persons with disability to access the Internet and the Information Soci-
ety. NAVIGA also allows the creation of services targeted to social networks, 
mind training and personalized health care. 

Keywords: elderly, wellbeing, ambient assisted living. 

1   Introduction 

Today, developed countries have great difficulties with effective health services 
and quality of care in a context marked by the population’s ageing. This trend, as 
seen in Figure 1, has dramatic effects on both public and private health systems, as 
well as on emergency medical services, mainly due to an increase in costs and a 
higher demand for more and improved benefits for users, as well as for increased 
person’s mobility.  
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This demographic change will lead to significant and interrelated changes in the 
health care sector and technologies promoting independence for the elderly’s. As 
representative data, approximately 64% of the European population is made up of 
20 to 64 year olds, while the 65 and over group covers 17%. Thus, there are some 
4 working employees to every pensioner. On the other hand, it is estimated that 
the 20 to 64 year old group will decrease to 55% and the over 65 will increase to 
28% by the year 2050, making the proportion 1 to 2 instead of 1 to 4. Spending on 
pensions, health and long-term care is expected to increase by 4-8% of the GDP in 
the coming decades, with total expenditures tripling by 2050. 

People live longer in developed countries as a result of better living and health 
conditions. For example, in North America only 4.5 % of population over 65 years 
old lives in nursing homes, a percentage that has decreased in recent years.  

 
Fig. 1 Demographic change according to the foresight of the United Nations, 
http://esa.un.org/unpp (access: 06/12/2010) 

The elder population is constantly prepared for to age better due to a decrease 
in disability, resulting in the elderly’s being more active in their daily lives. De-
spite the improvement in conditions for coping with ageing and an increasingly 
active lifestyle, there are obvious changes that occur in behaviours and skills dur-
ing the latter part of life.  

These changes may include decreases in social relations and physical abilities, 
loss of memory, comprehensive and cognitive functions. Previous studies have 
shown that the ageing process is accompanied by a decrease in neuro-motor and 
cognitive functions. Compared to young people, the elderly’s demonstrate poor 
performance on tests, including reaction times, motor coordination, short-term and  
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complex or abstract conceptualization. In general, these changes result in a decline 
in the quality of life for the elderly’s. 

Another important impact that can be seen particularly in persons living in 
nursing homes is boredom. Participation in social activities does not necessarily 
improve this feeling and sometimes creates negative attitudes in participants, al-
though activities based on individual preferences can have positive effects and 
help to overcome boredom, increasing the quality of life for elderly’s. It is a chal-
lenge finding innovative activities that involve the elderly’s and encourage them 
to keep practicing with the activity. An adequate understanding of the disuse of 
motor and cognitive functions can help to prevent the decline in these skills and 
participation in activities based on individual preferences can reduce boredom. 
There is a real need for activities that address these two concepts, and these activi-
ties may be none other than for example mental exercises and social networks 
specially designed for elderly’s.  

The current trend is to improve the quality of life of older people not only ex-
tend the lifetime, the "gerontechnology" [1] is a very active discipline focused on  
improving the lives of elderly’s, considered as a special group of users whose par-
ticular skills and needs in social and cognitive levels should be taken into account 
during the design process of any technology solution focused on this group. We 
must also consider that older people often do not feel comfortable in handling a 
computer and the use of technological devices seems complicated for them.  
This problem may be worse considering the decline in cognitive, visual or motor 
abilities.  

The Naviga project (2009-2012) is an European initiative funded by the Euro-
star [2] R&D program and whose main objective is to provide these collective 
tools, devices and methods to enjoy personal autonomy and a better quality of life, 
to do that, within the project we are developing an integrated technology platform 
to provide Internet access through a computer or TV. In addition, the proposed 
platform will facilitate the incorporation of elderly’s and people with different 
functional capacity to the Information Society through the use of special devices, 
social networks, and applications to improve the cognitive ability or personalized 
health services. The consortium comprises five SMEs conducting research (in-
vestment min. 20% of annual turnover in R & D), a university and two end users 
(an hospital and a daily care health centre located in Madrid region) are also in-
volved in the project. 

2   Objectives of Naviga Project 

The Naviga project, through the use of information and communications technol-
ogy, intended to cover a range of social and health objectives aimed to improving 
access to Information Society by the elderly’s and people with disabilities. Within 
Naviga we will develop an open platform and adaptive technology for various 
purposes detailed in the following subsections. 
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2.1   Technological Oriented Objectives 

On the one hand, the development of an adaptive communication interface be-
tween user and computer or television, to facilitate the understanding of Internet 
and new technologies to people with a low-tech profile, while encouraging its use 
by providing a simple and friendly human machine interface. Also, this interface 
takes into account the integration with different support products on the market to 
ensure that users can use those techniques. Furthermore, the development of a 
platform that allows rapid creation of services and applications specifically for the 
elderly’s and disabled people with a common API.  

2.2   Social Oriented Objectives 

At the other hand, the main social objectives lies in the attempt to bridge the gap 
that prevents the elderly’s and people with disabilities access the Information So-
ciety. To do this, we are developing simple mechanisms for interaction between 
technical elements (computer, television or special input devices), and people, for 
example an accessible Web browser to improve usability through the use of alter-
native hardware to keyboard as for example voice commands. Also, the browser 
will be compatible with common support and aid products for elder people, also 
we are developing a social network among people with the same disability, where 
users can find people with common interests and concerns, and share information, 
experiences and advices. An example would be evaluate and recommend support 
products, as these aids often have a high cost and does not respond equally to all 
profiles of disability. 

2.3   Health Oriented Objectives 

Similarly, the Project will provides a range of health-oriented goals that help eld-
erly’s to keep active through mental training exercises, and otherwise assist staff 
medical (hospitals, health centres) in monitoring the treatment of these people 
from homes, in this case developing services and games that allow mental training 
(mind training), suggesting exercises to keep the mind active, and getting people 
to communicate and participate to a greater extent in their social community. This 
will prevent premature degeneration of mental activity, and improves the mood of 
older people with functional diversity by increasing the feeling of being useful to 
society around them. Although little is known about the perceived benefits of digi-
tal games for the elderly, there is a small but growing body of research evidence in 
support of the notion that digital games can have a significant positive impact on 
the elderly`s mental and physical health and wellbeing [3]. Some research [4] has 
showed the benefits of gaming for elderly people in several domains: stimulation  
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of social interaction and participation; enhancement of perceptual-motor skills 
(eye-hand coordination, dexterity, and fine motor abilities); improvement of per-
formance speed (basic movements and reaction time); information processing, 
reading, comprehension, memory, self-image, etc. and transfer of the skills ac-
quired in the games to other aspects of everyday routine like automobile driving. 

Development of personalized health services is also part of the Naviga’s objec-
tives, such as warning and reminder system for medication adherence through an 
automatic smart pill dispenser or rehabilitation physiotherapy through virtual real-
ity applications. In the latter case, the main goal is to recover the functionality of 
the hand of patients using a glove that makes measurements of the angles of each 
phalanxes up to 22 degrees of freedom with high accuracy. The device uses a 
strain sensing technology that transforms the movement of the hand and fingers to 
digital data in real time. 

3   Architecture of Naviga Technology Platform  

The technology platform being developed within the Naviga Project, see Figure 2, 
must solve two major technical challenges: 

 

Fig. 2 Naviga's Architecture Technology Platform 

Firstly, the connection to the platform in an interoperable way of different sup-
port products and communication interfaces, integrating health monitoring devices 
that generate medical alerts, fall detection systems and security alarms, and de-
vices that enable accessibility to users with motor or cognitive disabilities to  
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information and entertainment services, and advanced communications such as 
videoconferencing.  

The number of support products available in the market is very high, but often 
not compatible with each other or have the same degree of utility to different users 
who share a disability. It is therefore necessary to develop a common multi-modal 
interface that simplifies the integration between computer and any specific support 
product. It should also be taken into account the need for multi-channel access, al-
lowing Internet access through the computer, television or mobile devices.  

 

 

Fig. 3 A detailed High Level view of the Common Access Platform 

Second, the development of a set of tools for creating and deploying services 
and applications to ensure compatibility and rapid integration of new services and 
devices on the platform, while providing a common adaptive and easy to custom-
ize interface for user interaction. That is the function of a very important part in 
the Naviga’s technological architecture as is the Common Access Platform, see 
Figure 3, a shell running in place of the Operating System that implements several 
modules for Short Message Commands, Web File Download, Text-to Speech, etc. 
and all elements for manage future applications and services to be included in the  
Project.  
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The Naviga project aims to simplify the integration of new services and appli-
cations within the platform using freely available technologies that allow the  
subsequent adaptation of the code easily, so can still be used for further develop-
ments. Among the initial services of the platform, there are technical difficulties 
related to the application area. For example, the development of an accessible 
Web browser must be multimodal and interoperable in order to take into account 
the needs of all members of the group, which greatly complicates the solution 
given the diversity of users. Also, the use they make of the social network can be 
very different, both, use objectives (social relationships, share experiences, rec-
ommend support products) and access to services, must provide simple user inter-
faces, easy to use and highly adaptability to the preferences and characteristics of 
each person. 

NAVIGA platform provides an open system based on SOA (Service Oriented 
Architecture) that enables and facilitates the development of new applications and 
services that seamlessly integrate with existing modules without need of an expert 
knowledge of the lower layers architectures and languages. Also, open source im-
plementation based on Java EE and scripting languages like JavaScript, and com-
pliance with accessibility standards of the ISO and the recommendations of the 
WAI, ensure continuity of service and support the development of the platform. 

Designing the platform in conjunction with the devices ensures optimum per-
formance and response to user actions, as adapted interaction mechanisms must 
play sometimes very complex tasks from very simple input actions. The end-user 
participation in the project to determine more accurately their needs and desired 
objectives, and prototype validation during the development process in aspects as 
interface usability and effectiveness of associated devices, verifying compliance 
with the requirements. 

4   Expected Results 

As mentioned above, from the point of view of development, the project's ex-
pected results are:  

• A hardware interface device adaptable to all seniors and people with dis-
abilities enabling the interaction with computer or television. 

• A framework (tools and methods) for creating and deploying services and 
applications. 

• The development of services including a Web browser that allows access 
for elderly’s and disabled people to the Internet. 

• Two technology demonstrators in the field of e-Health and entertainment. 
• An analysis of business opportunities and business requirements (identi-

fying their strengths and weaknesses) for the successful commercializa-
tion of project results. 

During the running of Naviga project two case studies /scenarios will be imple-
mented, to demonstrate the functionality of the framework developed. One dealing 
with rehabilitation at home based on virtual reality, while another scenario will be 



40 D.G. Páez et al.
 

developed and evaluated in a care centre for elderly’s and people with disabilities 
aiming their access to the Information Society through the Web browser and in 
particular social networks and mental training. The scenarios will have real par-
ticipation of end users to validate the technological advances.  

Acknowledgments. The R+D+i Project NAVIGA described in this paper is partially 
funded by the Center for Industrial Technological Development (CDTI) as part of the 
"Subprograma Interempresas Internacional” (CIIP-20091007). 
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A DSL for Context Quality Modeling in
Context-Aware Applications

José R. Hoyos, Davy Preuveneers, Jesús J. Garcı́a-Molina, and Yolande Berbers

Abstract. Developing reliable context-aware applications remains a big challenge,
even after a decade of research in this area. Usually a lot of code is required to han-
dle an application’s correct behavior in a variety of different situations. Along with
a growing amount of code, also increases the risk of programming errors that may
lead to an undesired behavior in particular situations. In this paper we present a do-
main specific language (DSL) for developing context-aware applications. It allows
creating context quality models which are transformed into software artifacts of the
final application. This code generation saves time and effort, and helps to ensure an
appropriate autonomic behavior at runtime in inherently uncertain situations.

Keywords: Domain Specific Language, Context-Aware, Quality, MDD, Context
Quality.

1 Introduction

Developing adaptive and proactive context-aware [2] systems is a complex process.
It is a big challenge to achieve a reliable behavior and quality of service (QoS) in a
variety of circumstances. Not only the implementation, but the whole design phase
should unambiguously describe how the system should operate in different situa-
tions. Software engineering techniques like Model Driven Development (MDD) can
help to achieve this, using models at different levels of abstraction. These models
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can be expressed using well-defined languages called Domain Specific Languages
(DSL) from which model transformations can generate code. This process saves
time and effort to develop the system.

Pervasive computing is typically highly sensor-driven, but all too often so called
smart context-aware systems wrongly assume that the information they retrieve
from context sensors in the surrounding is accurate and relevant. Sensors are prone
to noise and imperfections, and context information can be ambiguous. Having
a notion of context quality helps to select reliable context sources, to be con-
fident about a particular context situation, and to trigger appropriate proactive
behavior.

The MDD approach has not been well exploited by the research community for
context quality modeling. With most tools mainly focusing on the business logic of
an application, it is very difficult to express specific context situations and context
quality requirements to define and restrict an application’s behavior.

MLContext is a DSL specially tailored to model context, which is part of an
MDD framework we are developing for context-aware systems [4]. In this work we
present an MLContext extension for context-quality modeling. With this extension,
to the best of our knowledge, it is the first DSL which lets the developer not only
model the context quality attributes but also the applications context quality require-
ments, keeping the context model details separated from the business logic details.
Another contribution is the domain analysis we carried out to define the quality
extension of MLContext. We have identified the most commonly used quality at-
tributes in the literature. We will also show how they can be combined to compute
context quality for aggregated contexts.

This paper is organized as follows. In section 2, a survey of current related work
is presented. In section 3, the main issues related to the representation of context
quality are analyzed in order to identify the elements for our DSL. In section 4,
the DSL is presented by means of an example. We also explain how the context
and quality models can be used for computing context quality. Section 5 shows
automatic generation of code from these models. Finally, in section 6, we end this
paper with conclusions and opportunities for future work.

2 Related Work

A UML-based structured model of context quality is presented in [10]. This ap-
proach provides quality parameters for sensor and context situations. It also includes
an aggregation model which describes aggregation of quality from sensor level to
context situations. These models are subjected to UML notation restrictions and
they can not specify in detail the context situations. Their aggregation model can
only specify which quality parameters are related to a context situation. This ap-
proach does not generate any code from the models. MLContext does not use a
separated aggregation model, as this kind of aggregation is implicit in our quality
model. This can be achieved by defining the quality requirements for each context
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Table 1 Quality attributes classification

Data acquisition Data representation Data usage
precision accuracy units format believability relevance
location timeliness understandability aliases completeness availability
coverage range comparability

situation because they are related with the quality attributes of the sensors. Another
approach for modeling context situations without quality requirements is described
in [1]. The authors make a distinction between a model of the environment (which
represents concepts that are relevant to the system and their relationships) and a
model of context (which represents facts, made machine interpretable through this
model). The first model is defined by using an ontology, and the second by using
the Resource Description Framework (RDF). A context is represented in the form
of a triple (e.g. <Adrian, hasLocation, Room01>). This kind of representation has a
low level of abstraction, and the authors report difficulties to model some advanced
relationships for constraints such as ”close to”, which can be easily expressed using
MLContext.

3 Domain Analysis on Context Quality Modeling

When defining a DSL, a domain analysis is required to identify the main concepts of
the language and the relationships between them. We have analyzed several existing
approaches [6, 7, 8, 9] on context quality with the aim of extending MLContext
with constructs for modeling and measuring quality in a context. These approaches
organize quality parameters in several dimensions, but they do not consider that
quality issues at low level (i.e. sensor data) are different from those at higher levels
of context (i.e. relevance and ambiguity) [5].

In some cases we found an overlap of quality attributes belonging to different
dimensions, and even a different interpretation for the same quality attributes (e.g.
accuracy and precision). We classified in Table 1 the most common quality attributes
based on three categories: data acquisition, data representation and data usage. This
classification is simple and avoids overlap. Our context model can be extended to
include new quality attributes.

• Data acquisition: these are directly related to the sensors that captured the infor-
mation and must be defined at the sensor level.

• Data representation: these are used to specify acceptable representations of in-
formation that can be correctly interpreted.

• Data usage: these define the context of the data acquisition itself to decide if the
data is relevant.

As a result of this domain analysis, we have identified the following concepts: en-
tity, source of context, provider, situation. An entity could be any person, place,
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physical or abstract object, or event relevant for the interaction between a user and
an application (cfr. Dey’s definition of context [3]). The value of the properties of an
entity can be obtained from a source of context. This context source is attached to a
physical adapter or provider. A situation is a set of constraints on contextual facts,
i.e. context information, so that when these constraints are satisfied in the sensed
environment, the situation is said to occur [1]. For example, the health status of a
patient could be composed of his temperature, blood pressure and pulse with ‘the
patient is ill’ being described with a constraint ‘temperature > 37oC’. The aim of
this work is to compute the global quality of this context situation based on the
quality of the pieces of context information it is composed of.

We have identified these requirements to extend MLContext:

1. The DSL must allow to express the following:

• Quality attributes of context sources
• Quality requirements for context-aware applications
• Different context situations to support behavior variability in the design phase
• Composition of complex context situations with aggregation of simple ones

2. The DSL must support inference of quality for aggregated contexts.

4 A DSL for Context-Quality Aware Applications

In this section we show how to model context quality using our DSL by means of a
simple example. Let us suppose a user is in his car and he is trying to find an open
gas station (e.g. in a 1 Km radius). There are four steps in our process of modeling:
(1) Model entities, (2) Define sources of context, (3) Specify providers with qual-
ity attributes, and (4) Model context situations with quality requirements. We use
the MLContext syntax for steps (1) and (2), and the MLContext quality extension
presented in this paper for steps (3) and (4). The MLContext abstract syntax and
concrete syntax is explained in [4].

Step 1: We will model the entities now. Our context model has three entities: the
user, his car and the gas station. The complex context of the user is composed
of three simple contexts of personal, environment and physical type. The property
”name” has a constant value ”John” and is supplied by the user. The ”location”
property value can be obtained from the GPS of the mobile pda source of con-
text. The ”time” property value can be obtained from the mobile pda source but
also from the system clock. The entity car has a simple context of environment
type with a property ”contains” expressing the fact that the user is in the car. The
value of the ”location” property of the car can be obtained from the car GPS source
of context. Finally, for the gas station entity, we have modeled its ”location”, the
”opening” and ”closing” times. We used the quality modifier to specify that the lo-
cation value is expressed in WGS84 format. The accuracy of ”0” expresses an exact
value.



A DSL for Context Quality Modeling in Context-Aware Applications 45

contextModel example1 {
entity user {

personal { "name" : "John" }
environment { "location" source: mobile_pda }
physical { "time" source: mobile_pda, clock } }

entity car {
environment { "contains" : user

"location" source: car_GPS } }
entity gas station {

environment { "location" : "38.0237616129431, -1.17448434233665"
quality: "units:WGS84, accuracy:0"}

social { "opening_time" source: shops_system_service
"closing_time" source: shops_system_service} } }

Step 2: Due to space constraints we only show the mobile pda context source. The
interfaceID keyword is a provider ID. The methodName statements are used to spec-
ify how the information is retrieved from the provider. ”getLocation” and ”getTime”
are used to obtain the location of the user and the current time.

contextSource mobile_pda {
interfaceID : "01-02-03-0A"
methodName : "getLocation" {

supply: user.location
returnValue: "coordinates"}

methodName : "getTime" {
supply: user.time
returnValue: "string"} }

The keyword returnValue specifies the type (format) of the returned value. The
car GPS and clock sources are defined in a similar way and are attached to providers
”01-02-03-0B” and ”01-02-03-0C” respectively.

We need another model for steps (3) and (4) to specify the quality attributes of
the providers and the quality requirements for our application. This is an application
dependent model, so following an MDD approach we define it separately from our
context model.

Step 3: Each of the methods for supplying context information can have differ-
ent quality attributes. Provider ”01-02-03-0A” is linked to the mobile pda context
source. This provider can supply the location of the user (via GPS) and the current
time, through the methods ”getLocation” and ”getTime”. In this example, we have
specified quality attributes for both methods. The location information is expressed
in WGS84 units with a precision of 0.1E-12, but an accuracy of only 0.0064 (i.e. a
600m error approximately). The timestamp keyword indicates that this adapter can
supply the time instant of the measurement. For the ”getTime” method, we only
specify that it provides the time using the SystemTimeDate units. Provider ”01-02-
03-0B” is attached to the car GPS context source. It has the same precision as the
mobile pda but better accuracy (300m error approximately). The clock quality at-
tributes are defined in a similar way but not shown here.

provider "01-02-03-0A" {
location : user
method : "getLocation" { units : "WGS84" precision : "0.1E-12"

accuracy : "0.0064" timestamp }
method : "getTime" { units : "SystemTimeDate" } }

provider "01-02-03-0B" {
location : car
method : "getLocation" { units : "WGS84" precision : "0.1E-12"

accuracy : "0.0023" timestamp } }
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Fig. 1 Accuracy radius for the gas station’s location

Step 4: We can now express the quality requirements for our specific context-aware
application. We are interested in finding a gas station near the user’s location. There-
fore, we can specify the following context situation:

situation open gas station is near {
#user.location == #gas station.location[accuracy="1", units="kilometers",

relevance="1.2"]
AND #user.time >= #gas station.opening time
AND #user.time <= #gas station.closing time }

The open gas station is near situation is based on three context facts, which are
specified by expressions concatenated by AND operators, so we compute the global
quality for this situation as the product of the quality value of each of them. The first
fact specifies that, if the user location and the gas station location are totally accu-
rate, we accept as valid any reported locations which differ at most one kilometer.
Of course, if the locations are not totally accurate, the quality of this context fact will
not be 100%. Relevance is also an important subjective quality requirement. The de-
veloper must be able to express that certain context information is more important
(relevant) than other ones and, therefore, its quality value has a higher contribution
to the global quality of the context situation. In this example, we can suppose that
it is more important to be sure about the distance from the gas station, because the
user is interested in reaching the gas station (perhaps due to a low fuel level) even if
he needs to wait until it is opened. The value of the relevance requirement is a factor
which amplifies the maximum difference between the real value and the reported
value of the location. By inspecting the models, the middleware knows it can obtain
the value of the user’s location property from the mobile pda source. The user is in
his car as may be inferred from the OWL-DL generated ontology, so the car GPS
can be added to the list of available sources for the user’s location property. In this
case, the middleware will choose the car GPS source because it has better accuracy.
Suppose the car GPS reports a 0,8 Km distance from the gas station (see Fig. 1).

Any user’s location inside the 1 Km radius from the gas station will report a
100% of quality value but, there is a possibility that the user’s actual position is
outside the radius. The grayed zone of the accuracy circle for the car GPS meets
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the requirements for the context situation we have defined. It represents a 83,33%
of the total surface. Therefore, the quality value reported by the middleware for this
fact might be 0,8333, but it is only 0,80 because of the relevance requirement.

The middleware can obtain the opening time for the gas station from the shops
system service. Let us suppose that this source provides the ”10:00” value for the
opening hour, with a 30 minutes accuracy. The current time (user.time) is ”10:22”,
so there is an 8 minutes interval in which the gas station might be closed. Therefore,
the quality of this context fact is 86,67%. The quality value for the last context fact
is 100% because current time is far from the closing time. The quality value reported
for the global context situation will be 0,80 x 0,8667 x 1 = 0,6934.

5 Automatic Code Generation

The MLContext engine automatically generates software artifacts of the context-
aware application from a context model. An OWL-DL ontology and Java classes
for context providers were generated for the OCP middleware as described in [4].
Whereas the generation of these Java classes was specific to OCP, the ontology
could be used by other middleware. In this paper, the ontology is used by the mid-
dleware to infer that the user is in his car and, therefore, the car GPS can be used to
obtain his position. An OWL class is created for each of the categories in the model
and a DatatypeProperty for each of their properties, taking into account the inher-
itance hierarchy. When a property refers to other entities (relationship), we create
an OWL ObjectProperty. With regards to the MLContext quality model, a quality
framework has been defined which can be used to provide functionality related to
the quality management to any existing middleware. Fig. 2 shows a partial view of
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Fig. 2 Model-based framework to generate software artifacts for context quality
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this framework and the generated artifacts by the MLContext engine. This engine
automates the instantiation process by generating Java classes for each context sit-
uation. These classes implement the interface ContextQuality which has a quality
method for computing the quality value of the situations based on the quality of their
context facts. The evaluation of the quality of a context fact is performed by a Con-
textFact Evaluator. It uses a Difference Evaluator which calculates the maximum
difference between the required value of a context property and the expected value
from the context source. The framework also includes a UnitsConverter, which can
change from some units to others, and a SourceSelector for selecting the (most suit-
able) best context source to obtain the value of a context property if it has more than
one source. Fig. 3 shows an excerpt from the generated Java code for the example
presented in this paper.

public class open gas station is near implements IContextQuality { 
  private float CF1; //user.location == gas station.location 
  private float CF2; //user.time >= gas station.opening time 
  private float CF3; //user.time <= gas station.closing time 
 
  public open gas station is_near () { 
    ContextFactEvaluator CFE = new ContextFactEvaluator (); 
    List<QualityReq> LOFQR1 = new ArrayList<QualityReq> (); 
    LOFQR1.add(new QualityReq("accuracy",QualityToolsPackage.OPEQUAL,"1")); 
    LOFQR1.add(new QualityReq("units",QualityToolsPackage.OPEQUAL,"kilometers")); 
    LOFQR1.add(new QualityReq("relevance",QualityToolsPackage.OPEQUAL,"1.2")); 
    CF1=CFE.evaluate("user.location", 
                     "gas_station.location",QualityToolsPackage.OPEQUAL,LOFQR1); 
    CF2=CFE.evaluate("user.time", 
                     "gas_station.opening time",QualityToolsPackage.OPGREATE,null); 
    CF3=CFE.evaluate("user.time", 
                     "gas_station.closing time",QualityToolsPackage.OPLESSE,null); 
  } 
  public float quality () { 
    float QualityValue; 
    QualityValue=CF1*CF2*CF3; 
    return QualityValue; 
  }} 

Fig. 3 An excerpt from the generated Java code

6 Conclusions and Future Work

In this work, we have presented a DSL specially tailored and designed for context
quality modeling following a MDD approach. It is platform independent, and the
application dependent aspects are defined in a separated model from the context
aspects, so the context model can be reused in different applications. The DSL al-
lows the developer to express not only objective quality attributes (like precision of
a source of context) but also subjective ones (like relevance of the context infor-
mation). We have developed an editor, with syntax highlight and code completion.
We have also written some MOFScript transformations to automatically generate
an OWL-DL ontology and Java code from the context model. Another contribution
is the domain analysis we have performed in the designing of our DSL. We have
identified the most used quality attributes in the literature and their existing relation-
ships. As a future work we are planning to extend the code generation to different
middlewares and to use the context model for predicting context situations.
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Non-intrusive Residential Electrical
Consumption Traces

Marisa Figueiredo, Ana de Almeida, and Bernardete Ribeiro

Abstract. An active trend of research consists of understanding how electricity
is used, namely for energy efficiency enforcement and in-home activity tracking.
The obvious and cheapest solution is to use an inconspicuous monitoring system.
Through the use of non-intrusive load monitoring systems, the signal from the ag-
gregate consumption is captured, electrical significant features are extracted and
classified and the appliances that were consuming are identified. In order to obtain
a precise identification of the device, the main requirements are an electrical signa-
ture for each device and a proper classification method. The information thus ob-
tained identifies appliance’s usage and specific consumptions. This paper describes
an on-going research aiming at the development and simplification of techniques
and algorithms for non-intrusive load monitoring systems (NILM). The first steps
in the implementation of a NILM system were already addressed, namely we are
performing an extensive study on the characterization of the appliance’s electrical
signature. The proposed parameters for defining an efficient electrical signature are
the step-changes in the active and reactive power and the power factor.

Keywords: Activity modelling, Appliance Identification, Feature Extraction,
NILM.

1 Introdution

In March 2007, the European Member States agreed on three common objectives
for tackling today’s energy and climate challenges until 2020, the so-called ’3x20’.
By 2020, the European Union should: reduce greenhouse gas emissions by 20%;
reduce energy use by 20%; achieve 20% of renewable energy in its overall energy
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supply. According to the European Environment Agency [18] the largest energy
consumption sector is the household sector (29% of the overall consumed energy).
Alerting the consumers of their true consumption behavior is a key action issue for
achieving the 3x20 targets. This means that end users must be aware not only of
the overall load consumption but also of how is the energy being spent. Such infor-
mation is also very useful for recent concepts such as Smart Grids and even more
so in-Home Activity Tracking, where an accurate and inconspicuous monitoring of
electrical appliances consumptions is required.

Currently the market offers load consumption monitoring solutions such as smart
meters and individual meters. A smart meter is a sensing device that supplies data
about the aggregated consumption without identifying which particular devices are
on. This limitation can be overcome by using an individual meter for each appliance
in the household. Nevertheless, at the moment, this turns out to be an extremely
costly and intrusive solution. A more viable solution for the monitoring of individual
electrical devices is a non-intrusive load monitoring system (NILM). A single device
is used to monitor the electrical system and to identify the loads of each appliance
without needing extra sub-measurements [14].

The main goal of a NILM system is to identify which are the appliances switched
on at a certain moment in time. Several works have shown that individual loads can
be detected and separated from sampling of the power at a single point (e.g. the elec-
trical service entrance for the house). Building such a system presents several chal-
lenges: the definition of electrical signatures for the appliances, the disambiguation
of the aggregate signal (feature extraction) and device identification (classification).
This data can be used for tracking of in-home activities (e.g. in order to capture
changes in the behavior and issue alerts for Alzheimer’s patients).

This paper presents an on-going research project that aims at the development
and simplification of techniques and algorithms for NILM systems. The first steps
in the implementation of a NILM system were already addressed, namely we are
performing an extensive study on the characterization of the appliance’s electrical
signature. The proposed parameters for defining an efficient electrical signature are
the step-changes in the active and reactive power and the power factor. The paper is
organized as follows: the next section describes the concepts behind a NILM system
and the electrical identification problem. In Section 3 a brief overview of the related
literature is presented. The following section describes the proposed approach and
the main research questions that are being addressed. Some of the results already
achieved are presented in Section 5. Section 6 concludes the paper.

2 Problem

The NILM concept can be described as a methodology which requires only a single
device to monitor the functioning of several electrical appliances by recognizing
the electric load related to each device. This must be achieved without increasing
the marginal cost of electricity and without the need for sub-measurements in each
appliance. This solution, in general, consists in three steps: signal sampling (current
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and voltage signals), feature extraction (information as active and reactive power
are extracted from the sampled signals) and appliance identification (classification
methods are used to identify the correspondent device) (see Figure 1).

Data Ac-
quisition

Signal
Analysis

and Feature
Extraction

Load
Classification

Energy
Estimation

and Activity
Inference

NILM

Sampled Electrical Signals Feature Vectors Appliance Identification

Electrical

Signals

Fig. 1 A NILM high-level system

There are two relevant issues related to a NILM system: privacy and accuracy.
The first arises from the fact that the NILM allows for the construction of consump-
tion patterns of a household. This is a sensible subject since, like all personal data,
this information can easily be misused (e.g., by the electric utility companies for
marketing campaigns). The accuracy issue, that will be our focus, concerns to the
correct identification of appliances when two or more of them are connected to the
same circuit. The task of developing a system as accurate as possible is a complex
one. This is mainly due to the similarity between device signatures, which so far
is dependent on the sensing meter used to collect data. This means that different
sensors obtain different value measurements. Nevertheless, general patterns seems
to exist even using different measurement devices [4].

The information provided by a system with these characteristics can be used by
the consumer and/or by a utility company. On the one hand, detailed information -
about which are the devices used and when - can be feed backed to the consumer. On
the other hand, this information can be used to trace electrical consumption profiles
which is useful in a number of research areas.

3 Related Literature

The NILM concept was introduced by Hart [14] (Electric Power Research Institute)
and by Sultamen (Electricité de France) [26], independently. Over the last decades,
due to the pressing environmental and economic issues, the interest in this area has
increased and the general theme was the focus of PhD theses as the one in [17]. In
1996, the first NILM system was commercialized by the company Enetics, Inc.

In order to accurately identify the appliances related to the occurring events, an
electrical appliance ID is necessary. Two types of non-intrusive signatures were pro-
posed by Hart in [14]: the steady-state and the transient signatures. The first are
deduced from the difference between value states in the signal. The latter ones are
based on the disturbance detected on the electrical signal by the turning on or off
of an appliance (or the noise induced in the signal by these events). To perform
steady-state detection is much less demanding than the capture and analysis of the
transients. Other advantages are the fact that we can recognize turning off states
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and even perceive when two different appliances are on at the same time. Due to
their advantages, steady-state signatures were used by several authors [14, 10, 5, 6]
mainly for residential load monitoring systems. Nevertheless, some limitations can
be pointed out as the impossibility to distinguish two different appliances with very
similar steady-state signatures. The small sampling rate can be also considered a
disadvantage: sequences of turning on loads during a period smaller than the sam-
pling rate are not registered. To overcome these limitations one can use transient
signatures that require a higher sampling rate. Since both signatures have their own
limitations, considering both for a study of a hybrid ID its an important question. In
fact, very recently, such distinctive mark has been considered by Chang et al. in [7].

Beyond the electrical devices signatures, signal analysis and classification meth-
ods are a major part of the system. Methods as 1-Nearest Neighbor, Decision Trees
[5], Least square criterion [16] and Artificial Neural Networks [8] are some exam-
ples of methods that have been employed to perform load classification. A sum-
marized state of the art on load monitoring methods can be found in [19] where a
comparison between the steady-state, harmonic and transient analysis is presented.

The inference of in-Home activities from the results of electrical load disam-
biguation is most useful for the “Ambient Assisted Living” research area. However,
only few works were found in the related literature. The work found in [3] proposes
an approach to detect activities of daily living, using as input the data provided by
the Watteco sensor. In fact, the existence of a NILM system can lead to the devel-
opment of healthcare products and electricity consumption profiles. However, the
potential of the NILM system is not restricted to these areas. Others feasible appli-
cations of the data provided by a NILM technique are: fault detection, monitor of
HVAC air filters [23, 20], and shipboard systems [25].

4 Research Objectives and Approach

The basic motivation for this research project is the study and prototyping of an
NILM system allowing for the identification of each device from the aggregated
electrical load. Currently, the strongest shortcoming comes from the difficulty in ob-
taining an accurate identification when more than one device with similar electrical
signatures are on. With this research, answers to questions like “Does the unit sig-
nature reach good identification accuracy?”, “How to deal with intermediate states
of some appliances?” and “How to handle with the simultaneous events?” are in-
tended to be studied. We investigate the possibility of overcoming this limitation by
using transient signatures. Therefore, this is the first research question that must be
answered in order to produce a more consistent electrical appliance ID. The study
starts with the analysis of both types of signatures separately. For this, the signal
needs to be sampled at a higher rate than usual and use existing databases in order
to extract the relevant features. To analyze the transient signal, some authors have
used the Fourier transform [21]. The Fourier transform is used to analyze stationary
signals, where the frequency content does not vary with time. However, the transient
signal is a non-stationary signal which does not have a constant frequency along the
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time, hence, if the time information is needed. Therefore, the Fourier transform is
not a feasible solution. To overcome this limitation, it is expected to apply wavelets
transforms to the transient signal since it is the more appropriate [2].

The next research step focus on the disambiguation of the aggregated signal.
The most adequate methods for this particular feature extraction context will be
studied. The features classification will be the obvious continuation. Again, after a
throughout study of the existing classification methods the most adequate ones will
be selected and adapted to this end. At present, the most promising one seems to be
the “Support Vector Machines” [24], the “Clustering by Compression” method [9]
(which has not yet been applied under this context). The most interesting fact about
this recent method is that it does not need previous information about the data, as
was showed by its authors in [9]. This is mainly due to the fact it is based on a
formal measure of similarity between files. It was applied to a range of areas such
as music and classification of fetal EEG signals [22] with considerable success.

This project main system is a tool to assist the iTEAM project team [1]. The
iTEAM project intends to build a framework to evaluate the impact of the “green
policies”. To achieve this goal the iTeam will develop a simulator using individ-
ual/household and organization/firm agents. Therefore, the development of behavior
models for the energy consumption, able to define activity profiles of the consumers,
is proposed. The input of the activity model will be provided by the output from the
NILM system.

5 Results

The study had to start by the formal definition and analysis of the steady-state sig-
natures since they are less demanding in terms of sampling rate and therefore are
the most used ones. A set of sequential samples will be identified as representing a
steady-state if the distance between any two samples of the set is less than a given
tolerance value. This threshold depends on the input signal and on the appliance in
study. Other variable parameter is the minimum number of samples needed for a
signal segment to be considered as a steady-state.

Steady-state signatures are deduced from the difference between states in the
signal. In [12] we propose a technique to analyze the step-changes in a signal for
the electrical signatures identification. The presented method is based on a relax-
ation and comparison of the areas on a step-wise electrical signal sampling. From
the original proposal, a simplification was obtained by keeping only the extreme
values already in the stable state and testing the new sample value against the pre-
vious ones. A paper presenting such an improvement was submitted to a confer-
ence [11]. The method starts be considering a sequence of n consecutive sampling
values, Y = {yi, i = 1, . . . ,n} already identified as a steady-state. By definition,∣∣yi − y j

∣∣ ≤ ε ∀i, j = 1, . . . ,n and i �= j, where ε > 0 is the defined tolerance. Let
yM = max{yi} and ym = min{yi} ,∀i = l, . . . ,n be the maximum and minimum val-
ues, respectively, for Y, and that yr (r = n + 1) is the next sample value. We proved
that yr maintains the stable behavior of Y if yM − ε ≤ yr ≤ ym + ε is satisfied.
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At this point some related concepts must be introduced: active power, reactive
power and power factor. In a simple alternating current circuit, current and voltage
are sinusoidal waves that, according to the load in the circuit, can be in phase or
not. For a resistive load the two curves will be in phase and multiplying their values,
at each instant, produces a positive result. This indicates that only real power is
transferred in the circuit. In case of a reactive load, current and voltage will be ninety
degrees out of phase, which suggests that only reactive energy exists. In practice,
resistance, inductance and capacitance loads will occur, so both real and reactive
power will exist. At last, the product of the root-mean-square voltage values and
current values represents the apparent power. The real, the reactive and the apparent
powers are measured in Watts, volt-amperes reactive (VAR) and volt-ampere (VA),
respectively. The relation between the three parameters is given by S = P2 + Q2

where S,P and Q represent the apparent power, the active and the reactive powers,
severally. The apparent and the real powers are also connected by the power factor.
The latter constitutes an efficiency measure of a power distribution system and can
be computed as the ratio between real power and apparent power in a circuit. This
ratio has values ranging in [0,1] (0 for purely reactive load and 1 for resistive load).

The above described method was applied in the analysis and recognition of
steady-states occurring in the active and reactive power signals and the power fac-
tor measurements. For each one of the different appliances tested was possible to
identify three different steady-states in the signal: one previous to the switch on of
any of the devices; one other corresponding to the appliances’ operation phase and a
last one occurring after switching off. In fact, one LCD in particular presented four
different states since it was possible to identify the steady-state related to the LCD’s
standby mode [11].

The features extracted were used as an electrical distinctive characterization of
appliances from a signature composed by information of active, reactive powers
and power factor. To evaluate the effectiveness of this signature, data from a set of
appliances were collected and classified using SVM and 5-NN classification one-
against-all tests, as well as SVM multi-class [15] classification tests. In average, an
accuracy around 96% for the Linear SVM, 97% for the RBF SVM and 99% for
the 5-NN were obtained. Rather, the SVM multi-class presented very low accuracy
values, around 40%. These results, reported in [11], indicate that an accurate identi-
fication of the devices can be, in fact, accomplished.

The present phase consists of collecting data in order to perform more ambitious
tests, including the major test that consists of using several appliances switched on
simultaneously. Only after completing this study will the transient signatures be
studied in the same systematic analysis. Finally, the integration of both approaches
in a single hybrid signature will take place and its effectiveness will be accessed.

The planned progress of the project can be impaired by the availability of spe-
cialized equipment to acquire the transient information. In order to do so, as stated
above, the signal needs to be sampled at a high rate. The use of existing databases
in order to extract the relevant features, to proceed with the study, can be a possible
way to overcome this shortcoming.
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6 Conclusions

The requirements of automatic solutions for the identification of electrical appli-
ances can be fulfilled by a NILM system, which can also be used in a household
electrical management system. This type of system is based on the definition of the
electrical signature for each device, which must allow to achieve an accurate identi-
fication. The research project here described aims to achieve this goal by proposing
a hybrid signature. This electrical ID must be precise enough to allow for a com-
putationally simple enough implementation in order to be effective. Despite of the
fact that the central goal to be the most accurate identification of appliances, there
are other satellite questions related to privacy issues and hardware solutions. The
output data of a NILM system can be used for several areas, from energy manage-
ment systems to marketing campaigns of utility companies or even to residential
surveillance[13]. Other open issue is related with the hardware associated to the
implementation of an innovative NILM system. For instance, the NILM solution
software can be either embodied on a non-complex and physically small device sys-
tem or run on a computer unnoticed, using mobile technologies to acquire the data.
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Social Presence in Immersive 3D Virtual 
Learning Environments 

Minjuan Wang, Sabine Lawless-Reljic, Marc Davies, and Victor Callaghan* 

Abstract. Ambient Intelligence (AmI) has historically addressed the interaction of 
people with computer controlled physical worlds. More recently, there has been 
interest in their virtual counterparts, such as SecondLife in which humanoid ava-
tars interact with each other and their worlds in ways that are analogous to our re-
lationship with the physical world. Virtual and physical worlds can have complex 
relationships ranging from either each augmenting the other, to the provision of 
services, such as eLearning. Virtual-Reality extends eLearning environments (eg 
regular audio, video, and text,) by enabling abstract concepts and entities to be 
given tangible forms within the virtual world. Also, students and teachers take the 
form of avatars allowing them to employ avatars to establish their social presence 
in a wide variety of ways. This paper introduces two popular virtual reality tools, 
presents a comprehensive review of the literature related to social presence and 
describes our practical work in progress towards constructing a mixed reality  
iClassroom. 

Keywords: social presence, virtual learning environments, Second Life. 

1   Introduction 

Ambient Intelligence (AmI) describes environments in which intelligent computer 
processes mediate and enhance the interaction between people and technology. 
Initially the focus was on controlling physical environments but more recently 
there has been interest in their virtual counterparts, such as SecondLife which  
are mirrors of the physical world based on 3D dimensional multiple-user virtual 
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environments (MUVE). Such online immersive systems have their roots in earlier 
simulation and games technology and represent the convergence of the internet, 
social networking, simulation, and online gaming. Online applications are becom-
ing increasingly social, offering multiple-participant options and social implica-
tions as typified by social networking games (e.g. World of Warcraft and Final 
Fantasy) and smart classrooms (e.g. the SJTU “Natural Classroom” [1]). The 
growing importance of online virtual environments is illustrated by reports such as 
that from Gartner, Inc. analysts [2], which predicted that “80% of internet users 
will be active in a virtual world by the end of 2011” and by the Pew Foundation 
which reported that “97% of teens play computer, web, portable, or console 
games” and that their gaming experiences “include significant social interaction 
and civic engagement” [3].  

Another trend in virtual worlds is to provide more intelligent and engaging 
characters and environments together with more social iteration and an increase in 
user-generated content, effectively strengthening the users’ sense of ownership 
and belonging in the environment [4]. 

2   The Technological Tools - Virtual Environments 

In our work we use Second Life, and its derivative, RealXtend, as our virtual envi-
ronment. However, these were not the first 3D social virtual worlds to be 
launched. Active Worlds came online in 1997 and quickly developed Active 
Worlds Educational Universe (AWEDU) to support its growing educational com-
munity. More recently, with the arrival of free open-source virtual world construc-
tion toolkits such as RealXtend, Unity 3D, Open Cobalt, OpenSim, Wonderland 
and Metaplace there is a growing number of virtual worlds that have been devel-
oped by individuals. In this paper we focus on Second Life and RealXtend (de-
rived from Second Life), that we will introduce in the following sections. 

2.1   Second Life 

Second Life® (SL), launched in 2003, is a three-dimensional virtual world which, 
as of July 2009, had about 19 million users. The SL platform can be regarded as a 
merger of social networking tools (eg MySpace and Facebook) and online mas-
sively multi-player video games technology (egNeverwinter Nights, the first truly 
graphical multi-user role-playing games introduced in 1991 or EverQuest, released 
in 1999, and credited for introducing massively multiple-user online role-playing 
games mainstream to the West).  

Second Life was created using the Linden Scripting Language (LSL), a script-
ing language similar to C. In January 2007, Linden Lab opened the source code to 
its client software, which runs on Windows, Mac OS X, and Linux. It is this client 
that users download on their PC to log into the virtual world of SL (for system re-
quirements, see http://secondlife.com/support/system-requirements). SL exists on 
server farms which use Intel and Advanced Micro Devices computers located in 
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geographically distributed facilities in the USA. Linden Lab’ servers run Debian 
Linux and the MySQL database. 

SL is a simulation based on physical metaphors of virtual worlds on virtual 
lands (geographic areas). Each geographic area represents a 256x256 meter region 
which runs as a single instantiation of a software process, called a simulator or 
"sim.. As the user's avatar moves through the world, it is handled off from one 
simulator process to another. When users buy or rent virtual lands in SL, they are 
indeed leasing software resource on a server.   

Although used as a game by some users, SL was not built as a game platform, 
rather as a social interaction environment. SL, like Active Worlds and China’s 
HiPiHi, is a socially-driven system. Although some scholars may disagree, Mead-
ows has argued that users enter a completely metaphor-free environment in which 
rules are emergent and roles are entirely social [5]. Following the current gaming 
trend to increase content authoring by users, SL allows players to create content 
with user interface (UI) tools and modification software, and even ‘hack’ certain 
aspects of the platform’s operating system to modify media and architecture, and 
the behavior of the avatars.  

In order to be in SL, users must create a 3D alter ego called an avatar. Once 
logged in, the user has access to a UI that gives the avatar a rich sense of presence 
‘in world,’ in the sense that SL allows people to interact via several senses such as 
creation of objects and landscapes, the manipulation of their appearance and be-
haviors and a rich array of communication modes between user/avatars including 
text, speech and avatar body language. This paper explores the effects of avatar 
social presences in the context of distance education. 

2.2   RealXtend 

For the practical development of our mixed realityiClasswe useRealXtend [6]. 
This is open-source virtual world software, (programmed mainly using C# and Py-
thon). Its derived from the OpenSim (a.k.a. Open Simulator) project [7] which was 
based on code from Second Life [8] which allows us to benefit from the detailed 
graphics (i.e. realistic avatars and landscaping) of the popular online virtual 
world.  As RealXtend is open-source we have complete access to modify any part 
of the software code. While RealXtend by itself solved our problems for landscap-
ing worlds and avatars, it didn’t contain models for creating realistic three-
dimensional objects.  To overcome these issues we turned to two free services 
provided by Google, specifically the Google SketchUp 7 graphics editing suite, 
and Google 3D Warehouse, a vast online repository of three-dimensional models 
created by people using SketchUp, most of which are also free to use [9]. 

2.3   A Mixed Reality Intelligent Environment 

Previous research applied AmI to creating smart-classrooms which have both a 
physical and online form [10]. Interaction both in, and between these environ-
ments can be undertaken using what is labeled mixed-reality. Using RealXtend we 
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designed and built a three-dimensional virtual world to act as half of a mixed real-
ity iClassroom the other half being the physical iClassroom. The physical iClass-
room contained numerous hollow walls and ceilings which were outfitted with a 
myriad of embedded-computer based technologies, including both sensors and ef-
fectors.  All of the technologies used in the iClassrom are wrapped into a generic 
OSGI UPnP framework. RealXtendcan be augmented through the addition of Py-
thon scripts to add advanced features into the default world. Most of these func-
tion by being attached to specific prims (objects) in the virtual world.  Whenever a 
prim is interacted with it then automatically runs the attached script code associ-
ated with the interaction method. Several Python scripts were created, including a 
bridge allowing real-world X-10 enabled devices (wrapped into a OSGI UPnP 
framework) to be remotely controlled using virtual counterparts and vice versa.    

As RealXtend is based on Second Life the software has inherited the multi-user 
properties of an online virtual world, which have been passed on to the iClass-
room’s virtual environment. By allocating each online student with their own cli-
ent avatar the iClassroom can be simultaneously inhabited by a collection of local 
and remote students, both of whom can interact with the class from anywhere in 
the world (via a computer or smart-phone with an internet connection), potentially 
allowing users from multiple age-groups and/or culture access to the environment. 

3   The Pedagogical Issues - Virtual Reality and Social Presence 

Previous research has emphasized the importance of presence in face-to-face edu-
cation and of instructor presence in distance education. Virtual Reality goes some 
way to enabling presence as it enables users to engage in mediated social interac-
tion including a full range of social interaction and contacts [9]. The popularity of 
SL has inspired many colleges and universities to explore usage of SL for hybrid 
and distance education, although, to-date, there has been very little research to jus-
tify the adoption and many questions remain unanswered regarding the educa-
tional value of social ‘presence’ in the form that virtual reality enables and even 
whether and how it might benefit institutions of higher education and their stu-
dents [10] [11]. However, within a wider context researchers have demonstrated 
that computer-mediated communication (CMC) and multi-user virtual environ-
ments (MUVE) are capable of projecting social presence. It has also been argued 
that MUVEs offer more presence affordances than other forms of CMC in that 
they are designed to foster social interaction and the formation of groups and 
communities. They have the potential to “significantly reduce the subjective feel-
ings of psychological and social distance, often experienced by distance education 
participants” [10]. Thus, offering courses via SL would allow for a rich and com-
pelling learning environment while maximizing distance learning benefits, such as 
reaching nontraditional students and promoting international collaborations.  

The ‘distance’ in distance education implies that physical and geographical 
separation is correlated with psychological and social distance. It is therefore 
tempting to assume that students feel disconnected and isolated from the instructor 
as the physical distance grows between them. However, the nature of the technol-
ogy or medium used in delivering instruction possesses its own distance measure 
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[12] and Moore suggests it being more useful to consider distance education as 
pedagogical distance [13]. Moore also argues that pedagogical, or ‘transactional 
distance’ (TD) is a function of two sets of variables, structure and dialogue (‘con-
structive interaction’). Hence, the manner in which a program is designed and 
conducted can result in higher or lower levels of dialog between the learner and 
the instructor.  

3.1   Immediacy  

While TD refers to pedagogical distance, and is dependent on three dimensions—
structure of the program, dialogue between teacher and learner, and social pres-
ence—immediacy focuses more on the dialogue part of TD. Immediacy is the  
perception of physical or psychological closeness between communicators and is 
observed by approach and avoidance mannerisms which include verbal and 
non-verbal behaviors [14]. Within this framework, immediacy is a set of measures 
of behaviors employed in association with instructional transactions. Research on 
instructor immediacy suggests strongly that teachers adopting appropriate imme-
diacy behaviors facilitate interaction and reduce psychological distance [15]. New 
interactive and immersive technology such as SL may enable more immediate  
instructional transactions between teacher and learners than traditional online plat-
forms. Immediacy is a variable of social presence, a construct that is also influ-
enced by the amount of information transmitted, words conveyed, and the context 
of the communication.  

3.2   Social Presence 

In some ways, the rise of virtual realities and allied new media reopen debates of 
the 1980s and 90’s between Richard Clark, Robert Kosma and others [16] in 
which advocates Clark's position generally claimed that media functions primarily 
as conduits for instructional strategies and had few instructional effects of them-
selves. Kosma and his supporters [12] argued that different media enabled differ-
ent and often specific instructional strategies and that some media were more  
effective enablers of some strategies. More importantly, Kosma believed that 
emerging digital multimedia would be able to approximate or stimulate many me-
dia modalities (e.g., audio, video, text, print, photos, video). These arguments 
foreshadowed current debates about what a 3D persistent virtual world adds to the 
teaching and learning experience. We are now questioning how to achieve quality 
and effectiveness of presence in education when mediated in SL. Arguably, the 
“immersiveness” of SL would constitute a psychological advantage.  

Social presence reflects the degree to which a person is perceived as ‘real’ in a 
mediated communication. Social presence theory is a seminal theory of the social 
effects of communication technology [17]. Social presence is conceived to be a 
subjective quality of a medium that cannot be defined objectively. Short et al. [23] 
regard social presence as a single dimension that represents a cognitive synthesis 
of several factors such as capacity to transmit information about facial expression, 
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direction of looking, posture and non-verbal cues as they are perceived by the in-
dividual to be present in the medium. These factors affect the level of presence 
that is the extent to which a medium is perceived as sociable, warm, sensitive, per-
sonal or intimate when it is used to interact with other people. Virtual reality (VR) 
technology is about ‘being there’: presence is therefore partly to do with the tech-
nology and partly to do with the users’ state of mind.  

3.3   Co-presence 

Social presence is the feeling that other persons are present even though the char-
acteristics and behaviors of those persons may be represented and observed via 
mediated communication rather than physical proximity and direct observation. 
Schroeder [22] suggests that more immersive VR systems enable a greater sense 
of presence and co-presence. However, the technology of the virtual environment 
can influence what the participant does: “the person using the desktop system 
[such as Second Life] may focus on communication, whereas the more immersed 
person may focus on navigating and manipulating the objects”. Technological ef-
fects also exist within lower-end systems such as internet-based desktop virtual 
worlds: bandwidth, communication capabilities, and ease of navigation. Conse-
quently, certain technology, social factors and personal skills might interfere with 
the creation and maintenance of interpersonal relationships and reduce co-
presence. Schroeder [21] also identifies differences in co-presence variables  
based on short-term interaction or long-term interaction. Research on short-term 
interaction might investigate common foci of attention, mutual awareness and col-
laborative task performance whereas research on long-term interactions might  
investigate phenomena such as persistence of character, of groups, and of the envi-
ronments; choice of social rules and conventions; and the relation between real 
and virtual.  

3.4   Instructor Immediacy 

Although co-presence is essential to the creation of a sense of classroom commu-
nities or learning communities, the role of the teacher or the instructor (as a co-
present agent) in virtual learning environments is not well-researched. Mehrabian 
[14] introduced the concept of immediacy as an indicator of attitudes in verbal 
communication. He defines immediacy as the measure of the psychological dis-
tance which a communicator puts between himself and the object of his communi-
cation [19]. He also refined the concept of immediacy in terms of ‘principles of 
immediacy,’ which states that “people are drawn toward persons and things they 
like, evaluate highly, and prefer; and they avoid or move away from things they 
dislike, evaluate negatively, or do not prefer” [20]. Just as instructor behaviors or 
lack thereof may influence physical approach and avoidance behaviors, they can 
also be conceived as an influence on the psychological distance between people 
[15][20]. Thus, immediacy can be thought somewhat metaphorically as the per-
ception of physical and psychological closeness between communicators. Verbal 
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immediacy behaviors include calling students by name, using inclusive pronouns 
(e.g., ‘we’ rather than ‘I’), inviting the use of one’s first name, participating in  
unrelated small talk, using humor, providing feedback to students, and asking stu-
dents for feedback. Nonverbal immediacy behaviors include gestures, vocal vari-
ety, smiling at students, displaying a relaxed body posture, moving around the 
classroom, speaking with outline only, removal of barriers, appropriate touch and 
professional casual dress [15] [21] [22]. 

3.5   Presence in Second Life 

Second Life provides similar audio presence to video conference style online 
learning but differs in that there is no video of the participants, rather people are 
replaced by their graphical animations; avatars. The simulated physicality of vir-
tual worlds and the embodied presence of avatars as agents of users facilitate be-
havioral displays and the appropriate adjustment of these displays to psychological 
circumstances in real time.  This enables user expression via the avatar of behav-
iors communicating internal states.  The avatar may also display behaviors (as an 
actor would) that are appropriate to a situation, but are acted or faked. User vocal 
expressions can be projected almost unaltered into Second Life and appear to 
other observers to be collocated with the user’s avatar.  Body language and facial 
expressions are either expressed autonomously by the avatar’s software routines 
(e.g., low-level gesturing with hands, blinking and slight smiling), Eyes generally 
gaze in a direction determined by cursor location, reflecting mouse position.   
More explicit facial displays and body movements such as laughing or frowning, 
hand waving, or pointing require explicit execution by the user of keyboard short 
cuts.  Thus, with current SL technology, the appropriateness of avatar expression 
is to a considerable degree a practiced keyboard skill rather than a direct projec-
tion of bodily movements.  One implication of this current state of the art, is that 
instructors might exaggerate expressions, or alternatively elect expressions that do 
not reflect their current ‘true’ dispositions. In any case, instructors skilled in SL 
technique are well equipped to control the display of immediacy behaviors of their 
avatars and thus potentially control the psychological distance between them and 
the students.  

4   Conclusion 

In this paper we have explained how there is an increasing interest in extending 
the use of technically enabled environments commonly found in AmI, from physi-
cal to the virtual. We have introduced tools such as SecondLife and its derivative, 
RealXtend that enables virtual worlds to be built. We also explained how regular 
physical AmI environments can be linked to their virtual counterparts creating so-
called mixed reality environments. We described an important application of such 
environments, distance learning, and discussed the issues that influence its effec-
tiveness; notably social presence and immediacy, explaining how technology may 
enhance or detract from these. In particular we noted that whereas most research 
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questions of the last century regarding educational implications of immediacy and 
social presence focused on the instructor as the person of interest, social network-
ing software that connects hundreds of millions of users online demands the tradi-
tional focus be broadened to all members of learning communities. From our work 
it is evident that virtual reality-based avatars challenge early paradigms for re-
search on social presence and immediacy in two ways: the source of communica-
tion control and the dominant instructor as source of immediacy. The Networked 
Minds paradigm exemplifies new lines of inquiry that emerged in the 1990’s that 
extend beyond immediacy behaviors to measure emotional and cognitive states, 
and collaborative dispositions. With these new perspectives and new instrumenta-
tion, researchers will better be prepared to investigate complex communication 
modalities and media that integrate and filter sensorimotor, cognitive, and affec-
tive cues of communicators which will all need to be accounted for in mixed real-
ity AmI social spaces, such as online learning.  

Clearly venturing into virtual environments will expose many new challenges 
for AmI systems and whilst this work is at an early stage, we hope the insight pro-
vided in this paper will be helpful to those considering working in this area of 
AmIsystems. 
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A Digital Secretary for Smart Offices Setup Up 

João Laranjeira, Carlos Freitas, Goreti Marreiros,  
Carlos Ramos, and João Carneiro* 

Abstract. In Ambient Intelligence paradigm, helping people in their daily routine 
tasks is a priority that has to be accomplished. People have less availability and 
the number of devices is growing, so some kind of autonomy must be given to the 
environment. In this paper we expose a system able to prepare meeting rooms for 
the execution of several kinds of events. Our proposal is based on an agents’ 
community that performs in an autonomous way the operations required to setup 
the meeting room to a specific, including the configuration of software and hard-
ware. The agents are autonomous and fulfilled with capabilities to prevent soft-
ware and hardware failing. The proposed digital secretary was tested in LAID 
(Laboratory of Ambient Intelligence for Decision making) present in GECAD and 
it was able to promote the environment autonomy. 

1   Introduction 

Ambient Intelligence (AmI) deals with a new world where computing devices are 
spread everywhere (ubiquity), allowing human being to interact with physical 
world environments in an intelligent and unobtrusive way [9]. AmI can be intro-
duced in several different environments and involves many different disciplines, 
like automation (sensors, control and actuators), human-machine interaction and 
computer graphics, communication, ubiquitous computing, embedded systems 
and, obviously, Artificial Intelligence. In the aim of Artificial Intelligence, re-
search expects to include more intelligence in the AmI environments, allowing a 
better support to the human being and the access to the essential knowledge in or-
der to make better decisions when interacting with these environments [9].  
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Group decision making is, by definition, an excellent area that demonstrates the 
potential of Smart Meeting Rooms (SMR) [6]. Considering group decision mak-
ing, in which meetings will be distributed by various places and/or in rooms filled 
with devices and sensors, meetings places arrangement tend to be monotonous and 
time consuming. Smart Offices (SO) concepts, a subdiscipline of AmI, emerged 
with the promise to optimize/improve interactions with such tools and also to 
minimize the users’ effort [6]. We will now analyse some of the definitions pre-
sented in literature. Le Gal C [5] defined a Smart Office as an environment that is 
able to help its inhabitants to perform everyday tasks by automating some of them 
and making the communication between user and machine simpler and effective. 
Marsa-Maestre et al [7] defined Smart Office concept as an environment that is 
able to adapt itself to the user needs, to release the users from routine tasks they 
should perform, to change the environment in order to suit their preferences and to 
access services available at each moment by customised interfaces. Ramos et al 
[10] defined Smart Office concept as an environment that is able to reduce the de-
cision-cycle offering, for instance, connectivity wherever the user is, aggregating 
the knowledge and information sources.  

There are several projects exploring SO concept and Active Badge [11] was the 
first approach. Monica Project [5] intends to anticipate user intentions and aug-
ment the environment to communicate useful information through user monitor-
ing. In Intelligent Environment Laboratory of IGD Rostock [3] is intended to cre-
ate an interactive environment based on multimodal interfaces and goal-oriented 
interaction differing from other systems that normally use a function-oriented  
interaction. Sensor-R-Us is placed in the University of Stuttgart [8] and this appli-
cation is useful in order to know the position and status of persons and other in-
formation about the room, such as the temperature, its availability or the number 
of meetings that a person has in a specific day. EasyMeeting [1] explores the use 
of FIPA agent technologies, Semantic Web ontologies, logic reasoning, and secu-
rity and privacy policies. Its goal is to create a smart meeting room that can facili-
tate typical user activities in an everyday meeting. Considering that routine tasks 
must be performed in an autonomous way we present an agent based on digital 
secretary that aims to prepare a SMR for the reception of events, for instance pres-
entations, decision-making meetings using GDSS’s. Such events require tasks like 
connecting servers and workstations, running applications that are used in process, 
connecting/adjusting audio and cameras. We aim to set up such routines in an 
autonomous way. With this digital secretary the SMR will automatically adapt it-
self to an event context. The user can perform such action by scheduling events or 
triggering them when he is inside of the room. A scalable approach, give to users 
the power to build new routines and increase the room autonomy were our main 
goals. In this paper we will demonstrate the system architecture and the users’ in-
terfaces. Then, in experiments section, the digital secretary that we propose in this 
paper is applied and tested at LAID, a SMR presented in GECAD. Conclusions 
and future work are given in the last section. 
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2   MeetingRoomSetup System 

MeetingRoomSetup System aims to give meeting rooms the ability to prepare  
itself for the reception of events. Implemented events include presentations, meet-
ing’s assisted by GDSS, idea generation meeting and choose and selection of al-
ternatives meeting. All mechanisms will be activated to perform the tasks required 
to trigger the event. These processes are performed by the agents’ community that 
approach the problem in a cooperative way, in order to adapt the environment to 
the desired context in an autonomous way. 

In order to achieve these goals we propose a model based in 3 concepts: Tasks, 
Routine and Services. Tasks represent all the possible events that can occur, such 
as presentations, idea generation meetings, choose and selection of alternatives 
meeting, etc. Routines can be seen as repetitive operations that must be performed, 
launching a software, hardware or alerts, run the same applications in several 
computers, connect some computers, send alerts to the administrator. Finally, ser-
vices are atomic operations which have as a function the activation of software, 
hardware or sending an alert, such as, connecting this computer, running a specific 
application in a specific computer or sending email to administrator. 

In terms of architecture MeetingRoomSetup is composed by two main compo-
nents: MeetingRoomSetupWeb and a community of agents. There are three sec-
ondary components: a database, an application of management for agents and an 
application of BackOffice to the management of the system data. 

In the following subsection we explore the proposed architecture, its compo-
nents and the interactions among different components. 

2.1   Architecture 

Fig. 1 represents the architecture of the system. The architecture is composed by 
an agents’ community implemented using Open Agent Architecture (OOA) 
framework, a relational database and several interfaces of access to different users. 

In the agents community we have introduced 3 kinds of agents, including task 
agents that represent events that can occur in meeting rooms; routine agents who 
represent a group of tasks that need to be performed in order to achieve a task, 
which can connect computers, servers, run applications, etc; and service agents 
that represent small services, for example connect a computer, send email to sys-
tem administrator, turn the sound on, etc. Such agents’ structure enables the users 
to define new events that the environment can receive; the administrator can per-
form such task by reusing routines or even by personalizing new ones by selecting 
small operations (services) already existent. They are also able to develop new 
agents and introduce them in the environment and in the community. The agents’ 
community is coordinated by the agent facilitator (1), responsible to deliver the 
messages to the right agent. Computers present in the environment are activated 
by agents inside the community, once started they have agents who run locally 
(agents service). The purpose of these agents is to execute operations that must be 
performed locally. 
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the digital secretary is able to perform 3 different tasks: presentation, idea genera-
tion and idea selection. For each task there is an agent task associated. They com-
municate with others agents with the purpose of these agents activate the system. 
Agents task knows the start date, end date and all resources needed to start the 
task. Agent Routine represents a routine in the system. The examples of routines 
are: connect computers, send alerts, run applications, among others. Each agent 
routine is responsible for one routine. For example, “agent alert” knows that we 
must alert 5 users, so he send 5 requests to “agent email” that is responsible by the 
service of sending emails. Agent Service represents a service in the system. Ex-
amples of services are: connect computer 12, run Firefox browser, send email to 
user admin, among others. Agent service receives a request of agent routine and 
executes this request with the purpose of preparing the room for an event. These 
agents are terminal agents because they don’t send request to others agents - they 
execute services. There is an agent service that is special – the AgentSearchTasks. 
This agent constantly searches for scheduled tasks. When this agent finds a task, 
launches it in system then. All agents of this community are prepared to prevent 
software and hardware’s failure that affect the proper operation of an event. For 
example, if a computer fails then the agent will connect other computer to prevent 
a wrong task operation. The main motivation to use agents in this system was to 
take advantage of the characteristics of persistence, autonomy and proactivity as-
sociated with the agents. Other components allow maintaining a scalable system 
that features can be extended by users. Together they endow the environment with 
the capability to resolve problems that may arise. 

2.3   MeetingRoomSetupWeb 

The aim of MeetingRoomSetupWeb (5) is to help the user to get all functionalities 
of the system. Users (9) inside the environment are able to access all functional-
ities of the system, whereas the external user (10) may only access scheduling 
functionalities, view tasks and cancel tasks. Through this application, administra-
tors are able to control all tasks carried. External users must pass through an 
LDAP server (4) authentication. Beyond functionalities of external user, internal 
user may start or stop a specific task. Internal users are considered authenticated 
just by being in the environment and have access to MeetingRoomSetupWeb.  

In Fig. 2 we can see the connection of the computer’s process. In this example 
the problem that we want resolve is to prepare our test case environment, LAID, to 
a presentation. Before this process, a task agent (AgentPresentation) receives a re-
quest from the system to start a presentation. In the first step of this process, 
AgentConnectPCs (agent routine) requests to local agent (AgentConnectPC) to 
connect and this agent “wakes-up” the computer (PC22). After this, AgentCon-
nectPCs (agent routine) verifies if the local agent (AgentConnectPC) is active. If 
the agent is unavailable then the AgentConnectPCs sends the request to another 
AgentConnectPC (agent service) that is available. This process is repeated until it 
finds a replacement computer or until it finishes the available resources.  
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Fig. 2 Connection of computer process 

2.4   SmartBackOffice and AgentsManagerApplication 

SmartBackOffice application (6) allows the administrator to manipulate the data 
base of the system. It allows setting up several events, creating new ones by using 
the routines and services existent. It also allows adding of new services that  
included the addition of new agents with new kinds of services. This application 
allows scheduling an event to a certain date, so the system will be automatically 
activated on the chosen date. AgentsManagerApplication (7) is a very simple ap-
plication that allows the administrator to run all agents required to execute all the 
tasks available. So this application will have a very simple interface where there 
are multiple options, for example, to create or delete agents. OAA Monitor (8) is 
an application that helps AgentsManagerApplication. OAA Monitor has the role 
of showing in a graphical way, all registered agents in the community of agents. 
The administrator can create new agents to add new tasks, routines and services to 
the system. For example, if a new device was added to the environment, the ad-
ministrator could create a new agent to control the device. 

3   Experiments 

To evaluate this system, we are going to present a scenario and a problem that will 
be resolved. The goal is to prepare the LAID to an idea generation meeting. Dur-
ing this experiment, agent task will delegate procedures to agents routines that will 
execute them. The agent connectPCs (agent routine) will control the connection of 
computers. If any computer doesn’t connect then this agent will contact and con-
nect another one. To complete this task it is necessary to fulfil the following rou-
tines and services: 
• Idea generation Meeting (Task) 
o Connect LAID’s computers for 4 decision points (Routine); 

 Connect PC21, PC22, PC23 and PC25 (4 Services); 
o Run needed applications (Routine); 

 Run IGTAI [2] on all computers (4 Services); 
o Connect sound and video (Routine); 

 Connect all cameras and audio devices (2 Services); 
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Fig. 3 Process of connecting LAID’s computers 

In Fig. 3 we can see the computers and users distribution in LAID. In this fig-
ure is represented the process of computers connection. PC22 and PC 25 are un-
available. AgentConnectPCs will detect this problem and connect two available 
computers, for example, PC 24 and PC26. Therefore the system adapts to the 
raised problems. To complete the task, AgentRunApplications will run applica-
tions on these computers. To evaluate this system, we compare it with iTalc [4] 
(Intelligently Teaching And Learning with Compute) and with a manual prepara-
tion of LAID. In Table 1 we can see the time needed to prepare the LAID for the 
scenario presented above. The results obtained with the MeetingRoomSetup Sys-
tem were considerably better compared to the other two options analysed. 

Table 1 Time needed to prepare the LAID 

 Time needed to prepare the LAID (min) 

MeetingRoomSetup System 4 

iTalc [4] 13 

Manual Preparation 27 

4   Conclusions and Future Work 

In this paper was proposed a digital secretary endowed able to prepare a meeting 
room to receive different kinds of events. Realising the users from this hardware 
and software setup will contribute to the achievement of AmI characteristics in 
meeting rooms. The use of cooperative agents in the proposed architecture allows 
endowing the proposal with persistence, autonomy and proactivity. Giving hierar-
chy to agents and the ability to deploy them in different locations considering their 
goals allows us to build a scalable system that features can be extended by users. 

As future work we want to develop the usage of semantic technologies to repre-
sent the state of the environment in real time, by forcing the agents to update a 
semantic representation of the environment state when they change it. We believe 
it will be possible to optimize agent’s operations. Also, we intend to represent the 
users by means of agents in order to recognize automatically user’s intentions, 
preferences and profile when they are in the meeting room. 
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Applying HoCCAC to Plan Task the COPD 
Patient: A Case Study 

Juan A. Fraile, Sara Rodríguez, Juan F. de Paz, and Belén Pérez-Lancho* 

Abstract. This paper presents a multiagent system that facilitates the performance 
of daily tasks for Chronic Obstructive Pulmonary Disease (COPD) patient within 
a context-aware environment. The paper analyzes the relevant aspects of context-
aware computing and presents a prototype that can be applied to monitor COPD 
patient at their homes. The system includes computational elements that are inte-
grated within a domestic environment with the goal of capturing context-related 
information and managing the events carried out by the patient. The services are 
support by the processing and reasoning out of the data received by the agents in 
order to offer proactive solutions to the user. The results obtained with this proto-
type are presented in this paper. 

Keywords: Context-Aware, Multi-Agent Systems, Home Care. 

1   Introduction 

The preferred characteristics when designing software applications include auton-
omy, security, flexibility and adaptability. In order to achieve this objective, it is 
necessary to have mechanisms, methods and tools that can develop systems capa-
ble of adapting to changes within the environment. The search for flexible soft-
ware applications that can continually improve their ability to adapt to the  
demands of the users and their surrounding leads us to context-aware systems that 
store and analyze all of the relevant information that surrounds and forms a part of 
the user environment. Context-aware systems provide mechanisms for developing 
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applications that understand their context and are capable of adapting to possible 
changes. A context-aware application uses the context of its surroundings to mod-
ify its performance and better satisfy the needs of the user within that environ-
ment. The current trend for displaying information to the system users, given the 
large number of small and portable devices, is the distribution of resources 
through a heterogeneous system of information networks. Web applications and 
services have been shown to be quite efficient [12] in processing information 
within this type of distributed system. Web applications are run in distributed en-
vironments and each part that makes up the program can be located in a different 
machine. Some of the web technologies that have had an important role over the 
last few years are multiagent systems and SOA (Service Oriented Architecture) 
architectures, which focus on the distribution of system service functionalities. 
This model provides a flexible distribution of resources and facilitates the inclu-
sion of new functionalities within changing environments. In this respect, the mul-
tiagent systems have also already demonstrated their aptitude in dynamic changing 
environments [2] [6]. The advanced state of development for multiagent systems 
is making it necessary to develop new solutions for context-aware systems. It in-
volves advanced systems that can be implemented within different contexts to im-
prove the quality of life of its users. There have been recent studies on the use of 
multiagent systems [2] as monitoring systems in the medical care [1] patients who 
are sick or suffer from Alzheimer’s [6]. These systems provide continual support 
in the daily lives of these individuals [5], predict potentially dangerous situations, 
and manage physical and cognitive support to the dependent person [3]. 

This paper presents the Home Care Context-Aware Computing [9] (HoCCAC) 
multi agent system that supervises and monitors dependent persons in their homes, 
providing the user with a certain degree of self-sufficiency. The proposed system 
focuses on incorporating mechanisms that facilitate the integration of web applica-
tions. The HoCCAC system provides wireless communication between its ele-
ments, and integrates intelligent agents with sensors and autonomous components 
that obtain context-aware information and are proactive in their interaction with 
the users. HoCCAC facilitates the automation of context devices and the ability to 
respond to the elements from a remote location. One of the most important charac-
teristics of HoCCAC is the use of intelligent agents as one of the principal  
components.  

The remainder of the paper is structured as follows: section 2 presents the 
agents in HoCCAC system. Section 3 describes a study case where the HoCCAC 
system is applied. Finally, section 4 presents the results and conclusions obtained 
after evaluating the study case. 

2   Agents in HoCCAC 

HoCCAC can be defined by the need to control various devices and gather user in-
formation in a non-intrusive and automatic way within Context-Aware environ-
ments [9]. HoCCAC makes it possible to automatically obtain information on  
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users, their actions and environment in a distributed manner. HCCAC primarily 
focuses on monitoring a person in their home and sending notifications on the 
state of the individual or possible incidents. Additionally, it combines the man-
agement of personal information with a model of daily activities that are devel-
oped by using the data provided by the sensors through the household network. 
The interpretation and reasoning of the base knowledge and the daily activity 
models developed by the system provide an added value to the system. HCCAC 
makes is possible to easily use and share context-aware applications within chang-
ing physical spaces. As seen in Figure 1, the system is composed of the following 
agents: 

Agent Identification
Resources

External Agent provider Internal Agent provider

Agent Interface

Agent Database

Data Flow

Control and signaling flow

Situ Ag

Ctrl Ag

Floo Ag Gas Ag Smok AgLight AgGPS AgWeather Ag

Agent Interpreter

Reasoner and Planner

Knowledge base

Context-aware application

User

 

Fig. 1 Overview of the multi-agent system HoCCAC 

• Provider agents capture and summarize the data obtained by both internal and 
external heterogeneous context sources so that the Interpreter and Database 
agents can process and reuse these data. The system is dynamic and is capable 
of incorporating an information Provider agent at any given moment by adding 
the corresponding sensor or capturing the necessary information from a server 
or external provider. The types of provider agents can connect to the system 
are: (i) agent situation, which continuously maintains the patient located at 
home, (ii) agent detector flood, (iii) gas detector agent, (iv) agent Smoke 
detector, (v) light sensor agent, (vi) agent thermostat, (vii) control agent, which 
establishes and controls the daily parameters desired by the patient, (viii) 
weather agent, which records the time abroad to act accordingly on the internal 
variables at home and (ix) GPS agent, which maintains the patient located 
outside the home. The system is dynamic and has the ability to incorporate 
information provider agent at any time by adding the appropriate sensor or 
capturing the necessary information from a server or external supplier. 
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• Database agents store the context data obtained by the Provider agents. The or-
ganization of this information is similar for different environments. This agent 
is in charge of managing and exploiting the stored data. Additionally it provides 
the necessary information to the interpreter agent and records and updates the 
action plans that are determined by the interpreter agent.  

• Interpreter agent provides logical reasoning services to process the contextual 
information. The interpreter agent reasons out the actions that must be taken by 
creating a plan that determines the optimal course of action for reaching an ob-
jective. This agent provides the ability to reach high level and complex objec-
tives and avoids errors that could result in inefficacies. It also allows for greater 
flexibility when dealing with new objectives. The interpreter agent, using 
information available in the system, the signals received by the agent interface 
and the knowledge base and beliefs regarding keeping context, reasoning about 
actions to take. In this way creates an argument that determines an optimal 
course of action or plans for the user to reach a goal. In this sense the agent 
interpreter uses the concept of CPM [11] to generate plans as solutions. The 
agent interpreter provides the ability to achieve complex high-level goals and 
avoid errors that could lead to inefficiencies. It also allows greater flexibility in 
the presentation of new targets. 

• Resource Identification Agent (LcA) makes it possible for the provider agent 
and the interpreter agent to work directly with the applications and the users in 
order to avoid dangerous situations or particular incidents with the user. This 
agent is in charge of maintaining a record of the provider agents that are active 
in the system, in addition to allowing or denying the inclusion of new provider 
agents. 

• Interface agent interacts with the Interpreter agent and the LcA agent without 
explicit user instructions. The interface agent reads the user inputs provided 
through the context-aware applications, and sends the agent behavior 
modification interpreter agent or LcA agent. The interface agent also sends 
notifications to users through context-aware applications. The agent interface 
for example, can receive many entries context-aware applications over a long 
period of time, before deciding to take a single action, or entry of a single 
context-aware application can launch a series of actions by the agent. 

Context-aware applications in HoCCAC also check the information available from 
the context providers and are in constant listening mode to deal with possible 
events that the context providers transmit. The applications use different levels of 
context information and adapt their behavior according to the active context. They 
check the functionalities registered in the system and have a location for the entire 
context providers made available within the environment.  

The agents described are independent of the platform on which they are in-
stalled. The external provider agents obtain context information through external 
resources such as, for example, a server that provides meteorological information 
about the weather in a specific place, or a location server that provides information 
on the location of a person who is not at home. The internal provider agents gather 
information directly from the sensors installed within the environment, such as 
RFID based location sensors installed in the home of a patient, or light sensors. 



Applying HoCCAC to Plan Task the COPD Patient: A Case Study 81
 

The functions of the interpreter agent include both processing information  
provided by the database agent, and reasoning out the information that has been 
processed.  

3   Case Study: Applying HoCCAC to Plan Task the COPD 
Patient 

A prototype has been developed to improve the patient quality of life at home 
using HoCCAC system. The system collects information from sensors and 
interacts with the patient through plans of tasks. The information collected by the 
sensors is primarily the user's location-aware in the environment. In addition the 
system also collects information about the temperature on the rooms of the 
patient's home and the state of the lights in areas for which the user travels. The 
prototype obtains information of the environment and plans tasks for COPD 
patients, trying to improve the living conditions of the patient. 

The interpreter agent receives a set of key activities to be performed by a 
COPD patient at home. This list of activities is responsible for defining the 
medical staff monitors the patient's condition. The table 1 shows the list of core 
activities for a COPD patient. With the activities list defined and the medical 
personnel, the interpreter agent generates a plan following the CPM method. Prior 
activities list to each activity and the times list can be determined by the duration 
of the task execution plan and develop the work plan's network. Table 1 shows the 
activities list and their predecessors. 

 

Table 1 Activities list for COPD patients and its predecessors 

Activity Predecessors Name Time (min.) Task 

A - Oxygen cylinder 600 1 

B - Wake up and exercise 10 6 

C - Breakfast 10 10 

D A Pill and spray at 8 hour 3 3 

E A, B, C, D Doctor Visit 60 14 

F E Walk 30 4 

G F Lunch  20 9 

H G Oxygen cylinder 300 2 

I G Pill and spray at 14 hours 3 3 

J I Lunch 40 10 

K J Picnic 20 11 

L H, K Walk  30 5 

M L Pill and spray at 20 hours 3 3 

N M Dinner 30 12 
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Once the interpreter agent has defined the work plan and the duration of the 
plan, it transfers this information to the rest of the agents in the HoCCAC system 
to execute the plan. The provider agents together with the interface agent are 
responsible for monitoring compliance with the plan of work. If at any time there 
was an interruption of the plan, for example, because the patient has a choke and 
has to do the activities specified for this case the system receives notice HoCCAC 
through the interface agent and immediately interpreter agent makes a 
redevelopment plan task. Another feature is given by the doctor visits, as are 
monthly. Depending on the type of interruption, the provider agent can also 
generate a notice, for example, in the case of failure of the oxygen tank.  

 

Fig. 2 Gantt chart associated with task plan 

Figure 2 shows the Gantt chart with the proposed plan and the associated tasks. 
In addition Figure 2 also shows the activities that are critical and which not. In red 
are the critic task and blue are the task with slack. Figure 2 also shows the 
overlapping of tasks. For example, getting the oxygen cylinder up, exercise and 
breakfast and it also follows that a doctor's visit comes after the above activities, 
plus that of taking the medication at 8 am. During the entire sequence of 
operations performed by HoCCAC agents must take into account the 
transformation of information that occurs in the system. The information provider 
agents, together with the interpreter agent are responsible for carrying out this 
work. Furthermore, the patient at all times can interact with the context to set the 
parameters that govern the functioning of HoCCAC through context-aware 
applications. 

4   Results and Conclusions 

HoCCAC was used to develop a prototype used in the home of a dependent per-
son. It incorporates JavaCard technology to identify and control access, with an 
added value of RFID technology. The integration of these technologies makes the 
system capable of automatically sensing stimuli in the environment in execution 
time. As such, it is possible to customize the system performance, adjusting it to 
the characteristics and needs of the context for any given situation.   
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Different studies related to context-aware systems, such as [4] [7] [12], focus 
exclusively on gathering positional data on the user. The authors of these papers 
gather the positional data on the users through GSP signals, mobile telephone tow-
ers, proximity detectors, cameras and magnetic card readers. Many of these signals 
work with a very wide positioning range, which makes it difficult to determine the 
exact position of the user. In contrast, the system presented in this paper determines 
the exact position of the user with a high level of accuracy. To do so, the system 
uses JavaCard and RFID microchip located on the users and in the sensors that de-
tect these microchips in their context. Others studies, such as [10], in addition to lo-
cating the users in their context, try to improve the communication between 
patients and medical personnel in a hospital center by capturing context attributes 
such as weather, the state of the patient or role of the user. In addition to capturing 
information from various context attributes such as location, temperature and light-
ing, HoCCAC also incorporates the Interpreter agent reasoning process to provide 
services proactively to the user within a Home Care environment. At the same time 
offers the patient proactive work plans that seek to improve the patients’ quality of 
life. The user can perform their daily tasks and receive support intelligent context 
without explicit interaction. Therefore, the user does not need to learn to use the 
system. This makes the degree of user satisfaction with the system which handles 
HoCCAC, increases. HoCCAC incorporates new information Provider agents in 
execution time. In this respect, HoCCAC proposes a model that goes one step fur-
ther in context-aware system design and provides characteristics that make it easily 
adaptable to a home care environment.   

Although there still remains much work to be done, the system prototype that we 
have developed improves home security for dependent persons by using supervi-
sion and alert devices. It also provides additional services that react automatically 
in emergency situations. As a result, HoCCAC creates a context-aware system that 
facilitates the development of intelligent distributed systems and renders services to 
dependent persons in their home by automating certain supervision tasks and im-
proving quality of life for these individuals. The use of a multi-agent system, web 
services, RFID technology, JavaCard and mobile devices provides a high level of 
interaction between care-givers and patients. Additionally, the correct use of mo-
bile devices facilitates social interactions and knowledge transfer. Our future work 
will focus on obtaining a model to define the context, improving the proposed pro-
totype when tested with different types of patients.  
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Elder Care’s Fall Detection System

Filipe Felisberto, Nuno Moreira, Isabel Marcelino,
Florentino Fdez-Riverola, and António Pereira

Abstract. With the increase of the elderly population, new challenges to
enable a healthy and dignified life for the elderly arise. One of these chal-
lenges, comes from a very serious problem to which the elderly population is
subject: falls when they are alone. This article intends to present the initial
study performed, and the resulting architecture of a complete system, that
in conjunction with the rest of the Elder Care project, will enable the rapid
detection of falls and sending of requests for help, that may well save lives.

Keywords: fall detection, body area network, health monitoring, aging.

1 Introduction

The populations’ aging tendency, which is more significant in first world
countries, is also an alert to the necessity of adapting existing technologies to
the physical challenges that aging entails. A recent Eurostat study predicted

Filipe Felisberto · Nuno Moreira · Isabel Marcelino · António Pereira
School of Technology and Management, Computer Science and
Communications Research Centre, Polytechnic Institute of Leiria,
P-2411-901, Leiria, Portugal
e-mail: filipe.felisberto@ipleiria.pt

Isabel Marcelino · António Pereira
INOV INESC INOVAÇÃO – Instituto de Novas Tecnologias Leiria,
Portugal
e-mail: apereira@ipleiria.pt

Florentino Fdez-Riverola
ESEI: Escuela Superior de Ingeniería Informática, University of Vigo,
Edificio Politécnico, Campus Universitario As Lagoas s/n, 32004,
Ourense, Spain
e-mail: riverola@uvigo.es

P. Novais et al. (Eds.): Ambient Intelligence - Software and Applications, AISC 92, pp. 85–92.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2011

filipe.felisberto@ipleiria.pt
apereira@ipleiria.pt
riverola@uvigo.es


86 F. Felisberto et al.

that the percentage of people older than 65 years old will raise from 17,1% to
30%. This corresponds to an increase of 84.6 million people in 2008 to 151.1
million people in 2060[7].

With the aging problems in mind, the Elder Care project was envisioned
[10]. Elder Care distinguishes itself from other health care projects, by pro-
viding a complete package for elder health care support. It gives complete
monitoring support of the elderly not only in his home, but also when he is
away from it. This project does not limit its concerns to the physical health
of the elderly, it also has modules responsible for making sure that the men-
tal health of the elderly does not deteriorate due to loneliness and social
neglecting.

To be able to provide this type of support, Elder Care is divided in various
sub-projects, being one of them the Body Monitor module, that has the
intention of developing a system to allow the constant monitorization of the
elderly’s vital signs. This module is only possible due to the big advancements
in the domain of miniaturization technology, the emergence of wireless sensor
technologies and more recently the studies made in the area of Body Area
Networks[8]. One of the items in study by the Body Monitor module is fall
detection, and it is where our atention is mainly focused in this article.

In a recent report from the Health Evidence Network for the World Health
Organization [12], it is established that 30% of the population over the age
65 falls at least once each year, this percentage is even higher in the group of
80 and over, where it reaches 50%. Still not only falls are the main reason for
injuries that need hospitalization, but it is also the primary cause of injury-
related deaths.

Not only there is a problem with the actual impact, but also if the fall is
unattended for a long period of time, will by itself, bring additional problems
to the elderly. The contact with the ground may lower the body’s temper-
ature to values that can lead to delicate health conditions, like for example
pneumonia [6]. The longer the elderly stays in the ground unattended, more
will he be prone to become fearful of having a normal day-to-day life [12].

In this article, the Body Monitor architecture is being approached and the
fall detection tests exposed. Our main concern is to show the evolution of
our tests that aim to reduce, and ultimately eliminate,false positives. Taking
into account the constraints underlying sensor’s energy costs.

2 Fall Detection

Many studies have been done on the area of computer assisted fall detection;
in the early 90’ with the advent of more accurate sensors, and after their
early project using video monitoring failed due to legal and moral concerns,
the researchers Lord and Colvin using a small tri-axial analog accelerome-
ter started studying the acceleration sustained by the human body during
the impact [9]. This approach was the one followed by the majority of the
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following studies. Some years later, in 1998, was developed the first prototype
of a fall detection device to be used on a telecare system. Like the Lord and
Colvin study, this device detected the fall by measuring the force of the im-
pact when the body hit the ground, and complemented it by using a mercury
sensor to verify if the person was on a laying position [13].

This first systems all had a sub 90% success rate, and suffered from many
false positives, this was due in part to the inefficient hardware being used
and to the way the problem was being approached, as the system relied on
the energy of the impact to be transmitted through the human body, in case
the energy was absorbed by the body the fall could not be detected or would
be confused with an activity of daily living (ADL).

In order to mitigate this problem, a study was conducted by Ge Wu [14]. In
this study, instead of focusing on the actual impact, Wu decided to study the
velocity of the human body during both ADL and falls, using image process-
ing equipment he measured the velocity of the body during multiple types
of activities that would normally cause false positives. After studying the
results, he discovered clear differences between ADL and falls, for example,
both the vertical and horizontal velocities are between two and three times
higher during a fall than during a normal activity. Not only did this study
prove, that it was more precise to use velocity instead of only the impact, it
also proven that by using velocity it was possible to identify a fall even before
the impact occurs.

More recent works [3, 5, 4], by Alan K. Bourke, have taken the study of
ADL differentiation from falls a step further, in [3] it is proven that it is
not necessary to use both vertical and horizontal velocities to undoubtedly
detect a fall. This works have also proven that it is not necessary to measure
the velocity of multiple parts of the human body, because the velocity of the
trunk by itself, is enough to correctly identify a fall.

3 Body Monitor Architecture

The research team behind Body Monitor has decided to implement a scalable
architecture for Body Area Networks, this enables that in the future other
types of sensors, not only those chosen for the fall detection, can be easily
added to the system. The proposed architecture consists in a set of sensor
nodes positioned on a human body, collecting data and detecting abnormali-
ties. The information is afterwards sent to a central sensor node (nominated
by coordinator). This coordinator will then send information to a base sta-
tion (Root) or a mobile phone (PDA). The base station or mobile phone will
manage alerts sent according to the occurred events, see fig. 1.

One of the biggest problems in a Wireless Network, like this one, is the
energy spent on the communication. To optimize the power consumption
this architecture uses a routing protocol that tries to forward data with the
minimum hops possible.
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Fig. 1 The Body Monitor Architecture

In terms of the actual fall detection system, it is not just a simple process of
making decisions based on individual data, obtained from the accelerometer
sensor. This type of solution would create a lot of false positives, which by
itself is nefarious for the acceptance of the project, because it would create a
“peter and the wolf” problem where the warnings would stop to be taken in
account and when a real fall occurred it would be ignored. Another problem
would be the battery drain caused by all the connections made to the central
system.

So to implement a viable solution, it is necessary to be able to distinguish
a real fall from an ADL, with such a system in place it has been proven that
a fall can be detected and confirmed even before the actual impact occurs
[14]. It is also important to take in account that this is a BAN so the system
should have the least energy consumption possible, to do this it is necessary
to study what is the lowest sampling rate necessary to guarantee a near 100%
success rate on fall detection without causing false positives.

For this system a tri-axial accelerometer has been selected, each one of its
axis is positioned perpendicular to the other, simulating the orthogonal axis.
The data collected from this sensors is then stored, so that it can be con-
tinuously analyzed. Also, the values of each axis are analyzed independently
and in conjunction, with this it is hoped not only to be able to detect and
distinguish unhampered falls, but also to reinforce the data gathered from
other sensors. For example, a decrease of the elderly’s activity followed by an
immobilization, if accompanied by an abnormal variation of the heart rate,
would undoubtedly be a cause for an alert.

4 Tests

The first testing stage consisted on implementing the detection model on a
prototype board. This research group has opted to use the iMote2 platform
[11] instead of an Atmel-based platform. The iMote2, with its PXA271 XS-
cale Processor, is able to achieve processing speeds of up to 520MHz [1], a lot
higher than the commonly used Atmel ATmega128L microcontroller can with
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its 8MHz processor[2]. At these clock rates, it was expected that the power
consumption would also be many times superior, but this is avoided due to
the scalability of the PXA271 processors, that allows them to work at speeds
as low as 13MHz; at these speeds its possible to obtain power consumptions
near the ones of the Atmel processor, while still being able to manage more
sensor sources. In particular, the iMote2 is able to acquire, process and send
data from three acceleration axis without stopping the sampling cycle. For
testing purposes, the accelerometer used was the one present on the Crossbow
iMote2 sensor board, the ST Micro LIS3L02DQ.

To be able to correctly test the prototype, it was first necessary to cor-
rectly calibrate the sensors and prepare the system for the acceleration data
being returned. This is very important because the accelerometer sensors do
not only return acceleration when there actually occurs movement, they are
always returning the acceleration applied to them by the gravity field. It was
also important, to gather data of a fall when there was only the force of
gravity in action.

To accomplish this, was necessary to design a second testing phase with as
few as possible external interferences, so it was decided not to use any human
subjects in this phase. In order to study a vertical fall it was used a 5kg box
with the sensor coupled to it, this box was then dropped from a height of
one meter. To test a fall where there were more axis involved that just the
vertical axis, was design a system that would create falls with a consistent
arc trajectory. This system consists on two wood boards, one of them with
the size of 1,7m to simulate the height of a human being, the size of the other
board is irrelevant as it only serves to fixate the system to the ground; the
one representing the human is placed upright and are both connected on the
extremities by a hinge. During the actual test the sensor was placed in one
of two positions, at a high of 0,85m to simulate the height of the hip and at
1,45m to simulate the height of the shoulder.

Following the calibration of sensors and the creation of a reference table
with the values from the previous tests, comes the third testing phase that
consists on the study of the ADL of a voluntary. As it is not practical to
record the complete day of a person and then evaluate the results, due to
the immense data that would be obtained, some simple and direct tasks are
performed instead. The tasks performed by the voluntary are:

• Walk in both directions on an L-shaped route
• Sit and raise from a chair
• Pick an object from the ground, in the correct way (by bending the knees)

and the wrong way (by bending the back)
• Go up and down a flight of stairs, both in a slow pace and in a quick one

The forth and last phase, consist on testing actual falls using young volun-
taries in a controlled environment. This final test, was used to validate the
gathered information and to confirm that if with even more noise it was still
possible to correctly detect a fall.
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5 Analysis of Results

During the ADL tests what was analyzed, was that none but the “sit and
raise from a chair” test, presented any data that could be confused with
the one collected from the previous fall tests. In fourth phase, with tests of
normal falls, the acceleration was enough to detect the fall and there was not
any problem in distinguishing it from an ADL, a representation of the data
collected can be seen in fig. 2.

Fig. 2 Representation of a test using only acceleration

In the case of the sit down tests, when the volunteer would abruptly let is
body fall on the chair, the data collected had samples of the same magnitude
of those of an actual fall. This occurs because, during a more brusque sit
down, the upper part of the body is not sported so its, almost, in free fall.

The problems also appears when the fall is not completely unhampered,
and the person is able to hold to something before actually hitting the ground,
this causes an intermediary deceleration causing the final impact to be of
a smaller magnitude. This in conjunction with the human body’s natural
absorption of the impact, can lead to problems in differentiating the fall
acceleration values from those of a sit down action done with more violence,
see figure 3.

When using the velocity instead of the acceleration, the small intermediary
deceleration would not have that much impact on the final results, as the
speed of the person is the result of the combination of past and present data.
The data gathered in velocity is a stream of continuous values, and not a
group of isolated values like in the case of acceleration. The fall test in figure
4 is a representation of the same data as in figure 3, but this time using
velocity.

Unfortunately, using velocity instead of acceleration has its own perils,
while the use of acceleration is a direct analyze of the data gathered from the
sensors, the velocity must be calculated, so it needs extra processing power
and it is more sensitive to loss or errors in the gathered data.
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Fig. 3 Problem of only using acceleration

Fig. 4 Detection using velocity

6 Conclusions and Future Work

Detecting a fall using wireless sensor networks has two major problems: dis-
tinguishing false positives and sparing sensor battery.

It is very important to identify unequivocally situations where a fall hap-
pens and situations where other human movements are made and can be
wrongly interpreted as falls. Otherwise, alerts will never be reliable. It is also
very important, when working with wireless sensors, to have in mind their
limitations, especially battery limitations. A continuous communication may
lead to the crash of the system in a few hours.

For the main function of the system, the detection of unhampered falls,
instead of relying on the older technique of using the body’s impact, it has
been decided to use the calculated velocity. This decision came after studying,
the already referenced works of Wu and Bourke, and after confirming it with
the available equipment. But using velocity over acceleration may overload
the sensors and crash the system. So it is important to gather not only more
information about acceleration and / or velocity, but also parameters such as
abnormal variation of the heart rate or even interpret frames from a camera
monitoring the elderly.
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Regarding the fall detection using only physical data sensors, there are
already plans to test new types of sensors and verify to what extent, it is
beneficial the addition of new data sources, like oscilloscopes, to the energy
consumption. It should also be evaluated, that if by combining the data from
the horizontal velocity with the data from the vertical velocity it is possible
to reduce the necessary amount of acceleration readings, thus allowing the
reduction of the global sampling rate. Even if it has been proven by Bourke
in [5] that it is possible to detect a fall by only using the vertical velocity.
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Multi-Agent System for Detecting Elderly 
People Falls through Mobile Devices 

Patricia Martín, Miguel Sánchez, Laura Álvarez,  
Vidal Alonso, and Javier Bajo * 

Abstract. Falls in the elderly and disabled people represent a major health prob-
lem in terms of primary care costs facing the public and private systems. This pa-
per presents a multi-agent system capable of detecting falls through sensors in a 
mobile device and act accordingly at runtime. The new system incorporates a fall 
detection algorithm based on machine learning and data classification using  
decision trees. The base of the system are three types of interrelated agents that 
coordinate to know the position of a user from data obtained through a mobile 
terminal, and GPS position, which in case of fall may be sent via SMS or by an 
automatic call. The proposed system is self-adaptive, since as new fall date is in-
corporated, the decision mechanisms are automatically updated and personalized 
taking into account the user profile.  

Keywords: Context-Aware, Multi-Agent Systems, Decision trees. 

1   Introduction 

Falls are one of the most serious problems in the geriatric care because they are 
one of the fundamental causes of injury and even death in elderly people. Accord-
ing to the World Health Organization (WHO), between 28% and 34% of people 
65 and older experience at least one fall per year [1]. In Spain the data are also 
alarming. The on mortality of the Institute of Health Carlos III in 2007 reveal that 
the greater the age the higher the mortality rate for accidental falls, exceeding even 
the percentage of some types of cancer. Moreover, various authors [1, 2, 3, 4, 5,  
6, 7], consider that falls are due to a combination of multiple factors, and can be 
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grouped into two main groups: intrinsic and extrinsic factors, and consequences of 
they are not only physical but also psychological, social and economic [2, 8, 9]. 

This situation makes necessary to investigate in new solutions aimed at fall's  
detection in an effective an non-intrusive manner. This paper proposes an innova-
tive multi-agent system specifically designed to detect falls and act accordingly. 
The core of the system is a detection mechanism built into a mobile phone. This 
mechanism allows a simple and non-intrusive detection of falls, and enables ubiq-
uitous communication mechanisms. 

The reminder of the paper is structured as follows: First we review the state of 
the art of the technologies involved in the work. In section 3 the proposed multi-
agent system is presented. Finally, Section 5 presents the results and conclusions 
obtained after applying the architecture to a real case study. 

2   Related Work 

After consulting the literature, there not exists a multi-agent system aimed at the 
detection of falls of elderly people making use of mobile devices for detecting the 
fall. Different researchers have tackled the problem from different perspectives, 
and there are three elements that give an innovative character to this project: i) the 
focus on the mobile device, which provides a certain level of independence to the 
physical detection component, ii) the multi agent system, that provides ubiquitous 
distributed solving abilities and learning capacity, and iii) the fact that the system 
is able to perform additional functionalities within the field of e-Health and care of 
the elderly. 

A study of the related work reveals that there exist projects aimed at designing 
multi-agent system for the detection of falls at home [11], with agents located in a 
central computer connected to a health center and various sensors placed around 
the house, and a device specially built for this purpose. The above solution is fo-
cused in the field of home automation, and as other specific approaches [18] [20] 
does not provide additional functionality (the mobile phone itself) to the patient. 
On the other hand, there are specific projects aimed at finding an effective  
algorithm for the detection of falls using three-axis accelerometer [13] [16], gyro-
scopes [17] [13], or a combination of both [12]. These systems have evolved  
during the last years, because they were initially conceived to detect falls or colli-
sions. The current systems try to detect the problems in advance (pre-impact de-
tection) [15] [12]. Some of the existing approaches use the threshold as the key 
component of the detection algorithm. The threshold is the sharp difference of 
gravity between two axis of the accelerometer. The approach proposed in this pa-
per makes use of the threshold, but it is not a fundamental component. It is neces-
sary to note that these solutions do not use agents for decision making, and there is 
not standardized solution. Some authors focus on semi-supervised learning tech-
niques to increase the accuracy of fall detection, making use of video images for 
posture recognition [21], and even sounds [19] [22] or extraction of 3D trajecto-
ries of the body or body parts [23].  

The system presented in this paper makes use of intelligent agent to improve  
its learning abilities. The agents make use of the measurements of two routine 
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medical test (get up and go, get & go), as well as of the patient data. The main 
novelties of the approach presented in this paper are the distributed problem solv-
ing abilities of the multi-agent system, the use of a mobile phone as a fall detector, 
that can accurately detect whether there is a fall and alert and the medical center or 
caregiver more close, without limiting the rest of the functionalities of the phone. 
In addition, the system covers other needs of elderly users, as reminders of ap-
pointments or taking medication. 

3   Proposed Architecture 

The proposed approach primarily based on harnessing the benefits of multi-agent 
systems in the problem of fall detection. A multi-agent system can notably help to 
make automatic decisions and to integrate advanced detection mechanisms into 
mobile phone devices. Intelligent agents are very appropriated to be installed into 
mobile devices, and given the increasing relevance that this kind of devices are 
acquiring in our society, sensing and making decisions from mobile devices can 
notably help to develop ubiquitous, un-obstructive and intelligent environments. 
With the current inter-connection possibilities, the decision may be taken from the 
device itself or remotely, based on a more complex analysis of the information. 
The approach makes use of the phone's functionalities to manage an automatic 
alert system, connected to a care center that takes advantage of the GPS system to 
provide accurate information about the patient location. The architecture of the 
proposed multi-agent system is composed of three agent types that collaborate to 
detect falls: Sensor agent, Classifier agent and Actuator agent. The structure of the 
multi-agent architecture can be observed in Figure 1. The agent types are ex-
plained in detail in the following sub-sections. 

 

Fig. 1 Multi-agent architecture to manage fall detection 

3.1   Sensor Agent  

It is an agent specially designed to be installed on mobile devices. It acts as an in-
terface between the user and the rest of the system and has advanced capabilities 
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for fall detection. The Sensor agent uses the accelerometers of a mobile phone to 
collect data of the movements of the elderly person carrying the phone. In this 
way, the agent gets the raw data that is used to obtain a classification and identify 
falls. This lightweight classification process is based on the use of previous ex-
periences: the system evaluates similarity to previously stored patterns. If the re-
sult of the classification is not accurate, then the agent communicates with the 
Classifier agent to carry out an advanced classification. 

It is necessary to take into account that the mobile device must be equipped 
with three-axis accelerometer (X, Y, Z) on a single silicon chip, including in that 
the electronics that processes the signals. These kinds of accelerometers are cur-
rently available in most of the terminals on the market. Thanks to this technology, 
the Sensor agent located in the mobile can manage the three main values required 
for the classification process: rotation, translation and space and temporal situation 
of the mobile device. An initial position is taken as a reference. The agent identi-
fies eight different patterns: standing, walking, climbing or descending stairs, sit-
ting or to detect fall forward and fall back. It is also necessary to take in mind that 
the system uses the JADE Leap suite for Android. This technology allows us to in-
tegrate the Sensor agent into the multi-agent system. 

3.2   Classifier Agent  

The classifier agent is located in the care center and manages the data recorded by 
the Sensor agent. The Classifier agent implements a decision algorithm based on 
the J48 decision tree. The agent learns progressively and dynamically recalculates 
the values that are given to the position of the falls for that particular user. This 
agent is necessary, since it is in charge of personalizing the fall patterns to the user 
profile. The profile takes into account the motion of each elder or dependent per-
son, and the concrete peculiarities. Basically the decision-making mechanism is 
based on J48 decision trees, an adaptation of the C4.5 algorithm, which is com-
mon for classification. Basically, the agent: 

• Works with continuous values for attributes, separating the possible results in 
2 branches Ai<=N y Ai>N.  

• The trees are less dense, and each sheet covers a distribution of classes and 
not a particular class. 

• It uses the "divide and conquer" method to generate the initial decision tree 
from a training data set, and continues recursively. Each of the iterations is 
carried out when the Classifier agent receives new data from the Sensor 
agent.  

• Implements a strategy based on the use of the gain ratio criteria, defined as I 
(Xi, C) / H (Xi). Thus it is possible to avoid potential benefits to the selection 
of those variables with the greatest number of possible values.  

Once the Sensor agent has classified the new input data, it sends the border values 
calculated for the decision tree, together with the input data, to the Actuator agent.  
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3.3   Actuator Agent  

The actuator agent is located in the care center and stores all the information cap-
tured by the Sensor agent and processed by the Classifier agent. With this infor-
mation, the agent knows if the user has suffered a fall or not, and whether there 
has been an anomaly in the pattern of falling for the user. The actuator agent  
decides the action required for the emergency. The agent is also in charge of regis-
tering false positives and informs the Sensor and Classifier agents about these sit-
uations. When the Actuator agent receives information about a fall detection, it 
executes two actions: 

• The mobile terminal performs an automatic emergency call to the emergency 
number. It also detects the closest medical center or the emergency number 
more appropriate depending on the user profile. 

• The mobile terminal automatically sends an SMS to the contact person con-
figured by the user. This SMS contains the GPS position of the mobile ter-
minal, and information about the potential fall details. 

4   Results and Conclusions 

The system was tested under simulation conditions. The test's parameters were set 
up using previous postural studies related to elderly people. Over three months of 
testing 500 files were obtained using data from real falls. The Sensor agent re-
ceived the input data and processed it into XML (eXtensible Markup Language), 
keeping this format for the rest of the agents. An example of XML file is shown in 
Figure 2. As can be seen in Figure 2, stores the data obtained by the accelerome-
ter: time, x, y and z values, pitch and roll. 

 

Fig. 2 Example of XML file used by the agents in the system 
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During three months the system was trained and tuned trying to obtain a good 
learning rate. The system can successfully distinguish different positions (and five 
types of falls): standing, walking, climbing or descending stairs, sitting or to detect 
fall forward and fall back. The system is able to recalculate the parameters of the 
user in real-time. The error rate decreases as the system learns from the new input 
data, and the minimum mean quadratic error obtained in the experiments was 
0,16.  

The main advantages of the proposed approach can be summarized as follows:  

• The computational cost is minimal. The algorithm for the mobile terminal is 
very light and causes a low battery consumption.  

• The reliability of data processing in the three agents is acceptable.  
• The traffic generated into the network is acceptable and very appropriated for 

distributed systems of this kind. 
• The system provides a mechanism to reduce the impact of the falls for eld-

erly people, providing and automatic and quick response to the potential  
incidents. 

• The system provides financial benefits. The economic consequences of falls 
in elderly people is very costly to health services [2] because they must meet 
various demands such as: the initial hospitalization after a fall with serious 
consequences, treatments and surgical and orthopedic the need for a further 
period of rehabilitation to try to restore the patient to their prior functional 
status, and extra care of elderly hospital with minor injuries and both care-
givers and institutionalization costs. 

The results obtained in the experiments are promising, but need to be improved 
using a more extensive dataset and evaluating the approach in real scenarios. Our 
future work focuses on obtaining more specialized algorithms for classification 
and learning. 
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Intelligent Video Monitoring for Anomalous
Event Detection

Iván Gómez Conde, David Olivieri Cecchi, Xosé Antón Vila Sobrino,
and Ángel Orosa Rodrı́guez

Abstract. Behavior determination and multiple object tracking for video surveil-
lance are two of the most active fields of computer vision. The reason for this ac-
tivity is largely due to the fact that there are many application areas. This paper
describes work in developing software algorithms for the tele-assistance for the el-
derly, which could be used as early warning monitor for anomalous events. We treat
algorithms for both the multiple object tracking problem as well simple behavior
detectors based on human body positions. There are several original contributions
proposed by this paper. First, a method for comparing foreground - background seg-
mention is proposed. Second a feature vector based tracking algorithm is developed
for discriminating multiple objects. Finally, a simple real-time histogram based al-
gorithm is described for discriminating movements and body positions.

Keywords: computer vision, foreground segmentation, object detection and track-
ing, behavior detection, tele-assistance, telecare.

1 Introduction

Life expectancy worldwide has risen sharply in recent years. In 2050 the number
of people aged 65 and over will exceed the number of youth under 15 years, ac-
cording to recent demographic studies [7]. Combined with sociologic factors, there
is thus a growing number of elderly people that live alone or with their partners.
While people may need constant care, there are two problems: not enough people
to care for elderly population and the government can not cope with this enormous
social spending. Thus, Computer Vision can provide a strong economic savings by
eliminating the need for 24 hour in-house assistance.

Computer vision has entered an exciting phase of development and use in recent
years. Present applications go far beyond the simple security camera of a decade
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ago and now include such fields as assembly line monitoring, robotics, and medical
tele-assistance. Indeed, developing a system that accomplishes these complex tasks
requires coordinated techniques of image analysis, statistical classification, segmen-
tation and inference algorithms.

The motivation for this paper is the development of a tele-assistance application,
which represents a useful and very relevant problem domain. First we must detect
what we consider to be the foreground objects [4, 5], we must then track these
objects in time (over serveral video frames) [8] and discerning something about
what these objects are doing. There is a large body of literature in the area of human
action recognition. For segmentation and tracking, for example, the review by Hu [3]
provides a useful review and taxonomy of algorithms used in multi-object detection.
For human body behavior determination from a video sequences, the recent reviews
by Poppe [6] and Forsyth [2] provide a whirlwind tour of algorithms and techniques.

In this paper, we describe the architecture of our software system, as well as
details of motion detection, segmentation of objects, and the methods we have de-
veloped for detecting anomalous events. Finally, we show the performance results
and conclusions of this work.

2 The Software System

Our software application has been written in C++ and uses the OpenCV library [1],
which is an open-source and cross-platform library, for developing a wide range of
real-time computer vision applications. OpenCV implements low level image pro-
cessing as well as high level machine learning algorithms. For the graphical inter-
face, the QT library is used since it provides excellent cross-platform performance.

This software is an experimental application, the graphical interface is designed
to provide maximum information about feature vector parameters. Thus, the system
is not meant for end-users at the moment. Instead, the architecture of the system
provides a plugin-framework for including new ideas. A high level schema of our
software system is shown in Figure 1 with the component diagram.

Fig. 1 Computer Vision system for video surveillance
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2.1 Foreground Segmentation

The first phase of extracting information from videos consists of performing ba-
sic image processing: loading the video, capturing individual frames, and applying
various smoothing filters. Next, blobs are identified based upon movement between
frames. There are several background subtraction methods: Running Average and
Gaussian Mixture Model (Figure 2).

Fig. 2 Execution of “Running Average (RA)” and “Gaussian mixture model (GMM)”

The Running Average [1] is by far easiest to comprehend. Each point of the
background is calculated as by taking the mean of accumulated points over some
pre-specified time interval, Δ t. In order to control the influence of previous frames,
a weighting parameter α is used as a multiplying constant in the following way:

At(x,y) = (1−α)At−1(x,y)+ αIt(x,y) (1)

where the matrix A as the accumulated pixel matrix, I(x,y) the image, and α is the
weighting parameter. We have tested 8 executions with values of α betweeen 0 and
0.8.

The Gaussian Mixture Model [4] is able to eliminate many of the artefacts that
the running average method is unable to treat. This method models each background
pixel as a mixture of K Gaussian distributions (where K is typically a small number
from 3 to 5). The probability that a certain pixel has a value of xN at time N can be
written as:

p(xN) =
K

∑
j=1

wjη(xN ; μ j,σ2
j ) (2)

where wj is the weight parameter of the jth Gaussian component, and η(xN ; μ j,σ2
j )

is the Normal distribution of jth component.
The K distributions are ordered based on the fitness value

w j
σ j

and the first B

distributions are used as a model of the background of the scene where B is estimated
as:

B = argmin

(
b

∑
j=1

wj > T

)
(3)
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Fig. 3 % error ( FN+FP
640·480 ) of the best configuration with the Running Average Model and with

the Gaussian Mixture Model

The threshold T is the minimum fraction of the background model. In other
words, it is the minimum prior probability that the background is in the scene. In
this paper we have tested 8 executions with different values of variance between 1
and 5.

The algorithms Running Average and Gaussian Mixture Model have been tested
with our computer vision system. The data consists of 1 video sequence of resolution
640x480 pixels, 22 seconds of duration and 25 frames per second. We select the
frames between 200 and 240. For each frame, it was necessary to manually segment
foreground objects in order to have a ground truth quantitative comparison. We
calculate the number of foreground pixels labeled as background (false negatives -
FN), and the number of background pixels labeled as foreground (false positives -
FP), and the total percentage of wrongly labeled pixels FN+FP

640·480 . The figure 3 shows
the best results for the Running average with small values for alpha (α = 0.05) and
for the Gaussian mixture model with (σ = 2.5).

2.2 Finding and Tracking Individual Blobs

Foreground objects are identified in each frame as rectangular blobs, which inter-
nally are separate images that can be manipulated and analyzed. In order to classify
each blob uniquely, we define the following feature vector parameters: (a) the size
of the blob, (b) the Gaussian fitted values of RGB components, (c) the coordinates
of the blob center, and (d) the motion vector. The size of blobs is simply the total
number of pixels. Histograms are obtained by considering bin sizes of 10 pixels. We
also normalize the feature vectors by the number of pixels.

In order to match blobs from frame to frame, we perform a clustering. Since this
can be expensive to calculate for each frame, we only recalculate the full clustering
algorithm when blobs intersect. Figure 4 shows excellent discrimination by using
the norm histogram differences between blobs for each color space. The x-axis is the
norm difference of red, while the y-axis is the norm difference histogram for green.
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Fig. 4 Discrimination of the histogram of color space between blobs in taken from different
frames

The tracking algorithm used is similar to other systems described in the literature.
Once segmented foreground objects have been separated, we characterize the blob
by its feature vector.

2.3 Detecting Events and Behavior for Telecare

For our initial work, we have considered a limited domain of events that we should
detect, namely: arm gestures, and body positions upright or horizontal, to detect
falls. These two cases are used to address anomalous behavior or simple help sig-
nals for elderly in their home environments. Our analysis is based upon comparing
histogram moment distributions through the normalized difference of the histograms
as well as the normalized difference of the moments of each histogram.

Hist(Hi,Hj) = ∑
i> j

|Hi −Hj| (4)

MHist(Hi,Hj) = ∑
i> j

|Mi −Mj| (5)

In order to test our histogram discriminatory technique, video events were recorded
with very simple arm gestures, as shown in Figure 5. The foreground object was
subtracted from the background by the methods previously described. For each of
the histograms obtained in Figure 5, and for the histograms of Figure 6, statistical
moments are calculated and then normalized histograms (normalized both by bins
and total number of points) are obtained. Clustering can then be performed (sim-
ilar to that of figure 4), by calculating MHist(Hi,Hj), the normed difference. The
histograms are obtained by summing all the pixels in the vertical direction.

The discrimination of the different body positions is possible comparing the mo-
ments of the histograms obtained (Hy - the vertical histogram). Figure 7 shows the
results of different moments for frames shown in Figures 5 and 6. For example, the
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figure 5b (the central histogram) demonstrates a highly peaked third moment. For
Figure 6, the difference in the distributions in the first and third moments is highly
pronounced, and thus discrimination of the two cases is easily obtained from the
simple moment analysis.

Fig. 5 Simple histogram results for obtaining moments for detecting arm gestures

Fig. 6 Basic histogram technique used for discrimination body position. The inset image
demonstrates the color space normalized to unity.

Fig. 7 Comparison of different histogram moments obtained from the video frames studied
in Figure 5 and Figure 6
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3 Experimental Results and Discussion

All the experimental tests and development were performed on a standard PC, con-
sisting of an Intel Pentium D CPU 2.80GHz, with 2G of RAM and using the Ubuntu
9.10 Linux operating system. Videos and images were obtained from webcam with
2MPixel resolution.

The Figure 8 shows on a logarithmic scale the time results of the performance
of the algorithms with a video of 30fps and 12 seconds of duration. The blue line
represents the normal video reproduction, the magenta line is the video playing with
our system without processing, the red color represents the foreground segmentation
and the green line adds the time for processing blob clustering between each frame.

As shown in the previous section, the results of Figure 7 demonstrate that we can
use statistical moment comparisons of histograms in order to discriminate between
simple body positions. Thus, we have found that although our simple histogram
techniques for human body position works well for some cases of interest and is
easy to implement, it is not sufficiently robust. Because of its simplicity, however,
we are presently improving the technique while at the same time investigating other
algorithms.

Fig. 8 Time of the different video reproductions

4 Conclusion

In this paper we have described preliminary work and algorithms on a software sys-
tem which shall allow us to automatically track people and discriminate basic human
motion events. This system is actually part of a more complete tele-monitoring sys-
tem under development by our research group. The complete system shall include
additional information from sensors, providing a complete information about a pa-
tient in their home. In this paper, however, we have restricted the study to video
algorithms that shall allow us to identify body positions, in order to translate this
information from a low level signal to a higher semantic level.

The paper provides encouraging result and opens many possibilities for future
study. In particular, in the field of segmentation, the quantative comparison we de-
scribed is an effective methodology which can be used to optimize parameters in
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each model. While the feature based tracking that used in this paper is rudimentary,
a future study could combine this information with modern sequential Monte Carlo
methods in order to obtain a more robust tracking. Finally, while the histogram
model developed in this paper provides detection for a limited set of actions and
events, it is a fast real-time method, that should have utility in real systems.

Acknowledgements. This work was supported by the Xunta de Galicia under the grant
08SIN002206PR.
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Design and Modelling of the Nocturnal AAL 
Care System 

J.C. Augusto, H. Zheng, M. Mulvenna, H. Wang, W. Carswell, and P. Jeffers* 

Abstract. We present the modelling of a monitoring system which provides night-
time care by detecting situations of concern and therapeutic interventions as the 
core technological component within an Ambient Assisted Living project.  The 
modelling of processes and interactions allows early detection of problems in the 
strategy to be implemented through simulation and verification.   

Keywords: Intelligent Environments, AAL, safety critical. 

1   Introduction  

Dementia is a group of symptoms caused by specific brain disorder. The 2003 
World Health Report Global Burden of Disease [1] estimated that dementia con-
tributed to 11.2% of all years lived with disability among people aged 60 and over. 
In the UK, the Dementia 2010 report revealed that it is over 800,000 people suf-
ferers a form of dementia and the annual cost of dementia is £23bn. It is estimated 
that the number of sufferers will pass the one million mark before 2025 [2]. In 
2009, the National Dementia Strategy was published with the aim to support peo-
ple with dementia and their carers to live well with dementia. Telecare and assis-
tive technology spans a number of objectives in the national strategy [3].  

Generally, people with dementia exhibit the symptoms of memory loss, prob-
lems using language, changes in personality, disorientation, problems doing usual 
daily activities and disruptive or inappropriate behaviour. Wandering and inconti-
nence are the top two causes of institutionalisation. This paper presents our work 
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on the design and modelling of the Ambient Assisted Living  (AAL) care system 
to support people with dementia at night time.  We explain how tool-supported 
methodologies from Software Engineering can guide the development of the core 
monitoring and actuation process of a MAS system. 

The reminder of this paper is organised as follows. In section 2, we introduce 
the NOCTURNAL project followed by a description of the design and modelling 
software package, SPIN, in section 3. NOCTURNAL model design, simulation 
and verification are detailed in section 4. The conclusion is presented in section 5. 

2   The Nocturnal Project 

AAL services and technologies are designed to help extend the time that older 
people can live at home by “increasing their autonomy and assisting them in car-
rying out activities of daily life” [4]. The services offered may include support for 
functional, activity, cognitive, intellectual and sensory-related activities; for ex-
ample, providing alarms to detect dangerous situations that are a threat to the us-
er’s health and safety,  continuously monitoring the health and well-being of the 
user and the use of interactive and virtual services to help support the user.  

These technology-enriched services have evolved from relatively simple tele-
care services such as emergency fall alarm provision into more sophisticated tele-
health services supporting people with long-term chronic health conditions such as 
Alzheimer’s disease. Along with this evolution in the provision of services, there 
is a parallel development in the sophistication of the technology that underpins the 
AAL services and in the complexity and volume of the data that is harvested from 
the sensors that monitor the activity of the user in their home setting. Such data 
can include movement information, device usage information, medication compli-
ance data and other rich data that can inform decisions for AAL services.  

In the NOCTURNAL project, data representing activities of people with de-
mentia is gathered and analysed in order to create behavioural profiles for them. 
The goal of the project is to develop a solution that supports older people with 
mild dementia in their homes, specifically during the hours of darkness. This is a 
relatively new area of research and was identified as a key area of need for care 
recipients with dementia after [5] found in their literature review of papers report-
ing on nighttime care of people with dementia that only 7% of papers addressed 
nighttime specific issues with a further 26% focusing on night and day activities 
together. It is also of interest because of the negative impact that lack of sleep and 
consequent anxiety causes for the informal carer in the home of the person with 
dementia. The support provided is also relatively unusual in that the AAL services 
are focused on identifying negative behaviours at nighttime such as restlessness 
and wakefulness [6] and then responding to these behaviours with interventions, 
e.g., guidance, that are designed to have a therapeutic impact. The design is for the 
AAL services to provide reassurance, aid and guidance for the general behaviour 
of the care recipient and to support a stable circadian rhythm. The types of thera-
peutic interventions include musical, visual and lighting based.  
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3   SPIN 

SPIN [7] is one of the most well-known and used system for verification of soft-
ware.  It is a highly efficient and stable system with a user friendly interface, and 
good team support.   SPIN is focused on the concept of models.  Users can model 
a system by using a language called Promela (PROcess MEta-LAnguage), which 
emphasizes the role of processes and their interactions.  Once a user has built a 
model the possible scenarios represented in the model can be simulated in various 
ways (e.g., randomly guided by the machine or user guided).  Additionally users 
can perform what in Software Engineering is called Formal Verification, i.e., an 
exhaustive analysis of the computations implied by the model.   SPIN provides a 
formal language for users to specify properties which can then be checked by the 
tool.  If the property the user was trying to verify in the model does not hold then 
SPIN provides a counter-example (an explanation of why that property is not true 
for that particular model).   The presentation below is more centred on the model 
and the simulation process (see [8, 9] for an emphasis on verification of IEs). 

4   The Nocturnal Model   

Our team is using SPIN to inform the design and modelling phases of the Noctur-
nal project.   Some models consider the overall system whilst other models focus 
specific agents.  The model of the overall architecture is depicted in Fig. 1. 

 

 

Fig. 1 Nocturnal Architecture 

Activities of the client trigger sensors which are recorded as events in a data-
base. These events are fed to a group of monitoring agents specialized on night  
related situations (e.g., restlessness, bed occupancy and wandering). When the 
number of episodes of interest detected by any single agent is above an acceptable 
threshold, which is dynamically adapted to the client and the context, the agent in-
volved contacts a coordinating agent (CA) which have a holistic view of the con-
text informed by all the single agent’s reports. If appropriate, CA can trigger a 
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therapeutic intervention with the aim of helping the client. If subsequent reports 
from the monitoring agents show there is still reasons for concern the coordinating 
agent can issue a new intervention or eventually if the situation requires it the call 
centre at Fold can be contacted so that a human deals directly with the situation.  
The system then is used as a way to increase independence with safety and to fo-
cus human interventions on those cases where is really needed.   

4.1   Promela Model 

Figure 1 depicted the main actors and interactions within the Nocturnal system  
architecture. The model was conceived to explicitly represent those elements and 
relationships to test the idea and use it as a framework to experiment with and dis-
cover non-trivial features which escaped the initial analysis of the team. One of 
the versions of the model of the overall architecture is provided in Appendix A 
(see comments inserted providing explanation of the model). Each main element 
of technology and human actors depicted in Figure 1 is represented in the Promela 
model by a process type (each of them has their name highlighted in boldface).  
Processes are autonomous entities running concurrently. Interaction amongst these 
elements is represented by message passing through synchronous channels. Natu-
rally there are many features of the model that can be changed to experiment with, 
this model is only a snapshot in the lifetime of the system.  

4.2   Simulation 

This model can be used for simulation in SPIN and several different types of 
views can be extracted as the simulation unfolds. Figure 2 shows the Message Se-
quence Chart which depicts the different processes and the messages they sent 
each other in this specific random simulation. Yellow boxes at the top indicate the 
name of the processes in the system. Arrows indicate a message sent from one 
process to another. Fig. 2 shows a run such that when process Client activates (box 
number 6) a sensor (box number 7), this event is stored in the DB and passed to 
the monitoring agents: Restlessness (31), Bed Occupancy (10) and Wandering 
(37), they act according to whether is relevant or not to them. They in turn (in any 
possible combination, i.e., none, some or all ) may or may not contact the Coordi-
nating Agent (39). This one may (75) or many not (39) decide that a Therapeutic 
Intervention is needed. The therapeutic intervention may sometimes produce a re-
sponse from the user (76-78).  Sometimes the situation may require to contact 
Fold (199). 

Notice this model does not focus on frequencies but rather on possibilities, i.e., 
whether something can be achieved or not within that architecture. Other modes 
we have explored focused on different aspects of the system, for example on how 
the monitoring agents can effectively keep track of the frequency of restlessness 
episodes, detect absence from bed or wandering, during a period of time. 
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Fig. 2 Processes of the Overall Architecture communicate with each other 

4.3   Verification 

Formally specified behavioural properties (e.g., [] <> activeClient) can be ex-
plored using SPIN.  These properties are usually related to the requirements of the 
system being examined.  Examples of such properties for the Nocturnal case are: 
“can the system monitor the client continuously?”, “Are all sensor activations 
stored in the DB”, “Is each emergency followed by a therapeutic intervention?”. 

5   Conclusions   

The project Nocturnal aims at providing Ambient Assisted Living with an empha-
sis on night-time care.  This paper has presented the underlying processes related 
to the project Nocturnal, and has shown how the use of well established tech-
niques and tools from Software Engineering can be used to model these processes 
and to rigorously examine them during software development.   

Our tool of choice provide simulation and verification capabilities.  Through 
simulation different scenarios can be recreated either randomly by the tool or 
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guided by the user.  Once this has provided confidence to the team on the strategy 
being modelled other features of the tool can be used to check if the strategy rep-
resented in the model is consistent with the behavioural properties that are present 
in the model.  

Our team has used this tool at two different levels: to model the overall archi-
tecture (the focus of this paper) and to model individual agents, e.g., restlessness 
agent of Fig. 1.  This process allowed the team to focus on the strategy and the 
logic of the processes before implementation.   
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Appendix A: Nocturnal Architecture Promela Model 
 
/* Data Structures Declarations Section                                                             */ 

bool activeSensor= true; bool contact= true; bool takeAction= true; 
bool intervention= true; bool event = true; 

    /* all channels declared synchronous, i.e., handshake guaranteed  */ 
chan client2sensors  = [0] of {bool};  /* Client to Sensors */ 
chan env2DB = [0] of {bool}; /*  environment to DB */ 
chan db2RA = [0] of {bool};  /* DB to Restlessness Agent */ 
chan db2BOA = [0] of {bool};  /* DB to Bed Occupancy Agent */ 
chan db2WA  = [0] of {bool};  /* DB to Wandering Agent */ 
chan ra2CA  = [0] of {bool};  /* Restlessness Agent to Coordinating Agent */ 
chan boa2CA  = [0] of {bool};  /* Occupancy Agent to Coordinating Agent */ 
chan wa2CA  = [0] of {bool};  /* Wandering Agent to Coordinating Agent */ 
chan ca2TIA  = [0] of {bool};  /* CA to Therapeutic InterventionAgent */ 
chan tia2client  = [0] of {bool};  /* Therapeutic InterventionAgent to Client */ 
chan ca2fold  = [0] of {bool};  /* Emergency Notification */ 

/*Process Declaration Section                                                                             */ 
active proctype Client ()  /* represents free will of human */ 
{ bool activeC; 
end: do 
 :: tia2client?intervention -->  
     if   :: client2sensors!event  
          :: skip    fi 
                   :: activeC --> atomic{client2sensors!event; activeC=false}     
                   :: !activeC --> activeC=true     
         od } 
active proctype environment () /* generates sensor data and stores it in DB */ 
{ bool idle; 
end: do 
 :: !idle -->atomic{client2sensors?event; env2DB!activeSensor; idle=true}  
 :: idle --> idle=false 
        od} 
active proctype DB () /* stores sensor data and passes it to agents*/ 
{ end: do 
 :: env2DB?activeSensor -->  
                   atomic{ 
  if  :: db2RA!activeSensor 
       :: skip fi; 
  if  :: db2BOA!activeSensor 
       :: skip fi;  
  if :: db2WA!activeSensor 
     :: skip fi                            }  
        od }  
active proctype RestlessnessAgent () /* detects restlessness episodes */ 
{ end: do 
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 :: db2RA?activeSensor -->  
    if :: atomic{ 
                          printf("Restlesness Agent was interested on this information");  
                          ra2CA!contact}  
       :: skip   fi 
          od } 
active proctype BedOccupancyAgent () /* detects out of bed episodes */ 
{ end: do 
 :: db2BOA?activeSensor -->  
    if :: atomic{ 
                          printf("BedOcc. Agent was interested on this information"); 
                          boa2CA!contact} 
       :: skip   fi  
          od } 
active proctype WanderingAgent () /* detects wandering episodes */ 
{ end: do 
 :: db2WA?activeSensor -->  
    if :: atomic{ 
                          printf("Wandering Agent was interested on this information");                       
                          wa2CA!contact} 
       :: skip  fi   
           od } 
active proctype CoordinatingAgent ()  /* gathers advice from agents and,    
when necessary, intervines in environment */ 
{ end: do 
 :: ra2CA?contact -->  
    if :: ca2TIA!takeAction  
       :: ca2fold!takeAction  
       :: skip fi 
 :: boa2CA?contact --> 
    if :: ca2TIA!takeAction  
       :: ca2fold!takeAction  
       :: skip fi 
 :: wa2CA?contact --> 
    if :: ca2TIA!takeAction  
       :: ca2fold!takeAction  
       :: skip fi 
           od} 
active proctype TherapeuticInterventionAgent () /* actuates in env. to 
 achieve goals set by coordinator agent */ 
{ end: do :: ca2TIA?takeAction -->  
                            atomic{tia2client!intervention; printf("Action Taken!")} od } 
active proctype Fold () /* deals with emergencies */ 
{ end: do :: ca2fold?takeAction --> printf("Action Considered by Fold!") od } 



The EducAgent Platform: Intelligent
Conversational Agents for E-Learning
Applications

David Griol, Jesús Garcı́a-Herrero, and José M. Molina

Abstract. In this paper, we describe a multi-agent system developed for teaching
support and student’s self-learning. The main objective of the EducAgent platform
is the creation of an innovative virtual space following the principles of the Euro-
pean Higher Education Area to make subjects and e-learning initiatives to become a
more flexible, participatory and attractive space. One of the most important charac-
teristics of the developed platform is to facilitate a more natural interaction between
the system and students by means of conversational agents. We describe the main
features of the EducAgent platform and its application in the new European Com-
puter Science Degree at the Carlos III University of Madrid.

Keywords: Conversational Agents, E-Learning, Oral Interaction, Intelligent
Agents, Education and New Technologies.

1 Introduction

Ambient Intelligence (AmI) emphasizes on greater user-friendliness, more efficient
services support, user-empowerment, and support for human interactions. In this
vision, people will be surrounded by intelligent and intuitive interfaces embedded
in everyday objects around us and an environment recognizing and responding to
the presence of individuals in an invisible way [1]. To ensure such a natural and
intelligent interaction, it is necessary to provide an effective, easy, safe and trans-
parent interaction between the user and the system. This way, conversational agents
[6], which marry agent capabilities with computational linguistics, have became a
strong alternative to enhance multi-agent systems with intelligent communicative
capabilities, as speech is one the most natural and flexible means of communication
among humans.
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With the growing maturity of conversational technologies, the possibilities for
integrating conversation and discourse in e-learning are receiving greater attention,
including tutoring [7], question-answering [9], conversation practice for language
learners [3], pedagogical agents and learning companions [2], and dialogs to pro-
mote reflection and metacognitive skills [5].

In addition, learning and training institutions are growingly facing important
challenges. In fact, the new framework of the European Higher Education Area
(EHEA) involves teaching mainly oriented to the attainment of competencies, so
that the role of the teacher is to facilitate and guide students to intellectually access
contents and professional practices corresponding to their degrees. To achieve this
objective, more participatory and reflective teaching methodologies are required to
allow students reaching the maximum autonomous academic and personal develop-
ment as possible. In this space, teachers are not only transmitters of knowledge, but
also become professionals who create and organize complex learning environments,
involving students in their own learning process by means of appropriate strategies.

In this framework, according to Roda et al. [8], enhanced e-learning systems are
expected to i) accelerate the learning process, ii) facilitate access, iii) personalize the
learning process, and iv) supply a richer learning environment. To do this, and pro-
moted by the introduction of the new European degrees at Carlos III University of
Madrid, continuous assessment has been introduced based on students’ effort and
active participation in their learning. This way, students are followed up through
activities which promote their participation and knowledge acquisition, such as ini-
tiatives which enable them to know their progresses.

Following these premises to provide enhanced e-learning initiatives in the EHEA
framework, we have developed the EducAgent platform. The main objective is to
develop a flexible learning tool to offer the stimulus, support and environment nec-
essary to guide students in a continuous and active learning process. To do this,
intelligent conversational agents have been included in the architecture of our plat-
form, which facilitate a more natural interaction between the system and students,
select the different contents, present them to students, collect their answers, and
provide a feedback after the analysis.

2 The EducAgent Platform

The EducAgent platform consists of a set of intelligent agents which works as a
virtual space where students can interact to be presented cases and problems to be
solved, which are adapted to their progresses and takes into account specific prob-
lems detected during the student’s evolution during the course. In addition, student’s
interaction with the platform also allow to automatically assess their learning. To do
this, we bring to our teaching the most recent advances made by the members of the
project in different research fields.

Three main features are highlighted to be present in most of the educational
intelligent agents. Firstly, the ability of communication. Intelligent agents can
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communicate with the user, other agents and other programs. The user communi-
cates with a user-friendly interface to customize their preferences. For the devel-
opment of the EducAgent platform, we have defined communication with students
in the most natural way possible as a priority. For this reason, the communication
in our platform is carried out by means of advanced conversational agents. To suc-
cessfully manage the interaction with users, conversational agents are usually de-
veloped following a modular architecture, which generally includes the following
tasks: automatic speech recognition (ASR), natural language understanding (NLU),
dialog management (DM), database management (DB), natural language genera-
tion (NLG) and text-to-speech synthesis (TTS). The development of these agents
implies the achievement of a set of challenges, which depend on the selected lan-
guages models, dialog initiatives, confirmation strategies, responses generation, etc.
Our proposal is the incorporation of statistical methodologies to deal with all these
important design decisions [4].

The second main feature is the degree of intelligence, which has a wide range
of possibilities often achieved by means of the incorporation of technologies from
Artificial Intelligence. In our case, Speech Technologies and Natural Language Pro-
cessing are used to facilitate the automatic analysis of students’ responses. Finally,
the third main feature is autonomy. An agent must not only be able to make sug-
gestions, but also to act with proactiveness. In EducAgent, agents are implemented
with the autonomy required to select which are the most appropriate contents to be
presented to students and which is the most appropriate response that must be given
as a result of the analysis of the interaction. Different natural language e-learning
applications also offering learning reinforcement to review self-assessments are
detailed in [5].

2.1 Architecture of the EducAgent Platform

Figure 1 shows the architecture designed for the EducAgent platform to select the
different contents and generate a questionnaire, perform the interaction with stu-
dents by means of a conversational agent, carry out the corresponding analysis of
the students’ answers, and provide them with the appropriate feedback.

As Figure 1 shows, for each one the units that make up the course, the platform
selects from a database the different questions corresponding to the concepts se-
lected for the evaluation and presents. The generated questionnaire is presented to
the student using the Moodle platform and by means of the Opera browser. This
way, students access the questionnaire on the web, and they can answer the ques-
tions using their voice, keyboard and/or mouse. To do so, these questionnaires are
developed using the VoiceXML standard1.

To allow students answering the different questions using their voice, the plat-
form uses the ViaVoice speech recognition technology from IBM, embedded in the
Opera browser. Once the text transcription of the speech has been obtained, the
Language Understanding Module generates the semantic interpretation of the input

1 http://www.w3.org/TR/voicexml20/
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Fig. 1 Architecture of the EducAgent platform

sentence. To do this, this module analyzes the contents provided by the students by
means of specific grammars generated for each one of the questions. By obtaining
the meaning of the student’s utterance and using the result of its comparison with the
correct answer defined by the teacher (contained in the database system and acces-
sible by means of the database query module), the User Answer Analyzer calculates
the percentage of success and the set of recommendations to be made to the stu-
dent. This is done by means of grammars in which the student’s answer is compared
with the reference answer, assigning a specific score and answer each time a coinci-
dence is detected. This way, in our system we provide a balance between accuracy
and flexibility in the evaluation process. Test questions provide total reliability on
the correction of these answers, while our grammar-based functionality offers the
flexibility of natural language.

Then, the Dialog Manager decides the next action of the platform, taking into
account the analysis previously described for the utter utterance (for instance, to
confirm information supplied by the student, to request additional information, to
continue with the next question, etc.). The System Answer Generator takes into ac-
count the result of the analysis carried out for the previous set of system questions
and generates the corresponding system answer, which is presented to the student
by means of the result generated by the Natural Language Generation module. The
generated text is formatted into VoiceXML code, which is presented using the Moo-
dle platform, and by means of a synthesized voice that generates the oral answer
corresponding to the generated answer.
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This way, students can carry out several interactions with the platform, consulting
contents corresponding to the different stages defined in the course, from which their
can be evaluate their knowledge and extract conclusions about the results which
must be obtained at the end of each of them. The students’ interactions with the
virtual agents provide essential information for both teachers and students. Teachers
are provided with a feedback about the degree of the student’s understanding of the
different contents. The interaction with the platform allows students to develop the
ability to put concepts into practice, verifying whether their proposed solution is
correct or not and also doing this in an innovative environment.

3 Practical Case Study

The EducAgent platform started to be implemented at the end of the academic year
2009-2010 for its application in the Computer Science Degree at the Carlos III Uni-
versity of Madrid. The subject Compilers was selected for the elaboration of the
different questionnaires for the platform. The methodology defined for the evalua-
tion of this subject emphasizes students’ continuous assessment. For the generation
of the different questions and practical cases to be included i the platform, we con-
sidered the following types of exercises: i) questions concerning theoretical contents
as a review of methodologies and concepts; ii) connection with programs (like Flex2

and Yacc3) used to propose practical implementations and provide code execution;
iii) practical cases proposed to the student to obtain conclusions about the appropri-
ate processes for resolve specific problems.

A total of 110 questions, practical cases and problems was elaborated for the
subject. We evaluate these questions by proposing them to students. It should be
emphasized that the total of questions were answered by 89% of students. A 86%
percentage of students expressed the usefulness of the provided cases and problems
to facilitate the achievement of the objectives of the course, enhance their learning
and facilitate knowing the degree of understanding of the different contents.

Figure 2 shows an example of a VoiceXML form for the multimodal presentation
of a specific question, collect the student’s response and provide it to the Natural
Language Understanding Module in the EducAgent platform. As it can be seen,
each VoiceXML file corresponding to a specific question includes an initial gram-
mar, manages of help events, and deliveries the student’s answer to the Language
Understanding and Answer Analyzer modules.

Figure 3 shows the composition of a questionnaire with questions related to Lex-
ical Analysis. It can be seen that the different kinds of previously described exer-
cises have been incorporated. For each one of the proposed questions, the system
provides a comparison of the student’s responses with the solution proposed by the
agent, as well as instructions about possible mistakes, important points which must
be enhanced, information about typical errors, etc.

2 http://flex.sourceforge.net/
3 http://sourceforge.net/projects/byacc/
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<?xml version="1.0" encoding="UTF-8"?>
<vxml version="2.0" xmlns="http://www.w3.org/2001/vxml"
xmlns:xsi="http://www.w3.org/2001/XMLSchema-instance"
xsi:schemaLocation="http://www.w3.org/2001/vxml
http://www.w3.org/TR/voicexml20/vxml.xsd">
<form id="Lexical Analysis">
<block>Please, answer now the following question.</block>
<field name="PAL-03">
<prompt>Do you think that regular expressions can be used

to recognize tokens? Why?</prompt>
<grammar src="pal-03.grxml" type="application/srgs+xml"/>
<catch event="help">

You have to explain if it is possible to recognize tokens by means
of the definition of regular expressions.<reprompt/>

</catch>
</field>
<submit next="/servlet/analisis/pal" namelist="pal-03"/>
</block>
</form>
</vxml>

Fig. 2 Example of a VoiceXML form to generate a specific question in EducAgent

The indicators about the operation of the platform that we want obtain at the
end of the current academic year include the complete evaluation of the different
agents and educational contents for the subject, the evaluation of their reliability
and usability, the validation of the acceptation degree of the different contents, and
the definition and evaluation of technological parameters associated to the specific
operation of each one of the modules in the platform.

We have already completed a preliminary evaluation of the EducAgent platform
based on questionnaire to assess the students’ subjective opinion about the system
performance. The questionnaire had 10 questions: i) Q1: State on a scale from 1
to 5 your previous knowledge about new technologies for information access.; ii)
Q2: How many times have you used Opera Voice before?; iii) Q3: How well did
the system understand you?; iv) Q4: How well did you understand the messages
generated by the system?; v) Q5: Was it easy for you to get the requested informa-
tion?; vi) Q6: Was the interaction rate adequate?; vii) Q7: Was it easy for you to
correct the system errors?; viii) Q8: Were you sure about what to say to the sys-
tem at every moment?; ix) Q9: Do you believe the system behaved similarly as a
human would do?; x) Q10: In general terms, are you satisfied with the EducAgent
platform?.

The possible answers for each one of the questions were the same: Never, Sel-
dom, Sometimes, Usually, and Always. All the answers were assigned a numeric
value between one and five (in the same order as they appear in the questionnaire).
Table 1 shows the average, minimal and maximum values for the subjective evalua-
tion carried out by a total of 15 students from one of the groups in the subject.

From the results of the evaluation, it can be observed that students positively
evaluates the facility of obtaining the data required to fulfill the complete set of
objectives of the proposed in the exercises defined for the subject, the suitability
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Fig. 3 Example of a questionnaire created using the EducAgent platform (in Spanish)

Table 1 Results of the evaluation of the EducAgent platform (1=worst, 5=best evaluation)

Q1 Q2 Q3 Q4 Q5 Q6 Q7 Q8 Q9 Q10
Average Value 4.6 2.8 3.6 3.8 3.2 3.1 2.7 2.3 2.4 3.3

Maximum Value 5 3 4 5 5 4 3 3 4 4
Minimal value 4 1 2 3 2 3 2 2 1 3

of the interaction rate during the dialog. The sets of points that they mention to be
improved include the correction of system errors and a better clarification of the set
of actions expected by the platform at each time.
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4 Conclusions

In this paper we have described the main characteristics of a multi-agent platform
developed to facilitate autonomous learning and self-assessment for e-learning ini-
tiatives. The architecture of the EducAgent platform includes advanced conversa-
tional agents which facilitate a natural communication with student using different
input and output modalities, the generation and presentation of the different con-
tents following these modalities, the automatic analysis of students responses, and
the generation of an appropriate feedback which takes into account the comparison
between the answer provided by the students and the reference answer detailed by
the teacher. We have elaborate a set of contents to evaluate the platform in a specific
subject. The results of a preliminary subjective evaluation show the positive accep-
tation of a set of very important features defined for the platform. We consider that
the results obtained at the end of the current academic year from both statistics of
the different modules and evaluations provided by students, will be very important
for the adaptation of our subjects for the requirements of the EHEA.
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Improving Human Face Detection through TOF
Cameras for Ambient Intelligence Applications

J.R. Ruiz-Sarmiento, C. Galindo, and J. Gonzalez

Abstract. One of the cornerstones of ambient intelligence technology is the need
of sensory systems to reliably notice the presence of people. Several approaches for
detecting humans within a non-controlled scenario can be found in the literature
but they exhibit not enough effectiveness, i.e. a high rate of false positive or true
negative detections. This becomes a drawback for the development of a variety of
ambient intelligence applications which depend on such a sensory capability.

In this paper we propose the use of a TOF camera for noticing human presence by
detecting their faces. Apart from a typical intensity image, this camera also provides
a range image of the scene. The proposed methodology first detects faces from the
intensity image (by using the Viola-Jones algorithm) and then analyzes those detec-
tions in the range image to discard false positives. Experimental evaluations of the
proposed process have yielded excellent results in non-controlled scenarios, elimi-
nating most of the false positive detections.

Keywords: Human Detection, Range (Time Of Flight) Cameras, Mobile Robotics.

1 Introduction

Ambient Intelligence (AmI) has recently come out to increase the comfort of people
within their daily life. AmI refers to the enhancement of the environment through
a set of devices that intelligently controls certain functionalities, pursuing a variety
of aims. For instance, an intelligent fridge can take account on the aliments that it
contains, automatically ordering those which have been already consumed. Such an
intelligent fridge, equipped with gas sensors, could also alert the user when a partic-
ular meal is rotten [7]. Thus, the inhabitants of the home can be easygoing with their
food supply, simplifying this chore. Other practical cases where AmI may help is in
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the adjustment of resources consumption at the same time that all the comforts of
the environment are kept. A sensory system can detect the presence/absence of peo-
ple in a given area to control, for example a heating device. Even more interesting
is the possibility to estimate the number of people and to be able to recognize them
in order to accordingly adjust the temperature of a room following pre-specified
preferences. These are some examples that reveal the human-centric characteristic
of Ambient Intelligence technology. Given that humans are the main actors, it be-
comes clear the interest of AmI in reliably noticing the presence of people in order
to act adequately.

Computer vision contributes to this issue by providing algorithms to detect hu-
man faces in images [2, 11, 12], but their reliability are still not high enough for
many real AmI applications. Very recently, a new type of sensor, called TOF cam-
era (Time-Of-Flight camera), has appeared in the market providing both intensity
and range data. These cameras permit us to improve the detection of the truly pres-
ence of human faces not only through visual information, e.g. skin-like colour, 2D
shape, etc., but also by exploiting 3D characteristic information of human faces,
for example, the area of the nose is prominent with respect to the area of the
cheeks.

In the recent literature some works can be found exploring the capabilities of
TOF cameras. Many of them address the physical characterization of TOF cameras
[1, 13], and others focus on their application in a variety of fields [4, 14]. Some
related works to ours are [3, 6], which propose simple and direct approaches for face
detection using TOF cameras. In this paper we improve their achievements through
a battery of 3D-shape tests that leads to a reliable and robust face detector. Our
experiments have been successfully conducted on real and non-modified scenarios,
yielding results with a high rate of true positives and reducing the number of false
positives, which are a serious problem for known intensity-based face detectors.
Some of our experiments have been conducted with the TOF camera mounted on a
mobile robot, to prove the suitability of our approach for AmI applications that may
incorporate a service robot.

Next we describe the proposed method and the evaluation results of the experi-
ences conducted on real, non-controlled scenarios.

2 The Proposed Method

Our aim is to develop a robust face detection process using a TOF camera that
produces the minimum number of false positives as possible, while maintaining
high detection rates. Our approach is divided into two steps (see figure 1): the first
one applies the well-known Viola-Jones classifier [11] over the intensity image to
determine a set of candidates regions that presumably contain a human face. In
the second step, the resulting candidates are checked against a battery of 3D-shape
tests that operates over the range image. This second phase aims at discarding false
positives of the first stage.
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Viola Jones 
Classifier

Detected Candidates

Tests
passed?

Real Faces Detected

YES

NO

ToF Camera

Intensity Data

Range Data

3D-Shape Tests

Discard
candidate

Fig. 1 Scheme of the proposed two-step process for face detection

2.1 TOF Cameras

Broadly speaking, a time-of-flight camera is a device that provides both intensity
and range data, i.e. distance information to the sensed objects. In particular, the TOF
camera considered in this work, manufactured by Mesa Imaging [8], performs by
emitting a continuous wave modulation through an infrared led array (see figure 2).
When the wave is reflected to the camera, their CCD/CMOS cells are excited with
a signal that exhibits a certain phase shift, which permits the device to calculate the
distance and reflectivity of the target through cross correlation up to a distance of 5
m. with an accuracy of ±10 mm.

Emitted modulated light

Reflected light

IR LEDS

CCD/CMOS sensor

Object

Modulator

Phase Shift

X

Z

Y

a) b)

Fig. 2 a) Outline of the TOF camera operation. b) Reference system established by the used
TOF camera.
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In spite of the interesting possibilities provided by TOF cameras, they have still
some limitations (see [13] for more details):

• Low resolution. The used camera has a resolution of 176 x 144 pixels.
• Unsuitable for highly dynamic scenes. When a scene presents fast moving ob-

jects, measured distances are prone to large errors.
• Low accuracy of the measured distance. Distance measurements are influenced

by the colour and the type of material of objects.

2.2 Viola-Jones Classifier

The Viola-Jones classifier applies a cascade of tests of increasing complexity, over
the intensity image (see figure 3). First stages of the cascade are simple and quickly
discard regions that do not match general human faces’ features, e.g. the eyes’ area is
darker than the nose one. The subsequent stages are increasingly more selective and
complex, minimizing the false positive rate, at the expense of a higher computational
burden.

Face

No face

F

e

…
Image subregion

Stage 1 Stage 2 Stage 3 Stage n
Accept Accept Accept Accept

Reject Reject Reject Reject

Fig. 3 Structure of a face detector cascade. Computationally less demanding stages are ap-
plied first.

Tests considered in each stage are trained using AdaBoost[15]. AdaBoost is
a learning algorithm that chooses weak classifiers between a family of simple
(Haar) features. These classifiers are combined into strong classifiers, which be-
come constituents of the stages of the Viola-Jones cascade (refer to [11] for further
detail).

Once trained, the classifier is applied to a video sequence. Within each frame,
a 20x20 pixels window is slid, checking if it passes all the stages of the cascade.
This window is moved and scaled to cover the whole frame in order to detect a face
at different locations and scales. The considered window size for the Viola-Jones
classifier and the low resolution of our TOF camera limit the distance for detecting
faces to 2.5 meters.

Although this face detector provides good results when compared to other meth-
ods [10], the number of false positives it produces is a serious drawback for many
AmI applications.
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2.3 3D-Shape Tests

To overcome the problem of such a high number of false positives, we propose a
second step where three 3D-shape tests are applied over the range image to con-
firm or not every candidate. Each test checks out if a particular 3D-shape feature is
present in the candidate region or not, identifying and eliminating different types of
false positives. Figure 4 shows some examples of false positives detected by the two
of the proposed tests which are described in the following sections.

a) b)

Intensity IntensityRange Range

Fig. 4 a) A false positive detected because it is a flat region. b) A false positive because of
an abnormal face size for that distance.

2.3.1 Test #1: Flat Region

The first test is based on the fact that human faces are not flat, so they present certain
relief on the range image. An example of this type of false positives is shown in
figure 4a. This test is implemented by computing the covariance matrix, C, of the
spatial position (x,y,z) of the pixels that conform the candidate region. Eigenvalues
of the C matrix give information about the spatial distribution of the pixels that
form the region. Concretely, the lower the smallest eigenvalue, the flatter the region.
Notice that a similar reasoning could be stated for the standard deviation of the x
coordinates (distances to the camera) which is cheaper to compute, however, we
have verified that it presents some problems for slightly oblique regions.

2.3.2 Test #2: Size-Distance Ratio

This test discards candidates that do not match the expected size of a human face
at a given distance. Figure 4b is an example of a false positive detected by this test.
In our implementation we have considered that the normal size of human faces, on
average, is 290 cm2 with a typical deviation of 60 cm2 approximately. These figures
have been obtained by analyzing around 10000 face images.

2.3.3 Test #3: Facial Structures

This test exploits the fact that human faces have a general common morphology.
It segments the candidates using a growing regions method over the range data to
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extract the candidate face from the background, and then it divides it into nine sub-
regions as shown in figure 5a. The depths of these subregions to the camera must
verify certain constrains characteristic of human faces. For instance, the region that
presumably contains the nose (numbered as 5 in figure 5a) should stand out with
respect to the lateral subregions, that correspond to the cheeks, i.e. 4 and 6. An
example of a false positive declared by this test is shown in figure 5b.

In the implementation of this test, the position of each region is set as the centroid
of the pixels in it. Five comparisons are performed to check whether the central
regions of the three rows and of the two diagonals are closer to the camera than
the side regions. More concretely, we make the comparison on the y-x plane in the
following manner:

Let x = a ·y+b be the straight line that links the centroids of the side regions, and
let Pc = (yc,xc) be the centroid of the central region, we check if the central region
is closer to the camera than the side regions, that is, the distance d = a · yc + b− xc

must be positive. This checking is done for the five cases (3 rows + 2 diagonals).
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Fig. 5 a) Left: A candidate region. Middle: The centroids are represented with spheres while
lines represent the constrain to be checked. Right: projection into the y-x plane. b) Left: A
false positive (behind the person). Middle: Subdivision of the region and the restrictions to
be fulfilled. Right: projection of three subregions into the y-x plane. Note that the test is not
passed in this case.
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3 Evaluation

In order to prove the effectiveness of our approach we have conducted 16 ex-
periments in two scenarios: fixed-camera, where the TOF camera was fixed
while people were moving around, and moving-camera, where the camera
was mounted on a mobile robot, and thus, it was affected by important
changes in illumination. An example video of an AmI application where a
mobile robot detects people within their working place can be watched at
http://www.youtube.com/watch?v=GJE4A7R6LNs.

We apply the Viola-Jones cascade classifiers from the OpenCV library, con-
cretely the one labeled as haarcascade frontalface alt2, for detecting candidate re-
gions. Although it provides good results [9], a considerable rate of false positives
are produced. In our experiments from a total of 11.184 candidates, 685(5.77%)
was the number of false positives. These false positives were identified by visual
inspection.

The proposed 3D-shape tests have been implemented in a multi-thread C++ pro-
gram, using a Intel R©CoreTM2 Quad CPU Q6600 2.4GHz, with 4Gb RAM, which
permits us to process up to 14 fps. We take advantage of the multi-core capability to
run simultaneously all the tests, albeit a sequential execution solution could be also
adopted.

When the 3D-shape tests are considered the number of false positives is dras-
tically reduced, as shown in table 1. Notice that each test by itself has a modest
ratio of false positive declaration, but when combined they yield excellent results,
eliminating all the false positives in the fixed-camera scenario and around the 98%
of cases with the camera onboard the robot. Regarding the false negative rate, i.e.
faces which are erroneously neglected, the battery of the three tests discards around
3% of actual faces in both scenarios, which does not represent a serious inconve-
nience since we are dealing with a video sequence.

Table 1 False positives detected by each test separately, and by the combination of all of
them with respect to the total number of false positives produced by Viola-Jones classifier

Scenarios Frames Viola Jones false positives Test #1 Test #2 Test #3 All
Fixed-camera 11230 122 60,66% 68,85% 53,27% 100%

Moving-camera 27649 563 22,74% 53,46% 93,25% 98,03%

4 Conclusions

In this work we have presented a robust human face detector for TOF cameras that
highly reduces the number of false detections, while keeping a very low level of
false negative cases. The obtained results demonstrate the interest in using not just
intensity images, but also range data to achieve the robustness level demanded by
AmI applications. Though nowadays these TOF cameras are still very expensive,
we believe that the emergence of these sensors to interface to next generation of

http://www.youtube.com/watch?v=GJE4A7R6LNs
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interactive games (as Kinect) will put them in the market at a very cheap price. In
the future we plan to investigate the use of the proposed method in a service robot
aimed to provide AmI capabilities.
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an application to boosting. In: Vitányi, P.M.B. (ed.) EuroCOLT 1995. LNCS, vol. 904,
pp. 23–37. Springer, Heidelberg (1995)

http://www.mesa-imaging.ch/


Recommendation and Planning through Mobile
Devices in Tourism Context

Ricardo Anacleto, Lino Figueiredo, Nuno Luz, Ana Almeida, and Paulo Novais

Abstract. In this paper we present a mobile recommendation and planning system,
named PSiS Mobile. It is designed to provide effective support during a tourist visit
through context-aware information and recommendations about points of interest,
exploiting tourist preferences and context. Designing a tool like this brings several
challenges that must be addressed. We discuss how these challenges have been over-
came, present the overall system architecture, since this mobile application extends
the PSiS project website, and the mobile application architecture.

Keywords: Mobile Recommendation System, Sight Information Provider, Context-
Aware, Client-Server Application.

1 Introduction

Mobile systems are becoming popular in the tourism domain, specially due to the
pocket size of devices. However, their computational capabilities are still limited
compared to a traditional computer. Although in recent years mobile technology has
evolved significantly, they still lack performance, especially in battery life, which is
the biggest obstacle to mobile performance growth [11]. These limitations must
be considered in the creation of any mobile application due to possible technical,
ergonomic and economic implications for the user.

There are two types of tourist support applications: mobile information guides
(e.g., MultiMundus [6], GeoNotes [4]) and recommendation systems (e.g., Tourism
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Information Provider (TIP) [5], m-ToGuide [10], CATIS [8]) [2]. The first ones pro-
vide important services to guide the tourist during his travel, displaying points of
interest (POIs) according to contextual data. The latter recommend POIs usually ac-
cording to tourist profiles, allowing the planning and selection of an appropriate trip
route based on a set of POIs. Although these systems can be (and should be) inte-
grated, very few approaches integrate both [7]. To improve user-system interaction,
mobile devices play an important role since they are able to capture information
about the user surroundings (context-awareness) without explicit introduction of
these data by the user.

Overall, some tourism support applications like m-ToGuide and Multimundus,
have been subject to evaluation with not so positive results. The most complete of the
analyzed systems are CATIS and TIP. However, both of them can be improved with
some features like booking, augmented reality with 4D representations of sights,
and a module to help handicapped people. One aspect that is also very important is
the limited capabilities of mobile devices, which none of the described systems take
as a main concern.

In order to suppress the limitations found in the analyzed systems, PSiS Mobile
was developed. Its foundation is the PSiS (Personalized Sightseeing Tours Recom-
mendation System), which is a tourism decision support system that is capable of
recommending points of interest to a tourist according to his personal profile. Be-
sides its recommendation capabilities, it also aids the tourist in planning trips, all
through an adaptive web portal [1]. With this implementation of PSiS, tourists can
go to the web portal, register and ask for a tour recommendation for a certain re-
gion. However, on the field constant assistance for the tourist is not possible since
the only mean of interaction with the system is through a web portal. In that sense,
a mobile application, namely PSiS Mobile, was necessary to overcome this limita-
tion. Its main purpose is to serve as a personal companion to the tourist. After a plan
for a trip is obtained using the web portal features, PSiS Mobile is able to assist
the tourist on the field by complementing and updating the plan information accord-
ing to his current context. Also, context-aware recommendations of sights can be
given.

On the next chapter, we present PSiS Mobile and its integration with PSiS, with
some detail. Afterwards, we conclude by introducing future work in order to im-
prove PSiS.

2 PSiS Mobile Architecture

PSiS Mobile was developed for the Android platform and it is an occasionally con-
nected application [3], i.e., it does not need to be permanently connected to the
Internet in order to work properly. The PSiS Mobile application is divided into four
main pieces: ContextService, UserInterface, Communication Manager and Mobile
Database.
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2.1 Context Service

Since Android applications need a service to run a task in background, a Context
Service was created. This service manages all the context-awareness modules. These
modules are described below:

• Location Manager, is responsible for retrieving the user position using the GPS
(Global Positioning System);

• Weather Service, connects to the WorldWeatherOnline web service to get
weather forecasts according to the users position. The system uses it to filter
outdoor POIs, i.e., if it is raining, outdoor attractions may not be recommended;

• Phone Status Manager, to get mobile device status information. This includes
battery status, Internet connectivity (Wi-Fi or 3G) and GPS activity;

• DateTime Manager, deals with all date and time information;
• Planning Service, incorporates an algorithm to re-plan the original route pro-

vided by PSiS. This algorithm was implemented using decision trees;
• Tracking Service, tracks user movement and position. For example, it keeps a

record of GPS coordinates and for how long the user stays in a certain POI.

2.2 User Interface

In Android the user interface is represented by Activities. In PSiS Mobile, each
activity represents a single screen in the application, which flow, triggered by user
interaction, is depicted in fig. 1.

Fig. 1 Application Navigation

The Login Activity (see fig. 2(a)) is the first screen presented that demands user
interaction. Here, the user has to log in by introducing an already registered user
name and password. To register, he must go to the registration page in the PSiS web
portal.
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After logging in, the main menu appears. This tab menu is where the user
can navigate between the MyRoute Activity, the NearBy Activity and the Search
Activity. During the main menu initialization, the context service is launched and
begins the context retrieval.

(a) (b)

Fig. 2 a) SplashScreen Activity; b) MyRoute Activity

The MyRoute Activity, presented on fig. 2(b), shows the programmed route, if
any, for the current day. It presents the list of POIs to visit along with their arrival
and depart hours. As the tourist ends the visit to the POIs, they are excluded from
the displayed route and he also can rate them. Optionally, POI detailed information
is presented (in the POIDetail Activity, as shown in fig. 3) to the tourist every time
he arrives to the POI.

If the tourist is behind or ahead schedule, a re-plan can be suggested by the re-
planning module according to the new acquired context. Additionally, by pressing
the devices’ “menu” button, the tourist can access the MyRouteMap Activity. This
Activity is only displayed if an Internet connection is available, since it uses the
Google Maps Web service to show directions from current location to the next POI.

The POIDetail Activity is launched when the tourist select a POI, and presents
a simple overview of the POI without heavy and unnecessary information. Tourists
can rate and input comments about the POI, which are sent to the main server, so
they can be accessed through the PSiS web portal and used in future recommenda-
tions. Tourists can also access the RealityView Activity, which shows the state of
things as they actually exist. Using the mobile device camera, the tourist can see the
sight in the device screen and take a picture of it (see fig. 4(b)). Taken photos can
be sent to the main server so they are available in the PSiS web portal. Another in-
teresting feature is augmented reality. Using this feature, reality can be augmented
by virtual computer layers. In this case, when the user is in front of a POI, more
information of that sight is shown, including pictures from other users in different
occasions and perspectives. To achieve this, the device must feature a camera, a
compass and a GPS receiver.
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Fig. 3 PoiDetail Activity

(a) (b)

Fig. 4 a) NearbyMap Activity; b) RealityView Activity

The NearBy Activity presents nearby POIs, which are also recommended by the
system. The interface is very similar to the MyRoute Activity, showing the recom-
mendation degree and distance to the POI. The distance between tourist location
and POIs is calculated using the Haversine formula [9].

The NearByMap Activity, see fig. 4(a), shows NearBy Activity information on a
map, where each POI is represented by an icon. The icon corresponds to the POIs’



138 R. Anacleto et al.

category. For example, the restaurant category is represented by an icon with a knife
and a fork. If the tourist clicks on an icon, the POI Detail Activity appears. The
current user position is also presented on map through a ”person” icon.

PSiS Mobile applies simple content-based filters that rely on context-aware in-
formation. The filtering criteria are: weather condition, which filters outdoor POIs,
POI schedule, which filters not available POIs according to their schedule, and cur-
rent hour, which recommends restaurants instead of sights if it is lunch or dinner
time. Besides these criteria, the tourist can apply additional filters using the Filter
Definitions Activity. These filters can be set over:

• What categories he wants to see (e.g., Restaurants, Hotels);
• Order of the presented information in the NearBy Activity (e.g., by name, by

distance, by rating);
• Maximum POI distance relative to the tourist position (from 0.1 Km to 10 Km);
• Amount of presented POIs: from only 1 to 30 sights.

The tourist can also search POIs using the Search Activity. This search can be per-
formed using the POIs name, a keyword or a word present in the POI description.

2.3 Communication Manager and Database

Communication Manager contains the PSiS Mobile DAL, which is a Java library
that provides simplified access to data stored in the local SQLite database and in
the server. This layer provides an unique abstraction and management over both
local and remote data sources. If there are enough local data to show to the user, it
only uses the local database. Otherwise, and if an Internet connection is available, a
request is made to the server. More information about client-server communications
can be seen in section 3.

3 PSiS Middleware Architecture

When the application is installed on the mobile device, an empty database is created.
In that sense, the mobile application needs to import information from the server.
This is when the middleware plays its role. First of all, when the user logs in and
an Internet connection is available, the mobile device requests data to the middle-
ware. Then, the middleware retrieves the necessary data from the server database
and sends it back to the mobile device.

The middleware was developed using the Java Servlets API, and is running
on a Tomcat server. To exchange information between the mobile application and
the middleware, we chose the HTTP (Hypertext Transfer Protocol) protocol along
with Googles’ Protocol Buffers messages. This module is constituted by six sub-
modules: Database, DAL, Authentication Service, Console, Versions Manager and
Communication Manager. The database, although identical to the mobile database,
includes three more fields in all tables:
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• Date of when the information was sent to the mobile device;
• User identification, to know which user has received the data;
• A Boolean field that represents the necessity or not, to update the data in the

mobile device (e.g., if the user generates a new route, this field turns to true in
order to indicate that it’s necessary to update it in the mobile device).

For all data that is transferred to the mobile device, a copy is saved in the middle-
ware. This way, the heavy task of controlling data versions is left to the Versions
Manager sub-module instead of the mobile application.

The third middleware sub-module is a console where all the logs are presented.
All requests and a responses are saved in a log table, which can be accessed using
a graphical interface (a web page). A DAL is also present to create an abstraction
from data present in the middleware and in the server database.

While the Authentication Service ensures data security, the Communication
Manager is responsible for handling received/sent messages and redirect them to
the appropriate location. Also, if the Internet connection is unstable, the system
adapts itself by sending/receiving only one result at a time, instead of a list with
many results. This avoids the loss of information.

In fig. 5 a sequence diagram depicts the system steps since the tourist asks for
nearby POIs, until he has the result. The tourist starts by going to the NearBy Activ-
ity which requests a certain amount of POIs to the DAL. The DAL first inquires the
mobile database and, if the desired amount of POIs is not available and an Internet
connection is available, it passes the request to the middleware using the Protocol
Buffers GetPois message. Then, the middleware sends back the requested amount
of POIs using a Protocol Buffers SendPois message. If Internet connection isn’t
available, the application only shows the POIs present in the mobile database.

Fig. 5 Sequence Diagram Get Points of Interest

4 Conclusion

Up until now several tourism mobile applications were developed, but they still have
several drawbacks and most of them do not account for the multiple limitations of
mobile devices. In this paper, we describe the PSiS Mobile architecture, which in-
tends to tackle these limitations. Currently, we are testing it in a real scenario in
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order to get realistic results to improve the system. Despite mobile device limita-
tions, we want to provide a good user experience, giving tourists a fast and user
friendly tool with context-aware adaptation, route planning, augmented reality and
built-in social networking features.

In the future, we want to improve the social networking features and create algo-
rithms to interpret the information that is recorded by the mobile application when
the tourist is visiting POIs. This will be useful in order to refine even more system
recommendations.
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POCI and POSC for their support to GECAD unit, and the project PSIS (PTDC/TRA/
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Mobile Personal Health Systems for Patient 
Self-management: On Pervasive Information 
Logging and Sharing within Social Networks 

Andreas K. Triantafyllidis, Vassilis G. Koutkias, Ioanna Chouvarda,  
and Nicos Maglaveras* 

Abstract. Patient self-management is often considered as an important prerequi-
site towards effective healthcare. This viewpoint has recently been demonstrated 
by the introduction and adoption of approaches and tools, such as the Personal 
Health Record (PHR). In the current work, the design of a mobile personal health 
system for logging information corresponding to the patient status and sharing it 
within social networks is presented. By utilizing event-driven patterns, the perva-
sive sharing of the recorded information is enabled, under conditions specified by 
the mobile user. This “anytime-anywhere” information sharing may be valuable to 
senders (i.e. patients) and receivers (e.g. relatives, healthcare professionals, similar 
patients, etc.) in terms of emotional support, mutual understanding, sharing of ex-
periences, seeking of advice and improved self-tracking. A prototype is imple-
mented on a mobile device illustrating the feasibility and applicability of the  
presented work by adopting unobtrusive health monitoring with a wearable  
multi-sensing device, a Service Oriented Architecture (SOA) for handling  
communication issues, and popular micro-blogging services. 

Keywords: Personal Health Records, Self-management, Mobile Healthcare  
Services, Social Networks, Micro-blogging. 

1   Introduction 

Lately, a number of personal health systems and tools have been demonstrated 
enabling health information management by the patient himself/herself [1]. Self-
management is often regarded as an essential part of efficient disease manage-
ment, enhancing the patient’s role and participation in healthcare services delivery  
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 [2]. Especially, chronic patients may be benefited from self-management  
activities, in terms of understanding better their disease, enhancing their commu-
nication with their doctor, increasing their self-confidence, and so forth [3]. 

Self-management and quantitative self-tracking have been recently introduced 
as part of emerging on-line patient communities and social networks like those 
presented in PatientsLikeME [4]. In such networks, the patient is able to record 
certain information in regard with his/her health (e.g. a specific health condition) 
and share it with other patients of the community for purposes of emotional sup-
port, exchange of experiences and ideas, education, improved self-tracking etc. 
Patient willingness to share with others personal health data is a key prerequisite 
for achieving the afore-mentioned goals. However, the above-mentioned function-
ality is offered by certain sites requiring constant on-line connectivity, while the 
integration with health monitoring infrastructures around the mobile user is still in 
its infancy. In particular, the unobtrusive logging and optional sharing of health in-
formation by the mobile users may be of great assistance towards effective  
(in terms of “anytime–anywhere”) and collaborative disease management. 

This work presents a novel framework for the construction of mobile personal 
health systems based on the Personal Health Record (PHR) notion [5], utilizing 
the acquisition of sensor data from available devices for health monitoring, the re-
cording of health information, and external social networking functionality for 
sharing personal health information. These systems are particularly targeted at 
chronic patients throughout their entire everyday activities, who are using portable 
health monitoring systems, are highly aware of their disease, and may wish to play 
a more active role in their disease management. The framework supports the con-
figuration of event-driven patterns so as to enable pervasively sharing information 
within the user’s social group. Thus, an environment enabling pervasive and 
seamless communication between the patient and different actors (e.g. health pro-
fessionals, relatives, similar patients, etc.) is constructed. A prototype implementa-
tion is presented where unobtrusive health monitoring with a wearable multi-
sensing device is applied, while a Service Oriented Architecture (SOA) [6] is 
adopted for the communication among the mobile device, the back-end server and 
the external social networking platform. Popular micro-blogging services [7] – a 
form of micro-journalism for posting small pieces of User-Generated Content 
(UGC) – are utilized in order to demonstrate the social networking functionality.  

2   Personal Health Information: Dimensions and Sharing 

Personal health information corresponds to the patient status in multiple  
dimensions as follows: 

• Vital Sign Measurements & Alerts: Health parameters such as the heart rate, 
respiratory rate, skin temperature and activity are continuously measured by 
various portable multi-sensing devices [8]. Due to the appeared information 
overwhelm, event-driven patterns can be initialized by the patient or the health 
professional, so as to filter the sensed data and record only information of  
possible value to the patient, as defined according to the configuration of  
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personalized monitoring schemas [9]. For example, an alert of high heart rate 
may be reported as a result of an average heart rate value within a time-window 
exceeding a specified threshold.   

• Health Problems/Symptoms: Patients can record various health problems or 
symptoms met during their daily activities. Examples of such subjective type of 
information originated from the patient include dizziness, nausea, stress, etc. 

• Patient Situation: Patient situation is manually recorded, e.g. shopping,  
driving, reading, working, exercising, resting etc., and is characterized by the 
situation onset and the situation end. 

• Time and Location: Additionally, the time of the day and the location (if  
available) are crucial parts of contextual information. 

Thus, by combining subjective (i.e. patient provided) and objective (i.e. sensor 
measurements) information, a detailed view of the patient health status is provided 
for both patients and healthcare professionals. The aggregation of the afore-
mentioned information dimensions is considered of particular significance for  
effective personalized health service delivery. Visualization capabilities of these 
dimensions during time are offered to the user so as to enable possible discovery 
of health patterns and improve the self-tracking possibilities in general. 

Patients are able to aggregate the diverse recorded building blocks of their per-
sonal health information and share it within their social network. Information shar-
ing is taking place either manually or in an event-driven manner. For the latter 
case, the required conditions for triggering event sharing are encapsulated in the 
afore-mentioned health information dimensions and are initially configured by the 
patients according to their needs and preferences. In a next step, they can choose 
the receivers of the information (e.g. other patients, relatives or health profession-
als), while finally they can decide on the way of disseminating information choos-
ing between the instant (i.e. information is sent only once) and the continuous 
mode (i.e. information is always sent, whenever the required conditions are met). 

3   System Architecture 

In Fig. 1, the overall system architecture is depicted, having the mobile PHR as its 
core part. The mobile device referred as Mobile Base Unit (MBU) is connected 
wirelessly with sensors and its Personal Health Information Controller regulates 
various sensor alerts and other types of information dimensions which reflect the 
patient’s status. The MBU is used for recording typical personal health informa-
tion in the Personal Health Information Repository, such as various conditions or 
problems met, along with various patient situations and alerts (example informa-
tion recorded by the user is presented in Fig. 2 (a)). All captured information is 
replicated to the back-end server for safety reasons. Moreover, since the typical 
mobile device can be still considered as a poor platform for advanced  
data/information processing, health information persisted in the back-end infra-
structure can enable the employment of sophisticated data mining methods for  
pattern and trend discovery/analysis. 
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Fig. 1 General overview of the proposed system architecture 

      
(a) (b) 

 

      
(c) (d) 

Fig. 2 (a) View of the recorded health conditions in the user’s mobile PHR, (b) conditions 
which trigger status sharing, (c) selected recipients of the shared status, (d) message  
(sent from user “spapageo”) shown to the recipient (via a twitter client application). 
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Communication between the MBU and the back-end server is achieved via a 
set of communication interfaces defined and implemented according to the SOA 
paradigm. SOA has been found to bring significant advantages compared to other 
architectures, such as interoperability and extensibility [6]. In particular, Simple 
Object Access Protocol (SOAP)1 messages over HTTP are transmitted from the 
MBU, after calling the pre-defined Web service operations related to health  
information management, e.g. getConditions(), getSituations(), etc., via communi-
cation stubs corresponding to the Web Service Description Language (WSDL)2 in-
terface. The Communication Controller module is responsible for utilizing and 
controlling the entire client communication with the back-end infrastructure, per-
sisting also unsent information due to potential network unavailability for later 
transmission. 

The MBU communicates with the External Social Network Platform via a Rep-
resentational State Transfer (REST) [10] Application Programming Interface 
(API) or SOAP/WSDL API, as commonly found in platforms such as Twitter3. 
These APIs provide a way for accessing and using externally the most typical 
functionalities provided by the platform, while providing also the necessary me-
chanisms for authentication and privacy via the adoption of protocols such as 
OAuth4. Thus, the MBU may safely connect to the external social network via the 
design and implementation of appropriate client methods incorporated in the  
Social Networking Controller module. 

4   Micro-blogging Services 

The proposed system’s social networking functionality is realized by utilizing ex-
ternal Web-based micro-blogging services such as those provided by Twitter [11]. 
In this context, individuals are allowed to construct a public or semi-public profile 
and articulate social groups within which they share information. UGC is typically 
in the form of free text messages communicated to subscribers and followers of 
the message author. Such messages are usually within the limit of 140-160  
characters and may optionally provide external links to additional information. In 
Twitter, a message may additionally be labeled with words followed after a hash 
so as to ease the message search mechanisms. 

In the current implementation, we have elaborated on the event-driven sharing 
of messages, which are constructed according to the described health information 
dimensions. In this context, the user is able to create conditional patterns, cur-
rently applied in the form of typical IF-THEN rules, according to which the shar-
ing of health information is automated. Initially, the condition (symptoms and 
alerts) and the situation in which the mobile user is in are manually selected from 
pre-defined lists (Fig. 2(b)). Alerts originating from sensor data are defined after 
the initial alert configuration (e.g. thresholds fine-tuning) by the user, as described 

                                                           
1 http://www.w3.org/TR/soap/ 
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in detail in [9]. The resolution of conditions is according to formal medical con-
cepts derived from the Systematized Nomenclature of Medicine - Clinical Terms 
(SNOMED-CT) terminology with the aid of the API provided by the Unified 
Medical Language System (UMLS) metathesaurus [12]. Finally, the selection of 
the particular social group corresponding to the recipients of the shared patient  
status is taking place, as seen in Fig. 2(c). 

Messaging within micro-blogging services is realized by combining pre-
defined tags (information labels) and optional free text (e.g., #*Light-headedness 
while Shopping this Morning as depicted in Fig. 2 (d)). The tags provide a conven-
ient way to discover messages of interest in one’s social network. For example, 
within the constructed messages, the asterisk (*) character is used after the hash, 
in order to distinguish the condition-related terms provided within our system. 
Moreover, social analytics and processing may be supported and employed [13], 
due to the availability of this semi-structured information, without the need for 
applying complex natural language processing mechanisms. The user is enabled, 
besides sending UGC with alert, condition or situation-related information, to read 
messages within a group of subscribers, as sorted by condition or provided after a 
condition search, making it easy to track messages of interest.  

5   Prototype Implementation 

A prototype has been implemented on a Nokia N86 smartphone, in order to illus-
trate the feasibility of the proposed architecture. Java Micro Edition (JavaME) was 
the chosen development platform, which enabled us to implement and test the de-
scribed functionality. JavaME provides high-level APIs dealing with the small 
memory footprint and the limited processing capabilities typically offered by mo-
bile devices. More specifically, in regard with the MBU communication with the 
back-end, the Java Specification Request (JSR) 172 API was used, in order to 
provide the Web service functionality based on the SOAP/WSDL approach. In the 
back-end infrastructure, Apache Tomcat was used as application container and 
server, MySQL for data persistence and Apache Axis as the underlying Web  
service engine based on SOAP. 

The Zephyr BioHarness5 physiological monitoring system was used for vital 
signs monitoring. Zephyr BioHarness is a wearable multi-sensing device incorpo-
rating various sensors on a strap placed on the patient’s chest for continuous  
unobtrusive monitoring of the heart rate, activity, posture, respiration rate, and 
skin temperature. The Zephyr BioHarness provided us with Bluetooth communi-
cation capabilities and an API for the transmission of the sensor measurements to 
the MBU. 

The Twitter API6 relying on REST was used in order to demonstrate the micro-
blogging functionality via the MBU. HTTP basic authentication [14] was utilized 
for authentication purposes, while the kXML7 package was employed, in order to 
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de-serialize information from the XML-based returned messages of most API 
calls. For privacy reasons, a private twitter list of people has been created with its 
subscribers being only the potential system’s users. 

After the conduction of various performance experiments, Web service invoca-
tions from the MBU for communicating with the back-end infrastructure were 
found to last on average 1.45 sec until reception of the response. The Twitter API 
calls lasted on average 1.9 sec for message transmission to the social group while 
the reading of the subscribers’ messages within the list lasted on average 4.2 sec 
for 10 new messages with XML de-serialization time included in the final result. 
Thus, system performance was found to be sufficient enough in terms of commu-
nication and XML processing cost, although further tests are needed to fully  
explore all the performance evaluation aspects. 

6   Conclusion 

This paper proposed an approach towards chronic patients’ self-management 
based on a mobile personal system encapsulating services to support patients in 
health information management and sharing. The primary focus of this work was 
on the implementation of a mobile solution to achieve pervasive and seamless 
communication among patients and their networked community.  

At the current stage, our prototype implementation constituted a technical 
proof-of-concept as regards the feasibility and applicability of the proposed ap-
proach. It is evident that the presented system is primarily targeting at patients 
willing to play a more active role in managing their disease. The ultimate goal of 
this approach is further enhancing the patient’s personal role in healthcare  
information management and promoting collaborative healthcare.  

Privacy policies in regard with protecting personal health data need to be fur-
ther explored [15] while evaluation of the presented system is necessary to assess 
user acceptance, as well as the extent of its contribution in patient  
self-management. Moreover, our future work involves the further development of 
methodologies for handling contextual data, behavioral monitoring based on user-
to-system interactions, and appropriate methods for the collaborative filtering of  
information and discovery of patterns. 
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Multi-Agent Strategy Synthesis in Smart
Meeting Environments

René Leistikow

Abstract. A significant challenge of Ambient Intelligence (AmI) systems and appli-
cations, such as smart meeting environments, is how to assist the user unobtrusively
by using ubiquitous information technologies and computing capabilities. Further-
more, the user should be able to integrate his personal mobile devices into the ex-
isting device ensemble of the environment to create a coherent ad-hoc ensemble.
Hence, these systems require inter alia a dynamic strategy synthesis that fulfills in-
ferred user’s intention and integrates components seamlessly. Multi-Agent systems
support such kind of dynamic system behavior, so that we assume that it is a suitable
paradigm to model strategy synthesis in these environments.

In spite of several solutions for different planning problems in smart meeting en-
vironments, a concrete domain specification and a combination of these solutions
are still unavailable. This doctoral paper describes the current research and explains
how the author’s PhD topic fits into this research area.

Keywords: strategy synthesis, planning domain, smart meeting environments,
multi-agent system.

1 Introduction

“The real power of the concept comes not from any one of these devices - it emerges
from the interaction of all of them.” [19]

Problem. There exists numerous proposals for addressing planning and device co-
operation in smart meeting environments, but, to the best of our knowledge, a con-
crete planning domain specification is still unavailable. Today, there is no unified,
comprehensive catalogue defining the set of planning problems that have to be con-
sidered in smart environments. Therefore, there is only little knowledge on how
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Fig. 1 Goal-based user assistance

different subproblems in smart environment control interact and how they can be
captured within a unified modeling approach. However, without a unified model it
is not possible to identify, let alone to resolve, interactions and conflicts between
different subproblems. In addition, specific algorithmic strategies have proven to
be effective in solving specific device cooperation problems in smart environments.
However, it is not very well understood, how to combine these different strategies
(e.g., causal planning on the one hand, resource optimization on the other), within a
unified algorithmic framework.

2 Background

Goal-based User Interaction. In our group, we pursue a goal-based interaction
approach (cp. Figure 1) instead of a function-oriented approach to realize Mark
Weiser’s vision of an unobtrusive user assistance in a ubiquitous computing envi-
ronment [19]. The reason for this choice is that when people are using a technical
infrastructure they have goals they want to achieve. Thus, they do not want to think
about concrete device functions [10].

In the goal-based interaction model, the intention analysis initially tries to infer
the user’s goals from perceived (sensor) data (e.g., via speech recognition, user’s
position) using, typically, artificial intelligence approaches like dynamic Bayesian
networks [9]. Accordingly, the inferred user’s goals have to be transformed / de-
composed into (achievable) goals of the environment. This process is called goal
refinement1. Then, the strategy synthesis performs means-end reasoning by using
goals of the environment as well as domain (e.g., device descriptions) and perceived
world knowledge (e.g., temperature or luminosity). The data sets are, typically, en-
coded in PDDL [8], using STRIPS operators [6] with preconditions and effects for
each device function. The solution of this planning process is an action sequence,
which can be executed in the last step by instructing devices of the ensemble. In this
paper, we focus on the strategy synthesis and action sequence generation in smart
meeting environments.

SmartLab. A smart meeting environment, called Smart Appliance Lab (SmartLab),
serves as an experimental infrastructure for our research (cp. Figure 2). This room
is equipped with sensing devices, such as luminosity sensors, real-time location
systems (active badge system and sensitive floor tiles), motion sensors and cameras;
and actuators, such as (steerable) projectors, motor blinds and motor screens. In
addition, devices are connected and controlled via the European Installation Bus

1 Please notice that this process is not explicitly shown in Figure 1.
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Fig. 2 Unversity of Rostock’s Smart Appliance Lab (SmartLab)

(EIB) or KNX respectively2. To simplify the access, devices and their capabilities
are encapsulated in Java objects. Moreover, these objects can be published either via
network or via a specialized tuple space middleware [1].

3 Planning Domain

In this section, we identify a selection of the numerous different planning issues in
smart meeting environments to gain a more detailed understanding of this domain.

Temperature and Luminosity Control. First, it might be desirable for the smart
meeting environment to provide a pleasant room atmosphere (e.g., adjust lighting
conditions, regulate heating system), which needs to be adjusted to the individual
requirements of users. [3, 10]

Recording Meetings. For documentation, archiving and indexing of meeting re-
sults, it could be helpful to record the meeting using video cameras and micro-
phones. [2, 14]

Distributed Meeting. A distributed meeting involves people in smart meeting room
as well as other places, possibly in different countries, with access to different
devices. [13]

2 http://www.knx.org/

http://www.knx.org/
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Display Mapping Problem (DMP). “So called Multi-Display Environments [e.g.,
SmartLab] support collaborative problem solving and teamwork by providing mul-
tiple display surfaces for presenting information. [...] One difficult task here is the
Display Mapping problem - that is, deciding which information to present on what
display in order to optimally satisfy the users’ needs for information.” [10]

Unfortunately, the DMP belongs to the class of Quadratic Assignment Problems,
which have a NP-hard computational complexity.

4 Planning Algorithms

In this section we present two exemplary strategy synthesis approaches which were
developed by our colleagues and are aimed to solve the DMP as one example,
among others, of a sophisticated planning problem in a smart meeting environment.
Therefore, we classify these techniques into two paradigms of distributed planning,
introduced by Durfee in [5].

Centralized Planning for Distributed Plans. The first paradigm describes a plan-
ning system which develops a plan for a group of agents in a centralized manner.
The central instance gathers world and domain knowledge, plans and distributes
parts of the plan to the agents. Additionally, it is responsible for a synchronized ex-
ecution of the device actions.

In [12], Marquardt et. al. pursued a centralized classical AI planning approach.
They implemented a central component called Composer, which consists of three
main functional units. For gathering information (e.g., user’s intentions, world state,
device descriptions) a domain assembler is used. In addition, it is able to create a
planning problem by using the gathered data sets. The plan selection and monitoring
unit wraps and controls different general-purpose AI planners (e.g., LPG, UCPOP
or SGP). This unit sends the planning problem to the controlled planners, which try
to solve a planning problem in a simultaneous manner. The Composer selects the
solution of the fastest planner, validates the plan using the plan validation unit and
distributes the parts of the plan to device-controlling agents.

Distributed Planning for Distributed Plans. The second paradigm describes how
a group of agents can cooperate with each other to form individual plans, while dy-
namically coordinating their activities along the way. In this case the agents may be
selfish which means that each agent wants to maximize its own utility value instead
of maximizing the social welfare utility. Thus, it is possible that coordination prob-
lems arise (e.g., resource conflicts) and agents may need to negotiate to solve these
conflict situations. It should be noted that this is the most sophisticated, but also the
most flexible and robust, paradigm.

In [16, 17], Plociennik et. al. suggested a decentralized extension of Pattie Maes’
action selection algorithm [11] for the use in smart ad-hoc environments. In the
original algorithm an autonomous agent consists of a set of competence modules.
The relationship between the competence modules, or, to be more precise, the
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relationship between the preconditions and effects of the competence modules can
be expressed by several types of links (e.g., successor, predecessor and conflicter
links). Linked competence modules are able to activate and / or to inhibit each
other by exchanging energy via different links. Therefore, the action selection is
an emergent property of this network of competence modules which means that the
competence module with the highest amount of energy will be executed.

Nonetheless, it should be noted that there are other methods which deal with plan-
ning problems in smart environments. In the majority of cases, these approaches are
based either on condition-based rule systems (e.g., Microsoft’s EasyLiving Project
[3]) or plan recognition methods (e.g., Intelligent Classroom Project [7]). A further
detailed description would go beyond the scope of this paper.

5 Main Issues

Below, the main open issues which have to be resolved according to reach the overall
goal of an multi-agent unified algorithmic framework for the strategy synthesis in
smart meeting environments are mentioned3.

1. Definition of a Domain Specification. As mentioned above, a concrete planning
domain specification for smart meeting environments is still unavailable. How-
ever, such a description is essential, for example, for the goal refinement process
(see section 1) and for a better understanding of the application domain “smart
meeting environment”. In section 3, we identify four different planning issues in
smart meeting environments.

2. Identification of Planning Subproblems. With a concrete domain specification,
we assume that it is possible to identify independent subproblems of the plan-
ning domain, based on the assumption that it is easier to solve many small prob-
lems than one big problem. The temperature, for example, could be controlled
independently from lighting conditions.

3. Selection of Planning Algorithms. The division of the planning domain allows
to choose suitable algorithms and heuristics for each individual subproblem.
That requires an extensive evaluation of suitable algorithms for each subprob-
lem. For instance, we expect that the usage of (lightweight) reactive behaving
agents instead of a (heavyweight) deliberative planning process should be suffi-
cient enough to solve several problems (e.g., adjusting lighting conditions). For
instance, the DMP could be solved with one of the algorithms mentioned above
(see section 4).

4. Finding Optimal Solutions for the Planning Problems. Moreover, it is possi-
bly necessary to define metrics for planning problems to decide which plan is the
most appropriate one in a given situation or, to be more precise, leads to the
highest utility value for the ensemble in terms of optimal plan generation. It
should be noticed that users also accept suboptimal solutions in some situations
[15].

3 These issues are preliminary and could be changed in the running research process.
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5. Dealing with Conflicting User Goals. In [4], Cook et. al. identified the problem
of conflicting user goals. To deal with this problem, we want to create a hierarchi-
cal model which is able to inhibit action executions by prioritization of subplans
and their related actions to resolve the conflicts.

In addition to the main issues mentioned above, other problems arise in the strat-
egy synthesis’ deployment process itself. For example, since we want a distributed
planning and execution process (based on a multi-agent system), we have to take
the communication efforts for negotiation into account. More detailed descriptions
of these issues can be found in [18].

6 Conclusion and Future Work

In this doctoral paper we described a project that aims to optimize existing strat-
egy synthesis methods and algorithms in dynamic ad-hoc environments particularly
smart meeting environments. Therefore, the primary goal is the creation of a multi-
agent unified architecture for strategy synthesis in smart meeting environments,
which is able to identify and to solve planning problems using user intentions, do-
main and world knowledge. In this process, planning problems will be decomposed
into subproblems. Then, the latters will be handed over to specialized and optimized
planning algorithms, which generate action sequences for the ensemble.

With respect to the early state of the research, only the idea for further
investigation on this topic is defined.

Based on predefined possible intentions of users, we now start to decompose
these intentions into achievable goals of the environment to gain a precise under-
standing of the described application domain, to give a formal definition of the
planning domain and to derive subproblems.

Acknowledgements. This work was funded by the German Research Foundation (DFG)
within the Graduate School 1424 (MuSAMA).
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Reusable Gestures for Interacting with Ambient
Displays in Unfamiliar Environments

Radu-Daniel Vatavu

Abstract. Gesture-based interfaces offer great opportunity for achieving natural and
intuitive interactions in the age of ambient intelligence. Therefore, many efforts have
been dedicated in the recent years for proposing gesture acquisition, recognition,
and interaction techniques. The age of ambient intelligence has also incorporated
gestures into practical applications having as main goals adaptive and personalized
interactions. However, practitioners are faced with several issues when implement-
ing gesture-based interfaces for public displays. Let alone the acquisition technolo-
gies and recognition algorithms, there are currently little to no rules for creating the
specific set of gestures for a given application. Therefore, a compromise is usually
made by associating gestures and functions based on the designer’s expertize and
experience. This contradicts the goals of ambient intelligence where the interaction
should be personalized to each user. With this respect, we propose a novel concept
for reusing a set of user-defined and user-specific gestures for interacting with pub-
lic ambient displays. The concept relies on an important shift of perspective: it is
not the users that adapt to the interface but instead the interface employs the users’
own gesture set with their own preferred meanings.

Keywords: public displays, interaction, ambient displays, ambient interfaces,
gestures, sensor glove, hand postures, gesture recognition.

1 Introduction

Gesture-based interfaces have found their way into consumer applications being
now common for mobile devices [21], computer games [5], interactive surfaces [6],
and large displays [2, 3, 4]. The main motivation for using gestures in the inter-
face lies with them being natural and familiar for users to perform. Gestures also
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act as excellent shortcut commands leading to efficient interactions and small task
completion times for users having attained expert performance [1].

Implementing the technology for detecting and understanding gestures represents
a considerable challenge for ambient intelligence researchers interested in practical
applications. Although gestures bring many advantages for the interaction process,
the designers of such interfaces are faced with considerable problems. Let alone the
algorithms complexity as well as the processing power needed for real-time non-
invasive recognition of free-hand or whole-body gestures [9, 14], special care needs
to be devoted to designing the gesture set. The main problems are represented by
finding gestures that are easy to execute, learn, and recall [11].

As more and more interfaces will presumably include gesture commands, espe-
cially in the age of ambient intelligence and ambient displays, a variety of gestures
are likely to be proposed for the same function by each application designer. Users
will find difficult to recall gesture commands which will certainly create confu-
sion while they move from one ambient display to another. Even more, different
users will have different gesture preferences for specific actions. This has already
been observed by researchers eliciting gestures from non-technical users [20]. The
problem is especially important in the context and vision of gesture-controlled am-
bient displays for which the interaction is usually brief, to the point, and time- and
location-opportunistic.

This paper introduces the concept of user-specific gestures that can be reused
for new unseen ambient displays in unknown environments. The idea is to have
users carry their preferred and practiced gesture sets on some storage device (the
mobile phone being a good example) and upload them to the public display they
are about to use. The interface will then associate the users’ own gestures with
the tasks available in the system by matching them with users’ preferred function
associations. The advantages are two-fold: firstly, the robustness and accuracy of the
recognition algorithm the system employs will considerably improve (as the system
employs the users’ own executions as training examples acting as if user-specific
training had just occurred); secondly, users already know how to interact with the
system by reusing their own gestures for performing actions for which they have
already performed solid mental associations. The goal is to promote user-specific
gesture sets to be reused for interacting with unknown ambient interfaces, building
thus one of the goals of ambient intelligence: user personalization.

2 Related Work

We focus on related works that address the problem of interacting with public
ambient displays in order to highlight the common design practices as well as to
identify the problems designers are currently facing. Implementing a successful
gesture-based interface requires selecting a technology for acquiring gestures, using
a recognizer, and designing a set of gesture commands. Each of these aspects brings
in considerable challenges that relate to the robustness of acquisition/recognition
and efficiency/effectiveness of the interaction [17].
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The most common technologies that have been proposed for interacting with
public ambient displays include mobile phones [2, 3, 4] and gesture recognition
[7, 8, 10, 16, 19]. Mobile phones have been primarily used for controlling cursors
on remote displays in a WIMP-like fashion [2, 3, 4] but also as sensing devices for
capturing gestures such as tilting and throwing [4]. Beyond mobile devices, vari-
ous technologies have been used in order to capture gestures for interacting with
ambient displays. Vogel and Balakrishnan [19] explored the use of free-hand inter-
action by employing a sensor data glove and proposed several pointing and clicking
techniques. Malik et al. [8] used computer vision in order to capture and recognize
postures of the users’ hands above a tabletop. Shoemaker et al. [16] introduced the
shadow reaching technique which uses a perspective projection of the user’s shadow
on the remote display for the purpose of easy access over the large area of the
display.

Although many studies have been devoting to developing new acquisition, recog-
nition, or interaction techniques, few have explored the design of the gesture set.
The current practice lets designers propose gesture commands based on their pre-
vious expertise and experience. However, recent studies have shown that users will
enter different gestures for the same command/task. For example, Wobbrock et al.
[20] elicited tabletop gestures from non-technical users by portraying the effect of a
command and asking the gesture that could trigger the portrayed effect. They found
that users rarely care about the number of fingers they use; that one and two hands
gestures can be used for the same command; and that there are commands for which
little agreement can be observed between users. This suggests the need for personal-
izing the user interface in order to accommodate one’s specific gestures as different
users prefer different gesture commands.

3 Reusable Gestures

The discussion from the previous sections has identified two common problems
encountered when implementing gesture-based interfaces:

• the designer’s match between gestures and actions is not always intuitive to ev-
eryone and different users will prefer different gestures for the same action. This
has been clearly showed by Wobbrock et al. [20] in their experiments;

• user-dependent is preferred to user-independent training as gesture recognizers
will perform more accurately. However, going through a training stage each time
when interacting with a new system poses problems with respect to the fluidity of
the interaction. This is specifically important when on-the-run consumers need to
interact with multiple displays while moving in a world where ambient displays
are likely to become prevalent.

A new solution is proposed that addresses both inconveniences by having users em-
ploy their preferred gesture set each time when interacting with a public ambient
display. The preferred gestures are being carried on the mobile device and uploaded
to the interactive system before interaction takes place. This solves gracefully both
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the problems mentioned above, assuring a perfect match between gesture and
function for each user as well as robust recognizer performance due to user-specific
training (as users are uploading their own training samples). The gesture set can be
stored on the mobile phone in the form of a data file containing the association be-
tween gestures and functionality as well as training samples for each gesture type.
Users will connect to the public display via the available wireless connection of
the device (Bluetooth, wireless LAN, etc.) and simply transfer the data file to the
ambient display. Figure 1 illustrates the concept.

Fig. 1 Interacting with reusable gestures: (A) the preferred/practiced gesture set is transferred
to the interface of the public ambient display before interaction takes place (B)

3.1 Phone vs. Free-Hand Gestures

As discussed in the related work section, previous solutions for interacting with
remote displays either use mobile phones or gestures. The proposed concept is
actually a mix of the two: the mobile phone represents the storage medium for
user-specific data while actual interaction is achieved using gestures. There are no
constraints however on how these gestures should be captured and they may be very
well acquired using the mobile device acting as a sensor [3, 4]. It is interesting there-
fore to analyze the differences between the two major approaches being previously
considered for controlling content on public displays: mobile phones vs. gestures.
In some cases, the two approaches overlap such is the case of using tilt or throw
movements [3, 4] captured by the sensing capabilities of the mobile phone. Each
approach presents advantages but also weaknesses for both designers and practi-
tioners that built such systems but also for users that employ them. Otherwise put,
the technology is already here as it has been proven, be it gesture-based or phone-
enabled but the question still remains of how to use it in order to achieve intuitive
and fluent interactions. Table 1 lists a few important problems which are present at
different levels for both approaches.
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Table 1 Phone vs. gesture-based interaction with public ambient displays

Phones Gestures

1. Require establishing a connection (wire-
less LAN, Bluetooth, IR) which may
take time and therefore affect the fluid-
ity of the interaction (this also influences
serendipity which means the users’ abil-
ity to spontaneously interact with a large
display)

Require reliable tracking technology for
detecting users and their actions. False
positives demand re-entering of com-
mands which again affects the fluidity of
the interaction

2. May need downloading and installation
of additional software

Unless told and practiced before, how
can users know and master the gestures
that the public ambient display exposes?

3. Privacy concerns (related to phone data
and person location)

Privacy concerns (as the face and user’s
actions may be captured by video
cameras)

4. Social acceptance: willingness of inter-
acting in public

Social acceptance: willingness of per-
forming gestures in public

The introduced concept touches all the points discussed in Table 1 as it uses both
the mobile phone as well as gestures. Solutions for the serendipity problem (the 1st

point in the table) can be addressed by making the phone automatically connect to
near-by networks and investigate available services. False positives in detecting ges-
tures can be tighter controlled as computer vision becomes more and more mature
as a field. The concept addresses nicely the 2nd problem by transferring user-specific
gestures to the system: users already know what the gestures are. The privacy con-
cerns regarding the mobile phone are also likely to be overcome as network security
technology will provide trustworthy communications. Interestingly, gestures have
been proposed as authentication schemes for public displays [12]. The social ac-
ceptance represents however an important issue to overcome. Not only that mobile
phones are expressly banned in some areas or in some contexts (trains, hospitals,
etc.) but people tend to hesitate using interactive gesture commands in front of a
public audience [15].

3.2 Discussion of a Practical Implementation

In order to demonstrate and further discuss the concept, a gesture-based interface is
considered that allows users to access the information provided by an ambient dis-
play. The functions that the display exposes include: select a graphical item; expand
the item (resulting in more information being displayed; open or maximize repre-
sent equivalent options); close the expanded item (thus reverting back to the ini-
tial arrangement of items; minimize and main menu represent equivalent names for
this option).
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Gestures are captured using the 5DT Data 5 Ultra glove1 equipped with 5 optical
sensors measuring the flexion of each finger. The glove conveniently allows for
rapid prototyping of the gesture-based interface in order to demonstrate the concept.
As previous work also considers [19], as computer vision becomes mature as a
field, free-hand gesture acquisition will become robust removing the need for worn
equipment. The glove assures therefore rapid implementation with robust results. A
hand posture p is represented using five flexion values p = ( f1, f2, f3, f4, f5), one
for each finger. A straightforward way to recognize postures is to use the nearest-
neighbor classifier working with the Euclidean metric: given a set of n examples
pi = ( f i

1, f i
2, f i

3, f i
4, f i

5), i = 1..n, for which the class information is already available
(pi ∈Cj, j = 1..m), a new hand posture p is recognized as belonging to the class Ck

of its closest sample in the set:

p ∈Ck ⇐ k = arg min
i=1..n

‖p− pi‖ (1)

where ‖p− pi‖ =

(
5

∑
j=1

(
f j − f i

j

)2

) 1
2

represents the Euclidean distance between

hand postures p and pi. We omit more details of the recognition process cause of
space constraints and instead refer the reader to similar approaches [13, 18].

Fig. 2 The set of hand postures designed for the glove-based prototype. The postures are
simple enough to recall and perform yet they may have different function associations for
different users.

What is interesting instead is that different users can have different preferences
when assigning meaning to gestures. Figure 2 illustrates the proposed gesture set (3
classes Cj) for the functions of the considered prototype where each hand posture
may have different (and perfectly intuitive and thus valid) function associations.
For example, the pinch posture can be used to minimize but also to select, while
hand open can trigger the expand or close functions. At the same time, returning
back to the main menu can be very well performed by both hand closed and hand

1 http://www.5dt.com/products/pdataglove5u.html
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open postures. Data captured from each user can be simply stored as an XML file
containing all the pi training samples together with their class information and as-
sociated meaning (such as open, close, minimize, etc.) This file will be transferred
to the ambient display using the available connections of the mobile device.

It is important to note that the gesture data file must already exist which implies
that a training procedure already took place. This can happen at the user’s pace (in
their own home environment for example) and it can be more than a one-time pro-
cedure: it should continue each time new gestures are being added for new functions
or when existing gestures are being removed or updated. We consider this to be the
user-specific training that takes place at the user’s own rhythm independently from
the actual interaction in the ambient environment.

4 Conclusions

The paper introduced a new concept for reusing gestures in unfamiliar environ-
ments. The concept can be easily implemented as a reusable set of gestures that are
carried by users on their mobile phones and which are being uploaded to the ambient
display prior to interaction. Future work will focus on performing user studies in or-
der to understand the applicability of the concept, its acceptance, and the perceived
experience. The serendipity challenge should also be properly addressed. The so-
lution opens up the way to personalized interaction with unfamiliar interfaces and
unknown environments by building on the concept of adaptation and personalization
of ambient intelligence.
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Andrei Olaru, Adina Magda Florea, and Amal El Fallah Seghrouchni

Abstract. A central issue in the domain of Ambient Intelligence is context - aware-
ness. While previous research in the field presents complex context-aware infras-
tructures, but with little flexibility and fixed context representations, this paper
presents a simple, flexible and decentralized representation of context, for the de-
tection of appropriate context-aware action. This representation is inspired from
notions like concept maps and conceptual graphs. A formalism for context patterns,
that allows the detection and solution of problems, based on the user’s context, is
also proposed.

Keywords: Multi-agent system, context-awareness, ambient intelligence.

1 Introduction

A true Ambient Intelligence [5] system must be non-intrusive, but also proactive.
Appropriate proactive action must fit the context of the user or the user will not
have an optimal experience with the system [12]. Additionally, in order to be useful,
many times proactive action must result from the anticipation of future situations,
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based on the current context. Context-aware action and anticipation are key features
that will make an AmI system seem ”intelligent”.

Context has been defined as: ”Any information that can be used to characterize
the situation of entities (i.e. a person, a place or an object) that are considered rel-
evant to the interaction between a user and an application, including the user and
the application themselves” [3]. Most works deal with context as location, location
and time or other physical conditions (e.g. temperature) [1, 11], and some also with
activity [6]. Situation may be described by means of associations [6], ontologies or
rules [11], that are, however, predefined aspects.

In our approach towards an implementation of Ambient Intelligence [9, 10], we
are trying to build mechanisms and representations that facilitate a more flexible ap-
proach to AmI and context-awareness, while in the same time are easy to implement
and can work on resource-constrained devices.

In this paper we present a formalism that allows agents in a multi-agent system,
that have only local knowledge, to share and process context-related information and
to solve problems by using context matching and context patterns. Each agent has a
representation of the context of its assigned user, including models of other users’
context. The focus of this paper is more on defining a manner of representation
and problem solving, and less on the algorithms used for context matching or the
protocol for the communication between agents.

Context matching is based on representing information about the context of a
user as a conceptual graph [13] and on the existence of context patterns, or, in short,
patterns. Patterns can describe (in variable detail) situations that the user has experi-
enced or common sense knowledge. Two matching context graphs (for two different
users) mean a shared context, which is an occasion for further sharing of informa-
tion between the users’ agents. A pattern that matches the user’s context means the
user has been in the situation before (or it is a well-known, common sense, situation)
and this allows the agent to anticipate possible problems, as well as to find solutions
to problems already detected.

The next section presents related work in the field of context-awareness. The pro-
posed context representation and scenario are presented in Section 3.
Section 4 defines context matching and problem solving. The last section draws the
conclusions.

2 Related Work

In previous work in the field of context-awareness there are usually two points of
focus: one is the architecture for capturing context information; the other is the
modeling of context information and how to reason about it.

Ever since the first works on context-awareness for pervasive computing [4], cer-
tain infrastructures for the processing of context information have been proposed
[1, 6, 7]. There are several layers that are usually proposed, going from sensors
to the preprocessing of the percieved information, the layer for its storage and
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(a)

(b)

Fig. 1 The knowledge of Albert’s and Celia’s agents, respectively: (a) Albert will attend
a conference in Paris; he will reach Paris by plane; (b) Celia will be attending the same
conference, and will get from the CDG airport to the conference venue by taxi (her flight is
omitted in this picture)

management, and finally to the application that uses the context information [1].
This is useful when the context information comes from the environment. However,
physical context is only one aspect of context [2].

Infrastructures are usually centralized, using context servers that are queried to
obtain relevant or useful context information [4, 7]. In our approach [9], we attempt
to build an agent-based infrastructure that is decentralized, in which each agent has
knowledge about the context of its user, and the main aspect of context-awareness
is based on associations between different pieces of context information.

Modeling of context information uses representations that range from tuples to
logical, case-based and ontological representations [11]. Henricksen et al use several
types of associations as well as rule-based reasoning to take context-aware decisions
[6]. While ontologies make an excellent tool of representing known concepts, con-
text is many times just a set of associations that changes incessantly, so it is very
hard to dynamically maintain an ontology that describes the user’s context by means
of concepts. In this paper we propose a more simple, but flexible and easy-to-adapt
dynamical representation of context information, based on the notions of concept
map and conceptual graph [8, 13]. While there has been a significant body of work
in the domain of ontology alignment, this is not the subject of this paper. We assume
ontologies have already been aligned.

3 Context Modeling

This goal of this paper is to present a formalism for the representation of context in-
formation, that can be used for assisting the user in solving problems. This section
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Fig. 2 A pattern that says that attending to a conference requires taking a plane to an airport
located in the same city as the venue, as well as going from the airport to the venue of the
conference

covers the representation. We will work on the following example, that is very sim-
ple and only meant to illustrate the notions of context graphs and context patterns:

Example. Albert is a researcher in the field of Artificial Intelligence. His profes-
sional agenda contains, among other activities, attending the AI Conference, which
is held in Paris, at the CNAM. Albert has already booked a flight from Heathrow
airport to Charles de Gaulle airport, but has not yet thought about how to get from
the airport to CNAM. Celia, another researcher in the same field, will also attend the
conference. Besides booking a flight, she has also noted in her agenda that she will
be taking a taxi from the airport to the venue of the conference (this reminder will
help her later be prepared with money to pay for the taxi). Albert and Celia know
each other, and the communication between their respective agents will help solve
Albert’s problem.

Albert and Celia are both users of the AmIciTy Ambient Intelligence system.
What we want is that the system (1) detects the need for a means of transportation
for Albert and (2) based on information on Celia’s agenda, suggest that a taxi may
be an appropriate solution for Albert as well.

Each user of AmIciTy has an associated agent. Figure 1 shows the concept graph
for the knowledge of the two agents (agent A for Albert and agent B or Celia) that
is relevant to the scenario (the information about Celia’s flight has been omitted in
the figure). Formally, the knowledge of each agent can be represented as a graph
G = (V,E) in which the values of vertices and edges can be either strings or, better,
URI identifiers that designate concepts, relations, people, etc. The value of an edge
may be null.

The graph that an agent has contains the knowledge that the agent has about the
user and about the user’s context. The graph represents the context of the user, in
the measure in which the agent has perceived it (or been informed of by the user or
by another agent). The manner in which the context information has been gathered
is not the focus of this paper.

For the detection of possible problems in the user’s context, we define the notion
of context patterns. A pattern represents a set of associations that has been observed
to occur many times and that is likely to occur again. Patterns may come from past
perceptions of the agent on the user’s context or be extracted by means of data



Graphs and Patterns for Context-Awareness 169

mining techniques from the user’s history of contexts. Commonsense patterns may
come from public databases or be exchanged between agents. However, the creation
or mining of patterns is not the subject of this paper. An example of a context pattern
is presented in Figure 2.

Example. Albert is a researcher for some time now, so he has attended many con-
ferences. His AmIciTy agent (agent A) has formed the following pattern: attending
a conference located in a certain city usually implies a flight to that city. The flight
is between two airports, so a means of transportation between the airport and the
venue of the conference is also required.

A pattern is also a graph, but there are several additional features that makes it
match a wider range of situations. The graph for a pattern s is defined as:

GP
s = (V P

s ,EP
s )

V P
s = {vi},vi =? | string |URI, i = 1,n

EP
s = {ek},ek = (vi,v j,E RegExp),vi,v j ∈ V P

s ,k = 1,m, where E RegExp is a
regular expression formed of strings or URIs.

4 Context Matching

An AmIciTy agent has a set of patterns that it matches against the current context
(graph G). A pattern GP

s (we will mark with ” P ” graphs that contain special features
like ? nodes) matches a subgraph G′ of G, with G′ = (V ′,E ′) and GP

s = (V P
s ,EP

s ), iff
there exists an injective function f : V P

s →V ′, so that

(1) ∀vP
i ∈V P

s ,vP
i =? or vP

i = f (vP
i ) (same value)

and
(2) ∀eP ∈ EP

s ,eP = (vP
i ,vP

j ,value) we have:
-if value is a string or an URI, then the edge ( f (vP

i ), f (vP
j ),value) ∈ E ′

-if value is a regular expression, then it matches the values value0, value1,... ,
valuep of a series of edges e0,e1, ...,ep ∈ E ′, where e0 = ( f (vP

i ),va0 ,value0), ek =
(vak−1 ,vak ,value1)k = 1, p−1, ep = (vap−1 , f (vP

j ),valuep), val ∈V ′.
That is, every non-? vertex from the pattern must match a different vertex from

G′; every non-RegExp edge from the pattern must match an edge from G′; and every
RegExp edge from the pattern must match a series of edges from G′. Subgraph G′
should be minimal.

A pattern GP
s k-matches (matches except for k edges) a subgraph G′ of G, if

condition (2) above is fulfilled for m− k edges in EP
s , k ∈ [1,m−1], m = ||EP

s || and
G′ remains connected and minimal.

Example. For the pattern in Figure 2 and the example in Figure 1 (a), the pattern
2-matches the knowledge about Albert that his agent has: Albert is attending a con-
ference and he has booked a flight to the city in which the conference takes place.
The missing edges relate to the trip from the airport to the venue: the part o f edge,
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pattern GP
s k−matches G →

if k > 0
put problem in the list

if there is a problem and this can be a solution
is the solution is certain / complete

let user know
user confirms solution

increase confidence in pattern
otherwise

decrease confidence in pattern
otherwise

link possible solution to problem

Fig. 3 Pseudo-code of the agent’s behaviour related to context matching

the f rom edge and the to edge, and there is also the means of transportation that is
missing. Since something is missing, the agent should ask Albert about that piece
of information or to try to find it itself.

This is defined as a problem. A Problem is a graph GP that is a partial instantiation
of a pattern GP

s , according to the current context. It is the union between (1) the
subgraph G′ of G that k-matches pattern GP

s and (2) the part of GP
s that is not matched

by G′ (the unsolved part of the problem). The problem remains associated with the
pattern: for the pattern GP

s = (V P
s ,EP

s ) and the k-matching subgraph G′ = (V ′,E ′),
the problem p is a tuple (GP

s ,GP
p), where GP

p is the problem’s graph:
GP

p = G′ ∪GP
x , GP

x = (V P
x ,EP

x ) (the unsolved part), where
V P

x = {v ∈V P
s ,v /∈ dom( f )}

EP
x = {e ∈ EP

s f or which condition (2) is not f ul f illed}
GP

x is a subgraph of GP
s .

Example. In our scenario, the matching part of the problem contains the nodes
Albert, User, London, attends con f erence, AI Con f erence, f light, LHR, CDG,
airport, f rom, to, Paris, CNAM, and their connecting edges. The unsolved part
of the problem contains one ? node and the edges part o f , f rom and to.

But the agents are part of the AmIciTy multi-agent system. Agents A and B com-
municate because Albert and Celia know each other (they share common social
context). They also share the same field of research. Based on the fact that the node
AI Con f erence relates to Albert and to Artificial Intelligence as a domain (the same
nodes to which Celia relates to), agent A will send to Celia the association between
Albert, the domain, and the conference. This is common context, so Celia will re-
spond with the data connected to the conference: venue and the means of transporta-
tion that she will use to get there (see Figure 1 (b)).

All the data that agent A has about other agents (here, agent B) is stored in the
agent’s knowledge base as its model of the other users. The model for the other
users is not necessarily separate though: if the same concept appears in both mod-
els (provided the concept ha the same URI, or the agent is able to detect by means of
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common sense knowledge that it is the same concept), both subgraphs will
contain the corresponding node. The model for Celia’s agenda contains the same
AI Con f erence node that is contained in the graph for Albert. When matching pat-
terns from its pattern set, A detects that the pattern mentioned above fully matches
the model for Celia. Agent A also has a problem that is linked to this pattern. Since
Celia’s context fully matches the pattern, it means it may be a solution to Albert’s
problem: Albert may also use a taxi to reach the conference.

In this particular case, with the given knowledge and patterns, there is only one
solution to the problem that arose. But in a more realistic case, where context is
more complex and there are more patterns, more solutions to the same problem may
be found. In case they fit equally well in the current context, then the agent must
prompt the user with all of them and the user must be given the choice.

It can be argued that context-matching is a very difficult problem in the case
of large graphs and complex situations. However, resource-constrained devices
will work only with smaller pieces of context information (i.e. smaller graphs),
that are relevant to their function. Second, algorithms inspired from data-mining
allow for incremental matching, starting from common nodes and growing the
matching sub-graph.

Another problem that may appear in realistic situations (as opposed to our sim-
ple example) is the abundance of simultaneous matching context patterns, possibly
describing contradictory situations. This is where more refined measures must be
found that will allow calculating the relevance of each match. This too will be part
of our future work.

5 Conclusion

So far, work in context-awareness for pervasive environments has been based pre-
dominantly on location-awareness and physical conditions. The use of ontologies
or rules does not bring much dynamical flexibility and they are not easy to modify
automatically, at runtime.

This paper proposes a more simple and more flexible manner of representing
context and context patterns, that allows the agents to take decisions without the
need for a centralized structure, by means of their knowledge, their history and by
local communication alone.

At this point, we are in the process of identifying an efficient matching algorithm,
as well as deploying the described formalism into a previously implemented multi-
agent system. There is a great potential in detecting incompatible contexts – contexts
that the user should not be in. Also, uncertainty and temporal relations have yet to
be included in our work.
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8. Novak, J.D., Cañas, A.J.: The origins of the concept mapping tool and the continuing
evolution of the tool. Information Visualization 5(3), 175–184 (2006)

9. Olaru, A., El Fallah Seghrouchni, A., Florea, A.M.: Ambient intelligence: From scenario
analysis towards a bottom-up design. In: Essaaidi, M., Malgeri, M., Badica, C. (eds.)
Proceedings of IDC 2010, the 4th International Symposium on Intelligent Distributed
Computing., vol. 315, pp. 165–170. Springer, Heidelberg (2010)

10. Olaru, A., Gratie, C.: Agent-based information sharing for ambient intelligence. In:
Essaaidi, M., Malgeri, M., Badica, C. (eds.) Proceedings of IDC 2010, the 4th Interna-
tional Symposium on Intelligent Distributed Computing, MASTS 2010, the The 2nd In-
ternational Workshop on Multi-Agent Systems Technology and Semantics. SCI, vol. 315,
pp. 285–294. Springer, Heidelberg (2010)

11. Perttunen, M., Riekki, J., Lassila, O.: Context representation and reasoning in perva-
sive computing: a review. International Journal of Multimedia and Ubiquitous Engineer-
ing 4(4), 1–28 (2009)
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ARTIZT: Applying Ambient Intelligence to a 
Museum Guide Scenario 

Oscar García, Ricardo S. Alonso, Fabio Guevara, David Sancho,  
Miguel Sánchez, and Javier Bajo* 

Abstract. Museum guides present a great opportunity where the Ambient Intelli-
gence (AmI) paradigm can be successfully applied. Together with pervasive com-
puting, context and location awareness are the AmI features that allow users to  
receive customized information in a transparent way. In this sense, Real-Time Lo-
cating Systems (RTLS) can improve context-awareness in AmI-based systems. 
This paper presents ARTIZT, an innovative AmI-based museum guide system 
where a novel RTLS based on the ZigBee protocol provides highly precise users’ 
position information. Thus, it can be customized the content offered to the users 
without their explicit interaction, as well as the granularity level provided by the 
system. 

Keywords: Ambient Intelligence, museum guide, context-aware, location-aware, 
Real Time Locating Systems, ZigBee. 
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1   Introduction 

Ambient Intelligence (AmI) systems have to take into consideration the context in 
which they are used. That is, they must have context-awareness properties and 
adapt their behavior without the need of users to make an explicit decision or in-
teract with them, allowing applications to be more usable and efficient [1]. People, 
places and objects are recognized as the three main entities when dealing  
with Ambient Intelligence [2]. The place where the user is and the objects that sur-
round him determine the behavior of the system, thus obtaining in a natural way 
personalized, adaptive and immersive applications. 

Mobile devices, such as smart phones, PDAs or tablets, offer a wide range of 
possibilities to create new AmI-based systems. One important feature of these de-
vices is the ability to know their position, which includes the location of users 
themselves and any other object that is part of the environment [2]. However, the 
use of these devices on context-aware applications requires locating them more 
precisely. In this sense, Real-Time Locating Systems (RTLS) acquire a great  
importance in order to improve the applications based on the knowledge of the 
relative position of each user or object at any time. 

One of the areas of interest where AmI becomes more relevant is Museum 
Guides applications [3]. Museum scenarios are environments where users receive 
a wealth of information from many sources. New information and communication 
technologies facilitate that the characteristics and related information about art-
works can be offered in a more understandable, attractive and easy way to visitors. 
In this sense, the context information becomes relevant in order to personalize the 
experience for every user at every moment [4]. Thus, RTLS are presented as a  
resource that greatly improves context-awareness in AmI applications as these 
systems provide the position of every static or dynamic object that interacts 
throughout the scenario. There are different technologies that can be used when 
designing and deploying an RTLS, such as Global Positioning System (GPS) [5], 
Infrared (IR) Pointing Systems [6], Passive and Active Radio-Frequency Identifi-
cation (RFID) [7], Wireless Local Area Networks (WLANs) [8] or Near Field 
Communication (NFC) [9]. 

There are several works that use RTLS to enhance the visitors experience in 
museums [8,10]. The ultimate goal of all these approaches is to find an association 
between the visitors and the art-work they are looking at a particular time. How-
ever, most of these solutions require a strong interaction between the visitors and 
the technology. That is, visitors must be close enough to the art-work to be de-
tected, even bringing their devices to a particular object or waiting for other visi-
tors to finish their interaction. Furthermore, these approaches do not provide 
enough accuracy to customize information with a high granularity level. 

This paper describes ARTIZT, an innovative museum guide system in which 
visitors use tablets to receive personalized information and interact with the rest of 
the elements in the environment. An RTLS based on ZigBee is proposed in order 
to improve context-awareness. This system achieves a location precision of less 
than one meter. Thus, ARTIZT knows at every time how customized content must 
be shown to the visitors, based on the area on which they are located. This way, 
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visitors can naturally walk throughout the museum receiving relevant information 
as they get closer to each art-work. With this approach, every art-work, zone or 
important detail of the museum can be contextualized. 

The rest of the paper is structured as follows: Section 2 presents existing mu-
seum guide works, as well as the shortcomings that motivate the development of a 
new system. Then, Section 3 describes the basic components of ARTIZT, includ-
ing the most important locating and context management technologies involved on 
it and how they are used. Finally, conclusions and future work are depicted. 

2   Problem Description and Related Work 

In recent years, ongoing advances in technology and communications have al-
lowed people to be surrounded by mobile devices. These devices are increasingly 
powerful, easy-to-use and capable of communicating with each other in more in-
novative ways. These capabilities allow the creation of Ambient Intelligence sys-
tems: users' mobility is guaranteed and they are, day by day, more accustomed to 
the use of technology for any task. 

A museum scenario is an ideal environment where AmI can improve the way 
the information is offered to visitors. AmI features encourage the creation of new 
museums guide approaches where information is presented in a natural, personal-
ized and attractive way to users with a better human-machine interaction. This 
way, as art-works are usually statically placed in the environment, the main goal is 
how to detect where visitors are. If we can determine, as precisely as possible, the 
position of the visitor inside the museum, we will be able to know the entire  
context that surrounds him every time. 

Multiple technologies can be used in order to determine the position of the visi-
tors. The ultimate goal of knowing the positioning of the visitors is to provide in-
formation, as accurate as possible, about the art-works they are watching. In this 
sense, tagging the context and the use of RTLS are two widely used alternatives 
[11]. Next, it is analyzed the most used technologies in both trends. 

When talking about RTLS, the first technology that comes into our mind is 
GPS. It has been used in context-aware tourist guides where users receive person-
alized information according to their position [12]. However, it only works out-
doors and it is not an appropriate technology to develop an indoor museum guide. 
Some approaches try to solve indoor locating problem using combined technolo-
gies along GPS. Cyberguide [5] determines the users’ position by means of infra-
red sensors. However, it is needed a direct line of sight between user and sensors, 
so it does not work properly in crowded environments. Exploring the use of infra-
red sensors, the HIPPIE system delivers information about the location of user in 
relation to an object [6]. Visitors point the art-work (which is provided with an in-
frared detector) and the system knows where they are and provides the content. 
Nevertheless, this solution requires a proactive user and, as mentioned before, di-
rect line of sight and proximity between user and object. The action performed by 
the user when pointing the object (e.g., an art-work) is physically the same as is 
done in solutions that use RFID [7] or NFC technologies [9]. Both technologies 
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follow the same pattern of performance: each object all over the museum is 
tagged. RFID or NFC tags, containing a unique identification number, are placed 
near the object. If visitors want to receive information about an art-work, they 
have to place their device nearby the tag. Then, the system identifies the object 
and loads the relevant information. The necessity of proximity between devices 
and tags makes these solutions non-transparent to the user as it requires a direct 
collaboration. Moreover, if multiple users want to see the information about the 
same art-work, they must do it one by one at each time. Bluetooth solves the peer-
to-peer relation between RFID tags and users [14]. The Eghemon system uses 
mobile phones that receive information via Bluetooth as users get closer to a piece 
of information (e.g., an art-work). These pieces can offer information to multiple 
devices simultaneously, but they must be close enough to them. If two pieces are 
close enough, the mobile device can only receive information from just one of 
them. Bluetooth can also be used to improve the devices locating. Bruns et al. 
have designed a solution where a grid of Bluetooth emitters is deployed through-
out the museum, so the visitors’ mobile phones transmit their position to the  
nearest emitter [10]. However, location is not as accurate as desirable, because the 
system only knows which mobile phones are associated to an emitter. Further-
more, Bluetooth can only support the association of up to seven mobile phones 
simultaneously to an emitter. The UbiCicero system [14] uses Active RFID to get 
the position of the users. In this case, users carry an RFID reader that continuously 
reads signals from active tags that are close to art-works. Active RFID technology 
allows a better locating approach because users do not have to be as close as with 
passive RFID technology to detect the object. However, location information is 
not precise enough because the system only detects which art-work is closer the 
users, so two objects that are close enough can cause interference and “confuse” 
the system. It is also possible to locate mobile devices that provide information on 
the museum via Wireless LANs. In this case, multiple Wireless LANs are created, 
usually one network for each different zone. When visitors change from a zone to 
another, devices automatically connect to an available network through which 
contents are provided [8]. This solution presents several problems: different cov-
erage areas must not be overlapped; locating provides a poor precision (never gets 
precision under 2 meters); and infrastructure deployment is a hard process since it 
is needed a thorough calibration of all devices [13]. 

As can be seen along this section, there are many approaches that have been 
considered to create museum guides. Analyzing all of them, two ways of tackling 
the problem can be identified. The first one is the direct physical interaction  
between the visitor and the art-work. The second one consists of obtaining infor-
mation without having a voluntary interaction by the visitor, where the system 
automatically provides information depending on visitors’ location. ARTIZT  
follows the second approach. The main objective is to make interaction as trans-
parent as possible to visitors. For doing that, it is very important that context in-
formation is precise enough. This way, an accurate location of visitors is the most 
important aspect of this approach. Therefore, it is easy to know which elements 
(i.e., art-work) surround each visitor, no matter several of these elements are  
separated by a short distance between them. Thus, it is possible to get a whole  
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description of the context that surrounds each visitor in a more precise way. Based 
on the context information, the content provided to the visitors changes dynami-
cally. Next section describes the basic features of ARTIZT and the way it works. 

3   ARTIZT: Ambient Intelligence Real-Time Locating System 
Museum GuIde Over Zigbee Technology 

The AmI paradigm proposes the development of applications that provide new 
ways of interaction between people and technology, adapting them to the needs of 
individuals and their environment [2]. ARTIZT (Ambient intelligence Real-Time 
locating system museum guIde over Zigbee Technology) follows these premises 
and offers personalized contents to the visitors in a transparent way according to 
the context information. 

The potential of ARTIZT lies in the precision with which contextual informa-
tion can be collected. In this sense, an innovative RTLS provides the system with 
users’ positions with an error less than one meter, so it can be determined at any 
time which art-works are on the visitors' radio of interest, thus adapting precisely 
the information that it is provided to each user. 

3.1   The Real-Time Locating System 

The RTLS used is by ARTIZT is based on the novel n-Core platform [15], which 
is intended to develop ZigBee applications and provides both wireless physical 
devices and an Application Programming Interface (API) to access their function-
alities. A network of ZigBee devices must be deployed all over the museum. This 
network is composed of a set of Sirius A (Figure 1 left) and Sirius Dongle devices 
(Figure 1 right). The Sirius A devices are placed across the ceiling of the museum 
(Figure 2), forming a network in which it is known the specific location of each 
one, as well as the relative positions with each of its neighbors (i.e., closest  
devices). The Sirius Dongle devices are inserted in tablet PCs that are carried by 
the visitors. This way, the visitors can move freely through the museum. 

 

Fig. 1 Sirius A (left) and Sirius Dongle (right) devices 

All devices communicate via the ZigBee standard. ZigBee is a low cost, low 
power consumption wireless communication standard, developed by the ZigBee 
Alliance. It is based on the IEEE 802.15.4 protocol and operates at the 



178 O. García et al.
 

868/915MHz and 2.4GHz unlicensed bands. ZigBee is designed to be embedded 
in consumer electronics, home and building automation or toys and games.  
ZigBee allows star, tree or mesh topologies. Devices can be configured to  
act as network coordinator (creates and controls the network) router 
(sends/receives/forwards data to/from other devices) and end device 
(sends/receives data to/from other devices in the network). 

Over this network infrastructure it is implemented a locating engine that pro-
vides users positioning whose accuracy reaches less than one meter. The infra-
structure is completely dynamic and scalable so new devices can be added at any 
time without affecting the rest of the network. The operation of the RTLS is very 
simple. Visitors carrying mobile devices (i.e., tablets) move freely around the mu-
seum. The mobile devices send periodically a broadcast signal by means of the 
Sirius Dongle connected to them. The signal is received by the Sirius A devices 
placed all over the museum. The location engine, allocated in a central server, cal-
culates the positions of all Sirius Dongle devices and therefore the position of 
every visitor. Once the system knows the location of each visitor, an application 
installed on the devices of the visitors customizes the information which is  
provided dynamically. 

 

Fig. 2 Sirius A wireless network, Interest Areas and mobile device provided with Sirius 
Dongle 

3.2   Context Information Management 

Once ARTIZT gets the position of the visitors, the information must be personal-
ized according to every visitor status. Each user carries a tablet on which it is  
installed a light and user-friendly application developed specifically for the mu-
seum. Contextual information of the museum is included in this application so 
that, from the position of the visitors, ARTIZT decides which information is 
shown in the device. To do this it is created a map of the museum and, with the  
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location information received by the server, it is determined the location of visi-
tors continuously. In addition, each level of the museum is divided into "Interest  
Areas" (see Figure 2). So when a user enters into one of these, the application cus-
tomizes all the information that is wanted to be shown to visitors. Reader can  
realize that with a so precise RTLS, these areas can be as small as desired, so that 
the system can provide enhanced context information and personalize it always in 
a transparent way without any user interaction. 

Tablets' application contains all the information that may be provided to users. 
Thus, ZigBee network only carries data from the devices to the server, necessary 
to calculate their position, and the location of the visitors from the server to the 
tablets. These communications reduce traffic data and there are always alternative 
paths in the network so fault tolerance increases and data loss is minimized. 

ARTIZT is configured to provide the customized content. When the position of 
the visitor is known, and using a series of data that is collected before the visitor 
starts his route, the system is able to tailor the information that is being shown in 
the form of content or language. 

4   Conclusions and Future Work 

Transparency and customized data is one of the keys in the development of AmI 
applications. If these applications want to adapt their behavior depending on the 
context that surrounds users transparently, it is important that users’ location is as 
precise as possible. 

Museum guides are a scenario where applying AmI techniques becomes more 
meaningful: multiple contextual information that contains the museum and the 
great mobility of the visitors make their location and the data filtering process  
become challenges to solve in an efficient way. 

ARTIZT is a museum guide system that includes AmI techniques. This system 
makes use of a powerful RTLS to determine where visitors are. This RTLS, based 
on an innovative ZigBee-based platform, provides high precision in the locating 
process. Therefore, the information that surrounds each visitor at any moment can 
be precisely determined and provided to them on real-time. The use of the ZigBee 
network to transport locate information minimize data loss (visitors' devices con-
tains all the necessary information) and reduce the risk of disconnection, as there 
are always alternative ways to reach the server over the ZigBee grid. 

Future work on ARTIZT includes the use of sensors in order to determine any 
information that may affect the context (temperature, pressure, humidity, etc.) and 
estimate the direction of art-works and visitors through the use of compasses. 
Combining the precise location information provided by the RTLS with the in-
formation from compasses it will be possible to determine where visitors are  
looking at, enhancing the user experience. 

Acknowledgments. This work has been supported by the Spanish Ministry of Science and 
Innovation, Project T-Sensitive, TRA2009_0096. 
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Reliability of Location Detection in 
Intelligent Environments 

Shumei Zhang, Paul J. McCullagh, Chris Nugent, 
Huiru Zheng, and Norman Black* 

Abstract. Radio Frequency Identification (RFID) technology has been used in 
Intelligent Environments to track objects and people, but the technology is subject 
to reliability issues of sensor malfunction, sensor range, interference and location 
coverage. This paper discusses the optimal deployment for a fixed RFID reader 
network in an indoor environment with the aim of achieving more accurate 
location whist minimizing the equipment costs. Given that data may be 
occasionally lost, a rule-based pre-processing algorithm was developed for 
missing data judgment and correction, to improve the robustness of the technique. 
The algorithms were evaluated using experiments of single mobile tag and 
multiple mobile tags. The average subarea location accuracy based on pre-
processed and original data is 77.1% vs. 68.7% for fine-grained coverage, and 
95.8% vs. 85.4% for the coarse-grained coverage. 

Keywords: Reliability, Location based systems, RFID, Missing data estimation. 

1   Introduction 

For an environment to be considered ‘intelligent’, sensors must be able to convey 
information regarding a person or an object to some ‘supervisory’ technology for 
assessment and sometimes intervention. In health and wellbeing research location 
determination is often a key factor, which can then be used to support ambient 
assisted living (AAL). Indoor location tracking systems use a variety of 
technologies, dependent upon accuracy, range and infrastructure costs. Wireless 
sensor networks (WSNs) [Mao 07] are low cost, small in size and straightforward 
to install. They have been used for environment monitoring, object tracking, 
health monitoring and hazard detection. Sensing technologies include Infra-Red 
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(IR), ultrasound, IEEE 802.11 (Wi-Fi), Ultra Wide Band (UWB), and IEEE 
802.15 (Bluetooth). A comparative study of WSNs [Ni 04] concluded that Radio 
Frequency Identification (RFID) is the most appropriate technology for indoor 
location sensing. 

An RFID system comprises readers and tags, communicating wirelessly using 
radio waves of a defined frequency, using an agreed protocol. The RFID reader 
emits a challenge, and the tag responds by sending back its identity. The RFID tag 
is applied to or incorporated into an object or person. The communication range is 
a function of the reader design, the type of tag and the operational environment. 
RFID tags can be active, passive, or assisted passive (requiring an external source 
to ‘wake up’). Active tags have a longer communication range, however, passive 
tags have a longer lifetime, are smaller and less expensive. 

We investigate RFID deployment, and develop tracking algorithms with the 
aim of improving localization accuracy and reliability. In particular we use an 
approach to optimize the RFID reader network deployment. Due to the problems 
with intermittent data collection, we also use a preprocessing algorithm to impute 
missing values. The remainder of the paper is structured as follows. In Section 2, 
related work is discussed. Deployment of the RFID system used is described in 
Section 3. In Section 4, the missing data judgment and correction algorithms are 
explained. Section 5 provides our methodology for location classification 
experiments and presents the results of these experiments. Discussion and 
conclusions are provided in Section 6. 

2   Related Work 

Bahl et al. [Bahl 2000] presented an IEEE 802.11 wireless networking building-
wide location tracking system called RADAR. Harter et al. [Harter 02] 
investigated location accuracy of the ‘Active Bat’, comprising two base stations 
and 100 ultrasound receivers in a laboratory environment. 95% of readings were 
computed within 9cm of their true positions. Nevertheless the approach was 
computationally expensive requiring up to 15 receivers for each position 
calculation. Both approaches would be impractical in an everyday AAL scenario. 
Minimizing the deployment and infrastructure costs whilst providing a precise 
indoor location tracking service remain an open research problem [Woodman 08]. 

RFID provides a promising solution offering information on both location and 
identity awareness. Application domains are diverse including retailing, aviation, 
healthcare, library services and construction [Ngai 08]. Satoh [Satoh 09] proposed 
a framework for location-aware communication in intelligent environments. The 
framework consisted of two components: a location detection model and a 
location-aware communication mechanism. Location computation methods use 
three categories of measurement: received signal strength (RSS), angle-of-arrival, 
and propagation time. The accuracy of location estimation using RSS suffers from 
errors caused by multi-path fading, temperature variations, furniture/door 
rearrangement, and mobile human presence [Naisbitt 10]. The received signal 
strength indicator (RSSI) is an approximation of radio signal strength as measured 
by the RF transceiver.  
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An RSS model is obtained by a priori measurements or in real-time by 
‘sniffing’ devices deployed at known locations [Mao 07]. The model is 
subsequently used to match each presented signal strength vector to an estimated 
location using classification methods, which choose the location based on closest 
training examples. Elnahrawy et al. [Elnahrawy 04] had proposed three area-based 
algorithms: simple point matching which matches the RSS vector to a ‘tile set’ 
using thresholds; area-based probability which matches the RSS vector 
probabilistically; and Bayesian network which encodes the relationship between 
the RSS vector and the estimated location based on a signal-versus-distance 
propagation model. The three algorithms were compared and exhibited similar 
performance. Ni et al. [Ni 04] presented a location identification method based on 
a dynamic active RFID calibration (LANDMARC) approach, which employed 
fixed reference tags serving as reference points. Hallberg et al. [Halberg 09] 
proposed an approach for localization of forgotten items based upon 
LANDMARC and improved the accuracy and reduced number of reference tags.    

3   Optimal Deployment Selection for RFID Reader Network 

The implementation challenges in the RFID system deployment are determining how 
many readers need to be installed, and where their ideal placement is in the tracking 
environment. In this study, we used the Adage RFID products, Dyname Readers and 
Carme Active tags [Adage]. The measured readable range in our experiments was up 
to 4.5m with a robust range in the region of 4m. The experimental environment 
consists of a kitchen, and a living room [Nugent 09]. The combined size of the two 
rooms is 8.86m by 3.76m, with an active area of 7.8m by 2.75m (taking into 
consideration the furniture within the rooms). Deployment of readers was investigated 
by comparing the accuracy of location detection using different classifiers. The 
deployment of RFID reader network, according to the accuracy of location detection 
and equipment cost and the tracking subareas using coarse-grained coverage and fine-
grained methods are illustrated in Figure 1.  

 

Fig. 1 Reader network deployment and functional subarea division using coarse-grained 
(11 subareas) fine-grained (17 subareas to include individual locations of seats and chairs) 
methods. R1, R2, and R3 are three readers. 
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The tracking environment can be divided into a number of functional subareas. 
In order to assess the relationship between the size of subareas and the accuracy of 
location detection, we defined two levels: fine-grained and coarse-grained. Using 
the coarse-grained categorization, 11 subareas were specified as shown in Figure1. 
Using the fine-grained categorization, the Dining area and Sofa area (area number 
3 and 8) were further divided into four Chair areas and four Seat areas see 
Figure 1. In this case, a total of 17 fine-grained subareas were defined. 

4   Rule-Based Algorithm for the RF Signal Pre-processing  

Two common problems should be considered when using an RFID system: (1) 
Reader collision occurs in the area where the signals from two or more readers 
overlap, since the tag cannot respond to simultaneous queries; (2) Conversely, tag 
collisions occur when many tags are present in a small area [Kim 09]. 
Additionally, a problem with the RFID system was that the RF signal strength 
could be influenced by environmental factors such as: tracking of the tag carried 
by a person, absorption of the energy sent by the reader, or diminishing battery life 
in the tag [Hahnel 04]. In such a case the RF signal strength may vary and may 
even record zero erroneously within the normal operational radius between the tag 
and the reader. In data mining, we refer to such inconsistencies as ‘missing data’ 
[Darcy 10], which decreases the performance of the location detection algorithms. 

In order to judge and correct the missing data, we developed a rule-based 
algorithm for pre-processing to improve the robustness of the location detection. 
In this algorithm the missing RF signal data can be judged according to the 
subject’s activity postures. The three-dimensional accelerometer embedded in the 
HTC phone was used to measure the subject’s acceleration for classification of 
their daily activities, such as walking, standing, sitting, lying or falling down 
[Zhang 09] [Zhang 10]. If the RF strength has a large fluctuation (e.g. recording 
an unexpected zero) when the subject is in an inactive period of time, we can 
judge this using context to be ‘missing data’. Of course, not all zero instances are 
missing data, since zero also can occur correctly when the tag position is at the 
edge or out of range of a reader. Consider an activity and location monitoring 
period from time 0 to T, and with the motionless period Tml from tm to tl . 
Assume R (Tml) stands for a series of RF signal strength values sensed by a 
reader R during the motionless period Tml. Two rules: the missing rule (Rmis) 
and the correcting rule (Rcorr) were combined as the pre-processing rule (Rpre) to 
correct the missing data. Data missing rule: if the maximum value of R (Tml ) is 
more than an empirical value 10, and if a zero instance occurs among R (Tml ), 
then the zero instances are distinguished as ‘missing’ data,  Eq. (1). Data 
correcting rule: correct the ‘missing’ data to the maximum value of R (Tml ) as 
shown in Eq. (2). 
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An experiment was designed to demonstrate how this algorithm works for judging 
and correcting the missing RF signal strength according to the activity postures. 
Install one reader (R1) in the kitchen. A subject places an RFID tag in their 
pocket, a mobile holster on the left waist, and starts two programs at the same 
time. The subject enters through Door1 walks to the Fridge and stands for 1 
minute, then walks to Chair2 and sits still for 1 minute on Chair2. The subject 
performs a gentle motion on Chair2 such as rotating 90 degrees to the left or right 
and maintains that posture for 1 minute. The subject then stops the two programs 
at the same time. The experiment was conducted with initially with one then with 
two readers (R1 and R2).  

The experimental results for one reader R1 are shown in Figure 2 (a) and (b), 
and for two readers R1 and R2 in Figure 3 (a) and (b). The results presented in 
Figure 3 (a) and (b) show that the RF signal strength sensed by R1 was stable, and 
no missing data occurred. Nevertheless R2 was unstable. According to the pre-
processing algorithm presented in Eq. (1) and Eq. (2), the 0 occurred at 39sec 
could be revised to 54 by the pre-processing algorithm. In the same way, the value 
0 at the 198sec sensed by R2 could be corrected to 19 during the pre-processing 
stage. 

 
 

 
(a) Ax signal shows the subject’s activity postures collected using the G-sensor. 

 
(b) RF signal strength values collected by R1 from a mobile tag. 

Fig. 2 Comparison of the acceleration and RF signal strength for R1 
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(a) Ax signal shows the subject’s activity postures collected using the G-sensor. 

 
(b) RF signal strength values collected by R1 and R2 respectively from a mobile tag 

Fig. 3 Comparison of the acceleration and RF signal strength for readers R1 and R2  

5   Smart Home-Based Experiments 

Experimental results were compared: (1) fine-grained versus coarse-grained 
subareas; (2) pre-processed data set versus original data set. With the intention of 
imitating the natural dynamic activity of daily life, the tracking tag was carried by 
a person rather than using immobile reference tags. All subjects wore an HTC 
smart phone on the waist and placed an RFID active tag in a pocket for 
simultaneous activity classification and location detection. Each subjectwas asked 
to walk around all 17 subareas, and to stand or sit in each of the three boundaries 
for one minute for each subarea. The inactivity period of time was designed for 
one minute to guarantee at least two data repetitions for each position (RFID 
sensing frequency is about 24sec by the three readers). The training data collected 
were subsequently pre-processed firstly to correct the missing data. Following this 
the corrected training data were saved as two groups (trainFine and trainCoarse). 
The two training data sets were used to compare the effect of the size of the 
subareas on the performance of location classification. 

The testing data were collected in two experiments, Table 1: Test1 data set was 
collected from the 17 subareas using one mobile tag; Test2 data set was collected 
from subareas using multiple mobile tags carried by three people concurrently. 
Each experiment was repeated three times by subjects following natural behavior 
i.e. there was no limitation on their position or the direction in which they faced, 
although it is known that their positions or rotations can influence the RF signal 
strength values. The data sets were classified using LibSVM (support vector 
machine) classifier [Chang 01] and compared from three aspects: (1) original vs. 
pre-processed; (2) single mobile tag vs. multiple mobile tags; (3) fine-grained vs. 
coarse-grained. The experimental results are presented in Table1. Accuracy 
improvement due to the pre-processing rules depends on the number of missing  

 



Reliability of Location Detection in Intelligent Environments 187
 

Table 1 Testing data organization for evaluation of the pre-processing algorithm 
based on the coarse-grained and fine-grained subareas 

Experiment Subareas Original Data Set Pre-processed Data Set
Corresponding 

Training set 

Test1 
 
 

Test2 

Coarse 
Test1: 87.5% CoarsePre: 91.67% trainCoarse 
Test2: 83.3% CoarsePre: 100%  

Fine 
Test1: 79.15% FinePre: 79.17% 

trainFine 
Test2: 58.3% FinePre: 75% 

 
data points. The accuracy was similar for the Test1 but improved for the Test2, as 
more missing data occurred during the Test2 experiment (multiple mobile tags). 
Additionally the coarse-grained method attains higher classification accuracy than 
the fine-grained method. 

6   Discussion and Conclusion 

This study proposed solutions to improve the location recognition accuracy and 
robustness for RFID systems. Initially, we discussed an efficient method for 
deployment of an RFID reader network based upon theory and experiment. An 
appropriate RFID deployment should minimize equipment costs whilst 
maintaining location accuracy. Then, a rule-base pre-processing algorithm was 
proposed to judge and correct missing data, which took account of user activity 
postures. The pre-processing algorithm was evaluated by the LibSVM classifier, 
based on two experiments Test1 and Test2 (single mobile tag and multiple mobile 
tags). The results demonstrated that this algorithm works well if the missing data 
occurred during the subject’s period of inactivity. Correcting the missing data 
according to the synchronized sensing inactivity period of time can improve 
reliability. Hence location detection will be robust using the pre-processed data 
set, even though the original RF signal strength may be erratic. The use of 
multiple concurrent mobile tags around a small tracking area has the potential to 
cause more missing data. The average subarea location accuracy for Test1 and 
Test2 based on pre-processed and original data is 77.1% vs. 68.7% for the fine-
grained method, and 95.8% vs. 85.4% for the coarse-grained methods.  

At present the location and activity data are collected and saved in a computer 
and HTC phone respectively, and the data pre-processing and classification are 
carried out subsequent to the data collection. Hence location cannot be inferred in 
real time, which precludes interactive operation. However, it is possible to 
wirelessly communicate between the RFID reader and a smart phone and in future 
it would be possible to deploy algorithms onto a mobile device (e.g. a smart 
phone), which would be appropriate to an assisted living application, for example 
where an occupant’s location is tracked for safety reasons. RF signal strength 
sensing frequency is decided by the reader and tag numbers. More readers or tags 
will increase the data sensing time, and the computational effort will increase 
proportionally. This is not a problem with the current computation but scalability 
would need careful consideration for an interactive solution Thus for an 
environment where the person moves quickly between locations, we would 
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anticipate some undetected locations, which may need further investigation and 
correction by an enhanced algorithm. 
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Flexible Simulation of Ubiquitous Computing
Environments

Francisco Campuzano, Teresa Garcia-Valverde, Alberto Garcia-Sola,
and Juan A. Botia

Abstract. Ubiquitous computing software must be reliable. As it occurs in conven-
tional software, one of hardest tasks nowadays is testing. Moreover, if testing is
focused on context-aware and adaptive services, the task is even harder. In this case,
it is not sufficient testing the software in order to find bugs in the code and repair
them (i.e. debugging) and, at the same time, checking that procedures and functions
responses to specific interesting inputs are correct. It is also needed checking that
the responses of services (i.e. the system under test) to changes in the environment
are correct. And the environment includes also human users. This paper proposes
UbikSim. An ubiquitous computing environments simulator which tries to alleviate
the particularities of testing services and applications whose behaviour depends on
both physical environment and users.

1 Introduction

Social Simulation [6] concerns the simulation of social phenomena on a computer
using any simulation technique. Software agents used in Multi Agent Based Simu-
lation (MABS) [5] have been used quite extensively to do Social Simulation. In this
paper we present Ubiksim [16], a social simulator whose main goal is validating
ubiquitous computing services. UbikSim has been designed to simulate environ-
ment, domotic devices and people interacting with real ubiquitous software. For
this purpose, it is based in MABS. MABS allows representing every agent indepen-
dently. Since each person is simulated by a separate agent, it is easy to define persons
with very different behavioural characteristics. For example, it is possible to produce
realistic computational models for people living in a determined environment and
making sensors to react on their presence. These devices generate information about
the environment (i.e. context information) [7], users and changes in both of them.
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With this information, services and applications in ubiquitous computing systems
are able to adapt to changes by means of context-aware computing. UbikSim also
integrates a middleware for managing contextual information. Such middleware is
able to generate some response processes to the simulator depending of the contex-
tual information received. Having a model (i.e. the building, sensors and persons)
within a simulation, and its integration with the ubiquitous computing software (i.e.
the middleware plus ubiquitous services and a software under test (SUT)), the SUT
can be tested. A simulation framework must combine the different elements of simu-
lation into one powerful tool. One of the most important elements of a simulation is
validation. UbikSim includes an analyzer whose purpose is validating the simulated
models. A social simulator must maximize usability and flexibility while minimi-
sing working knowledge of the simulator’s engine. For that purpose, the simulator
allows researchers to connect multiple SUT to be tested, selecting events of interest
for notification. The interaction between SUT and simulator should be performed
through standard instruction protocol. UbikSim takes one step towards standardiza-
tion using an architecture based on a standard for simulators. Standardization is the
process of developing and agreeing upon technical standards, that establishes uni-
form engineering or technical specifications, criteria, methods, processes, or prac-
tices. A standard based on a reference model would benefit users and researchers
alike, and probably industry would trust more in this kind of applications. In section
2 UbikSim’s architecture is defined, section 3 describes how MABS enables Social
Simulation in UbikSim, section 4 introduces an example of use. Some related works
are described in section 5, conclusions and future works are analyzed in section 6.

2 Architecture

UbikSim’s architecture is structured in components. Its basic arrangement is based
on a IEEE 1516 High Level Architecture (HLA) Standard [4] requirement, a Run-
Time Infrastructure (RTI) that provides a set of services that are necessary to
support components to coordinate their operations and data exchange during a run-
time execution. This interaction among UbikSim components is based on OSGi [1].
Figure 1 shows the interrelations between components. The elements marked with
an asterisk have been designed specifically for UbikSim, while the others are exter-
nal components that may be replaced in a flexible way. For example, the simulator
and the adaptor would change if the MABS platform is changed by other.

In OSGi programming, the elements that can be installed in a framework are
called bundles. Each bundle may register zero or more services. Services are Java
interfaces, once a bundle registers a service with the OSGi framework, other bun-
dles may use its published service. OSGi provides a great flexibility to UbikSim.
Multiple SUTs can be connected to the simulator at the same time (one bundle per
SUT). In the client-side there are two bundles. The first, an editor based on Java3D
for modelling people and their environment (figure 2(a)). The second bundle is a
3D viewer that shows how the simulation evolves while it is running along the time
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Fig. 1 Collaboration diagram for the UbikSim simulator framework

(figure 2 (b)(c)). In the server-side, the simulation process, the middleware for con-
text management, ubiquitous computing services already validated and the SUT are
executed (notice that thanks to OSGi, they can be distributed in different bundles).

The simulator engine of UbikSim is based in a platform that supports MABS.
Nowadays, we are using MASON1, but it is not integral part of UbikSim, it is re-
placeable by any other MABS platform, for example, Repast2. Another feature in
UbikSim is a data analyzer whose objective is validating the SUT by means of ana-
lyzing the results of the simulations. Validation consists in the determination that the
simulated model is an acceptable representation of the real system, for the particular
objectives of the model [9].

The second element on the server side is the middleware for context information
management. For the current implementation of UbikSim, it is based on Open Con-
text Platform (OCP) [13], developed also in our lab. But others like JCAF3 may be
used. OCP provides support for management of contextual information and merging
of information from different sources. It is based on producer-consumer paradigm.
The producers introduce information in the system; one or more consumers interes-
ted in a particular context information are notified of changes on this information.
Context information is stored in an ontology defined according to a context model
created by the developer, following the Web Ontology Language (OWL)4 standard
of the W3C.

1 http://cs.gmu.edu/˜eclab/projects/mason/, last access: December 2010.
2 http://repast.sourceforge.net/, last access: December 2010.
3 http://www.daimi.au.dk/˜bardram/jcaf/, last access: December 2010.
4 http://www.w3.org/TR/owl-features/, last access: December 2010.

http://cs.gmu.edu/~eclab/projects/mason/
http://repast.sourceforge.net/
http://www.daimi.au.dk/~bardram/jcaf/
http://www.w3.org/TR/owl-features/


192 F. Campuzano et al.

The third element of the server side in UbikSim is compound by the SUT and
ubiquitous services already validated. These services are supported to work fine
and they are needed by the SUT to properly execute. The SUT may be a physical
device or a simulated service to be validated. Events generated by the SUT modify
the simulated environment and possibly influence other services, in function of the
contextual information received along a simulation. For example, opening a door
if a person allowed to enter is near it. A new SUT can be tested in UbikSim if the
researcher has previously defined his domain ontology. The ontology contains an
historic of contextual information (e.g. it may contain the values of a temperature
sensor for the last three days). The SUT can get information from the ontology
(historical data) or from OCP (up to date data).

Next, the overall process is explained by following figure 1. First of all, the Ubik
Editor bundle is needed to edit the physical elements and the people which com-
pound the environment and agent model. Once the world is created, the editor ge-
nerates a model specification (step 1) which is passed to the simulator (step 2) with
some rules defining restrictions (step 3). These restrictions define what situations
are going to generate a SUT’s response along the simulation. In the simulator, the
first step is adapting the model to the MABS platform underlying UbikSim (step
5). In this case, we have used MASON. Once the Agent Based Social Simulation
(ABSS) is defined, the simulation begins to run (step 6). As result of the simulation,
we obtain a log history (step 8). UbikSim is OCP’S producer. So, the objects con-
tained in the ontology generates events that OCP manages (step 9) and immediately
OCP updates the changes in the domain ontology (step 10). The SUT is connected
to OCP and it consumes all contextual information updates in real time (step 11). If
the SUT needs some historical information, it queries the ontology database (step
12). When a determined restriction is violated, the SUT sends an standard event to
UbikSim that modifies the simulation’s environment (step 13). Every modification
in UbikSim is updated in the client 3D visor in real time (step 7). An example of
this process is introduced in section 4.

After the simulation, the log history can be analyzed. Tools like WEKA5 may be
used to processing the data stored in the log (step 14). The processed data (step 15)
and the initial restrictions (step 4) are used as the input for the analyzer. Its function
is validating if the SUT has changed properly the simulator’s state every time that a
restriction have been violated during the simulation.

3 Social Simulation in UbikSim

UbikSim is a bundle which accepts some adaptation commands from a SUT and
generates contextual information and a log history as results. It is possible to simu-
late domotic devices and people in purely social contexts. The behaviours of simu-
lated people are modelled probabilistically. In this approach, behaviours are defined
as situations the agent should play in each moment. Transitions between behaviours
are probabilistic. The underlying model is a hierarchical automaton (i.e. in a higher

5 http://www.cs.waikato.ac.nz/ml/weka/, last access: December 2010.

http://www.cs.waikato.ac.nz/ml/weka/
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level there is a number of complex behaviours that the agent may play and once it
is in a concrete state, within the state there is another automaton with more simple
behaviours). So, in the lowest level (basic actions), each state is atomic. An agent
never conducts two behaviours of the same level simultaneously. Notice that, when
the agent is at any state, the necessity of changing to another state may arise. But
this is not done immediately. Moreover, a number of different changes (i.e. transi-
tions) may be pending simultaneously. Thus, a list of pending tasks as generated by
incoming events is maintained. Such tasks are ordered by a priority. For generat-
ing transitions in real time, probability distribution functions are used according to
the type of the behaviour and its features. These parametric distributions are known
and contrasted with empirical data [8] for concrete environments we already faced.
Engineering realistic human models is a hard task. Notice that the level of diffi-
culty is directly related with the level of reality exposed by such kind of models. As
the moment, realistic models in UbikSim have been proposed in terms of what the
user should be doing at each moment. Thus, the probabilistic automaton mentioned
above reproduce such low level of reality. However, a model of what mental process
(i.e. an intentional model) should be performing the user now is more interesting
and generic. Such kind of models are now being studied.

About domotic devices, every type of sensors or actuators can be modelled. Ubik-
Sim offers basic methods to developers for implementing new sensor’s configura-
tions. For example, what kind of events they must detect or their range of coverage.
Along the simulation, the actuators are going to receive events (i.e. commands) from
the SUT. The events are standardized and they allow to modify the most represen-
tative attributes of an object (position, color, status...). After a simulation, it is pos-
sible to validate if a SUT is working correctly using the analyzer. UbikSim has also
been proven validating human behaviours with activity data from real users [8]. If
the comparison between real data and produced data is not successfully, the model
would be redefined with new parameters to achieve a more realistic model.

4 Use Case

In this section, an example of how UbikSim is being used in a research project
called CARDINEA is introduced. The project investigates using ubiquitous com-
puting technologies to augment the quality and safety of work for personnel at
hospitals. As specific case is that of hospitals which work against cancer by pro-
ducing medicaments which imply exposure to low intensity radioactive component
during work. A rigorous time of exposure control must be accounted from the hos-
pital’s workers. In CARDINEA, it is investigated how RFID and simple services
controlling such exposition by person may help in such situations. The hospital’s
environment is created with Ubik Editor (fig. 2 (a)). Also a restriction is defined, a
hospital worker must not be exposed more than the 25% of its daily working turn to
radiactive components. The SUT is a service that counts user’s exposition time and
notifies the system when the restriction is violated.
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(a) (b) (c)

Fig. 2 (a) A hospital floor created by Ubik Editor. (b,c) A nurse changing along the
simulation.

The UbikSim’s adaptor creates an agent model comprehensible by MASON and
then, the simulator is ready to run. When the simulation is launched, all modifica-
tions are shown in the client’s 3D viewer in real time. In figure 2 (b) a nurse is inside
a room with radioactive elements. A RFID antenna is going to generate contextual
information about nurse’s position. The SUT receives that contextual information
via OCP, and it generates an event that modifies the worker’s colour if the restriction
regarding exposure to radioactive elements is violated. UbikSim receives this event
and it turns the nurse of a green colour in the 3D viewer(fig. 2 (c)). The analyzer
may be used for validating if the SUT is working properly. It is possible to reproduce
some behaviours which violate the time restriction. The events produced in these
reproductions are going to be validated. The analyzer goal is validating if the SUT’s
notifications are produced when they are necessary.

5 Related Works

Nowadays, various approaches working with simulation within ubiquitous compu-
ting application development can be found. One of the most known tool is Ubi-
wise [2], where real persons generate information about their context, captured
through simulated sensors on a simulation engine. TATUS[14] supports simultane-
ous connection to multiple SUTs using a client-server architecture. There are other
works that have followed multi-agent based approaches for defining environments
although they do not cover complete ubiquitous computing systems. In Reynolds
et al. [15] sensors, actuators, and the environment are simulated, but without simu-
lation of context or adaptable services facilities. Liu et al. [10] uses a distributed
intelligent multi-agent system for modelling complex and dynamic user behaviour.
In Martin et al. [12] the simulation separates agents, environment and context. Ubik-
Sim has the goal of being more complete than the mentioned approaches because it
covers environment, context-aware, users and adaptation models. The use of social
simulation and MABS provide the possibility of easily integrating user behaviours
or relations between them as additional elements to simulate.
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In terms of standardization, there are some organizations dedicated to develop
simulation standards, for example, Simulation Interoperability Standards Organiza-
tion (SISO)6 is an international organization dedicated to the promotion of Modelling
and Simulation (M&S) interoperability. Acquisition Operating Framework (AOF)7

offers a list with all M&S interoperability standards already in use, e.g. HLA. There
are two ways choosing a standard to represent an environment model. SEDRIS [11]
provides the means to represent any environmental data. In the other hand, the use of
ontologies, for example, Standard Ontology for Ubiquitous and Pervasive Applica-
tions (SOUPA) [3] is more focused in defining ubiquitous computing environments.
All these standards may help UbikSim become a very powerful tool supported by
standardization, which gives it an engineering base that distinguishes it when com-
peting with other simulators.

6 Conclusions and Future Works

Ubiksim’s architecture satisfies all the requirements needed to offer a flexible si-
mulator. It allows researchers to connect multiple SUT connections to the simu-
lator through OSGi in its client-server architecture. Also it is possible for them
to define their own ontology in OCP flexibly and create an environment for their
SUT. UbikSim offers basic methods for changing the simulator’s environment, and
it is possible to select simulator events of interest for notification to the SUT.
UbikSim provides a great usability, the editor allows to create maps and to con-
figure objects in it in a very simple way. Running a test is also very easy, UbikSim
has a menu where the user can configure parameters like simulation speed. The sim-
ulation’s viewer is very intuitive, it reflects the current state of domotic devices or
people with very intuitive labels or different colours.

Following the IEEE 1516 standard, a HLA-conformant simulator using OSGi has
been successfully implemented, but also it is necessary to detail all the possible infor-
mation which could be sent among components in an Object model template (OMT).
This document would provide a common framework for the communication between
HLA components. Our target is achieving that all objects would have the same rep-
resentation both in the editor, UbikSim, and OCP. It would be the next step towards
UbikSim standardization. An interesting future work is achieving a standard OCP
ontology, and the direct correspondence between objects in the editor, simulator and
OCP previously mentioned. An alternative is representing the objects within a com-
plex standard like SEDRIS, which would allow us to define any type of element in
the world.
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del Conocimiento Cientı́fico de Excelencia” (04552/GERM/06).

6 http://www.sisostds.org/, last access: December 2010.
7 http://www.aof.mod.uk/aofcontent/tactical/mands/content/
mands interoperability stds.htm

http://www.sisostds.org/
http://www.aof.mod.uk/aofcontent/tactical/mands/content/


196 F. Campuzano et al.

References

1. Alliance, O.: Osgi service platform, release 3. IOS Press, Inc., Amsterdam (2003)
2. Barton, J., Vijayaraghavan, V.: Ubiwise: A ubiquitous wireless infrastructure simulation

environment (2002)
3. Chen, H., Perich, F., Finin, T., Joshi, A.: SOUPA: Standard ontology for ubiquitous and

pervasive applications. In: The First Annual International Conference on Mobile and
Ubiquitous Systems: Networking and Services, MOBIQUITOUS 2004, pp. 258–267.
IEEE, Los Alamitos (2004)

4. Dahmann, J., Morse, K.: High level architecture for simulation: An update. dis-rt p. 32
(1998)

5. Davidsson, P.: Multi agent based simulation: beyond social simulation. Multi-Agent-
Based Simulation, 141–155 (2001)

6. Davidsson, P.: Agent based social simulation: A computer science view. Journal of Arti-
ficial Societies and Social Simulation 5(1), 7 (2002)

7. Dey, A.K.: Understanding and using context. Personal and Ubiquitous Computing 5, 4–7
(2001)

8. Garcia-Valverde, T., Campuzano, F., Serrano, E., Botia, J.: Human behaviours simula-
tion in ubiquitous computing environments. In: Workshop on Multi-Agent Systems and
Simulation at MALLOW 2010 (2010)

9. Law, A., Kelton, W., Kelton, W.: Simulation modeling and analysis. McGraw-Hill,
New York (1991)

10. Liu, Y., OGrady, M., OHare, G.: Scalable context simulation for mobile applications. In:
Meersman, R., Tari, Z., Herrero, P. (eds.) OTM 2006 Workshops. LNCS, vol. 4278, pp.
1391–1400. Springer, Heidelberg (2006)

11. Mamaghani, F., Foley, P.: SEDRIS-A Collaborative International Infrastructure Technol-
ogy. In: Proc. Simulation Interoperability Workshop, Paper 04E-SIW-067 (2004)

12. Martin, M., Nurmi, P.: A generic large scale simulator for ubiquitous computing. In:
Third Annual International Conference on Mobile and Ubiquitous Systems: Networking
& Services, pp. 1–3. IEEE, Los Alamitos (2007)
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Safety Considerations in the Development of 
Intelligent Environments 

Juan Carlos Augusto and Paul J. McCullagh* 

Abstract. Computing systems are now silently taking part in many of our daily 
life activities.  Intelligent Environments refer to systems which are designed to 
support humans in daily life.  Like any technology these one can fail too.  This 
paper examines potential negative consequences of such systems if they are too 
naively developed and used and encourages developers in this area to take safety  
issues into consideration. 

Keywords: Intelligent Environments, AAL, reliability, safety critical. 

1   Introduction 

Building computing systems that operate safely in the real world is very difficult. 
Compounded by commercial pressure unreliable systems are sometimes expedited 
and deployed in the marketplace.  Even with the best intentions and state of the art 
resources (both technical and human) it is almost unavoidable that systems contain 
weaknesses that will lead to failure; it is not a matter of “if” but “when”. 

Intelligent Environment (IE) systems [Nakashima, 09] are inherently complex, 
because of the different mix of components (hardware, software, human) that 
typically compose them. By their very definition, "...digital environments that 
proactively, but sensibly, support people in their daily lives." [Augusto 07a], these 
systems are conceived to be deployed in the real world to support humans in a 
variety of supervisory contexts.  Some examples of such systems are “smart” 
homes, classrooms, cars, offices, manufacturing plants, etc. In some of those 
applications the artificial system is given an enormous responsibility (e.g., related 
to safety or well-being).  

The magnitude of practical problems to be solved has often concentrated 
designer’s efforts on what to do to get these systems working.  Little or no attention 
is paid to what happens when systems do not behave as anticipated.   No company 
wants to announce that their system at some point will fail to deliver as expected, 
but it is unavoidable that will eventually happen. Power cuts occur, sensors 
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malfunction sometimes, sensors can be displaced and the quality of the input to the 
software taking decisions is degraded. Software can contain bugs, software and 
hardware updates can introduce errors, or rare, unanticipated and potentially unsafe 
scenarios can occur. Interoperability issues in complex computing and 
communication environments can lead to unintended consequences.  

As humans start to experience and benefit from the first successful Ambient 
Intelligent (AmI) systems, in support of their daily activities, the human 
(traditional) circle of care (family, friends, healthcare professionals) relaxes, 
invests trust in the system and may not be there when the artificial system fails. 
Consider the role of AmI in smart homes [Friedewald, 05], in particular  providing 
care for vulnerable people [Orpwood et al, 05]. Evidence from Gaikwad and 
Warren’s systematic review [Gaikwad, 09] demonstrates that home based 
interventions applied to chronic disease management improve functional and 
cognitive patient outcomes and reduce healthcare spending.  Local authorities 
work with partners in housing, health, voluntary and independent sectors, and with 
service users and carers, to implement a telecare-based approach. However, 
technology-based intervention should not be seen as a substitute for meaningful 
human interactions and interventions, but as a means of enhancing them.  

Everyone involved in the development of IEs have a responsibility to start the 
discussion on how to design holistically safer systems.  Systems (in the broader 
sense, i.e., the combination of hardware, software, humans and procedures being 
introduced) should have a responsible attitude towards the environment they serve 
when they cannot deliver appropriately, and disclose such information in a timely 
fashion. The AmI community cannot have the concept of an ‘accident waiting to 
happen’. A thread of discussion should be opened within our community on the 
different ways this can be achieved.  Home healthcare is not without risk. Roback 
[Roback, 03] considered risks that are encountered when placing electronic 
equipment in this environment. They found that risks and adverse events could 
stem from technology in itself, from human-technology interaction conditions or 
from the environment in which the technology is placed. Guidelines were aimed at 
performance improvement and thus to be considered a complement to the more 
general guidelines on tele-homecare adopted by the American Telemedicine 
Association (ATA).  Concerns on the safe development and deployment of these 
technologies were also clearly raised in [Roberts 06].  

Thus a major new question arises: Will AmI systems make this form of care 
safer or potentially dangerous? Next (Section 2) we explain why the state of the 
art in developing Intelligent Environments should be of concern to all of us and 
then (Section 3) we propose some additional processes which can be put in place 
to increase the reliability on these systems. 

2   The Argument 

This section explains why systems can and will most probably fail at some point 
and exposes the potential negative consequences for the people these systems are 
supposed to help. 
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1. “Hypothesis 1: Computing Systems DO fail!.” The history of Software  
Engineering is plagued with many examples of catastrophic failure (not to 
mention all the minor faults experience by all of us on a weekly basis by 
faulty or poorly developed software).  

2. “Hypothesis 2: The more complex the system the more prone to failure.”  
Modern computer systems are built as a complex interconnection of 
specialized modules (Figure 1).  As systems become more complex, the 
potential for failure increases [Holzmann, 03]. The impact of complexity in 
realiability can be recognized in all fields.  For example, Richard Cook [Cook] 
cites 18 reasons why complexity in the medical system can lead to failure.  

3. “Hypothesis 3: Intelligent Environment systems are inherently complex.” 
Intelligent Environments can be developed in any environment where 
technology can be deployed to assist humans.  That infrastructure is supported 
by a so-called Ambient Intelligence (AmI) that relates software specifically  
designed to make decisions based on a sensed reality to the technical 
infrastructure.  This creates a complex interpendence and a reliance on several 
well established areas: sensors, actuators, a (wired or wireless) network, 
ubiquitous services, HCI, adaptation to users, and accurate reasoning 
algorithms.  Each of these areas are exposed to technical SW or HW faults. 

4. “Hypothesis 4: AmI systems support people.  Some of this support is critical 
(there is a potential for human harm or life loss if the AmI system fails).” We 
can potentially consider a wide range of intelligent environments. Some of 
those that has been started to be explored are: Smart Homes, Smart  
Classrooms, Smart Cars, health-related applications in hospitals, public 
transportation in cities, emergency services, industry, decision-making 
support for business and public surveillance.  Smart Homes, for example, are 
being primarily targeted as a way to increase safety and independence to 
citizens, in particular of elderly and other vulnerable groups.  Failing to detect 
an unsafe situation or to deliver a call for help through an appropriate channel 
at the right time can be critical for the person being cared by the system. 

5. “Hypothesis 5: Current state of the art on developing AmI systems is not well 
organized.  In particular, it does not contemplate as a standard that the 
system may fail.”  The market offers in this area focus on what the system can 
do and not so much on its limitations and never in its pitfalls.  It is not good 
advertisement for a company to highlight the potential faults systems may 
have.  Still companies should face this topic unashamedly and show genuine 
interest on offering good and reliable service. 

6. “Hypothesis 6: As humans start to experience the first successful AmI systems 
supporting their lives the human caring circle relaxes and is not there when 
the artificial system fails.” Current caring systems are mostly human based 
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and rely on professionals from the health system, relatives and friends to care 
for another human being (Figure 1-a). Imagine the scenario where an  
Ambient Assisted Living system is deployed and it works acceptably well 
most of the time to the point that the human carers accept the system and get 
used to it. As this happens they will feel confident enough to be absent more 
and more often (Figure 1-b), in some extreme cases this may withdraw 
completely (Figure 1-c).  Still, for example, people with dementia will 
continue deterioration. 

     

 
a.                                          b.                                               c. 

Fig. 1 Potential deterioration of human circle of care 

3   Proposed Solutions 

The obvious and easy thing to say in these circumstances is: “Systems should not 
be built to operate alone” a sort of “bury your head in the sand” strategy.  The 
problem is people do not necessarily use systems in the ideal form.  If a system 
has been designed to monitor whether an elderly person may have fallen and the 
system does not work properly, failing to detect or alerting to such an occurrence 
then regardless of the fact that other carers may or not be available is irrelevant 
and does not exculpate the responsibility of the system; it is still failing to detect 
or achieve its main objective.   To borrow an example from a different area, 
McLaren recently recalled baby push chairs in the US as many children had  
their fingers injured in the folding mechanism.  They could have claimed that it 
was not an intended use or they could have put a warning sticker in an attempt to 
absolve themselves of responsibility but this solution would not have ameliorated 
the problem, reduced litigation or have built a credible public reputation.  
For the same reasons big car manufacturers (Toyota, Honda, and Renault) have 
recently recalled cars because of the suspicion of faulty mechanisms and as 
control systems have become more complex, it can be software that contributes to 
the behaviour of the car.   

There is a need for the community developing Intelligent Environments to 
adopt a more a mature approach to the problem than simply passing the  
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responsibility of problems to the final user.  Below there are some suggestions 
which we recognize are not a definitive word on this subject but may be helpful to 
initiate a much needed discussion on this topic: 

1. A Formal Software Engineering Approach to AmI Systems Design: Computer 
Science, and more specifically its subarea of Software Engineering, have 
studied since the early days of the discipline the use of systematic methods to 
increase reliability of software,  typically “Testing” and verification by 
Formal Methods (see [Somerville, 08, Berard, 01; Holzmann, 03; Abdallah, 
05].  Traditional Software Engineering Methods can be applied to verify 
correctness of Intelligent Environments software, see [Augusto 07b, Augusto 
09a] for some work in this direction. 

2. The Need for Enhanced understanding of Human Computer (AmI) 
Interaction: Further ethnographic research is required to understand how 
people interact with these systems and use the information they provide, 
particularly with regard to safety issues. This is required for the person being 
monitored, the carer and the healthcare professional. Data may be collected 
through participant observation, interviews, and questionnaires. Human 
computer interaction experts can contribute to the knowledge base.  For 
previous work that has highlighted the need for methods of validation by 
users that combine scientific objectiveness with the need of allowing the 
subjective opinion of the final user of AmI systems, see [Augusto 09b]. 

3. A Partnership Between AmI and Human: Hardware and software should have 
monitors and reporting built-in. A system of triage may be appropriate. For 
the most serious errors, the system should conclude that it could cause more 
harm than good and remove the appearance of a safety net1. However, for  
minor errors, it may be possible for the system to work safely with reduced 
sensors or a faulty software process and continue to work with a reduced 
capacity. This should be clearly signaled to the users (cared for person, carer 
and healthcare professional). Where a clean bill of health is given, the  
system must still monitor the occurrence of unanticipated event that could 
jeopardize safety. 

4. Hardware: reliability of the infrastructure sustaining the system is an 
important dimension in this problem, this encompasses the network as well as 
the collection of sensing and actuating devices. This infrastructure usually 
will work reasonably well but networks may cease to work and sensors my  
malfunction by running out of batteries, being affected by environmental 
conditions or being moved by the house occupants.  Robust methods for the 
equipment to self-diagnose correct functioning have to be developed.  

 

                                                           
1 We understand by this the infrastructure and procedures put in place to ensure the  

fundamental rights and needs of the human looked after by the system are provided. 
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5. The Ethical Dimension:  The British Computer Society (BCS) have drawn up 
seven general principles of ethics in informatics, which we believe should be 
tested in any AmI system. These fundamental principles, are evaluated in 
Table 1, and have added relevance where data is collected and processed by 
complex algorithms; on vulnerable people, some of whom may be dependent 
on carers or relatives. In particular, AmI systems should also be accountable 
for any infringement of the privacy rights of the individual person. 

Table 1 Informatics ethics and AmI 

 
Ethical Principles 

 
Factors relating to AmI Systems 
 

Information Privacy 
and Disposition. 

The cared for person should have control over the information that is 
collected and made available to carers and relatives. 

Openness 
 

The AmI system must be open (so that its decisions can be 
evaluated), and the information must be made available to the cared 
for person 

Security 
 

Data must be kept securely, particularly as it may be stored for trend 
analysis and communicated to remote locations. 

Access 
 

The data collected should be considered no different to other 
information in the electronic health record. 

Legitimate 
Infringement 

Competing rights of other persons must be respected. 

Least Intrusive  
Alternative 

The least intrusive principle applies in AmI systems. 

Accountability AmI system must be open and accountable for any infringement of 
the privacy rights of the individual person, e.g. alerting a call centre 
to wandering behaviour  

4   Conclusions 

AmI researchers have a responsibility to design safer systems, with a high level of 
transparency. This includes systems that have a responsible attitude towards the 
environment they serve when they cannot deliver appropriately. Formal 
specification may provide a means of designing many unsafe conditions out of 
software. This is time consuming and expensive for normal software, but is 
important for safety critical AmI applications, and should not be discounted.  

It is evident that the hardware and software should be reliable in an AmI 
system. Thus monitoring is a requirement that is self-testing, periodic checking  
processes with self report of possible under-performance, e.g. due to a faulty, 
misplaced sensors or sensors whose battery may need replacing. It may be 
possible to provide a system which can continue to reason under uncertainty, but 
this condition must be identified so that periodic human triage can attend to 
maintenance issues.  

We should strive to ensure that AmI used within an assistive environment 
should improve quality of life. Hence AmI can not only detect alarms, but can  
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become proactive, for example to anticipate abnormal situations and provide  
guidance for a person under its care. For example the AmI system could be used to 
guide a person with dementia back to bed during the nighttime [Carswell, 09], if 
inappropriate or frequent wandering was detected by location sensors. Context, of 
course, is important to ensure a proper and sensible decision is made. However 
built into this service model, should always be a human back up. If the AmI 
systems fails to achieve its objective, then a human carer or friend can be alerted 
(e.g. via a call centre), and appropriate care restored.  This means we should not 
design a system equivalent to Figure 1 (c), where the human ‘safety net’ is 
eliminated, even by stealth or over-confidence in the system.  

The sensitivity and specificity of the AmI system then is a key quality metric. If 
the number of alerts to the users is reduced then the AmI system will add value. 
However, they should not be reduced to a point where external human help is 
needed and not signaled by the system, or beyond which the humans become  
disengaged. 

As the capacity of AmI systems increases, and they become interconnected 
then Web 2.0 technologies (and beyond) may provide human contact with virtual 
neighbours, and contact with other AmI systems, to rebuild a community feeling 
and thus enhance the safety net. This of course raises many societal questions with 
an ethical dimension. What information should be shared and with whom, and will 
this always benefit the individual being cared for? AmI, like other services, must 
adhere to the highest ethical principles in support of the human.   
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LECOMP: Low Energy COnsumption Mesh
Protocol in WSN

Juan A. Ortega, Alejandro Fernandez-Montes, Daniel Fuentes,
and Luis Gonzalez-Abril

Abstract. LECOMP is a mesh network protocol that is focused on minimizing bat-
tery consumption of nodes in a Wireless Sensor Network (WSN). This paper is a
improvement of a first approach [1] which proposes a method to extend the life-
time and the reliability in a WSN balancing transmissions saving energy throughout
different nodes in order to consume homogeneously nodes’ batteries, and taking
into account distances and hops of routes. First, a central node analyzes messages
from nodes during a training period to determine new routing rules for each sensor.
Second, the server configures the network adding the computed rules to the nodes.
Third, central server can reconfigure the network routes when new balance of load
is needed.

1 Introduction

Since sensors are battery powered in Wireless Sensor Networks applications, it is
essential to minimize energy consumption so lifetime of the global network can
be extended to reasonable times. The establishment of WSNs have grown in both
research and real-world applications so improvements and solutions are required.
Nowadays, energy-efficient sensor networks is a common topic in research works
and the main directions to energy conservation are discussed. Some studies deal with
the topology control which refer to the techniques that are aimed to super-imposing
a hierarchy on the network organization to reduce the consumption [2]. In this sense,
the location and the distance between the nodes are critical aspects. Some studies
determines that multi-hop communication in mesh networks consumes less power
than the traditional single-hop long distance radio communication in star networks
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[3]. Other studies propose an efficiency power management in the network using
sleep/wakeup protocols at the application or network layers [4, 5], or strictly inte-
grated MAC [6] protocols. There are multiple application environments of energy-
efficient wireless sensor networks and different routing techniques for them [7, 8].
Others methods save energy by reducing the number of sensor transmissions. In
[9], sensor transmissions are sorted according to the magnitude of their measure-
ments, and the sensors with small magnitude measurements, less than a threshold,
do not transmit. However, in [10] the data compression allows the reduction of the
data length. On the other hand, battery analysis is another approach to balance the
transmissions and maximize lifetime of the network[11]. In this paper some of the
described techniques are combined to achieve a energy-efficient communication in
a mesh WSN. Specifically, the batteries levels, sensor distances and message routes
are analyzed to balance load and to optimize the routes from nodes to the central
station. In Section 2 we provide an overview of the objectives then, in Section 3,
we describe our energy-efficient routing proposal LECOMP. Implementation and
test results are related in Section 4 and finally, concluding remarks are made in
Section 5.

2 Routing Proposal

The primary goal of LECOMP protocol for WSN is to increase the lifetime of the
network saving batteries. Moreover, secondary goals are: decreasing the load of
the netwrok by minimizing configuration messages needed to setup sensors routing
constraints in an automated and live way, and on the other hand, to free the admin-
istrator from manually setup the network. The architecture of our sensor network is
illustrated in figure . We consider next elements:

• A set of n motes or sensors, S1,S2, ...,Sn. Devices that sense on aspects of the
physical world like the humidity or temperature levels. These sensors are typi-
cally battery powered and this information can be spread throughout the network.

• The central server (aka end node), H that stores aspects of the mote network state
and acts as a proxy to communicate between mote network and client applica-
tions.

• A set of client applications, A that interfaces with the host server to communicate
with nodes, to manage existing applications or deploy new ones.

We assume that sensors initially interact each other through a standard mesh net-
work that tries to maximize the reliability of the network broadcasting packets to all
nodes in order to reach the end node.

A message from a sensor can be captured by all sensors that are into its scope.
The server can communicate with sensors within its scope, but client applications
only communicate with the server. The size of a message is limited but it can be
configured and modified to include or exclude information.

The main goal of this routing proposal is the optimization of the number of mes-
sages copies traveling through the network and the improvements of routes in order
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Fig. 1 Representation of typical WSN. A message is sent from S1 node to H server.

to save batteries in the nodes by a previous training period. This way the H server
computes rules for each sensor to determine when is necessary to forward a received
message.

When the training-time begins, all the sensors start sending messages to the
server. In every message, the description of the route (nodes list, where a message
has been routed) is attached to the message. When a message arrives to the H server,
the message contains the whole route from the origin sensor to the server H. With
this information, the H server can establish some rules to improve the communi-
cation between the nodes. This rules are computed by an implementation of the
A* algorithm for pathfinding. A* algorithm [12] uses a distance-plus-cost heuristic
function f (x) which is a sum of two functions:

• g(x) The path cost function. We assume this function returns the standardized
weight (power in watts needed) of the edge between two nodes. This weight is
the quantity of power needed to make the transmission between two nodes.

• h(x) The heuristic function. Our solution uses the minus geometric mean of bat-
tery levels (in [0-1]) of current path. This way we are taking into account battery
levels of a path in order to benefit paths where battery levels of nodes are higher.
Notice that geometric mean is used to detect paths where at least one of the nodes
has a very low battery level.
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Comparing with Dijkstra or others algorithms for pathfinding, A* includes both
cost function and heuristic function so it mixes depth-first search and breadth-first
search. A* is equals to Dijkstra algorithm if h(x) = 0. For example, let’s consider
two routes R1 and R2 of two copies m1 and m2 of the same message respectively:

R1 = [S1,S2,S4,H]

R2 = [S1,S3,S4,H]

Fig. 2 Case study for 4 nodes and two possible paths

Nodes, routes, costs and battery levels are shown in figure 2. Once the server
receives paths, costs and battery levels computes best paths. In the situation shown
route R1 final cost is computed bellow:

f (1) = g(1)+ h(1) = 0−0.5 = −0.5

f (2) = g(2)+ h(2) = 0.5− 2
√

0.5 ·0.3 = 0.11

f (4) = g(4)+ h(4) = 1− 3
√

0.5 ·0.3 ·0.3 = 0.64

Cost(R1) = f (1)+ f (2)+ f (4) = −0.5 + 0.11 + 0.64 = 0.25

And for route R2:

f (1) = g(1)+ h(1) = 0−0.5 = −0.5

f (3) = g(3)+ h(3) = 1− 2
√

0.5 ·0.4 = 0.56

f (4) = g(4)+ h(4) = 0.5− 3
√

0.5 ·0.4 ·0.3 = 0.1

Cost(R2) = f (1)+ f (3)+ f (4) = −0.5 + 0.56 + 0.1 = 0.16
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With these paths, the server can detect that it is not necessary that the S3 sensor
forwards the message m2 (which is a copy of m1). Hence, the rule ”Don’t forward a
message if the previous nodes sequence is [S1]” will be established for the S3 sensor
when the server reconfigure the network. In this manner, the server H continues
receiving messages and computing new rules until a time threshold is exceeded. In
this case, the nodes stop sending messages to the server and the reconfiguration of
the nodes starts. In this stage, the server establishes the computed rules to the nodes
and the network starts using this new configuration.

This way we can achieve energy saving by three actions:

• reducing message hops and avoiding copies.
• prioritizing the route where costs are lower.
• balancing load to maximize general battery levels.

Obviously, during the training time, the decrease of the energy consumption is null.
However, after this period, the key limitations of WSNs, the storage, power and pro-
cessing, are treated. The server reconfigures the nodes with the calculated rules and
the communication in the network. With this optimization, in the last example the
message m2 will not arrive to server. Hence, duplicated messages in the network are
avoided and consequently, the information load in buffers, the time processing and
the battery consumption in sensors are reduced and, consequently, the lifetime of the
network is increased. Furthermore, by deleting data redundancy and minimizing the
number of data transmissions, there is less data load in the network, the possibilities
of an overload are lower and the message management is simplified.

// Called when the Dispatcher receives a message for this
protocol.

begin public void stackReceive [Receiver rcvr]
// Gets the message
RoutedMsg msg=(RoutedMsg)rcvr.getData();
// Check hasn’t been received already and route is

allowed
if (!msg.equals(prevMessage) &&
!msg.currentRoute.equals(restrictedRoute)) then

// Adds current sensorId to the route
msg.currentRoute.addElement(id);
// Not-relevant operations
TestReceiver meta=new TestReceiver();
meta.addMetadata(rcvr);
meta.data = msg.data;
// This will forward the received data
ds.dispatch(meta);
prevMessage = msg;

end
end

Algorithm 1. Routine running on sensor nodes that checks if message forwarding is needed
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As batteries drain the H server computes new rules, and periodically, the H server
reconfigures the routing rules to balance batteries of the whole network. In addition
to this reconfiguration if a node stops working due to an attack, the lack of battery
or another external factor it will not send any reply. In this case, the H server will
check affected paths and compute new paths to replace invalid ones.

3 Implementation, Tests and Results

For test purposes we have implemented the routing proposal in Sentilla Work, the
IDE supplied with Sentilla Development Kit. The real implementation is an exten-
sion of one of the protocols supplied by Sentilla, therefore the algorithm shown it
was written in Java.

Results are shown in Table 1 below where the base mesh protocol, the first version
of the method called LECOMP-1 [1] and present method LECOMP-2 are compared.
Tests have been done at the WSN deployed at Computer and Systems Languages
department of the University of Sevilla. It consists on 9 Zigbee sensors deployed
in 9 offices. The number of avoided messages in LECOMP-1 and LECOMP-2 is
calculated through an approximation between the number the time computed and
the duplicated messsages received in the base case. Table 1 shows that in case of
LECOMP-1 the sensor network lifetime is 421h and for LECOMP-2 439h. Com-
pared to 360h when no LECOMP is applied this is an improvement of approximately
17% in case LECOMP-1 and 22% of LECOMP-2 in terms of sensor network life-
time. That implies that when LECOMP-1 is used the WSN runs 2,5 days longer and
in case of LECOMP-2 over 3 days longer than when no intelligent routing applied.
Moreover, we would like to emphasize the improvement of about 7% in avoided
messages and 10% in avoided steps in this proposal comparing with the first version
of the method. In figure 3, the battery life and the (no-duplicated) received messages

Table 1 Base-Protocol, LECOMP-1 and LECOMP-2 comparison

Base LECOMP-1 LECOMP-2
#sensors 9 9 9

timeComputed 360h. 421h. 439h.
#msgsPerHour 30 29.5 29.7

#msgs 10800 12425 13044
trainingTime 0h. 1h. 1h.

#duplicatedmsgs 1944 5 5
avgStepsPerMsg 2,3 2,02 2,12
#msgsReceived 12744 12430 13049
#msgsAvoided 0 2249 2945

%avoidedMsgs 0 18,1 22,5
#Steps 29311 25524 27933

#StepsAvoided 0 7368 9020
%avoidedSteps 0 25,1 35,9
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in the three cases are compared. Using our method the number of received messages
and the lifetime of the WSN increments.

Figure 3 the battery life and the (no-duplicated) received messages in the three
cases is compared. Using our method the number of received messages and the
lifetime of the WSN increments.
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Fig. 3 Comparison Graphic between Base Mesh protocol, LECOMP V1 and LECOMP V2

4 Conclusion

In this paper, we have presented a energy-efficient method for mesh wireless sensor
networks. We have got to save up energy by reducing the forwarding of messages.
First, the central server determines the rules through the information of the messages
routes, the battery levels and the distance between sensors. Second, the network is
reconfigured avoiding duplicated messages and balancing the load. The described
practical experiences with over Sentilla sensors and Zigbee technology shows an
improvement in the WSN lifetime of 22% compared with the base protocol.
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(TIN2009-14378-C02-01).
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A User-Friendly Interface for Rules
Composition in Intelligent Environments

Dario Bonino, Fulvio Corno, and Luigi De Russis

Abstract. In the domain of rule-based automation and intelligence most efforts
concentrate on building the technological infrastructure, often disregarding user-
home interaction requirements. This paper attempts to mitigate this issue by defin-
ing a rich-web rule visual design interface specifically aimed at non-skilled home
inhabitants.

Keywords: Domotics, Rules Composition, Intelligent Environment, Human-Home
Interaction, User Interface, Smart Home, Interface Concept.

1 Introduction

Many intriguing scenarios are currently sketching the home of the future, where
human inhabitants will only carry out “exciting” or “interesting” tasks and the
home will take care of all boring duties that fill every day life. Although appeal-
ing, this long-term vision (part of the Ambient Intelligence research field) has also
a worrying connotation where homes not only facilitate our life but directly mod-
ify our home-related behavior in ways difficult to forecast, on the user side. This
scenario, already emerging from several studies about user attitudes towards smart
homes [1, 3], has been driving an initial research effort on finding suitable trade-offs
between totally direct user control and fully automatic home behaviors, involving
several degrees of home autonomy.

No sound and widely agreed solution to this trade-off has currently been found
and the related research activities, both in the Human Computer Interaction (HCI)
and Ambient Intelligence (AmI) communities are still very active. Nevertheless,
a relatively accepted approach based on activity delegation is gaining momentum.
In the AmI community, explicit delegation of tasks to homes is usually realized

Dario Bonino · Fulvio Corno · Luigi De Russis
Politecnico di Torino, Dipartimento di Automatica ed Informatica,
Corso Duca degli Abruzzi 24, 10129 - Torino, Italy
e-mail: {dario.bonino,fulvio.corno,luigi.derussis}@polito.it

P. Novais et al. (Eds.): Ambient Intelligence - Software and Applications, AISC 92, pp. 213–217.
springerlink.com c© Springer-Verlag Berlin Heidelberg 2011

{dario.bonino,fulvio.corno,luigi.derussis}@polito.it


214 D. Bonino, F. Corno, and L. De Russis

through rule-definition or user-initiated learning. While technology, especially for
rule-based delegation, is rather mature and widely investigated, there is still a sensi-
ble lack of effective user interfaces. To support users in shaping their specific home
automation policies, interfaces must be simple, easy to use and to learn for people
without advanced computer skills, and should not require any specific notion about
the automation technology installed in the home.

In this paper we propose a first step for overcoming the current lack of effective
rule definition interfaces by proposing a paper prototype of a rich-web rule design
interface specifically aimed at non-skilled home inhabitants. The remainder of the
paper is organized as follows: Section 2 relates the proposed approach to the state
of the art, highlighting commonalities and differences. Section 3 defines require-
ments for rule creation interfaces dedicated to non-skilled home inhabitants, while
Section 4 introduces the interface design. Section 5 concludes the paper and depicts
future works and research scenarios.

2 Related Works

Different rule composition interfaces, aimed at people without technical skills, are
present in the literature, either for domestic environments or for other applica-
tion domains. An example of such interfaces is OpenBlocks. OpenBlocks [4] is a
general-purpose framework for graphical block programming systems, developed
at the MIT. This framework is more expressive than the interface we propose and
could represent a complementary solution to realize a rule builder. However, Open-
Blocks requires a heavy customization to be adapted for a domotic environment,
it is not web-based and its higher expressiveness leads to increased complexity for
rules creation.

Most of rule builder applications specifically developed for domestic environ-
ment are context-aware applications, such as iCAP [2]. The iCAP interface has one
window with two main areas. A tabbed window is the repository for user-defined
inputs, outputs, and rules. The input and output components are associated with
graphical icons that can be dragged into the main area, to be later used to construct
a conditional rule statement. An example rule could be: IF Sam is in the office after
5pm and the temperature is less than 10 Celsius degrees OR IF Jane is in the bed-
room and the temperature is between 0 and 15 Celsius degrees, THEN turn on the
heater in the house. The grammar used by iCAP is similar to the one proposed by
our interface, but iCAP is not web-based, requires the user to draw each object she
wants to use in a rule, is pen-based and does not differentiate between events and
conditions.

3 Requirements

Delegating part of everyday tasks to the home requires suitable interfaces for en-
abling the home inhabitants to easily define processes to be automated, i.e., to
effectively program automation rules. By interacting with both people living and
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managing smart homes and with people commercializing wired and wireless home
automation systems we derived the following set of requirements that an effective
rule builder interface shall obey.

1. Rules shall be definable by people with basic level of computer literacy, the only
required knowledge is about the home components, in terms of normal usage and
behavior.

a. Home devices shall be exposed in an abstract and technology independent
way, thus enabling user to easily specify the rule objects.

b. Rules shall be self-explaining, i.e., they can be directly/easily translated in a
nearly natural language description.

c. Rules shall always be “valid”, i.e., the user can only create and save syntacti-
cally (and possibly semantically) correct rules.

d. Rules shall be expressive enough to manage most situations, actions and inter-
actions that a home inhabitant may want to delegate (i.e., they shall be easily
mapped onto a powerful enough computer-based rule language).

2. Rules shall be defined by using a wide range of possible interface devices (e.g.,
PCs, touch screen panels), and input modalities (e.g., touch, mouse).

3. The rule-design interface must facilitate the delegation of tasks from humans
to homes providing suitable “aids”.

a. Rules editing shall be facilitated by means of suggestions, guiding interfaces
and auto-filling functionalities.

b. Rule interface should offer support to handle unexpected loss of connections
or computer malfunctions, e.g., automatically saving rules.

4 Design

Interface Concept
Sam is a smart home user with little technological skills. Thanks to a web applica-
tion, he configured the devices present in his home, renaming them at his pleasure.
Now, he wants to create a rule such as “if the living room is dark, turn on the lamp”.
Sam opens his browser to reach the Rule Builder. The interface he sees on his screen
is sketched in Figure 1. On the left, he sees what he needs to create the rule, includ-
ing a lamp and a light sensor, previously added from the house map. On the right,
he can see a wide area to be used for the definition of a rule. The dotted rectangles
under the IF and THEN keywords are strong visual clues suggesting to drag a de-
vice inside them (req. 3a). Sam decides to drag the light intensity sensor under the
“IF”. By dragging the icon, it docks under the “IF” as a rectangular container. In
this container, besides the sensor name, Sam sees a list to specify what sensor event
should be intercepted. He chooses “LOW” light intensity (req. 1a).

Sam, after, drags the lamp icon under the “THEN” keyword. When he starts to
drag the icon, two other rectangles appear before the “THEN” keyword (req. 3a and
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Fig. 1 The main page of our Rule Builder

1c): the optional “WHEN” and “OR IF” statements (req. 1b and 1d). He continues
to drag the lamp icon under the “THEN” keyword and selects “ON” between the
options presented by the lamp container (req. 1a).

The rule is complete (Figure 2) and the lower part of the interface reports a sen-
tence that summarizes the just created rule (req. 1b).

Fig. 2 Complete rule

Grammar
The Rules Builder concept just illustrated guarantees rule correctness (req. 1c) and
readability (reqs. 1b, 1d and 3a) by exploiting a formal rule representation gram-
mar (see Figure 3) based upon four fixed keywords: IF, THEN, WHEN, OR IF
(req. 1c and 1d). The first two are mandatory for the creation of any rule, while
the others are optional (dotted in Figure 3). A rule composed with this grammar
follows the natural language (req. 1b). The IF keyword expresses an event to trig-
ger the rule. The event is indicated, in Figure 3, as an “E-BLOCK” (event-block).
WHEN defines one or more conditions constraining the event; multiple constraints
should be simultaneously satisfied. The set of constraints is shown as “C-BLOCKS”
(constraint-blocks). OR IF is a disjunction for repeating the IF-WHEN part more
than once. Finally, THEN indicates a set of actions to be executed on the occurrence
of the above triggers. The actions are indicated as “A-BLOCKS” (action-blocks).
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Fig. 3 The grammar underlying the creation of a rule

To maintain rule consistency (req. 1c), each device involved in the creation of a
rule has a different behavior according to the block in which is inserted: E-BLOCK
interprets events generated by controllable devices, clock and sensors; C-BLOCK
supports controllable devices, clock and sensors; A-BLOCK, finally, supports con-
trollable devices only.

The interface concept and the Rules Builder grammar have been informally
verified, and approved, by a restricted test group with basic computer skills.

5 Conclusions and Future Works

This paper distills the basic requirements of home rule development environments
and introduces the conceptual design of Rule Builder, a rich-web interface that
specifically targets non-expert users, i.e., home inhabitants with little or no tech-
nological skills. Future works are the realization of a working prototype fulfilling
all the requirements proposed and its integration with Dog, an ontology-based do-
motic gateway1. Extensive experimentation with users will then provide means for
a sound validation of the proposed interface.
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Using an Ambient Intelligent Architecture 
for Developing an Intelligent Tutoring 
System for Training Operators of Power 
System Control Centres 

Luiz Faria, António Silva, Carlos Ramos, Luís Gomes, Zita Vale,  
and Albino Marques* 

Abstract. This paper describes an architecture conceived to integrate Power Sys-
tems tools in a Power System Control Centre, based on an Ambient Intelligent 
(AmI) paradigm. This architecture is an instantiation of the generic architecture 
proposed in [1] for developing systems that interact with AmI environments. This 
architecture has been proposed as a consequence of a methodology for the inclu-
sion of Artificial Intelligence in AmI environments (ISyRAmI - Intelligent Sys-
tems Research for Ambient Intelligence). The architecture presented in the paper 
will be able to integrate two applications in the control room of a power system 
transmission network. The first is SPARSE expert system, used to get diagnosis of 
incidents and to support power restoration. The second application is an Intelligent 
Tutoring System (ITS) incorporating two training tools. The first tutoring tool is 
used to train operators to get the diagnosis of incidents. The second one is another 
tutoring tool used to train operators to perform restoration procedures. 

Keywords: Ambient Intelligence, Artificial Intelligence, Context Awareness,  
Intelligent Tutoring Systems. 

1   Introduction 

Ambient Intelligence (AmI) deals with a new world where computing devices are 
spread everywhere, allowing the human being to interact in physical world envi-
ronments in an intelligent and unobtrusive way. These environments should be 
aware of the needs of people, customizing requirements and forecasting behav-
iours. AmI environments may be so diverse, such as homes, offices, meeting 
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rooms, schools, hospitals, control centres, transports, touristic attractions, stores, 
sport installations, music devices, etc. In the aims of Artificial Intelligence (AI), 
research envisages to include more intelligence in the AmI environments, allow-
ing a better support to the human being and the access to the essential knowledge 
to make better decisions when interacting with these environments. However, to-
day some systems use AmI like a buzzword, and most of times a limited amount 
of intelligence is involved. Some researchers are building AmI systems without 
AI, putting the effort just in operational technologies (sensors, actuators, and 
communications). However, soon or later, the low level of intelligence will be a 
clear drawback for these systems. The acceptability of AmI will result from a bal-
anced combination from AI and operational technologies. Figure 1 has been  
published in [1] and shows a view of Ambient Intelligent Systems. 

 

 Fig. 1 Ambient Intelligence view from Artificial Intelligence perspective 

2   ISyRAmI Methodology 

The main objective of ISyRAmI (Intelligent Systems Research for Ambient Intel-
ligence) is to develop a methodology and architecture for the development of AmI 
systems considering AI methods and techniques, and integrating them with the 
operational part of the systems. It is important to notice that the ISyRAmI archi-
tecture is centred in the concepts and is oriented for the intelligent behaviour, in 
spite of being oriented for technologies. In this way, it makes no sense to compare 
ISyRAmI with other technology-oriented approaches previously proposed  
for AmI. 

AI methods and techniques can be used for different purposes in AmI environ-
ments and scenarios. Several AI technologies are important to achieve an intelli-
gent behaviour in AmI systems. Areas like Machine Learning, Computational  
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Intelligence, Planning, Natural Language, Knowledge Representation, Computer 
Vision, Intelligent Robotics, Incomplete and Uncertain Reasoning, Multi-Agent 
Systems, and Affective Computing are important in the AmI challenge [2]. 

In the AmI view illustrated by Figure 1 the data/information/knowledge for the 
AmI system arrives not only by the automatic sensing, but also from other sources 
(web, social contacts, media, etc). Besides, the automatic action is not directed just 
to the AmI environment, but also for the other actuators of the AmI environment 
(other persons or autonomous devices) and to the other sources (for example for 
updating an information). The external events are separated in Other Actuators 
(e.g. other persons or autonomous devices in the same environment) and Unex-
pected Events (e.g. a storm). The interaction between the human being supported 
by our AmI system and the other actuators is now clearer. 

3   AmI Architecture for Power System Control Centers 

Before describing the internal ISyRAmI architecture we will centre our attention 
in the connection with the external parts. Our AmI system is able to obtain data, 
information and knowledge from two distinct sources: 

• from the AmI environment, using a set of automatic sensing devices (raw  
sensors, cameras, microphones, GPS, RFID, sensor nets); 

• from other sources, here we include the web, social contacts, general persons, 
experts, radio, TV, newspapers, books, DVD, etc. 

• Our AmI system may act in the four different ways: 
• operating directly on the AmI environment, using automation devices, robots, 

and intelligent agents; 
• interacting with human beings by means of a decision support system, and the 

actuation on the AmI environment is done by this/these person(s); 
• interacting directly with the other external actuators with the ability to act on 

the AmI environment (e.g. asking one person or robot in order to do some  
specific task on the environment); 

• updating the other sources of data/information/knowledge. 

We also assume that the human beings supported by the AmI system have access 
to the other sources and can interact themselves with the other external actuators. 

It is important to notice that our architecture accepts a wide range of 
data/information/knowledge sources, from sensors to persons, passing by all me-
dia sources. To illustrate this we will consider a tourist that will visit a city during 
some days. Our Tourism points of interest can be seen as our AmI environment. In 
order to decide if this tourist will start with a visit to an open air attraction or to a 
closed attraction the weather conditions will be important. We can obtain these 
weather conditions directly from sensors (temperature, humidity, etc), or by means 
of a friend living in this city. Notice that the granularity and quality is different ac-
cording to the sources. A temperature sensor is able to inform that we have 34.6 
ºC, on the other hand the tourist friend is able to say that it is too hot, but that usu-
ally it is cooler in the early morning. Another interesting aspect is that our AmI 
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system is able to act directly on the AmI environment, or to interact with someone 
that will act on the environment. This means that our AmI system is able to oper-
ate like an Intelligent Agent or like a Decision Support System, or like both since 
some tasks can be done autonomously and other may require the intervention of 
human beings. The human beings, supported by the AmI system, have the respon-
sibility to select which tasks can be done autonomously and which tasks need to 
pass by the human interaction. If the human beings agree with the suggestions of 
the decision support system in some specific tasks, there is a trend that in the fu-
ture these tasks will be performed autonomously (by means of an intelligent agent 
or another autonomous device). The AmI system is also according to the social 
computing paradigm, since the interaction with the external actuators of the AmI 
environment or with other persons acting like external sources is allowed. 

The ISyRAmI architecture considers several modules. The first is related with 
the acquisition of data, information and even knowledge. This 
data/information/knowledge deals with our AmI environment and can be acquired 
in different ways (from raw sensors, from the web, from experts). The second 
module is related with the storage, conversion and handling of the 
data/information/knowledge. It is understood that incorrectness, incompleteness, 
and uncertainty are present in the data/information/knowledge. The third module 
is related with the intelligent reasoning on the data/information/knowledge of our 
AmI environment. Here we include knowledge discovery systems, planning, 
multi-agent systems, simulation, optimization, etc. The last module is related with 
the actuation in the AmI environment, by means of automation, robots, intelligent 
agents and users, using decision support systems in this last case. 

Figure 2 shows the four internal modules of the ISyRAmI architecture and the 
way in which they interact. This Figure also shows how SPARSE and the Intelli-
gent Tutoring System (ITS) will be integrated in our AmI architecture. Both 
SPARSE and the ITS are spread along the last three modules of the AmI architec-
ture. The Data/Information/Knowledge Acquisition module is able to collect all 
data received from the AmI Environment, the SCADA (supervisory control and 
data acquisition) system, and from other entities involved in the operation of the 
power system (CO, CTCH, CG, EDIS), presented in section 4.2. The second mod-
ule, the Data/Information/Knowledge Storage, Conversion, and Handling module, 
includes the knowledge base of SPARSE expert system, and the knowledge bases 
of the tutoring tools. These knowledge bases comprise the operator’s models, the 
knowledge about the teaching domain, and the instructional knowledge. The Intel-
ligent Reasoning module integrates the inference engine of the expert system, the 
operator’s modelling mechanism, and the simulation module of CoopTutor. The 
last module of the architecture, the Decision Support/Intelligent Actuation mod-
ule, accomplishes the intelligent behaviour of the two applications integrated in 
the AmI environment. The SPARSE expert system act as a decision support tool, 
assisting control centre (CC) operators during its daily operation tasks. By the 
Power System grid company demand and for security reasons, the SPARSE’s rec-
ommendations about restoration procedures are not executed autonomously. 
Therefore SPARSE does not interact directly with the AmI physical environment. 
The tutoring tools do not operate in the AmI physical environment. The last  
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module of our AmI achitecture implements the intelligent behaviour of DiagTutor 
during a training session about incident diagnosis. In the same sense CoopTutor 
also does not operate directly in the physical environment. However, this training 
tool act on an AmI simulated environment reflecting the behaviour of the 
simulated actions performed by the tutor and by other simulated entities involved 
in the restoration procedures. These simulated entities correspond to the 
simulation of real entities such as CO, CTCH, CG, and EDIS. Due to the presence 
of an ITS in our AmI architecture, this must consider two types of AmI 
environments: a physical and a simulated environment. 

 

Fig. 2 ISyRAmI architecture 

4   Control Centre Training Tools 

SPARSE is a project initially created for helping Power Systems CC operators in 
the diagnosis of incidents and power restoration [4]. This system is a good exam-
ple of context awareness since it is aware of the on-going situation, acting in dif-
ferent ways according the normal or critical state of the power system.  
Another project closely related with SPARSE involved the development of a train-
ing tool based in an Intelligent Tutoring approach. This training tool helps in  
training of new operators in diagnosis and restoration procedures of the Power 
system.  

Presently, our aim is to integrate these two systems in a power system control 
room using an Ambient Intelligent framework based on the architecture presented 
in section 3. In this section we will present in brief the ITS included in the AmI 
architecture. This ITS includes two training tools: one devoted to the training of 
fault diagnosis skills and another dedicated to the training of power system  
restoration techniques. 
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4.1   DiagTutor 

During the analysis of lists of alarm messages, CC operators must have in mind 
the group of messages that describes each type of fault. The same group of mes-
sages can show up in the reports of different types of faults. So CC operators have 
to analyze the arrival of additional information, whose presence or absence deter-
mines the final diagnosis. Operators have to deal with uncertain, incomplete and 
inconsistent information, due to data loss or errors occurred in the data gathering 
system. The interaction between the trainee and the tutor is performed through 
prediction tables where the operator selects a set of premises and the correspond-
ing conclusion. The premises represent events (SCADA messages), temporal con-
straints between events or previous conclusions. DiagTutor does not require the 
operator’s reasoning to follow a predefined set of steps, as in other implementa-
tions of the model tracing technique [5]. In order to evaluate this reasoning, the  
tutor will compare the prediction tables’ content with the specific situation model 
[6]. This model is obtained by matching the domain model with the inference  
undertaken by SPARSE expert system. This process is used to: identify the errors 
revealing operator’s misconceptions; provide assistance on each problem solving 
action, if needed; monitor the trainee knowledge evolution; and provide learning 
opportunities for the trainee to reach mastery. In the area of ITS’s this goals has 
been achieved through the use of cognitive tutors [7]. The identified errors are 
used as opportunities to correct the faults in the operator’s reasoning. The opera-
tor’s entries in prediction tables cause immediate responses from the tutor. In case 
of error the operator can ask for help, which is supplied as hints. The first hints are 
generic, becoming more detailed if the help requests are repeated. 

4.2   CoopTutor 

The management of a power system involves several distinct entities, responsible 
for different parts of the network. The power system restoration needs a close co-
ordination between generation, transmission and distribution personnel and their 
actions should be based on a careful planning and guided by adequate strategies. 
In the specific case of the Portuguese transmission network, four main entities can 
be identified: the National Dispatch Center (DC), responsible for the energy man-
agement and for the thermal generation; the Operational Centre (CO), controlling 
the transmission network; the Hydroelectric Control Centers (CTCH), responsible 
for the remote control of hydroelectric power plants and the Distribution Dispatch 
(EDIS), controlling the distribution network. 

The power restoration process is conducted by these entities in such a way that 
the parts of the grid they are responsible for will be slowly led to their normal 
state, by performing the actions specified in detailed operating procedures and ful-
filling the requirements defined in previously established protocols. This process 
requires frequent negotiation between entities, agreement on common goals to be 
achieved, and synchronization of the separate action plans on well-defined mo-
ments. These agents can be seen as virtual entities that possess knowledge about 
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the domain. As real operators, they have tasks assigned to them, goals to be 
achieved and beliefs about the network status and others agents’ activity. They 
work asynchronously, performing their duties simultaneously and synchronizing 
their activities only when this need arises. In our system, the trainee can choose to 
play any of the available roles, namely the CO and the DC ones, leaving to the  
tutor the responsibility of simulating the other participants. The representation  
method used to model the trainee’s knowledge about the domain knowledge is a 
variation of the Constraint-Based Modeling technique [8]. This student model rep-
resentation technique is based on the assumption that diagnostic information is not 
extracted from the sequence of student’s actions but rather from the situation, also 
described as problem state that the student arrived at. Hence, the student model 
should not represent the student’s actions but the effects of these actions [9]. This 
tutoring tool is able to train individual operators as if they were in a team, sur-
rounded by virtual “operators”, but is also capable of dealing with the interaction 
between several trainees engaged in a cooperative process. It provides specialized 
agents to fulfill the roles of the missing operators and, at the same time, monitors 
the cooperative work, stepping in when a serious imbalance is detected. 

5   Conclusions and Further Work 

This paper proposed an architecture for Ambient Intelligent Systems. This archi-
tecture is oriented for the intelligent behaviour of AmI environments and is  
divided in four modules described in the paper. The paper also represents the ex-
ternal parts of the system, namely the other actuators on the AmI environment, the 
other sources of data, information, and knowledge, the automatic sensing from the 
AmI environment, the automatic actuation on the AmI environment, the interac-
tion with the user, and the unexpected events that can change the AmI environ-
ment state. The architecture proposed is based on the ISyRAmI methodology and 
architecture. This architecture was used to integrate two control centre 
applications in an AmI environment. However, since these to applications 
correspond to work developed before the ISyRAmI architecture development, they 
do not follow it explicitly. It was necessary two adapt them to the proposed 
architecture. Further work will include the evaluation of the integration of the 
tutoring system in the AmI environment in order to demonstrated the merits of the 
proposed architecture. 
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Ambient Intelligence Based Architecture for 
Immersive Social Entertainment 

Mª Amparo Navarro, Ana Belén Sánchez, Carlos Fernández,  
and Mª Teresa Meneu* 

Abstract. The new entertainment ICT are networked but not fully integrated into 
the environment. Project Enjoy.IT! wants to design, develop and validate an enter-
tainment platform with advanced contents which will set up a practical realization 
of the new products and services from the Future Internet. On the creation of this 
entertainment platform we pretend to promote the use of ICT by users which are 
not familiarized with this kind of technologies, such as children. Project Enjoy.IT! 
wants to integrate the physical world as an extension of the virtual world and vice 
versa. Thus, the project is going to create an AmI system which will be able to act 
depending on the user’s necessities, and children could be immersed in a world 
that will interact to them without being aware of what technology are they using. 
The platform will be based on Services Choreography which will be a modular 
and scalable and it will allow an easy and simple integration of the necessary  
elements to give support to interactive entertainment activities. 

1   Introduction 

Current society is increasingly characterized by the whole presence of Information 
and Communications Technologies (ICT) in all fields and daily-life applications. 
ICT focused on entertainment for the youth are totally networked: online video-
games and entertainment connecting players together have online communities as-
sociated. The new entertainment ICT are networked but not fully integrated into 
the environment. 

The current provision of the sociocultural sphere needs a qualitative transfor-
mation that allows the full integration of ICT into the environment of the person, 
in an internal (psychological) and external (social) level. The point is that the dif-
ferent technological tools and devices can be connected and share information to 
each other about the individual’s conditions, capabilities, emotions, reasoning, 
needs, choices, etc. The entertainment ICT have to be totally and properly inte-
grated into the environment within the person that is paying attention on it. The 
point is that a person can freely interact without being aware of the presence of 
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ICT, and this person could develop in the technology world easily, as if these new 
implementations were part of the environment, as if they were there as well as the 
rest of the objects that compose the social reality. This is a complete adaptation of 
individual to ICT and ICT to the individual, a continuous feedback. 

In this context Project Enjoy.IT! [1] is born, whose main objective is to design, 
develop and validate an entertainment platform with advanced contents which will 
set up a practical realization of the new products and services from the Future 
Internet. By creating this platform we pretend to promote the use of ICT by users 
which are not familiarized with this kind of technologies, such as children.  

2   Materials and Methods 

Performing a global vision of the video games existing nowadays, it is worth fo-
cusing on serious games. A serious game is a game designed for a different pur-
pose other than pure entertainment. Serious games are objects and/or learning 
tools which have pedagogical and educational objectives that enable players to  
obtain a set of predominantly practical knowledge and skills. This statement is 
supported by the intrinsic educational characteristics of  the game because it is a 
motivating factor for students, it gets meaningful and leisure learning, it promotes 
teamwork and it has great flexibility in its use [4, 5].  

For this reason, what we aim to achieve with Project Enjoy.IT! video gaming 
platform is that children learn while they are playing, at the same that they are de-
veloping in both the psychomotor activity and the psychosocial levels, being si-
multaneously aware of the new Knowledge Society and the Internet of Things  
[2, 7]. 

The interaction form of these games should be different from the usual: we 
want children to perform a series of activities linked by a common history, in 
which they will have to move and interact with the environment, either through 
sensors responding to his actions, or using the new available game controllers that 
make users stand up from the chair and use their body to move the remote control 
and the character at the same time, such as Wiimote or PlayStation Move. Or even 
using Microsoft Kinect, where gestures and spoken commands are used to control 
the game. 

Project Enjoy.IT! wants to integrate the physical world as an extension of the 
virtual world and vice versa. Thus, the system intelligence and the users’ interac-
tion can overcome the digital barriers. Project Enjoy.IT! is going to create an AmI 
[3] system which will be able to act depending on the user’s necessities. But this 
AmI network will not only be able to realize received requests but also be aware 
of the user’s identity and his context, customs and circumstances.  

Project Enjoy.IT! wants to integrate all this technologies into the world of the 
socio-cultural animation, which focuses on the development of recreational activi-
ties for children of all ages. This animation currently does not include ICT for the 
realization of the games and that is where Project Enjoy.IT! is going to give a 
change with this type of combined experience. 
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3   Results 

Project Enjoy.IT! aims to create a digital and interactive entertainment platform 
for children. A complete role-playing adventure of interconnected games is being 
built. Ten groups of twenty children (9-10 years old) from the Polytechnic Univer-
sity of Valencia’s Summer School will participate on it. Each group will play a 
village from a region. Natural resources are near extinction and children have to 
begin a journey around an imaginary world in order to find several pieces from a 
magical object which will solve the problem. Using the recovered piece by each 
group the magical object will be assembled, always bearing in mind the collabora-
tive spirit to promote positive values among children. Each game will be multi-
player, collaborative (among children and different groups) and interconnected to 
the whole adventure, using a Social Network. All the advances of each group 
could be consulted by every players. For this reason, a social network will be cre-
ated where users will participate either individually or forming groups by their 
roles, with contents both generated by them and automatically by the system from 
the information captured by the sensors and the intelligence of the platform, sup-
plying information about the evolution of activities and becoming another useful 
element for the realization of activities, strengthening interaction among users, 
corporative strategies and social relations. 

The project will take up the challenge of supplying a modular and scalable plat-
form that allows an easy and simple integration of the necessary elements to give 
support to interactive entertainment activities. 

The results of the project will be the development of new tools for the  
creation and use of digital contents on a platform combining multiple sensor de-
vices and wired and wireless communication technologies that allow the estab-
lishment of a link between the physical and virtual worlds. At the same time, all 
that will be merged with the emergent social networks and will apply pedagogical 
methodologies. 

To achieve all the above the following architecture is proposed, which is based 
on a Process Choreographer (see Figure 1). Using the Process Choreographer, ser-
vices and devices are able to exchange information in a distributed way. This 
means that choreographed processes are independent and can communicate with 
each other to define its workflow execution. This model makes it easy to turn the 
connection and disconnection of services dynamically and is capable of using  
different types of sensors and configurations [6].  

Use of choreography for interconnecting services requires the use of a common 
exchange language that allows services to be understood. This is achieved with an 
architecture that includes a semantic layer in the choreographer to improve  
communication among sensors, actuators, and services in the system. The use of 
Ontology Services and Machine Reasoning for the description of data from sen-
sors allows to make a more accurate interpretation of information obtained from 
them, and allows the system to automatically detect sensors and services available 
in each moment [6]. 
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Fig. 1 Proposed platform architecture 

It is also included in the architecture an Orchestrator of Services connected to 
the Choreographer who supports the use of Workflows to describe processes 
graphically; characterized by being a formal specification of the implementation 
of processes that can be executed dynamically using a language called Workflow 
Engine. 

Implementation of an individualized model of the user’s behaviour is a great 
technological complexity task. The aim is to turn that model on a Workflow for 
automatic processing. 

It is noteworthy that it will exist a control centre where the evolution of the 
context could be watched in a centrally way. This will be made interviewing each 
part of the system. There is also a repository where all data items will be stored as 
well as the progress of each group. 

4   Discussion and Conclusions 

The technological platform proposed is projected to make technology accessible to 
children, to provide personal and social benefits arising from the use of ICT, and 
to contribute to the development of a significant set of values, beliefs, thoughts 
and attitudes as well as to the development of several physical and cognitive skills. 
To integrate ICT in the individual's environment will allow to change the contexts 
of interaction, to reach the inner child, defining and mediating her personal  
experience. The purpose is to bring the ways in which children define their own 
world so that ICT can be properly integrated. 

The aim is to adapt personal and social experiences of children in order to pro-
vide benefits to them. It is sure that the new entertainment ICT and the platform in 
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which we are working, besides being a primary cognitive tool in the sense that the 
players enhance mental skills, and allow the development of new ways of think-
ing, will also contribute to promote social relationships, cooperative learning, the 
development of capacities for creativity, communication and reasoning and other 
essential components of the interaction and the physical and psychosocial growth. 
The AmI system will immerse the users (children) in a world that will interact to 
them without being aware of what technology are they using. 

The first step will be a pilot on July 2011, where new videogames using AmI 
will be tested by several groups of  twenty children ten years old. The second step 
will be the test of the whole platform on July 2012 by two hundred children. Fu-
ture researches will include different ages of children by including new games as 
well as the ability to set the difficulty of the games according to age. 
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Grouping Behaviour in AmI-Enabled 
Crowd Evacuation 

Alexei Sharpanskykh and Kashif Zia* 

Abstract. Grouping behaviour occurs often in crowd evacuation. On the one hand, 
groups are needed for efficient evacuation. On the other hand, large uncontrolled 
groups (herds) may cause clogging and increase panic. The mechanisms of emer-
gence of leaders and groups in complex socio-technical systems with intelligent 
technical components are not well understood. This paper presents the first at-
tempt to unveil the role of AmI technology in formation of spontaneous groups in 
crowd evacuation. To this end several hypotheses were formulated, which were 
tested by simulation experiments based on a cognitive agent model. The checking 
of the hypotheses was done in the context of a train station evacuation scenario. 
The general outcome is that in a system with scarce and uncertain information, 
AmI technology can be used to stimulate emergence of leaders and groups to  
increase the efficiency of evacuation. Furthermore, a large penetration rate of am-
bient devices may be unnecessary and even not appropriate for fluent evacuation.  

1   Introduction 

In the literature [1, 9, 10, 13] it is indicated that people often form spontaneous 
groups during evacuation. On the one hand, dynamic formation of groups is rec-
ognised as a prerequisite for efficient evacuation [1,13]. On the other hand, large 
uncontrolled groups, sometimes called herds, may cause clogging of paths and in-
crease panic [1, 9]. In examples of efficient evacuation emergent leaders played a 
prominent role in guiding of and sustaining a steady emotional state in groups [1]. 
In social psychology several sources of power of informal (or emergent) leaders 
are recognised, among which knowledge and physical traits are the most essential 
ones [2]. AmI technology can be used to discover and propagate knowledge in 
socio-technical systems. AmI-equipped actors may obtain scarce, and thus valu-
able, knowledge about the environment serving as one of the important sources of 
emergent leadership. Although much research has been done on emergent  
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leadership in social systems [2], the mechanisms of emergence of leaders and 
groups in complex socio-technical systems with intelligent technical components 
are less clear. This paper presents the first attempt to unveil the role of AmI-
technology in formation of spontaneous groups in crowd evacuation. The specific 
research question addressed in this paper: how does AmI technology influence the 
emergence of groups and leaders in socio-technical systems with scarce and un-
certain information? For this question several hypotheses were formulated.  
Hypothesis 1: AmI-equipped humans, who obtain up-to-date information about 
the environment, are recognised as leaders in emergent groups in organisations 
with scarce and uncertain information. Previous studies showed that in general 
humans have a loyal attitude to information provided by (intelligent) technology. 
The validation of this statement for crowd evacuation is necessary, but also prob-
lematic, as such experiments cannot be organised easily. To address this issue, we 
examined three conditions: (a) humans have high initial trust to technology and 
distrust it slowly after negative experiences; (b) humans trust technology in the 
same manner as to human strangers; (c) humans have high initial trust to technol-
ogy (initial bias), but distrust it rapidly after negative experiences. Note that trust 
to technology is dynamic and depends on the human’s experiences with technol-
ogy. In relation to these conditions the following hypotheses are formulated:  
Hypothesis 2: More grouping behaviour is observed under (a) and (c) conditions 
than under (b) condition. Hypothesis 3: Humans under (c) change groups more 
frequently than under (a). To quantify these hypotheses the measures following 
index, change index and group size are introduced in section 4. One more  
hypothesis to be tested in the paper is related to the large group effect known for 
social emergency systems [1]: Hypothesis 4: Evacuation with larger groups pro-
ceeds more slowly (less efficiently) than with smaller groups. The hypotheses were 
tested in the frames of an emergency case study introduced in Section 2. For for-
mal verification of the hypotheses a cognitive agent-based model was developed, 
in which humans and AmI devices were represented by agents. This model is 
based on a number of theories from Neuropsychology, Social Science and Psy-
chology, many of which were empirically validated. The model is described in 
Section 3.The verification results for the hypotheses are presented in Section 4. 
Section 5 concludes the paper. 

2   Case Study 

Since it is nearly impossible to perform an evacuation trial to validate an emer-
gency egress strategy at a mass place, an agent-based social simulation approach 
was taken instead. In this simulation study we focussed on evacuation of a train 
station. To ensure that the simulation setting is a true representative of reality, we 
incorporated real CAD design of an existing Austrian main railway station to gen-
erate the space along with observed population statistics. The station in the simu-
lation model had 3 exits with different flow capacities. The station was populated 
randomly with 500 agents representing humans, from which 10 agents were 
equipped with AmI technology. The AmI technology in focus is the LifeBelt, spe-
cially designed for emergency situations [4]. Particularly, it exploits the unused  
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information transmission capability of sense of touch instead of usual visual and 
auditory perception to deliver the message. In this way, it does not deviate and 
frustrate the human already overwhelmed with the visual and auditory perceptual 
overload. The LifeBelt system exploits the position and variation of vibro-tactile 
stimuli to indicate both orientation (intended direction) as well as urgency  
(intended speed) through tactor-elements embedded into a hip worn belt. Eight vi-
brator elements are lined up in the fabric of a hip belt, and connected to the belt 
controller. The controller activates the vibrator switches according to commands 
received wirelessly from a global control unit, in this case a global ‘evacuation 
control unit’. We assume that the global control unit provides reliable, up-to-date 
information to all LifeBelts without any noise. Only few individuals are consid-
ered to have worn the LifeBelt who would act as leaders during evacuation. The 
recommendation for an exit is generated by evacuation control unit under the in-
fluence of exit area dynamics (e.g. flow, density), which are assumed to be  
measured by a technology mounted on the exit. The exit choice would then be 
communicated to all the LifeBelts. Each LifeBelt has a location map used to trans-
form the coordinates of an exit to the desired orientation to move. Thus, AmI 
equipped agents have direct access to information essential for successful evacua-
tion, which they could propagate further by interaction with other agents. Agents 
interact with each other non-verbally by spreading emotions and intentions to 
choose particular exits, and verbally by communicating information about the 
states of the exits. Since the agents with LifeBelts possess information about the 
exits not available to the agents without LifeBelts, the AmI-equipped agents hold 
one of the most important sources of power identified in social studies on emer-
gent leadership [2]. However, the agents without devices are still free to decide 
whether to follow AmI-equipped agents or to rely on their own beliefs and exit 
choices. It is important to stress that the grouping effect is not encoded in our 
model explicitly, but emerges as a result of complex decision making by agents. 
The purpose of this study is to determine to which extent agents without AmI  
devices would follow AmI-equipped agents in the process of evacuation.  

3   Cognitive Agent Model 

To model decision making of agents representing humans a general affective deci-
sion making model from [11] was instantiated for the case study. The model is 
formalised using a temporal state transition system format [12]. Depending on a 
situational context an agent determines a set of applicable options to satisfy its 
goal. In the case study the goal of each agent is to get outside of the building in the 
fast possible way. This is achieved by an agent by moving towards the exit that 
provides for fastest evacuation as it perceived by the agent. Evacuation options are 
represented internally in agents by one-step simulated behavioural chains, based 
on the neurological theory by Hesslow [5] (see Fig.1). In Fig. 1 the burning station 
situation elicits activation of the state srs(evacuation_required) in the agent’s sensory 
cortex that leads to preparation for action preparation_for(move_to(E)). Here E is one 
of the exits of the station. Note that if more than one exit is known to the agent,  
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then in each option representation the preparation state corresponding to the  
option’s exit is generated. Then, associations are used such that prepara-
tion_for(move_to(E)) will generate srs(is_at(E)), which is the most connected sensory 
consequence of the action move_to(E). 

 

Fig. 1 The emotional decision making model for the option to move to exit E 

The strength of the link between a preparation for an action and a sensory rep-
resentation of the effect of the action (see Fig.1) is used to represent the confi-
dence value of the agent’s belief that the action leads to the effect. The simulated 
sensory states elicit emotions, which guide agent behaviour either by reinforcing 
or punishing simulated actions. By evaluating sensory consequences of actions in 
simulated behavioural chains using cognitive structures from the OCC model [8], 
different types of emotions can be distinguished. In the example two types of emo-
tions - fear and hope – are distinguished, which are often considered in the emer-
gency domain. According to [8], the intensity of fear induced by an event depends 
on the degree to which the event is undesirable and on the likelihood of the event. 
The intensity of hope induced by an event depends on the degree to which the 
event is desirable and on the likelihood of the event. Thus, both emotions are 
generated based on the evaluation of a distance between the effect states for the 
action from an option and the agent’s goal state. In particular, the evaluation func-
tion for hope in the evacuation scenario is specified as eval(g, is_at(E)) = ω, 
where ω is the confidence value for the belief about the accessibility of exit E, 
which is an aggregate of the agent’s estimation of the distance to the exit and the 
degree of clogging of the exit. Although it is assumed that the distances to the ex-
its are known to the agents, the information about the degree of clogging of the ex-
its is known only to AmI-equipped agents. Emotions emerge and develop in  
dynamics of reciprocal relations between cognitive and body states of a human 
[3]. These relations, omitted in the OCC model, are modelled from a neurological 
perspective using Damasio’s principles of ‘as-if body’ loops and somatic marking 
[3]. The as-if body loops for hope and fear emotions are depicted in Fig. 1 by thick 
solid arrows. The following rules describe the evolution of the emotional states: 

srs(eval_for(is_at(E),bhope),V2) & srs(G(bhope),V1)  
→→ hope(o, (βh- βh *(1-V1)*(1-a1) + (1-βh)*V1*a2)/(1- βh*(1-V1)*a1 - (1-βh)*V1*a1)),  
where a1 = βh - 2*βh*V2 + V2, a2 = βh – βh*(1-V2) 

srs(eval_for(is_at(E),bfear),V2) & srs(G(bfear),V1)  
→→ fear(o, (βf - βf *(1-V1)*(1-a3) + (1-βf)*V1*a4)/ (1- βf*(1-V1)*a3 - (1-βf)*V1*a3)),  
where a3 = βf*V2+1-V2-βf*(1-V2), a4 = βf – βf*V2 
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here βh is the degree of extraversion (i.e.,  tendency to experience positive  
emotions) of the agent; βf is the degree of neuroticism (i.e.,  a tendency to experi-
ence negative emotions) of the agent; G(bhope) is the aggregated preparation to the 
emotional response (body state) of the agent’s social neighbourhood. The social 
influence on the individual decision making is modelled based on the mirroring 
function [6] of preparation neurons in humans. Such neurons, in the context of the 
neural circuits in which they are embedded, show both a function to prepare for 
certain actions or bodily changes and a function to mirror similar states of other 
persons. This mirroring function in social decision making is realised in two 
forms: (1) by mirroring of emotions, which indicates how emotional responses in 
different agents about a decision option mutually affect each other, and (2) by mir-
roring of intentions or action preparations of individuals for a decision option. 
Furthermore, the social influence includes spread of beliefs of agents supporting 
or prohibiting options (e.g., the belief about the accessibility of an exit).  

The mirroring is realised through information and emotion contagion processes. 
The contagion strength of the interaction from agent B to agent A is defined as fol-
lows: γBA=εB⋅ trust(A, B) ⋅ δA , here εB is the personal characteristic expressiveness of 
the sender (agent B), δA is the personal characteristic openness of the receiver 
(agent A). Trust is an attitude of an agent towards an information source that  
determines the extent to which information received by the agent from the source 
influences agent’s belief(s). The trust to a source builds up over time based on the 
agent's experience with the source. In particular, when the agent has a positive 
(negative) experience with the source, the agent's trust to the source increases (de-
creases). Currently experiences are restricted to information experiences only. An 
information experience with a source is evaluated by comparing the information 
provided by the source with the agent's beliefs about the content of the informa-
tion provided. The experience is evaluated as positive (negative), when the infor-
mation provided by the source is confirmed by (disagree with) the agent's beliefs. 
The following property describes the update of trust of agent A to agent B based on 
information communicated by B to A about the degree of contagion around exit e: 

trust(Ai, Aj, V1) & communicated_from_to(Aj, Ai, congestion(e, V2)) & belief(Ai, 
congestion(e, V3)) →→ trust(i, j, V1+ γtr*(V3/(1 + eα) – V1)),  
here α=-ω1*(1-|V2-V3|) + 4. 

According to the Somatic Marker Hypothesis [3], each represented decision op-
tion induces (via an emotional response) a feeling which is used to mark the op-
tion. For example, a strongly positive somatic marker linked to a particular option 
occurs as a strongly positive feeling for that option. To realise the somatic marker 
hypothesis in behavioural chains, emotional influences on the preparation state  
for an action are defined as shown in Fig. 1. Through these connections emotions 
influence the agent’s readiness to choose the option. 

4   Experiments and Results 

The model was implemented in the Netlogo simulation tool [14] by cellular auto-
mata. In this tool the environment is represented by a set of connected cells, where 
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moveable agents (turtles) reside. Cells can be walkable (open space and exits) and 
not-walkable (concrete, partitions, walls). Each cell of the environment is accessi-
ble from all the exits. Based on the conditions (a)-(c) identified in the introduction, 
three simulation settings S1-S3 were determined (see Table 1, the upper part). To 
test the hypothesis 4, setting S4 was identified, in which AmI-equipped agents 
were able to propagate information in a large range. Since the model contains sto-
chastic elements, 10 trials were performed for each simulation setting with 500 
agents. To evaluate the hypotheses three evaluation metrics were introduced: fol-
lowing index (fi), which reflects the degree of following of AmI-equipped agents 
by other agents, change index (ci), reflecting the frequency of group change by 
agents, and group size (gs). As shown below, the metrics are defined per an AmI-
enabled agent L (i.e, fiL, ciL, gsL) and by taking the mean over all AmI-equipped 
agents (i.e., fi, ci, gs). The following index is defined as follows: 

fiL = 1/|N| ⋅ ∑ A∈N |FA,L|/(t_last - t_firstA), fi = ∑ i∈LEAD fii/|LEAD|, 
where t_firstA is such that  
∃o1:INFO at(communicated_from_to(L, A, inform, o1), t_firstA) & ∀t:TIME, o:INFO t < 
t_firstA &  ¬at(communicated_from_to(L, A, inform, o), t);  
N = {a | t_firstA is defined}; FA,L = { t | t ≥ t_firstA & ∃d1,d2: DECISION 
at(has_preference_for(A, d1), t) & at(has_preference_for(L, d2), t) & d1=d2 & 
at(distance_between(A, L) < dist_threshold, t) },  
t_last is the time point when L is evacuated, LEAD is the set of all technology-equipped 
agents, |LEAD|=10 in all experiments.  
The change index is defined as follows: 
ciL = 1/|N| ∑ A∈N |SA,L|, ci = ∑ i∈LEAD cii/|LEAD|, 
where SA,L = { t | (t∈ FA,L & (t+1) ∉ FA,L)  OR ((t+1)∈ FA,L & t ∉ FA,L) }. 
The group size is defined as follows: 
gsL = ∑ t=1..t_last FTL,t/t_last, gs=∑ i∈LEAD gsL/|LEAD|, 
where FTL,t = { ag | t ≥ t_firstag & ∃d1,d2: DECISION at(has_preference_for(ag, d1), t) & 
at(has_preference_for(L, d2), t) & d1=d2 & at(distance_between(A, L) < dist_threshold, 
t) }. 

The obtained results are summarised in Table 1 (in the lower part). As one can 
see from the table, the emergence of groups with AmI equipped agents as guiding 
leaders occurs in all settings (fi > 0), thus, the hypothesis 1 is confirmed. The high 
standard deviation values for fi and gs in S2 indicate that in some trials persistent 
groups emerged, whereas in other trials almost no grouping occurred. This is in 
contrast to the other simulation settings, in which notable grouping behaviour 
emerged in every trial. The highest fi is observed in settings S1 and S4, in which 
the agents were biased positively towards technology. Hypothesis 2 is also con-
firmed, as the fi’s for settings S1 and S3 are significantly higher than fi for setting 
S2. From the comparison of the ci’s for settings S1 and S3 the confirmation of hy-
pothesis 3 follows. For the hypothesis 4, first it can be observed in table 1 that the 
groups formed in S4 are in average 3 times larger than the groups formed in S1. 
Note that the only distinction between S1 and S4 is the interaction range (penetra-
tion rate) of the AmI-enabled agents. Thus, settings S1 and S4 are adequate for 
checking hypothesis 4. As can be seen from the table, the overall evacuation time 
for S1 is lower than for S4. Thus, hypothesis 4 is confirmed as well. Also, as can 
be seen from the results, AmI-enabled evacuation with relatively small groups 
(settings S1 and S3) proceeds the fastest. 
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Table 1 The parameters used in the simulation settings S1-S4 (the upper part) and the  
corresponding results for 10 simulation trials for each setting (lower part) 

Simulation setting (Parameter) S1 S2 S3 S4 

Initial trust value to an AmI-enabled agent 0.9 0.1 0.9 0.9 

Initial trust value to an agent without AmI  0.1 0.1 0.1 0.1 

ω1 in the update of trust to an AmI-enabled agent 39 9 9 39 

ω1 in the update of trust to an agent without AmI 9 9 9 9 

Interaction range (in cells) 10 10 10 25 

Evaluation metrics S1 S2 S3 S4 

Mean overall evacuation time (standard deviation) 147.7 
(10.7) 

174.4 
(16.9) 

150.1 
(9.7) 

170.3 
(21.3) 

Mean following index fi (standard deviation) 0.46 
(0.09) 

0.27 
(0.12) 

0.43 
(0,07) 

0.5 
(0.09) 

Mean change index ci (standard deviation) 0.48 
(0.05) 

0.25 
(0.07) 

0.92 
(0.21) 

0.17 
(0.03) 

Mean group size gs (standard deviation) 26 
(8.7) 

29 
(19.8) 

27 
(8.3) 

81 
(14.2) 

5   Conclusions 

Dynamic formation of groups and emergence of leaders have a significant impact 
on the efficiency of evacuation [1]. However, governing principles behind these 
phenomena in socio-technical systems are not clearly understood. In this paper we 
made the first step towards understanding how AmI technology influences group-
ing behaviour in large-scale socio-technical systems. For this, four hypotheses 
were formulated, a cognitive agent model was developed, and agent-based social 
simulation tools were used to verify the hypotheses. Although the obtained results 
still require empirical validation, some of them correlate well with findings from 
Social Science [1, 13]. Furthermore, the simulation model developed relies 
strongly on a theoretical basis comprising theories from Social Science, Psychol-
ogy and Neuropsychology, many of which were empirically validated. Previously, 
grouping (or herding) behaviour of humans in evacuation was modelled using di-
verse computational techniques [7, 9, 10]. However, this work largely ignores the 
(intelligent) technological component. Also, the human behaviour is modelled in a 
very simplistic way, often using classical contagion models or lattice gas princi-
ples. In the future, in collaboration with social psychologists more realistic 
mechanisms of emergent leadership (e.g., physiological and behavioural cues) and 
group formation will be integrated in the existing model. 
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A Mobile System to Visualize Patterns of  
Everyday Life 

Nuno Correia, Armanda Rodrigues, Tiago Amorim, Jared Hawkey,  
and Sofia Oliveira* 

Abstract. The paper describes an ambient intelligence proposal, an application 
which runs on mobile phones, presenting individual users with an overview of 
their time usage patterns. It tracks users’ movements in space using GPS technol-
ogy and displays this information, aiming to highlight changes to their normal rou-
tine. The output, a data visualization interface, displayed on the phone is designed 
to produce a highly personal topology of time usage. Rooted in a deep interest in 
unveiling the hidden patterns of everyday life, this work aims to research  
Ubicomp in a personal context. By placing the software literally in the user’s 
pocket (mobile phone), it is implied the best way for one to reflect upon the issue 
is through experience.  

1   Introduction 

Most research to date, especially in mobile and ubiquitous computing, has focused 
on enabling the seamless use of computers, tending to assume a passive role for 
the user. Rooted in a deep interest in unveiling the hidden patterns of everyday 
life, the work presented in this paper aims to research Ubicomp in a personal con-
text. Our goal is to build a piece of software, which will run on users’  
mobile phones, tracking their movements in space, using GPS technology, and 
display meaningful visualizations of their data. The output, a data visualization in-
terface, displayed on the phone is designed to produce a highly personal topology 
of time usage [2]. Important research questions addressed by the project and con-
sidered in the application described in this paper include: (1) How can a data  
visualization interface deploying an artistic approach, have a contribution to make 
in understanding the role of experience in relation to the real? (2) How can data 
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visualization techniques be improved to create readable and playful images, which 
also require interpretation, while allowing for user input and stimulating  
reflection?  

(3) How will it work locally on the mobile phone? Our goal is to explore the 
phone itself as a worthwhile object of investigation: to exploit the computing and 
potential of a device held by 4,6 billion people. 

Though interested in patterns of everyday life, this project does not aim to gen-
erate space-behavior profiles of mobile users. The focus is on the individual, and 
patterns are seen as something which might be interesting to reflect upon. The po-
tentialities and limitations of data capture and mining will be tested in real-life 
situations with real users, thus aiming to research novel means for improved  
sensitivity to personal idiosyncrasies and individual needs. 

A relevant approach to this project is Dourish's critique of Ubicomp’s cogni-
tive, task-driven approach to HCI (Human Computer Interaction) [1]. The need to 
represent and study dynamic spatial data is most commonly instantiated by the 
need for sophisticated representations of spatio-temporal data (e.g, the Space-
Time Cube, which has been extended in recent work [4]). This happened in differ-
ent disciplines, even to highlight a non-spatial dimension, like in Ringmaps [5]. 

The existence of technology to collect and analyze massive amounts of data, 
produced, on a daily basis, by the activities of people and organizations, led to the 
realization that it is possible to identify patterns in what we do physically and elec-
tronically. The map metaphor is being extended to non-spatial contexts enabling 
the creation of geographic visualizations that are actually more than that (e.g., the 
Morphing City and Empires Decline1). Here the main challenge is how to create 
such visualizations on a mobile device. With small screens, the restrictions of the 
viewing window must be addressed by providing context to the user [3].  

2   Visualization Proposals 

The visualizations were first tested using a desktop application and combine the 
captured variables – location, time, duration, and frequency – in a single  
comprehensive interface as described below:  

(1) Physical coordinates: in this visualization, each location is positioned ac-
cording to a physical geographic coordinate. A southern location, is seen in the 
lower part of the visualization window, while a northern one in the upper part. 
Each circle represents a place where one spends time;  a  circle’s diameter relates 
to the total time spent (the longer, the larger the circle). A circle’s color intensity 
relates to frequency, that is, places visited more often appear darker, those less  
often, lighter, - accordingly events outside one’s pattern appear brighter;  

(2) Concentric locations: this visualization compares the frequency (number 
of visits to a location/time unit) associated with each location, Circles’ size and  

                                                           
1 http://mondeguinho.com/master/category/information-visualization, accessed Nov 15 

2010.  
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color have the same meaning as described above, but here the circles are ordered 
in a concentric fashion according to their relative size (based on duration) with 
smaller ones drawn over larger ones;  

(3) Distances based on frequency: this visualization shows those locations 
which are part of one’s routine and those that lie outside such a routine. Frequency 
is mapped along a hidden diagonal axis, bottom-left corner to top-right corner. 
Places visited less frequently appear to the lower left and those more often visited 
towards the upper right. The respective distances between visited locations, in the 
visualization, are also based on frequency; 

 

Fig. 1 Visualization with distances based on frequency 

The chosen color palette - hue and tone - was designed to highlight unusual 
events: places more frequently visited are darker, and closer the background color, 
whereas those visited less often, appear relatively lighter and brighter.  

3   Mobile Application 

The mobile application described above runs on a mobile phone, captures GPS 
logs, and displays visualizations based on these logs. It was developed using 
J2ME (Java 2 Micro Edition) and tested with a combination of the simulator (Java 
Wireless Toolkit for CDLC) and Nokia N95 and N97 phones. Work has started on 
a new Android version. 

The current mobile version includes the first, Physical Coordinates, visualiza-
tion described above. Users may apply the visualization to the day they’re in or a 
set of days, by introducing a start and finish date. Although, the other visualization 
proposals will be explored in the next version, an additional visualization model 
based on the frequency and applicable to the current day was also used at this 
stage. In this mobile version, it was felt, since the user carries the device they 
would expect to see their time usage on the interface in real time. Thus the day the 
user is actually in has more visual weight and only those locations visited on the 
day one is in are visible, positioned according to their physical coordinates.  
Frequency shown with color relates to the user’s past movements (movements 
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made during the previous days, depending on how it was configured by the user, -- 
otherwise with a default value of 3). Thus the user may compare their present  
movements, on the day, with their previous routines, on days before. 

 

Fig. 2 a) Mobile phone interface; b) Output for several days using SVG 

The application stores coordinates every minute but, for a given location to be 
considered relevant, the user must stop for a set amount of time. Based on empiri-
cal observation, the current value, was set at 3 minutes. Should the stop time be 
below this threshold, the user is considered to be in motion. The application ac-
cumulates the durations and frequencies for a given location and produces the  
outputs described above. Alongside the coordinate files, the application also gen-
erates two additional file types. First, SVG (Scalable Vector Graphics) is used to 
generate resolution independent images, capable of being printed or viewed on 
screens larger than those of the average mobile devices. Second, KML (Keyhole 
Markup Language) versions of the collected data, an XML format used to export 
to Google Earth. Presently, the KML files are mainly used as a debugging tool, to 
assess the validity of the location capture mechanisms but this could also be used 
as an alternative visualization mechanism, using platforms such as Google Earth.  

4   Evaluation 

The mobile application is being evaluated in several different ways. The members 
of the project team use the application in their daily routines and help to debug the 
current version. Alongside this ongoing process, several users have tried the appli-
cation’s more specific features, namely the visualizations. Tests were made by ten 
users using Nokia N79 phones, with the request to use the application during four 
days, after which they were asked to generate SVG and KML files to assess the 
validity of the results. Before using the application, users were shown a visualiza-
tion and asked questions about its meaning. While all users responded correctly to 
the questions, and feedback was generally positive some felt the color scale could 
be improved, suggesting the user would be benefited by being allowed to define 
and associate colors for the places they visited more or less frequently.  

Having used the application, users were given another questionnaire to evaluate 
its ease of use and whether the final results corresponded their actual routines. In 
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general, users found it easy to understand the visualization for the day they were 
in, but were less positive about visualizations for more than one day. To check if 
the geographic coordinates corresponded to what users’ regarded as meaningful, 
KML files were generated and the results scrutinized by the testers, using Google 
Earth. When asked if the locations seen in Google Earth corresponded to actual 
places in their lives, 56% of the testers answered 5, 33% 4 and 11% 3, on a 5-point 
Likert scale. Users also suggested locations should be aggregated so that a given 
meaningful location, rather than being represented by several coordinates, would 
be more clearly identifiable as one place. 

5   Conclusions and Future Work 

Included within the Time Machine project, the application described presents a first 
attempt to visualize individual time-usage patterns while highlighting changes in es-
tablished routines, which also affords the user a map of how they spend time. De-
fined in an artistic context, it is an ongoing ambient intelligence proposal, which will 
be further explored and fine-tuned in future versions of the software. As the user 
tests showed, data filtering is required because many different coordinates may be 
captured for a single meaningful place. To address this problem, locations are being 
clustered, using distance and time spent as variables. Other types of processing, cur-
rently being employed include the clustering and classification of days in order to 
find routines and respective deviations. In brief, future versions of this application, 
will aim to examine how individual time-usage patterns and our perceptions of them 
might be transformed by a novel approach to data visualization. Specifically, to ex-
plore the multitude of ways through which an individual’s use and sense of time 
might be read, interpreted, mapped and understood using technology. 
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Human Behaviour Modelling Approach for
Intention Recognition in Ambient Assisted
Living

Kristina Yordanova

Abstract. Human behaviour models play important role in ambient assisted living in
cases where the user’s long term intention is inferred from her current actions. How-
ever, at present there exist plenty of models that deal with activities form different
domains, but no efforts are made to derive a uniform human behaviour modelling
(HBM) approach that is suitable for various activity domains. Here we describe the
first steps in the definition of such generic modelling approach, which consist of
identifying a set of uniform HBM requirements and deriving a set of atomic action
constants. We believe that a uniform approach can increase the model functionality,
and thus lead to more effective and accurate intention recognition.

Keywords: human behaviour modelling, atomic actions, intention recognition.

1 Introduction

The understanding of human behaviour plays an important role in systems deal-
ing with ambient assisted living where intelligent appliances strive to infer human
actions and intentions in order to offer better interaction and assistance.

At present, there are plenty of human behaviour models, all of them describing a
specific domain, or modelling purpose, but to our knowledge there is no attempt to
define model that can satisfy the requirements of activities from different domains,
or even an attempt to identify the set of these requirements. We believe that human
behaviour consists of a set of atomic actions that are the building blocks of more com-
plex activities, and that they are uniform for the different types of activities. There
already exists research in the field of activity recognition that tries to identify and rec-
ognize such activity primitives ( e.g. [18, 5]). Based on this assumption, our research
aims to define a set of atomic actions, that can be reused in different applications; and
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to derive a uniform modelling approach that is applicable in different scenarios. We
hope that the reusability of such approach will increase the functionality of assisting
systems that perform intention recognition. In this paper, we describe the progress
of our research in respect to the activity analysis and action constants definition; and
the requirements for a uniform HBM language, derived so far, as well as the models
that we have already investigated and the requirements they satisfy.

2 Related Work

When talking about activity recognition, probabilistic models are probably the first
that come to mind. There is a lot of past and ongoing research on recognizing human
activities and intentions with the help of HMM such as in [1, 2, 3].

A problem in using probabilistic models for activity recognition is the expo-
nential state growth with the increase of possible actions. To solve this problem
Burghardt et al. generates Markov models by utilizing partial order planning [4].

Another approach to intention recognition that is getting more popular in the
recent years is based on statistical methods such as feature extraction or feature
selection combined with different classifiers [6, 5].

Above we listed some methods used for activity recognition. However, in our
research we are interested in the underlying models that can help us recognize a
performed activity. Such methods or languages for HBM are CTML [7], ACT-R [8],
GOMS [9], PMFserv [11], PECS Reference Model [12], Behaviour Design Patterns
[13], Rasmussen’s Human Behavior Model [14], Concurrent Task Trees [15].

Although the described modelling methods show encouraging results and are able
to successfully model human behaviour and to identify activity primitives, there is
no attempt to generalize these primitives or to derive a uniform modelling approach
for scenarios with different contexts. Next we give our preliminary concepts and
results in attempt to build such generalized HBM approach.

3 Atomic Action Constants

The first phase of the research aims at deriving a set of activity primitives that are
valid for various activity domains. We believe the set of atomic constants can be
represented by a small set of parameterisable action schemes, that are, for instance,
representable as PDDL operators. At present we have datasets from the domains
of outdoor activities, indoor activities, smart meeting room activities, behaviour of
people with cognitive restrictions and elderly care activities. These datasets are anal-
ysed and the atomic action constants in them are derived. Analysing the elderly care
dataset has resulted in 12 atomic action schemes such as move (see Fig. 1), that
make up the 2847284 observed atomic actions. The process of defining atomic ac-
tivities is done by decomposing the complex activities until the simplest actions are
reached. The atomic activities derived so far from the elderly care activities dataset
are move, take, put, do, go, push, turn, cut, wait, where every action is described in
a PDDL notation. Fig. 1 shows the preconditions and effects for the action move.
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:action move (?p - person ?o - object ?from ?to - place)
:preconditon (and (at ?p ?from) (holds ?p ?o))
:effect (and (at ?p ?to) (at ?o ?to) (not (at ?p ?from)) (not (at ?o ?from))

Fig. 1 Action move in PDDL notation

When a concrete use case is present the atomic activities are parameterised with
specific objects, locations, etc. and sensor data is employed that is either indepen-
dent from parameterisation, or can be estimated from concrete parameters. The
atomic actions are also used for composing reusable complex activities.

4 Requirements for Human Behaviour Models

Parallel to the atomic actions definition, we apply requirements analysis to the activ-
ity datasets in order to identify the model requirements they have. Thus, we gather
a set of requirements from different domains that is the base for the definition of
a modelling approach able to catch the activities’ dynamics. Let us consider hu-
man behaviour as a complex system consisting of a set of elements with relation-
ships between them. To model such system, there are requirements that the mod-
elling language has to meet. Applying requirements analysis to the datasets from
Section 3, the following groups of requirements for uniform HBM language are
derived:

• for procedural modelling: composition, hierarchy, sequences, loops, interleav-
ing activities, choice, constraints, enabling, disabling, priority, independence,
suspend, resume;

• for parallel execution modelling: parallelism, synchronisation;
• for probabilistic modelling: observation models, probabilities for action

sequences, probable durations of activities;
• for causal modelling: preconditions, effects, relation to prior knowledge;
• modelling purpose: simulation, prediction, causal inference, state estimation,

parameter estimation, detecting errors, unknown actions detection;

Based on this set of requirements, we now investigate different existing models
and try to discover which of the requirements they satisfy. The reason for this is
to establish which methods are suitable to be combined or further extended, in or-
der to be used in a uniform HBM approach. The models we have investigated so
far are as follows: PECS reference model [12], ACT-R [8], PMFserv [11], SOAR
[16], GOMS [10], BDI [17], BDP [13], CPM-GOMS [9], CTT [15], and CTML
[7]. Unfortunately, no model fulfills all the requirements, the most compatible being
CTML because it satisfies most of the requirements with the exception of the cogni-
tive psychology capabilities. Moreover, none of the models satisfies the conditions
concerning sensor data handling and probabilistic parameterisation. In order to solve
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these problems, we believe that a method should be chosen, that allows the mapping
into a probabilistic model such as Hidden Markov Model. Thus, procedural models,
encoding prior knowledge about stereotypical action sequences, will be combined
with declarative models, allowing an efficient representation of all causally valid
action sequences in order to achieve a goal.

5 Open Problems

In Sections 3 and 4 we described the current state of the research. However, there
are open issues that have to be resolved.

• Are the atomic constants uniform for different domains? The present set of atomic
actions is derived from the elderly care activities dataset and is still not validated
with other activity datasets.

• When does an activity decomposition has reached the atomic activities level? At
present we assume that the atomic level is reached when the action can be used
in different contexts and domains.

• What are the relations between the different atomic constants? So far we have
only defined the atomic constants but not the relationships between them.

• Is the set of HBM requirements complete? Although the derived set of require-
ments is based on scenarios from different domains, we are not aware of an ap-
proach that can validate that this set is complete.

• Not enough information on some of the methods. Many of the investigated mod-
elling methods are described in papers that do not provide sufficient information
about the modelling mechanism.

• What other HBM methods exist and are they more suitable for our purpose? At
present we have investigated several methods, but there is still the possibility that
there exists a method that is more suitable for our purpose.

6 Conclusion and Future Work

In this paper we described a project that aims to define a uniform HBM approach for
intention recognition in smart environments. As the research is still in early stages,
the definition of sets of action constants and HBM requirements is still in progress.
However, the preliminary results show that it is possible to derive uniform require-
ments and action constants sets. Additionally, some existing modelling approaches
were investigated and the requirements they satisfy were identified to a degree.

The next steps of the research will be focused on completion and validation of the
set of activity constants and modelling requirements, as well as on definition of the
relationships between the different action constants and the choice of appropriate
methods to be used and possibly combined in a unified HBM approach.

Acknowledgements. This work is supported by the DFG, research training group MuSAMA
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Evolutionary Intelligence in Agent Modeling and
Interoperability

Miguel Miranda, José Machado, António Abelha, José Neves, and João Neves

Abstract. A healthcare organization to be tuned with the users expectations, and
to act according to its goals, must be accountable for the quality, cost, and overall
care of the beneficiaries. In this paper we describe a model of clinical informa-
tion designed to make health information systems properly interoperable and safely
computable, based on an Evolutionary Intelligence approach that generates quanti-
fied scenarios from defective knowledge. The model is a response to a number of
requirements, ranging from the semantic ones to the evaluation of software perfor-
mance at runtime; it is among the biggest challenges in engineering nowadays.

Keywords: Multi-agent Systems, Healthcare, Intelligent Systems.

1 Introduction

Considering the course and the initial impetus on agent-based systems and agent-
based methodologies for problem solving, it is understood that it is not available,
yet, a real bunch of practical applications and implementations outside the realm of
research in software analysis and development. However, agent-based systems are
arriving at a stage of maturity, i.e., there are tools such as JADE, WADE and others
frameworks that started a consensus that may help to add agent-based systems to
the main stream of programming methodologies for problem solving.

When approaching a problem, any interpretation cannot be bonded, a priori, to
a specific technology or methodology for problem solving. New systems must be
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oriented and adapted to better fit into the environment. Using multi-agent systems
or agent-based models for problem solving presents a different way to set different
courses in research methodology and practice, i.e., a system of methods used in a
particular area of study or activity, that can be imbedded in an organized manner.

On the other hand, a Service Oriented Architecture (SOA) denotes, fundamen-
tally, a collection of services, which communicate with one another. The communi-
cation process can involve either simple data going past or across or it could include
two or more services negotiating some activity; where a service is to be understood
as a function that is well-defined, self-contained, and does not depend on the con-
text or state of other services. Connecting services is therefore paramount; indeed
enterprise applications and software systems need to be interoperable in order to
achieve seamless business across organizational boundaries. It may seem extremely
similar to the MAS approach, however SOA is an abstraction not bound to one
specific technology, once it can be based on web-services, agents or in any other
framework following these basic rules. The same can be applied to ontologies for
cross-organizational communication, which have been already integrated in existing
agent development frameworks. Indeed, new business models also call for innova-
tive approaches to customers, involving collaboration across different organizations
and domains and therefore need cross-organizational communication.

2 A Multi-Agent Environment for Distributed Interoperability
in Healthcare

In order to enable increased levels of interoperability, a whole environment cen-
tered in agent-based systems was developed to take advantage of the agent based
methodology for problem solving. As it is visible in Figure 1, the applicational
environment can be divided according to the following tiers of abstraction: Multi-
Agent Distributed Interoperability Platform (MADIP); Web-based Interoperability
Platform (WIP); Hibernate and the Relational Database Management System.

The external service providers depicted in Figure MAEDIH include different
information systems such as the Radiological Information System, Laboratory In-
formation System, Hospital Emergency Rooms Information Systems and other
back-end and front-end to external applications. This environment went in produc-
tion at the Centro Hospitalar do Porto, EPE, a major healthcare facility in the north
of Portugal, as an element of the agency AIDA (Figure 2) (i.e., an Agency for the
Integration, Diffusion and Archive of Information), that is in charge of the interoper-
ability among all the services present in a healthcare environment, here depicted as
a Healthcare Information System (HIS). A HIS can be defined as an abstract infor-
mation system for data processing within an healthcare institution. It is therefore the
consorted and integrated effort of the different, tentatives, heterogeneous informa-
tion systems inside the healthcare institution, which collects, processes, reports and
use information and knowledge within this unique environment, i.e., that influences
the existing management policies, health programs, training, research and medical
practice within the institution [5] [6].
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Fig. 1 Core tiers of the integration environment

Fig. 2 AIDA platform

2.1 Core Architectural Dependencies

Regarding the MADIP architecture, that is a multi-agent system developed under
the Workflows and Agents Development Environment (WADE) and the Java Agent
DEvelopment Framework (JADE). This choice was taken considering that JADE
is an Open-Source JAVA based solution which offers some advantages, namely the
production environment tests, a continuous improvement in any new release, and
the demonstrated stability that assures the support and capability to handle all the
events that may occur in a production environment. Furthermore, the fact that the
framework is fully compliant with the specification of the Foundation for Intelli-
gent Physical Agents (FIPA) using the advised architecture and making available
several agent communication codecs such as FIPA Semantic Language (SL) and
XML, enables one to extend the existing framework to a particular setting, without
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”reinventing the wheel” [1]. Complementary to the Agent Communication Lan-
guage (ACL), the existing ontology server and ontology embedded communication
trough plain Java objects, constitutes an important asset that is made available by
JADE.

2.2 Interoperability Interfaces in Agent Modeling

Diverse methodologies for problem solving may be employed to achieve integration
and interoperability. They are usually comparable according to their specificities and
the necessities on information availability, quality, quantities and processing time.

In order to interact with different service providers that do not use ACL with FIPA
compliance, the most common interoperability methodologies for problem solving
are put into effect through configurable agents, using the methods: Health Level
Seven (HL7) via TCP socket; HL7 via SOAP and Web-Services; AIDAs XML via
SOAP and Web-Services and Legacy System via TCP socket. Using plain Java ob-
jects as mappings for the XML and HL7 structures being provided, it is possible
to associate them to diverse medical ontologies, here given in terms of Knowledge
Bases (KBs), i.e., formal systems that capture the meaning of the adopted vocab-
ulary via logical formulas. A KB is considerably richer than a conceptual schema
since the underlying languages are more expressive. The purpose is not simply re-
trieval but reasoning. However, the main task is still data consistency. Formally, a
knowledge base is a Logic Theory. Communication within and among agent-based
platforms, considering the necessity of interaction and exchange of information, is
without a doubt a case of interoperability.

2.3 Interoperability Enhancements through the Use of Ontologies

When interoperability is accounted in terms of the nature of being, i.e., in terms
of an or more ontologies, it has the potential to improve the flow of information
and knowledge exchange inter peers. Tis is a good or obvious cause to use the
WADE/JADE based ontologies to manage content expressions as Java objects across
domains and applications [4]. Although they are handled as Java objects, they are
encoded and decoded into messages in a standard FIPA format. The ontology engine
in JADE is made on a name, a running ontology that is susceptible of a particular
figure or combination and a set of element schemas which may contain 3 (three)
basic interfaces, namely Agent Action, Predicate Extensions and Concepts[2], i.e.,
these element schemas are objects describing the structure, semantics and relation-
ships among the Agent Action, Predicate Extensions and Concepts that hold within
a given ontology, which may share vocabulary among the different agents using it.
Rather than the Ontology, BasicOntology and ACLOntology, the BeanOntology can
be used to map JavaBeans to an ontology using a ”convention over configuration”
perspective [3]. By this mean JavaBeans annotations are used to extend the objects
that constitute the ontology. The Agent Action denotes a content expression of a di-
rect request among agents to perform a given task. This action request will contain
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the information regarding what action and to what objects it is to be applied. For this
reason all requests received from any service provider were transformed through ob-
ject mappings into an Agent Action that was communicated to the agents involved
in the process. Whenever an agent asks for the truth value of a given sentence, the
sentence can be defined as a class that implements a Predicate Extension[2].

In the proposed ontology, the definition for interoperability, Agent Actions and
Predicates very often holding Concepts. A class that implements a Concept interface
is composed of several objects implicitly conjuncted. Existing mapping using Hiber-
nate are also compatible to be mapped within these concept classes making it easy
to exchange information between agents while the content is completely normal-
ized and congruent with the storage schema. The use of ontologies over serialized
objects allows one not only have interoperability with other agent-based systems,
but, to a some extent, to have interoperability with further non agent-based systems.

3 Conclusion

This environment was tested in the first place and put into production in an ambula-
tory surgery centre as a part of a huge healthcare facility. The need to interoperate
was felt at almost all levels of decision as defined by the business logic, which is not
part of this document. We argue that the starting point of a successful model must
be an ontological analysis of the process of clinical care delivery, seen as a scien-
tific problem-solving process. The combination of Artificial Intelligence techniques
such as the symbolic and evolutionary systems allows us to combine the advantages
of each of these approaches, in particular for solving complex problems. These tech-
niques are based on the collective adaptation and learning ability of individuals.
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